Estimación de costos de garantía en sistemas K de N con políticas FRW y PRW, bajo aproximación de reparación física y de caja negra by Pereira Hoyos, Luz Adriana
Estimacio´n de costos de garant´ıa en
sistemas k de n con pol´ıticas FRW y
PRW, bajo aproximacio´n de
reparacio´n f´ısica y de caja negra
Luz Adriana Pereira Hoyos
Universidad Nacional de Colombia
Facultad de Ciencias, Escuela de Estad´ıstica
Medell´ın, Colombia
2012

Estimacio´n de costos de garant´ıa en
sistemas k de n con pol´ıticas FRW y
PRW, bajo aproximacio´n de
reparacio´n f´ısica y de caja negra
Luz Adriana Pereira Hoyos
Tesis presentada como requisito parcial para optar al t´ıtulo de:
Mag´ıster en Estad´ıstica
Directora:
Nelfi Gonza´lez A´lvarez
Doctora en Ciencias Estad´ısticas
L´ınea de Investigacio´n:
Estad´ıstica Industrial
Universidad Nacional de Colombia
Facultad de Ciencias, Escuela de Estad´ıstica
Medell´ın, Colombia
2012

Dedicatoria
A mi familia... en especial a Libardo Echeverri,
quien sin esperar nada a cambio dio´ su apoyo
incondicional.

vii
Resumen
Este trabajo se enmarca en el estudio de los costos de garant´ıa de un sistema con estructura
k de n, modelando los tiempos de falla del sistema bajo dos aproximaciones: F´ısica y de
Caja negra, para pol´ıticas de garant´ıa “Free-Replacement Warranty” (FRW) y “Pro-Rata
Warranty” (PRW); con el objetivo de determinar si existe algu´n efecto al ignorar la estruc-
tura del sistema y el estado de sus componentes en el tiempo. En los escenarios simulados,
se observa que existe un efecto de sobreestimacio´n en la distribucio´n del costo de garant´ıa
y por lo tanto en la estimacio´n del costo y del ciclo de garant´ıa. Se construyen adema´s in-
tervalos de confianza para los costos medios unitarios de garant´ıa y costos medios unitarios
de garant´ıa por unidad de tiempo, se consideran me´todos bootstrap como una alternativa
cuando se tiene muestras de taman˜o pequen˜o. Se encuentra que el me´todo t-bootstrap tiene
mejor desempen˜o que el me´todo bootstrap BCa, ya que estima intervalos de confianza de
longitudes menores y probabilidades de coberturas cercanas a la confianza nominal.
Palabras clave: Costos de garant´ıa, pol´ıtica de garant´ıa libre de costo (FRW), pol´ıtica
de garant´ıa Pro-Rata (PRW), Sistema k de n, Niveles de informacio´n, Proceso de
Renovacio´n, Proceso Poisson.
Abstract
This work studies the warranty costs of a k-out-of-n structured system. Failure times are
modeled under two approaches to warranty policies: ‘Free-Replacement Warranty” (FRW),
and “Pro-Rata Warranty” (PRW). The goal is to determine whether or not there exists any
effect on ignoring the system structure and on ignoring the state of its components over time.
On the simulated scenarios, an overestimation effect in the warranty cost distribution, and
therefore in estimating the cost and the warranty cycle, are observed. Confidence intervals for
the average unit costs of warranty and average unit costs per unit time are built; bootstrap
methods are considered as an alternative whenever sample sizes are small. The t-bootstrap
method performs better than the bootstrap BCa method, as far as it produces shorter con-
fidence intervals lenghts and closer to the nominal confidence coverage probabilities.
Keywords:Warranty costs, Free-Replacement Warranty, Pro-Rata Warranty, System
k-out-of-n, levels of information, Renewal Process, Poisson Process.
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1. Introduccio´n
La garant´ıa es una obligacio´n por la cual el fabricante de un producto, se compromete por
un periodo de tiempo dado a garantizar el funcionamiento del art´ıculo. Es un compromiso
formal que adquiere el productor al asumir ciertas responsabilidades sobre la calidad del
producto, posterior a la entrega o venta del mismo. Para los fabricantes resulta importante
un programa de garant´ıas en la comercializacio´n, pero puede convertirse en un gran costo si
la calidad del producto es baja (Thomas, 2005). Blischke (1990) presenta una revisio´n sobre
pol´ıticas de garant´ıas y los modelos matema´ticos para el ana´lisis de costos de garant´ıas.
Blischke y Murthy (1992) proponen una taxonomı´a para la garant´ıa de un nuevo producto.
De manera similar Thomas y Rao (1999) hacen una revisio´n sobre pol´ıticas de garant´ıas, en
la cual detallan modelos econo´micos.
Segu´n Bai y Pham (2006), una de las cuestiones de intere´s que surge en el ana´lisis de garant´ıas
es la modelacio´n de sus costos, lo que involucra entre otras cosas una consideracio´n de las
caracter´ısticas de las pol´ıticas de garant´ıas, el costo de garant´ıa asociado a la falla y la dis-
tribucio´n de los tiempos de falla de los productos. El ana´lisis de garant´ıas para sistemas
multi-componentes basados en la estructura del sistema ha sido considerado por varios es-
tudios (Bai y Pham, 2006). Ritchken y Fuh (1986) suministran un ejemplo de un sistema
de dos componentes en paralelo bajo una garant´ıa bidimensional. Hussain y Murthy (1998)
exponen la estimacio´n de costos para un sistema en paralelo bajo el escenario que la calidad
incierta de un nuevo producto puede ser una preocupacio´n para el disen˜o del programa de
garant´ıas. Chukova y Dimitrov (1996) obtienen el costo esperado de garant´ıas para un sis-
tema en serie y uno en paralelo con dos componentes, bajo la pol´ıtica “Free-Replacement
Warranty”.
Ja et al. (2002) estudian las propiedades de los costos de garant´ıas descontados, y los costos
totales del programa de garant´ıas no renovables bajo reparo mı´nimo. Bai y Pham (2004),
tambie´n estudian los costos de garant´ıa descontados y obtienen algunas propiedades bajo las
pol´ıticas “Free-Replacement Warranty” (FRW) y “Pro-Rata Warranty” (PRW) aplicadas a
sistemas reparables en series. Chien (2005) obtiene propiedades de los costos de garant´ıas,
periodos o´ptimos de garant´ıas desde el punto de vista del fabricante y desde la posicio´n del
consumidor, en el caso de un sistema con dos posibles tipos de falla, falla tipo I, la cual es
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reparada mı´nimamente y falla tipo II, que involucra una reparo perfecto. Bai y Pham (2006)
proponen una pol´ıtica de garant´ıa renovable de servicio completo y obtienen propiedades de
los costos para sistemas en serie, paralelo, serie-paralelo, y paralelo-serie. Duchesne y Marri
(2009) extienden los resultados obtenidos por Bai y Pham (2006), obteniendo expresiones
para la media, varianza y para la funcio´n caracter´ıstica del costo de garant´ıa descontado
bajo programas de garant´ıas en general, incluyendo las pol´ıticas FRW, PRW y FRW/PRW
en el contexto de reparo mı´nimo f´ısico.
Este trabajo se propone estimar los costos de garant´ıa con base en los procesos estoca´sticos
de falla, reparacio´n y/o sustitucio´n para sistemas k de n. Modelando los procesos de costos
de garant´ıa para pol´ıticas “Free-Replacement Warranty” (FRW) y “Pro-Rata Warranty”
(PRW), bajo reparo mı´nimo o perfecto f´ısico, para luego obtener expresiones para las esti-
maciones puntuales e intervalos de confianza de los costo unitarios promedios de garant´ıa
para un periodo de tiempo fijo. En particular, se considera el caso cuando el sistema k de
n esta´ compuesto por componentes con tiempos de vida independientes ide´nticamente dis-
tribu´ıdos, los cuales siguen una distribucio´n Weibull, con iguales para´metros de escala y
forma. Se consideran dos aproximaciones posibles en la modelacio´n de los procesos de falla
y por ende en la acumulacio´n de los costos de garant´ıa: la aproximacio´n “estad´ıstica” o
tambie´n conocida como aproximacio´n de “caja negra” y la aproximacio´n “f´ısica”, con el fin
de determinar los efectos de estas aproximaciones en la modelacio´n del costo de garant´ıa
y estimacio´n del costo unitario de garant´ıa. Se simulan los procesos de falla y de acumu-
lacio´n de los costos de garant´ıa para el productor. Se considera adicionalmente costos de falla
constantes (independientes del tiempo) y un periodo de garant´ıa w previamente fijado. El
sistema esta´ expuesto a dos tipos de falla: falla tipo I, la cual es reparable mı´nimamente, con
probabilidad 1− p(t) y falla tipo II, catastro´fica no reparable, con probabilidad p(t). Segu´n
Block et al. (1985) los procesos de conteo asociados a estos dos tipos de falla son procesos
Poisson no homoge´neos con tasas de falla determin´ısticas dadas por λI(t) = (1 − p(t))r(t)
y λII(t) = p(t)r(t), respectivamente, donde p(t) ∈ [0, 1] y r(t) es la funcio´n de tasa de falla
general del sistema, bajo el nivel de informacio´n de aproximacio´n caja negra.
A trave´s de los procesos de falla simulados se realiza la estimacio´n no parame´trica de las
distribuciones de los costos debido a la falla tipo I, falla tipo II, costos totales y ciclos
de garant´ıa, bajo las aproximaciones Caja negra y F´ısica para las pol´ıticas FRW y PRW,
estas distribuciones son comparadas (Aproximacio´n Caja negra vs. Aproximacio´n F´ısica)
mediante pruebas para igualdad distribucional tales como la prueba Chi-cuadrado, pruebas
de Wilcoxon-Mann-Whitney, Kolmogorov, y gra´ficos cuantil-cuantil. Finalmente, se realiza
la estimacio´n por intervalos de confianza de los costos medios, se plantean escenarios con-
siderando tres me´todos de estimacio´n, el me´todo t-bootstrap, BCa y el me´todo cla´sico por
3aproximacio´n a la t de Student, se consideran me´todos bootstrap como una posible alterna-
tiva cuando no se tiene taman˜o de muestras “suficientemente” grandes. Para valorar cua´l de
los tres me´todos de estimacio´n resulta mejor se estudia la longitud de los intervalos resul-
tantes y la probabilidad de cobertura.
Este trabajo se encuentra conformado por seis cap´ıtulos. El primer cap´ıtulo es una breve in-
troduccio´n al trabajo desarrollado a trave´s de los siguientes cap´ıtulos. El cap´ıtulo 2, presenta
la definicio´n de las pol´ıticas de garant´ıa, su taxonomı´a y modelos de costos asociados a las
pol´ıticas “Free-Replacement Warranty” (FRW) y “Pro-Rata Warranty” (PRW). El cap´ıtulo
3, introduce la definicio´n de un sistema coherente con estructura k de n, el tiempo de vida
del sistema y las expresiones correspondientes a la funcio´n de confiabilidad, la funcio´n de
densidad (p.d.f), la funcio´n de distribucio´n (c.d.f) y la funcio´n hazard, se asume que el tiem-
po de vida de las componentes son independientes e ide´nticamente distribu´ıdos. El cap´ıtulo
4, presenta una breve introduccio´n a los procesos estoca´sticos puntuales y su utilidad en la
modelacio´n de las fallas. Se muestran los modelos de falla/reparo o sustitucio´n del producto
y expresiones de los valores esperados de los procesos de costos asociados a las pol´ıticas FRW
y PRW, bajo dos tipos de aproximaciones (f´ısica y estad´ıstica) o niveles de informacio´n sobre
la tasa de falla del sistema. En el cap´ıtulo 5, se presentan los algoritmos de modelacio´n de
los costos de garant´ıa para las pol´ıticas FRW y PRW, bajo los escenarios de modelacio´n
de fallas: aproximacio´n F´ısica y Caja negra; mediante simulacio´n se obtiene la estimacio´n
no parame´trica de las distribuciones de los costos de garant´ıa para luego ser comparadas,
mediante las pruebas explicadas en el Anexo B, las distribuciones de los costos de garant´ıa
bajo las aproximaciones F´ısica vs. Caja negra. El cap´ıtulo 6 se concentra en la estimacio´n
por intervalos de confianza de los costos medios de garant´ıa obtenidos bajo la modelacio´n de
tiempos de falla por aproximacio´n F´ısica y Caja negra, para las pol´ıticas de garant´ıa PRW y
FRW. Finalmente, el cap´ıtulo 7 presenta las conclusiones y recomendaciones para trabajos
futuros.

2. El Papel de la Garant´ıa de un
Producto
Este cap´ıtulo tiene como propo´sito presentar una breve conceptualizacio´n del te´rmino garan-
t´ıa de un producto, puesto que este trabajo se enmarca en la modelacio´n de los costos de
garant´ıa de un sistema con estructura k de n. El cap´ıtulo inicia con una descripcio´n del
papel que cumple la garant´ıa en las transacciones comerciales, posteriormente se presenta
una definicio´n formal del te´rmino garant´ıa de un producto, su taxonomı´a y los modelos de
costo asociados en particular a la pol´ıtica de garant´ıa “Free-Replacement Warranty” (FRW)
y “Pro-Rata Warranty” (PRW). En adelante se utilizara´ las siglas FRW y PRW cuando se
haga referencia a estas pol´ıticas de garant´ıas.
2.1. Definicio´n de la garant´ıa de un producto
La garant´ıa es una obligacio´n contractual que asume el productor o vendedor en relacio´n con
la venta de un producto. En te´rminos generales el propo´sito de una garant´ıa es establecer
responsabilidades en el evento que se presente una falla temprana del art´ıculo o en el evento
que no este´ en capacidad de desempen˜ar su funcio´n (Blischke y Murthy, 1994).
Segu´n Murthy y Djamaludina (2002), la garant´ıa de un producto juega un papel importante
tanto para el consumidor y como para el productor. Entre sus propo´sitos se encuentran: (i)
proteccio´n para el productor y para el consumidor, (ii) muestra la calidad del producto, (iii)
es un importante elemento de la estrategia de marketing, (iv) respaldo contra la compra de
art´ıculos que no tienen la calidad prometida y (v) juega un papel importante en la solucio´n
de controversias entre el fabricante y el consumidor.
Segu´n Escobar et al. (2003), existe una literatura muy extensa sobre el uso de los datos de
garant´ıas. Los libros editados por Blischke y Murthy (1996, 1994) cubren un amplio rango
de to´picos. Robinson y McDonald (1991), Lawless y Kalbfleisch (1992) describen me´todos
estad´ısticos disponibles para el ana´lisis de este tipo de datos. Escobar et al. (2003) mencionan
que hasta ahora los programas de garant´ıas han estado ma´s relacionados con el mercadeo
que con la confiabilidad y que las bases de datos existen en principio gracias a la importancia
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que tienen para los reportes financieros. Sin embargo, cada vez ma´s compan˜´ıas empiezan a
reconocer que los datos de garant´ıa pueden ser u´tiles para:
a. Retroalimentar el disen˜o de la siguiente generacio´n de productos.
b. Prevenir problemas de campo inesperados.
c. Establecer una conexio´n entre las pruebas de laboratorio y la caracterizacio´n ambiental.
Las garant´ıas se han convertido en una importante herramienta de promocio´n para los fa-
bricantes (Chien, 2005). Para Chin-Chun et al. (2007), una garant´ıa es un importante factor
de marketing para los productos, ya que una excelente pol´ıtica de garant´ıa usualmente es
una sen˜al de alta calidad del producto y genera gran seguridad a los compradores. Sin em-
bargo, la garant´ıa siempre implica costos adicionales al productor, estos costos dependen de
la confiabilidad del producto. En el momento en que el vendedor promete la renovacio´n o
reparacio´n de los productos cuando ocurre una falla temprana, la amplitud del tiempo de
garant´ıa y la confiabilidad del producto, juegan un papel clave sobre la determinacio´n del
costo total de e´ste.
2.2. Pol´ıticas de garant´ıa
Las pol´ıticas de garant´ıas esta´n formalmente definidas por un periodo de tiempo de cobertu-
ra y por las condiciones establecidas de pago por fallas o mal funcionamiento. La mayor´ıa de
las garant´ıas tienen un periodo de tiempo fijo, definido en la edad o en el uso del producto.
Sin embargo, existe lo que se conoce como renovacio´n de garant´ıas, que consiste en ofrecer
de nuevo la garant´ıa, con los periodos de tiempo establecidos, cada vez que el producto falle.
Estas garant´ıas son poco comunes y son aplicadas a productos que son generalmente baratos
y que tienen muy poca probabilidad de fallar durante el periodo de garant´ıa inicial (Thomas,
2005).
Thomas y Rao (1999), mencionan que una garant´ıa generalmente incluye:
1. El lapso de tiempo durante el cual la garant´ıa es aplicable.
2. El me´todo de indemnizacio´n para el producto o servicio durante el periodo de garant´ıa.
3. Las condiciones bajo las cuales la garant´ıa aplica o no aplica al producto o servicio.
4. El procedimiento atrave´s del cual el comprador puede reclamar la garant´ıa.
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La cobertura de la garant´ıa puede ser un periodo fijo o un periodo renovable. En un periodo
fijo, el tiempo de expiracio´n de la garant´ıa es fijado desde la fecha de la compra. La cobertura
de la garant´ıa aplica so´lo durante el periodo (0, w]. Para un periodo renovable de la pol´ıtica
de garant´ıa, el periodo inicial de la cobertura de garant´ıa es (0, w] dado desde el momento
de la compra. En caso de que el art´ıculo falle durante el periodo de garant´ıa, una nueva
garant´ıa, ide´ntica a la inicial es expedida de nuevo. Este proceso es repetido hasta que el
art´ıculo no falle dentro del periodo de garant´ıa w. As´ı, para garant´ıas renovables el periodo
real de garant´ıa es aleatorio.
2.2.1. Clasificacio´n de la garant´ıa y modelo de costo
Nguyen y Murthy (1984) discuten dos pol´ıticas de garant´ıas, estos exponen casos especiales
de la pol´ıtica FRW y PRW (Frees y Nam, 1988). Blischke y Murthy (1994) proponen una
sistema de clasificacio´n de las garant´ıas, tal como lo muestra la Figura 2-1. La primera clasi-
ficacio´n corresponde a si la garant´ıa involucra desarrollo del producto despue´s de la venta.
Las pol´ıticas que no involucran tal desarrollo pueden ser subdivididas dentro de dos gru-
pos, el Grupo A: “pol´ıticas de garant´ıa para art´ıculos vendidos por unidad” y el Grupo B:
“pol´ıticas de garant´ıa para venta de art´ıculos por lote”. En el Grupo C: “pol´ıticas de garant´ıa
que involucran desarrollo del producto posterior a la venta”, las garant´ıas de este tipo son
usadas principalmente en grandes adquisiciones del gobierno de art´ıculo sofisticados, por
ejemplo, equipo militar. Las pol´ıticas del grupo A son a su vez divididas en renovables o no
renovables. Una subdivisio´n adicional de las garant´ıas consiste en “simples o combinadas”.
Las pol´ıticas FRW y PRW, son ejemplos de pol´ıticas simples, la combinacio´n de estas puede
dar origen a una pol´ıtica “combinada” (Murthy et al., 2004).
Las siguientes definiciones esta´n basadas en Blischke y Murthy (1992),
1. Pol´ıtica de garant´ıa renovable. Una vez se produce la falla del producto dentro
del periodo de garant´ıa, se realiza la sustitucio´n del mismo y la garant´ıa se renueva o
empieza de nuevo. Esta pol´ıtica se ofrece con productos de bajo costo ele´ctricos, elec-
tro´nicos o meca´nicos, para los cuales la garant´ıa esta´ contenida dentro del embalaje
del producto.
2. Pol´ıtica de garant´ıa flotante. Un grupo de N art´ıculos esta´n cubiertos como un
lote, por un periodo total de Ntw, donde tw denota el tiempo de garant´ıa. Este tipo de
garant´ıa es aplicable a componentes de equipos industriales y comerciales, comprados
en lotes, como repuestos, que son usados al mismo tiempo hasta que se produce la
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falla. Esta pol´ıtica fue referenciada por Beker y Zaino (1991), quienes sen˜alan que la
garant´ıa flotante tiene ventajas para el productor sobre la pol´ıtica combinada.
3. Pol´ıtica de garant´ıa para mejora de la confiabilidad. Esta pol´ıtica se ha de-
sarrollado desde las compan˜´ıas ae´reas en la compra de aviones comerciales y ha sido
mandato para todo equipo militar que compre el Departamento de Defensa de Esta-
dos Unidos (Nenoff, 1988). Bajo esta pol´ıtica, el productor se compromete a reparar o
reemplazar el producto o sus componentes, adicionalmente a hacer disen˜os y cambios
de ingenier´ıa necesarios para cumplir los requerimientos de confiabilidad establecidos.
Pol´ıticas de Garant´ıa
Productos que
no involucran
desarrollo
pos-venta
(Grupo A y B)
Productos
que
involucran
desarrollo
pos-venta
(Grupo C)
Grupo A:
Art´ıculo
por unidad
Grupo B:
Art´ıculo
por lote
Simple
CombinadaNo
renovable
Renovable
Simple
Combinada
Simple
Combinada
Figura 2-1.: Taxonomı´a de las pol´ıticas de garant´ıa, tomado de Blischke y Murthy (1994)
Segu´n Thomas y Rao (1999), las motivaciones para construir los modelos de costos de
garant´ıas se encuentran relacionados con: (i) establecer las condiciones y para´metros que
influencian los costos relevantes en la produccio´n de un art´ıculo, y (ii) predecir la cantidad
de dinero que debe tenerse en reserva a fin de cubrir los gastos de reclamos de garant´ıas. La
cantidad del costo total de la garant´ıa en el tiempo puede ser considerado como un evento
aleatorio. Si consideramos un producto bajo una pol´ıtica de garant´ıa establecida con du-
racio´n w ≥ 0, con tiempos de falla o de mal funcionamiento denotados por las variables
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aleatorias Ti, i = 1, 2, . . ., cada una distribuida Fi(ti), ti ≥ 0 para un producto con tiempo
de vida (0, ζ ] el costo por unidad para la i-e´sima falla esta´ dado por:
C(Ti, t, w) =
{
c1(t), 0 < ti ≤ w
0, w < ti ≤ ζ
donde c1 representa el costo unitario de reparacio´n o reemplazamiento durante el periodo de
garant´ıa I0 = (0, w]. El ana´lisis del costo de garant´ıa supone que:
1. El tiempo de reemplazo o de reparacio´n es despreciable.
2. Todos los reclamos durante el periodo de la garant´ıa son va´lidos.
3. El costo promedio por reclamo durante la garant´ıa puede ser determinado.
4. El ciclo de vida del producto es el periodo de uso del producto.
Blischke y Murthy (1994), definen varios costos que resultan de intere´s para el productor y
el comprador. Ellos incluyen los siguientes:
1. Costo de garant´ıa por unidad vendida: siempre que un art´ıculo sea devuelto para
reparacio´n en el periodo de garant´ıa, el productor asume costos, tales como costos ad-
ministrativos, costos de transporte para enviar el art´ıculo a reparacio´n y para retornarlo
al cliente, costos de material y mano de obra, costos de inventario, entre otros.
2. Costo de garant´ıa relacionado con la operacio´n de una unidad durante su vida u´til:
este costo es asumido por el comprador e incluye elementos tales como el costo de la
compra, el costo de matenimiento y reparacio´n una vez expira el periodo de garant´ıa,
costo de operacio´n (energ´ıa, desgaste, etc.) y costos de eliminacio´n del producto una
vez sea desechado por el comprador.
3. Costo de garant´ıa relacionado con el ciclo de vida del producto: esto es dependiente
del intervalo durante el cual los compradores adquieren el producto. Despue´s de este
tiempo, las ventas cesan, frecuentemente por la introduccio´n de un nuevo y mejor
producto que lo reemplaza. Este ciclo de vida comienza con el lanzamiento del producto
en el mercado y termina cuando este se retira.
4. Costo por unidad de tiempo: es de utilidad para la administracio´n de recursos del
servicio de garant´ıa, tales como piezas en inventario y costo de mano de obra.
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Los costos claramente pueden ser diferenciados entre aquellos que son asumidos por el pro-
ductor y aquellos que son asumidos por el consumidor. Estos costos son variables aleatorias,
ya que la cantidad de reparaciones y los costos generados bajo el periodo de garant´ıa son
inciertos. El costo de garant´ıa por unidad vendida es importante en el contexto del precio
del producto. El precio de venta debe exceder el costo de produccio´n ma´s el valor del costo
de la garant´ıa, pues de lo contrario el productor puede incurrir en pe´rdida. En promedio, el
costo de la garant´ıa de un producto decrece cuando incrementa la confiabilidad del mismo
(Murthy y Djamaludina, 2002).
Espec´ıficamente, en este trabajo se consideran las pol´ıticas de garant´ıa y los modelos de costos
dados en Thomas (2005), siendo de particular intere´s en este estudio los costos de garant´ıa
asumidos por el fabricante. Sea T la variable aletoria que representa el tiempo de falla del
producto, con distribucio´n de probabilidad F (t) y funcio´n de densidad f(t) =
d
dt
F (t). Por
cada falla ocurrida dentro del periodo de garant´ıa I0 = (0, w] el productor asume un costo
constante c > 0. El costo esperado por el fabricante durante el periodo de garant´ıa esta´ dado
por:
E [C] =
∫
I0
cf(t)dt
o en el caso de los costos de garant´ıas con tasa de descuento δ > 0, lo que significa que a
medida que transcurre la edad del producto el costo de garant´ıa disminuye para el productor.
E [C] =
∫
I0
ce−δtf(t)dt
1. Pol´ıtica de garant´ıa de sustitucio´n o reparo gratuito (FRW). La pol´ıtica ma´s
simple y ba´sica es la de reemplazo o reparo gratuito, mediante la cual el productor
asume todos los costos de reparaciones o reemplazos que se producen durante el pe-
riodo de garant´ıa. Esta pol´ıtica es aplicada a art´ıculos que pueden resultar reparables,
tales como electrodome´sticos (lavadoras, secadoras y televisores) los cuales pueden ser
devueltos como nuevos al aplicarles reparaciones esta´ndar, y tambie´n a productos no
reparables. La ecuacio´n (2-1) presenta el modelo de costo por unidad, C(t), para esta
pol´ıtica.
C(t) =
{
c, 0 < t ≤ w
0, t > w
(2-1)
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Donde T es la variable aleatoria que representa el tiempo de vida del producto, w el
tiempo de duracio´n de la garant´ıa y c es el costo que el productor asume al reemplazar o
reparar el art´ıculo, cuando el art´ıculo falla dentro del periodo de garant´ıa. Las pol´ıticas
FRW se subdividen en dos categor´ıas, renovables y no renovables. El primer caso se
refiere, cuando el producto sufre una falla catastro´fica, e´ste es sustituido por uno nuevo
y se expide una nueva garant´ıa, mientras que en el segundo caso, la sustitucio´n del
producto que falla no altera el plazo original de la garant´ıa.
2. Pol´ıtica de garant´ıa de sustitucio´n o reparo pro-rata (PRW). En esta pol´ıtica
el productor y el cliente comparten el costo del reemplazo o de la reparacio´n durante
el per´ıodo de garant´ıa, de acuerdo a un sistema establecido, que se basa en la edad del
producto en el momento de la falla. La pol´ıtica PRW requiere que los clientes este´n
dispuestos a aceptar su parte de la reparacio´n o el costo del reemplazo, de tal forma que
el fabricante pague el excedente. Esta pol´ıtica se aplica comu´nmente a los art´ıculos no
reparables. En la ecuacio´n (2-2) presenta un ejemplo del modelo de costo por unidad.
C(t) =

c
(
w − t
w
)
, 0 < t ≤ w
0, t > w
(2-2)
Donde T es la variable aleatoria que representa el tiempo de vida del producto, w el
tiempo de duracio´n de la garant´ıa y c en este caso es el precio de venta del producto.
La pol´ıtica de garant´ıa PRW es aplicada a art´ıculos que son significativamente influ-
enciados por el envejecimiento, tal como es el caso de los neuma´ticos y la bater´ıa de
un veh´ıculo.
3. Pol´ıtica de garant´ıa combinada (FRW/PRW). Esta pol´ıtica es comu´n para los
productos de consumo y es la combinacio´n de las dos pol´ıticas anteriores, de tal manera
que el fabricante ofrece a sus clientes una cobertura total de los gastos provocados
por la falla del producto (FRW) durante un periodo (0, w1] de tiempo, seguido de la
aplicacio´n de la pol´ıtica PRW por un periodo de tiempo restante. (w1, w2]. La ecuacio´n
(2-3) presenta el modelo de costo por unidad.
C(t) =


c, 0 < t ≤ w1
c
(
w2 − t
w2 − w1
)
, w1 < t ≤ w2
0, t > w2
(2-3)
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De manera espec´ıfica, este trabajo se enmarca en el contexto de la pol´ıtica de garant´ıa FRW
con renovacio´n y la pol´ıtica PRW. Para ambas pol´ıticas se considera el modelo de falla
general (ver Seccio´n 4.5), presentado en Block et al. (1985).
3. Sistemas Coherentes con Estructura k
de n
En este cap´ıtulo se presenta la definicio´n de un sistema coherente con estructura k de n,
las definiciones ba´sicas relacionadas con el tiempo de vida del sistema y las expresiones
correspondientes a la funcio´n de confiabilidad, la funcio´n de densidad (p.d.f), la funcio´n de
distribucio´n (c.d.f) y la funcio´n hazard del tiempo de vida de un sistema con estructura k de
n. Se asume que los tiempos de vida de las componentes son independientes e ide´nticamente
distribu´ıdos.
Segu´n Barlow y Proschan (1996), un sistema se encuentra conformado por n componentes,
y en cada una de ellas es posible distinguir uno de dos estados en un instante de tiempo t:
funcionamiento o falla. Considerar la confiabilidad de un sistema para el intervalo [0, t], es
equivalente a encontrar la probabilidad de que el sistema funcione a trave´s de este intervalo
de tiempo.
Sean S1, S2, . . . , Sn, n ∈ N variables aleatorias positivas, que representan el tiempo de vida
de las componentes en un sistema. Para indicar el estado de la i-e´sima componente en el
tiempo t, se define la variable aletoria indicadora Xt(i) como:
Xt(i) =
{
1, Si ≥ t
0, Si < t
para i = 1, 2 . . . , n. observe que Xt(i) = 0 si la i-e´sima componente ha fallado para el
instante t y Xt(i) = 1 si la i-e´sima componente funciona para el instante de tiempo t.
Sea Φ : {0, 1}n −→ {0, 1} la funcio´n estructura del sistema, la cual es asumida como
mono´tona. Φt = Φ(Xt) describe el estado del sistema en el instante de tiempo t, donde
Xt = (Xt(1), . . . , Xt(n)) y el tiempo de vida ζ del sistema es dado por ζ = ı´nf{t ∈ R+ : Φt =
0}. Observe que conocer la funcio´n de estructura es equivalente a conocer la estructura del
sistema. El nu´mero de componentes n en el sistema es llamado el orden del sistema. Para
un sistema en serie la funcio´n de estructura es Φ(Xt) = Π
n
i=1Xt(i) = mı´n(Xt(i), . . .Xt(n)), y
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para un sistema en paralelo es Φ(Xt) =
∐n
i=1Xi(t) = ma´x(Xt(i), . . .Xt(n)) (Aven y Jensen,
1999).
3.1. Definiciones Ba´sicas
Segu´n Barlow y Proschan (1996)
1. Se dice que un sistema es coherente si:
i. la funcio´n de estructura Φt es no decreciente en cada argumento, es decir, si
Xt ≤ Yt ⇒ Φ(Xt) ≤ Φ(Yt).
ii. cada componente es relevante, es decir, existe al menos un vector (·i,x) tal que
Φ (1i,x) = 1 y Φ (0i,x) = 0. Donde (1i,x) representa un vector estado en el que la
i-e´sima componente es igual a 1, (0i,x) representa un vector en el que la i-e´sima
componente es igual a 0 y (·i,x) representa un vector estado donde la i-e´sima
componente es 0 o´ 1.
2. Un sistema se dice ser mono´tono si:
i. la funcio´n de estructura Φ es no decreciente en cada argumento.
ii. Φ (0) = 0 y Φ (1) = 1.
De ah´ı, que si Φ es coherente, entonces Φ es tambie´n mono´tona.
3. Un conjunto “de corte” K es un conjunto de componentes que si fallan causan la falla
del sistema, es decir, Φ(0K, 1) = 0. Donde (0K, 1) es un vector estado en el cual las
componentes en K tienen estado 0 y las dema´s tienen estado 1. Un conjunto “de corte”
es minimal si no puede ser reducido sin perder su condicio´n de conjunto de corte.
4. Un conjunto “de camino” S es un conjunto de componentes para los cuales su fun-
cionamiento asegura el funcionamiento del sistema, es decir, Φ(1s, 0) = 1. Donde (1s, 0)
es un vector estado en el cual las componentes en S tienen estado 1 y las dema´s tienen
estado 0. Un conjunto “de camino” es minimal si no puede ser reducido sin perder su
condicio´n.
Por ejemplo considere la estructura “puente” de la Figura 3.1, los conjuntos de “camino”
considerados como minimal son S1 = {1, 4}, S2 = {2, 5}, S3 = {1, 3, 5}, S4 = {2, 3, 4} y los
conjuntos de “corte” son K1 = {1, 2}, K2 = {4, 5}, K3 = {1, 3, 5}, K4 = {2, 3, 4} (Barlow y
Proschan, 1996).
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Figura 3-1.: Estructura “Puente”
3.2. Estructura Sistema k de n
Un sistema que funciona si y solo si al menos k de n componentes esta´n funcionando es
llamado un sistema k de n: G. Un sistema de n componentes que falla si y so´lo si al menos k
componentes fallan es llamado sistema k de n: F (Pham, 2003). En este trabajo se considera
de manera particular, la estructura de un sistema k de n: G y en adelante se denotara´ sim-
plemente como k de n. Un sistema en serie es un sistema n de n, ya que se requiere que
todas las componentes funcionen para que el sistema funcione; un sistema en paralelo es
un sistema 1 de n ya que basta que funcione una de sus componentes para que el sistema
funcione. La funcio´n de estructura para un sistema k de n en un instante de tiempo dado
esta´ dada por la ecuacio´n (3-1)
Φ(Xt) =
{
1, si
∑n
i=1Xt(i) ≥ k
0, si
∑n
i=1Xt(i) < k
(3-1)
Bajo el supuesto que las componentes del sistema son estad´ısticamente independientes, el
estado Xt(i) de la i-e´sima componentes es aleatorio con P [Xt(i) = 1] = pi = E[Xt(i)] para
i = 1, 2, . . . n, donde pi es la probabilidad de que la i-e´sima componente funcione en el tiempo
t , es decir, la confiabilidad de i. De manera similar, la confiabilidad del sistema esta´ dada
por: P [Φ(Xt) = 1] = E [Φ(Xt)] = h(p). Si se asume p1 = p2 = . . . = pn = p para un sistema
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k de n, Φ(Xt) = 1 si y so´lo si
∑n
i=1Xt(i) ≥ k y tiene funcio´n de confiabilidad h(p) dada por la
ecuacio´n (3-2), que calcula la probabilidad que el sistema funcione en el instante de tiempo t.
h(p) = P (Z ≥ k) =
n∑
j=k
(
n
j
)
pj (1− p)n−j (3-2)
Donde Z es la variable aleatoria correspondiente al nu´mero de componentes que funcionan
en el sistema para el instante t . De la ecuacio´n (3-2) observe que la funcio´n de confiabilidad
de un sistema k de n se puede modelar a trave´s de la suma de probabilidades de una
distribucio´n binomial. Considere la variable aleatoria dicoto´mica Xt(i) para i = 1, . . . , n
que define el estado de la i-e´sima componente en el instante t. Una observacio´n del estado
de las n componentes independientes en el instante de tiempo t dara´ como resultado una
n-tupla de ceros y unos, en otras palabras, dara´ como resultado una sucesio´n de eventos
Bernoulli, para los cuales se asume que P [Xt(i) = 1] = pi = p para i = 1, 2, . . . n, donde p es
la probabilidad de que la i-e´sima componente funcione y 1−p de que no funcione. Dado que
el ca´lculo de la confiabilidad en un sistema k de n implica calcular la probabilidad de que
al menos k de n componentes funcionen en un instante de tiempo t, la variable aleatoria Z
definida como el nu´mero de componentes que funcionan en el sistema tiene posibles valores
0, 1, 2, . . . , n. Entonces la confiabilidad de un sistema k de n se puede calcular como la suma
de las probabilidades de los eventos en los que funcionan como mı´nimo k componentes de n,
tal como lo presenta la ecuacio´n (3-2).
3.3. Tiempo de vida de un sistema k de n
Considere un sistema k de n, el cual funciona si y so´lo si al menos k de n componentes
funcionan. Suponga que los tiempos de vida de las componentes son independientes e ide´nti-
camente distribuidos. Sea Si el tiempo de vida de la i-e´sima componente, t un instante en el
tiempo y P{Si ≤ t} = Fi(t) = F (t), i = 1, 2, . . . , n la cdf de S1, . . . , Sn, respectivamente. Si
S(1) ≤ S(2) ≤ . . . ≤ S(n) son los estad´ısticos de orden de una muestra aleatoria de los tiempos
de vida S1, . . . , Sn, la estad´ıstica S(n−k+1) denotada por ζk|n define el tiempo de vida de un
sistema k de n.
Por definicio´n se tiene que la funcio´n de distribucio´n de la j-e´sima estad´ıstica de orden Z(j)
de una muestra aleatoria Z1, Z2, . . . , Zn de una distribucio´n continua con c.d.f FZ(z) y p.d.f
fZ(z), corresponde a la funcio´n presentada en la ecuacio´n (3-3) (Casella y Berger, 2001). Para
obtener la ecuacio´n (3-3) considere la variable aleatoria Y como el nu´mero de Zj menores o
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iguales a t, entonces Y ∼ binomial(n, θ), donde θ = P (Zj ≤ t) = FZ(t), de tal manera que
calcular P (Y ≥ j) es equivalente a calcular P (Z(j) ≤ t).
FZ(j)(t) = P (Z(j) ≤ t)
= P (Y ≥ j)
=
n∑
k=j
(
n
k
)
[FZ(t)]
k [1− FZ(t)]n−k
(3-3)
Puede demostrarse que derivando la c.d.f de la ecuacio´n (3-3) con respecto a t se tiene que
la funcio´n de densidad de Z(j), es de la forma,
fZ(j)(t) = n
(
n− 1
j − 1
)
fZ(t)[FZ(t)]
j−1[1− FZ(t)]n−j (3-4)
De ah´ı que reemplazando en la ecuacio´n (3-3) la estad´ıstica de orden ζk|n se obtiene la c.d.f
para el tiempo de vida de un sistema k de n conformado por componentes con tiempos de
vida independientes e identicamente distribu´ıdos.
Fk|n(t) = P{ζk|n ≤ t}
=
n∑
j=n−k+1
(
n
j
)
[F (t)]j [1− F (t)]n−j
y la respectiva p.d.f,
fk|n(t) = k
(
n
k
)
f(t) [F (t)]n−k [1− F (t)]k−1
Adema´s, es posible reescribir la c.d.f de la estad´ıstica de orden ζk|n de la siguiente manera,
Fk|n(t) =
∫ x
0
fk|n(t) dt
=
∫ x
0
k
(
n
k
)
f(t) [F (t)]n−k [1− F (t)]k−1 dt
Realizando el cambio de variable u = F (t) y du = f(t)dt en la integral se tiene,
18 3 Sistemas Coherentes con Estructura k de n
Fk|n(t) = k
(
n
k
)∫ F (x)
0
un−k(1− u)k−1 du
=
n!
(k − 1)!(n− k)!
∫ F (x)
0
un−k(1− u)k−1 du
=
Γ(n + 1)
Γ(k)Γ(n− k + 1)
∫ F (x)
0
un−k(1− u)k−1 du
(3-5)
En particular para un sistema en serie, n de n, la funcio´n de distribucio´n para componentes
i.i.d se encuentra dada por,
Fn|n(t) = P{ζn|n ≤ t} =
n∑
j=1
(
n
j
)
[F (t)]j [1− F (t)]n−j = 1− [1− F (t)]n
y la correspondiente pdf esta´ definida como,
fζn|n(t) = nf(t) [1− F (t)]n−1
De tal forma que la funcio´n hazard puede ser escrita,
rζn|n(t) = n
f(t)
[1− F (t)]
De igual manera para un sistema en paralelo, 1 de n, la funcio´n de distribucio´n para com-
ponentes i.i.d se encuentra dada por,
Fζ1|n = [F (t)]
n
y la correspondiente pdf esta´ definida como,
fζ1|n(t) = nf(t) [F (t)]
n−1
De tal forma que la funcio´n hazard puede ser escrita de la siguiente manera,
rζ1|n(t) =
nf(t) [F (t)]n−1
1− [F (t)]n
4. Procesos Estoca´sticos para Modelar
Costos de Garant´ıa
En este cap´ıtulo se hace una breve introduccio´n a procesos estoca´sticos puntuales y su utili-
dad en la modelacio´n de las fallas que presenta un producto dentro del periodo establecido
como garant´ıa. Al inicio del cap´ıtulo se presentan definiciones propias de procesos estoca´sti-
cos que sera´n de utilidad para el desarrollo de resultados presentados en cap´ıtulos posteriores,
seguidamente se presenta el proceso Poisson y el proceso de Renovacio´n, como procesos de
conteo importantes dentro de la modelacio´n del proceso de costo de garant´ıa. Los modelos de
falla/reparo o sustitucio´n del producto, son considerados bajo las aproximaciones conocidas
como caja negra y f´ısica. Estas aproximaciones son definidas por el nivel de observacio´n del
sistema.
4.1. Definiciones ba´sicas en procesos estoca´sticos
Las siguientes definiciones esta´n basadas en Aven y Jensen (1999).
1. Un proceso estoca´stico es una familia de variables aleatorias indexadas por el tiem-
poX = (Xt) , las cuales son definidas sobre el mismo espacio de probabilidad (Ω,F , P ).
2. Sea (Ω,F , P ) un espacio base de probabilidad. La informacio´n hasta el tiempo t
esta´ representado por la historia Ft, la cual contiene todos los eventos de F que pueden
ser distinguidos hasta el tiempo t, incluyendo el tiempo t. La filtracio´n F = (Ft)t≥0, t ∈
R+, es una familia de historias creciente, y es asumida con las condiciones usuales
de completez y continuidad a derecha, es decir, Ft ⊂ F contiene todos los conjuntos
P -nulos de F y Ft = Ft+ = ∩s<tFs. Se define la F∞ =
∨
t≥0Ft como la σ-a´lgebra ma´s
pequen˜a que contiene todos los elementos de Ft para todo t ∈ R+.
3. Una variable aleatoria X es integrable si E|X| < ∞. Si la p-e´sima potencia de X
es integrable, E|X|p < ∞ , 0 ≤ p < ∞, entonces se dice que X es un elemento del
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espacio Lp, el espacio vectorial de variables aleatorias de valores reales con momento
p-e´simo finito. Un proceso estoca´stico Xt, t ∈ R+, es llamado integrable si todos los Xt
son integrables. Una familia de variables aleatorias Xt, t ∈ R+ es llamada uniforme-
mente integrable, si l´ım
c→∞
sup
t∈R+
E[|Xt|I(|Xt| ≥ c)] = 0. Esta condicio´n garantiza que
E(l´ımn→∞Xn) = l´ımn→∞E(Xn).
4. Un proceso estoca´stico X es Ft-progresivo o progresivamente medible, si para todo t el
mapeo (s, ω)→ Xs(ω) sobre [0, t]×Ω es medible con respecto a la σ-a´lgebra producto
B([0, t])⊗ Ft, donde B([0, t]) es la σ-a´lgebra de Borel en [0, t].
5. Una variable aleatoria τ con valores en R+∪{∞} es llamada un tiempo de parada con
respecto a la filtracio´n F si {τ ≤ t} ∈ Ft para todo t ∈ R+. Por lo tanto, un tiempo
de parada esta´ relacionado a la informacio´n dada, si en cualquier tiempo t es posible
decidir si τ ha ocurrido hasta ese tiempo no, usando so´lo la informacio´n del pasado y
presente, pero no anticipando la futura. Un tiempo de parada es totalmente inaccesible
si no puede ser anunciado por una sucesio´n creciente de tiempos de parada, es decir,
si para para todo tiempo de parada previsible σ se tiene P (σ = τ <∞) = 0 entonces
τ es un tiempo de parada totalmente inaccesible.
6. Un proceso X es previsible s´ı y so´lo Xτ es F-medible para todo tiempo de parada τ .
7. Un proceso estoca´stico Xt integrable adaptado a la filtracio´n F es llamado una mar-
tingala (submartingala, supermartingala), si para todo s > t, s, t ∈ R+, E [Xs|Ft] =
(≥,≤)Xt.
8. Teorema del Muestreo Opcional: Sea X una supermartingala y sea σ y τ dos
tiempos de parada tales que σ ≤ τ . Suponga adema´s que τ es acotado o que (Xt)
es uniformente integrable. Entonces Xσ y Xτ son integrables y Xσ ≥ E[Xτ |Fσ], con
igualdad si X es una martingala.
9. Descomposicio´n de Doob y Meyer: Sea X un proceso continuo a derecha y adap-
tado a F. Entonces X es una submartingala uniformemente integrable, si y solo si tiene
una descomposicio´n X = A+M , donde A es un proceso creciente, previsible, continuo
a derecha e integrable, con A0 = 0 y M es una martingala uniformemente integrable.
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10. Representacio´n Semimartingala Regular: Un proceso estoca´tico Z = (Zt), t ∈
R+, es llamado una semimartingala regular si e´ste puede ser descompuesto de la forma:
Zt = Z0 +
∫ t
0
fsds+Mt (4-1)
donde f = (ft), t ∈ R+, es un proceso estoca´stico progresivamente medible con
E
∫ t
0
|fs|ds <∞
para todo t ∈ R+, E|Z0| < ∞ y M = (Mt) ∈ M0, es decir, donde M es el conjunto
de martingalas con trayectorias que son continuas a derecha y para las cuales el l´ımite
a izquierda existe; M0 es el conjunto de martingalas M ∈M con M0 = 0.
Una martingala de media cero es el modelo matema´tico del juego justo con funcio´n de
valor esperado constante EM0 = 0 = EMt para todo t ∈ R+. El te´rmino de tendencia
es una integral sobre un proceso estoca´tico. Para dar significado a esta integral, (ft)t≥0
deber´ıa tambie´n ser medible en el argumento t, lo cual es cierto, por ejemplo, si f
tiene trayectorias continuas a derecha o en forma ma´s general si f es progresivamente
medible. Cuando el proceso que corresponde a la integral en la descomposicio´n de la
ecuacio´n (4-1) es continua, entonces el proceso Zt que admite tal descomposicio´n es
llamado semimartingala regular.
11. Procesos Puntuales: Un proceso puntual sobre R+ puede ser descrito por una suce-
sio´n creciente de variables aleatorias o por su correspondiente proceso de conteo. Un
proceso puntual (univariado) es una sucesio´n creciente de variables aleatorias positivas
(Tn), n ∈ N , las cuales pueden tambien tomar el valor +∞ : 0 < T1 ≤ T2 ≤ . . . . Otra
forma de describir un proceso puntual es por un proceso de conteo N = (Nt), t ∈ R+,
con
Nt =
∑
n≥1
I(Tn(ω) ≤ t) = ma´x{n ≥ 1 : Tn ≤ t} (4-2)
el cual es, para cada realizacio´n de ω, una funcio´n de salto continua a derecha con
saltos de magnitud 1 y N0(ω) = 0. Nt cuenta el nu´mero de puntos Tn que ocurren
hasta el tiempo t (Aven y Jensen, 1999). De la ecuacio´n (4-2) se desprende la relacio´n
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Nt ≥ n⇐⇒ Tn ≤ t, esto equivale a decir que al tiempo t han ocurrido por lo menos n
eventos si, y so´lo si, el n-e´simo evento ocurrio´ antes de t.
Un proceso estoca´stico puntual Nt para cada realizacio´n w debe satisfacer (Ross, 1970),
a) Nt(w) ≥ 0
b) Nt(w) es un valor entero
c) Si s < t entonces Ns (w) ≤ Nt (w)
d) Para s < t, {Nt (w)−Ns (w)} es el nu´mero de eventos en el intervalo (s, t]
Un proceso de conteo se dice que tiene incrementos independientes si el nu´mero de
eventos que ocurren en intervalos de tiempo, que no se traslapan, son independientes.
Un proceso estoca´stico se dice que tiene incrementos estacionarios si la distribucio´n
del nu´mero de eventos que ocurren en cualquier intervalo depende so´lo de la longitud
del intervalo de tiempo. En otras palabras, el proceso tiene incrementos estacionarios
si el nu´mero de eventos en el intervalo (t1 + s, t2 + s] (esto es Nt2+s − Nt1+s) tiene la
misma distribucio´n que el nu´mero de eventos en (t1, t2], para todo t1 < t2, y s > 0.
Sea Nt un proceso de conteo integrable con representacio´n semimartingala bajo la
filtracio´n F
Nt = At +Mt =
∫ t
0
λsds+Mt
donde (λt)t≥0, t ∈ R+, es un proceso no negativo. Entonces λ es llamado la F-intensidad
de N (Aven y Jensen, 1999).
La forma ma´s comu´nmente utilizada para modelar la confiabilidad de un sistema es a
trave´s de procesos estoca´sticos puntuales. Un proceso estoca´stico puntual es un mo-
delo de probabilidad que describe un feno´meno f´ısico que esta´ caracterizado por la
ocurrencia de eventos aletorios a lo largo del tiempo continuo. En la modelacio´n de la
confiabilidad, los eventos son las fallas que presenta el sistema a lo largo del tiempo de
operacio´n (o de cualquier otra medida de informacio´n sobre el uso actual del sistema).
Bajo este escenario, las falla del sistema observadas a trave´s del tiempo t ≥ 0, ocurren
en los tiempos T1 ≤ T2 ≤ . . . donde el tiempo Ti (i = 1, 2, . . .) es medido desde cero
y es llamado tiempo de llegada de la i-e´sima falla. Si los tiempos de reparo son des-
preciables, entonces los tiempos entre llegadas Xi = Ti − Ti−1 (T0 = 0 e i = 1, 2, . . .)
representan los tiempos de operacio´n entre la (i− 1) y la i-e´sima falla, y constituye el
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patro´n de falla del sistema (Pham, 2003).
Dos casos de procesos de conteo que resultan ser de particular importancia para mo-
delar la garant´ıa de un producto son (Blischke y Murthy, 1994):
El Proceso Poisson y
El Proceso de Renovacio´n
4.1.1. El proceso Poisson
Un proceso Poisson es un proceso estoca´stico ampliamente utilizado, sobre todo porque con
frecuencia aparece en una gran cantidad de feno´menos f´ısicos y porque tiene lugar en situa-
ciones en las cuales se esta´ interesado en el nu´mero total de ocurrencias de un evento en un
tiempo determinado t ≥ 0 (Kannan, 1979). De tal manera que el proceso Poisson resulta
u´til para modelar por ejemplo el nu´mero de fallas en un intervalo de tiempo dado, as´ı Nt
representa el nu´mero de fallas en el periodo de tiempo [0, t], siendo Nt un proceso de conteo
Poisson homoge´neo si su intensidad λ es una constante y no homoge´neo si su intensidad es
una funcio´n de t, Λ(t).
Definicio´n. Un proceso de conteo {Nt, t ≥ 0} se dice ser un proceso Poisson homoge´neo,
con tasa λ, λ > 0, si (Ross, 1996):
1. N0 = 0
2. El proceso tiene incrementos independientes
3. El nu´mero de eventos en cualquier intervalo de longitud t siguen una distribucio´n
Poisson con media λt. Esto es, para todo s, t ≥ 0,
P {Nt+s −Ns = n} = e−λt (λt)
n
n!
, n = 1, 2, . . .
De la tercera condicio´n se tiene que el proceso Poisson tiene incrementos estacionarios,
es decir, el nu´mero de eventos en el intervalo (s1 + t, s2 + t] (esto es Ns2+t − Ns1+t)
tiene la misma distribucio´n que el nu´mero de eventos en (s1, s2], para todo s1 < s2, y
t > 0 y el E [Nt] = λt.
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Propiedades del Proceso Poisson homoge´neo (Ross, 1996):
Propiedad I. Es un proceso de Markov.
Propiedad II. Tiene incrementos independientes.
Propiedad III. Sea {Nt, t ≥ 0} un proceso Poisson con tasa λ > 0, y si denotamos
T0 = 0 < T1 < T2 < . . . como la sucesio´n de tiempos de ocurrencia de los eventos.
Bajo el supuesto que los tiempos entre llegadas Xi = Ti − Ti−1 son variables aleato-
rias independientes e ide´nticamente distribuidas, las cuales siguen una distribucio´n
exponencial con media λ. El tiempo de llegada del n-e´simo evento, tambie´n llamado
tiempo de espera hasta la ocurrencia del n-e´simo evento y denotado por Tn, donde
Tn =
∑n
i=1Xi, n ≥ 1 se distribuye gamma (α = n, β = λ).
fTn(t) =
1
Γ(n)λn
tn−1e−t/λ, t ≥ 0, n, λ > 0
Una de las propiedades que caracteriza de manera u´nica a la distribucio´n exponencial
dentro del conjunto de distribuciones continuas es la propiedad de carencia de memoria,
esto es, si X tiene distribucio´n exp(λ), entonces para cualesquiera tiempos s, t > 0 se
cumple la igualdad,
P (X > t + s|X > s) = P (X > t)
En otras palabras, condicionada al evento (X > s), la variable X − s sigue teniendo
distribucio´n exp(λ). Esto significa que el proceso puede estudiarse a partir de cualquier
tiempo s ≥ 0, teniendo las mismas propiedades a partir de ese momento hacia ade-
lante. Esto es, si uno toma cualquier tiempo s ≥ 0 y empieza a contar desde cero las
ocurrencias de eventos a partir de ese momento, lo que se obtienen nuevamente es un
proceso Poisson (Rinco´n, 2008).
Propiedad IV. Considerando que exactamente un evento de un proceso Poisson
{N (t) , t ≥ 0} ha ocurrido durante el intervalo [0, t], el tiempo de ocurrencia de este
evento esta´ uniformemente distribuido sobre el intervalo [0, t].
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Propiedad V. Dado que Nt = n, los n tiempos de llegada T1, . . . , Tn tiene la mis-
ma distribucio´n que las estad´ısticos de orden Y(1), . . . , Y(n) de una muestra aleatoria
Y1, . . . , Yn de la distribucio´n uniforme en el intervalo [0, t], es decir,
fT1,...,Tn|Nt(t1, . . . , tn|n) =
{
n!
tn
, 0 < t1 < . . . < t
0, en otro caso
Propiedad VI.
P [Nh ≥ 1] = λh+ o(h), h→ 0
donde o(h) = l´ımh→0
o(h)
h
= 0
Propiedad VII.
P [Nh ≥ 2] = o(h), h→ 0
donde o(h) = l´ımh→0
o(h)
h
= 0
Propiedad VIII. Si Nt y Mt son dos procesos Poisson homoge´neos, independientes
con tasas λn y λm, entonces Zt = Nt + Mt es tambie´n un proceso Poisson con tasa
λn + λm.
El proceso Poisson hasta ahora definido, se caracteriza por presentar una tasa constante de
ocurrencias λ. Sin embargo, en muchas ocasiones resulta de utilidad considerar un proceso
ma´s general en el cual la tasa de ocurrencias var´ıa como una funcio´n del tiempo. Un proceso
de conteo (Nt)t ≥ 0 se dice ser un proceso de Poisson no homoge´neo o no estacionario con
funcio´n de intensidad λ (t), t ≥ 0, si (Ross, 1996):
1. N0 = 0
2. Nt, t ≥ 0 tiene incrementos independientes
3. P {Nt+h −Nt ≥ 2} = o (h)
4. P {Nt+h −Nt ≥ 1} = λ (t)h + o (h)
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La probabilidad de que exactamente n fallas ocurran durante el intervalo de tiempo [0, t]
para un proceso Poisson no homoge´neo se encuentra dada por:
P {Nt = n} = [m(t)]
n
n!
e−m(t), n = 0, 1, 2, . . . (4-3)
donde m(t) = E[N(t)] =
∫ t
0
λ(s)ds y λ(t) es la funcio´n de intensidad, m(t) es una fun-
cio´n no decreciente (Pham, 2006). El proceso Poisson no homoge´neo es atractivo porque
no requiere incrementos estacionarios, de tal manera que se tiene la posibilidad de observar
eventos que resultan ser ma´s probables de ocurrir en unos tiempos que en otros (Ross, 1996).
Propiedades del Proceso Poisson no homoge´neo:
Note que el proceso Poisson no homoge´neo cumple con propiedades muy similares a
las del proceso Poisson homoge´neo, tales como:
I. Nt, t ≥ 0 tiene incrementos independientes
II. P {Nt+h −Nt ≥ 2} = o (h)
III. P {Nt+h −Nt ≥ 1} = λ (t) h+ o (h)
IV. El nu´mero de eventos en el intervalo (t, t+ s], Nt+s −Nt es una variable aletoria
Poisson con tasa λ(t+ s)− λ(t) (Kannan, 1979).
Observe que aunque existe mucha similaridad son diferentes en dos aspectos: en lugar de
la constante λ se escribe ahora la funcio´n λ(t) y la hipo´tesis de incrementos estacionarios
ya no aparece. Ello en consecuencia de que el para´metro var´ıa con el tiempo (Rinco´n,
2008).
4.1.2. El proceso de Renovacio´n
La teor´ıa de la renovacio´n tiene su origen en el estudio de las estrategias para reemplazar
los componentes te´cnicos (Cox, 1962). En un proceso de renovacio´n, el tiempo entre even-
tos sucesivos son supuestos independientes e ide´nticamente distribuidos. Muchos modelos de
mantenimiento y de garant´ıas utilizan la teor´ıa de la renovacio´n bajo este supuesto (Wang,
2006).
El reemplazo de un componente por uno nuevo, o el llevar a cabo un reparo perfecto (ver
Seccio´n 4.2) puede ser modelada por un proceso de renovacio´n (Summit, 2004). Cabe men-
cionar que en este trabajo se genera un proceso de renovacio´n al reemplazar las unidades que
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fallan dentro del periodo de garant´ıa por unidades nuevas, en el caso que e´stas hayan sufrido
una falla irreparable y los reemplazos continu´an hasta que la unidad sobreviva al periodo
de garant´ıa w. La funcio´n de renovacio´n, M(t), cuenta el nu´mero de reemplazos esperados
que ocurren en un determinado periodo de tiempo. Frees (1986), desarrolla tres estimadores
de M(t) los cuales pueden ser usados para estimar el costo de garant´ıa de un producto.
Frees y Nam (1988) usan una aproximacio´n lineal para evaluar la funcio´n de renovacio´n bajo
dos diferentes pol´ıticas de garant´ıa, haciendo combinaciones de pol´ıticas FRW, PRW y
garant´ıas renovables.
Un proceso de Renovacio´n es el caso ma´s general de un proceso Poisson en el cual los tiempos
entre llegadas del proceso o los tiempos entre las fallas del sistema no necesariamente siguen
una distribucio´n exponencial. En otras palabras, un proceso de conteo Nt que representa
el nu´mero total de ocurrencias de un evento en el intervalo de tiempo (0, t] es llamado un
proceso de renovacio´n si los tiempos entre las fallas son variables aleatorias independientes
e ide´nticamente distribuidas (Pham, 2006).
Formalmente, un proceso de Renovacio´n es definido por una sucesio´n de variables aleatorias
positivas, independientes e identicamente distribuidas X1, X2, . . . , las cuales no son todas
cero con probabilidad 1. Escribimos F para la distribucio´n de X1 y F
(n) la distribucio´n de
Tn = X1+X2+ . . .+Xn, que representa la n-e´sima convolucio´n de F con ella misma (Ross,
1996).
Dado un proceso de renovacio´n (Xn)n≥1, se definen los tiempos de renovacio´n como T0 = 0
y Tn = X1 +X2 + . . . +Xn, para n ≥ 1. El nu´mero de renovaciones Nt en el intervalo [0, t]
es el valor ma´ximo de n para el cual Tn ≤ t, note que Nt = 0 si X1 > t. El proceso (Nt)t≥0
es conocido como un proceso de conteo de renovaciones (Ross, 1996).
Nt = ma´x{n ≥ 0 : Tn ≤ t}, ∀t ≥ 0
Distribucio´n de Nt (Ross, 1996):
La distribucio´n de Nt puede ser obtenida, al menos en teor´ıa, inicialmente notando la
siguiente relacio´n, que el nu´mero de renovaciones para el tiempo t es mayor o igual a
n, si y so´lo si, la n-e´sima renovacio´n ocurre antes o en el tiempo t. Esto es:
Nt ≥ n⇔ Tn ≤ t
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De esta relacio´n se obtiene:
P {Nt = n} = P {Nt ≥ n} − P {Nt ≥ n+ 1}
= P {Tn ≤ t} − P {Tn+1 ≤ t}
Defina Tn =
∑n
i=1Xi donde (Xi)i≥1 son variables aleatorias independientes e ide´nti-
camente distribuidas con funcio´n de distribucio´n F (X), entonces es posible reescribir
P {Nt = n} como,
P {Nt = n} = F (n)(t)− F (n+1)(t)
Sea m(t) = E [Nt] =
∑∞
n=1 nP [Nt = n], el nu´mero esperado de renovaciones en el
periodo [0, t], esta expresio´n se conoce como funcio´n de renovacio´n. m(t) se relaciona
con la funcio´n de distribucio´n para todos los tiempos de renovacio´n de la siguiente
manera:
m(t) =
∞∑
n=1
F (n)(t)
Adicionalmente la funcio´n de renovacio´n m(t) satisface la siguiente ecuacio´n (Barlow
y Proschan, 1996):
m(t) =
∫ t
0
[1 +m(t− x)]dF (X) (4-4)
La ecuacio´n (4-4) es conocida como la Ecuacio´n Fundamental de Renovacio´n y juega
un importante papel en el ana´lisis de las pol´ıticas de garant´ıas (Barlow y Proschan,
1996).
Teorema (Ecuacio´n de Wald): Si {Xi, i = 1, 2, . . .} es una sucesio´n de variables
aleatorias independientes ide´nticamente distribuidas con E[Xi] < ∞ y si N es un
tiempo de parada con respecto a esta sucesio´n de variables, tal que E[N ] <∞, entonces
E
[
N∑
i=1
Xi
]
= E[N ]E[Xi]
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4.2. Tipos de reparos
Cada vez que un art´ıculo reparable falla dentro del periodo de garant´ıa, el productor tiene
la opcio´n de reparar o reemplazar el art´ıculo por uno nuevo. Para productos no reparables,
la u´nica opcio´n es reemplazar el art´ıculo dan˜ado por uno nuevo. Frecuentemente dos tipos
de reparaciones son consideradas, reparo mı´nimo y reparo perfecto (Murthy, 1991). Sin
embargo, Blischke y Murthy (1994), definen cinco tipos de reparos las cuales se encuentran
sujetos al comportamiento del art´ıculo despue´s de dicho reparo:
1. Reparo perfecto: Despue´s de cada reparo la condicio´n del art´ıculo es asumida tal co-
mo la de uno nuevo. En otras palabras la distribucio´n de falla de los art´ıculos reparados
es la misma que la de un art´ıculo nuevo y el modelo de fallas sucesivas puede ajustarse
a un proceso ordinario de renovacio´n.
2. Reparo mı´nimo: Cuando un art´ıculo que ha fallado es sometido a reparo mı´nimo,
la tasa de falla del art´ıculo despue´s de haber sido reparado es la misma justo antes de
presentarse la falla. Las fallas ocurren de acuerdo a un proceso Poisson no homoge´neo
con una funcio´n de intensidad que tiene la misma forma que la tasa hazard de la
distribucio´n del tiempo de la primera falla (Blischke y Murthy, 2003).
Si un sistema falla y es sometido a reparo mı´nimo la funcio´n de distribucio´n acumulada
(c.d.f) del tiempo de falla en (i+ 1) esta´ dada por,
P {Ti+1 ≤ t|Ti = ti} = {F (t)− F (ti)}
F¯ (ti)
, con t > ti
donde: F¯ ≡ exp
[
− ∫ t
0
h(x)dx
]
y Ti es el i-e´simo tiempo de falla.
3. Los art´ıculos reparados son diferentes a los nuevos (I): A menudo cuando un
art´ıculo falla, no so´lo son reemplazados los componentes que fallan, sino que tambie´n
aquellos que se encuentran altamente deteriorados. En otras palabras, el art´ıculo es
sometido a una revisio´n mayor y como resultado la distribucio´n de falla es F1(x), dife-
rente a la distribucio´n de fallas F (x) para un art´ıculo nuevo. Sin embargo, el tiempo
medio de falla para un art´ıculo reparado es menor que el de uno nuevo.
4. Los art´ıculos reparados son diferentes a los nuevos (II): Bajo reparo mı´nimo, la
distribucio´n de falla del art´ıculo es diferente de la de uno nuevo, pero es independiente
del nu´mero de veces en que el art´ıculo ha sido sometido a reparo. Sin embargo, en
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algunos casos, la distribucio´n de fallas del art´ıculo reparado se encuentra en funcio´n
del nu´mero de veces en que ha sido reparado, lo cual puede ser modelado asumiendo
que la distribucio´n de fallas del art´ıculo despue´s del j-e´simo reparo (j ≥ 1) es dada por
Fj(x) con media µj la cual decrece a medida que incrementa j.
5. Reparo imperfecto: Un art´ıculo es sometido a reparo imperfecto cuando la tasa
de falla despue´s del reparo es incierta. Por ejemplo, una accio´n de reparo imperfecto
sucede cuando la tasa de falla despue´s del reparo es mayor que la tasa justo antes de
la falla.
4.3. Modelacio´n del tiempo de falla
Aven y Jensen (1999) identifican dos formas de modelar el tiempo de falla en un sistema
conformado por n componentes, ya sea con base en la “informacio´n f´ısica del sistema” o
en la “informacio´n estad´ıstica” tambie´n conocida como“caja negra”, estas formas de mo-
delacio´n se diferencian en el nivel de informacio´n disponible hasta el instante de tiempo t
representada por la pre-t-historia Ft. En el modelo de tiempo de falla bajo aproximacio´n
estad´ıstica o caja negra, la modelacio´n se realiza de manera cla´sica o convencional, modelando
el tiempo de vida del sistema como una variable aleatoria ζ con una funcio´n de distribucio´n
basada en un modelo intuitivo o en el registro histo´rico de los datos de falla del sistema. Un
modelo de tiempo de falla bajo aproximacio´n estad´ıstica no informa acerca de las relaciones
estructurales y estad´ısticas entre los componentes en la dina´mica del tiempo. La filtracio´n o
historia del proceso de falla es generada por el tiempo de vida del sistema ζ : G = (Gt)t≥0,
Gt = σ (ζ ∧ s) =
{
1{ζ>s}, 0 ≤ s ≤ t
}
(4-5)
en (4-5) 1A denota la variable indicadora del evento A. En el modelo estad´ıstico λ(t) es la
funcio´n de tasa de falla ordinaria en el conjunto {ζ > t}. Aven y Jensen (1999) Consideran
como ejemplo un sistema en paralelo conformado por dos componentes, cada uno con tiempos
de vida Ti, i = 1, 2, independientes e ide´nticamente distribu´ıdos Exp(αi). El tiempo de vida
T del sistema, T = T1 ∨ T2 tiene funcio´n de distribucio´n,
F (t) = P (T1 ≤ t, T2 ≤ t) = (1− e−α1t)(1− e−α2t)
el modelo estad´ıstico asigna una tasa de falla ordinaria λ(t) =
f(t)
F¯ (t)
dada por,
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λ(t) =
α1e
−α2t + α2e
−α2t − (α1 + α2)e−(α1+α2)t
e−α1t + e−α2t − e−(α1+α2)t (4-6)
(4-6) nada dice sobre la estructura del sistema ni incorpora informacio´n del estado de las
componentes en el tiempo t. Note que la tasa de falla λ(t) para α1 6= α2 es creciente en el
intervalo (0, t∗) y decreciente en (t∗,∞) para cualquier t∗ > 0. Segu´n Aven y Jensen (1999)
esta propiedad de la tasa de falla, no resulta ser inmediatamente obvia, pero si ma´s natural y
sencillo decir que la tasa de falla (del proceso) es 0 siempre que ambos componentes funcio-
nen, y cuando el primer componente falle, entonces la tasa reflejara´ a α1 o α2 dependiendo
del componente que sobreviva. Este modelo se conoce como el modelo de tiempo de vida
general o modelo de tiempo de falla bajo aproximacio´n f´ısica, este modelo usa la informacio´n
del estado de las componentes Xt(i), i = 1, . . . , n que conforman el sistema, es decir, en el
modelo f´ısico el funcionamiento del sistema se observa a nivel de sus componentes a trave´s
de una filtracio´n, una familia de sub-σ-a´lgebras de F , (Ft)t≥0,
Ft = σ
{
1{T>s}, 1{Si>s} : s ≤ t, 1 ≤ i ≤ n
}
(4-7)
De ah´ı que la tasa de falla para el proceso del ejemplo considerado por Aven y Jensen (1999)
pueda ser expresada como,
λt = α11{T2≤t<T1} + α21{T1≤t<T2}
en {ζ > t}, es decir
λt =


0, {T1 > t, T2 > t}
α1, {T1 > t, T2 ≤ t}
α2, {T1 ≤ t, T2 > t}
En el modelo de tiempo de vida general (modelamiento del tiempo de vida bajo aproximacio´n
f´ısica) es posible cambiar de nivel de informacio´n y derivar la tasa de falla ordinaria como la
filtracio´n de λt en el menor nivel de informacio´n sobre el estado del sistema. Para modelar
el proceso de tiempo de falla bajo aproximacio´n f´ısica es necesario tener conocimiento de las
distribuciones de los tiempos de vida de las variables aleatorias Ti. A diferencia del modelo
cla´sico, la tasa de falla λt es un proceso estoca´stico y la informacio´n acerca del estado de las
componentes en el tiempo t es representado por una filtracio´n (Aven y Jensen, 1999).
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4.3.1. Reparos m´ınimos y nivel de informacio´n
El reparo mı´nimo se refiere a la accio´n de mantenimiento que reconstituye la tasa de falla
del art´ıculo reparado a su condicio´n inmediatamente anterior a la falla (Phelps, 1983). Segu´n
Aven y Jensen (1999) para un sistema coherente la definicio´n del estado del sistema inme-
diatamente antes de la falla depende del nivel de informacio´n, ya que existe diferencias entre
observar el sistema a nivel del tiempo de vida de cada componente y el ignorar esta informa-
cio´n considerando solamente el proceso de falla del sistema. En el primer caso el tiempo de
vida del componente reparado se asocia con el tiempo de vida residual del sistema, mientras
que en el segundo caso la u´nica informacio´n sobre el estado del sistema inmediatamente
antes de la falla es la edad. Se pueden distinguir dos tipos ba´sicos de reparo mı´nimo segu´n
el nivel de informacio´n disponible (Aven y Jensen, 1999),
Reparo mı´nimo estad´ıstico (de caja negra): equivale a sustituir el sistema com-
pleto por otro de la misma edad que tendr´ıa el sistema actual si no hubiere fallado. Si
F¯T = 1−FT (t) es la funcio´n de sobreviviencia para el tiempo de vida T , entonces si el
sistema falla en el tiempo t, este es mı´nimamente reparado tal que la probabilidad de
sobrevivir tk esta´ dado por,
F¯T (tk|tk−1) = F¯T (tk)
F¯T (tk−1)
para tk > tk−1
y la tasa de falla (hazard) del sistema en el tiempo tk es rT (tk) donde rT es la funcio´n
hazard del sistema original. Una forma de interpretar el reparo mı´nimo estad´ıstico en
el tiempo t es imaginar que otro sistema “ide´ntico” (el cual esta´ funcionando a una
edad t) esta´ disponible y puede ser incorporado como un reemplazo del sistema ori-
ginal. En cierto sentido una vez se realiza el reparo mı´nimo se produce una “pe´rdida
de memoria” del hecho de que la falla ha ocurrido. Este es llamado un reparo mı´nimo
“estad´ıstico” porque haciendo este tipo de reparo no se utiliza la informacio´n acerca
de co´mo se produjo la falla del sistema (Boland y El-Neweihi, 1998).
Reparo mı´nimo f´ısico: Suponemos que el sistema es observado a nivel de sus com-
ponentes y tan so´lo es reparado mı´nimamente el componente cr´ıtico que causo´ la falla.
Segu´n Boland y El-Neweihi (1998), un sistema es sometido a reparo mı´nimo f´ısico si
cuando se produce la falla en el sistema es posible identificar la componente que la
ocasiona y es reparada “mı´nimamente”. De manera ma´s precisa, considere el vector
~S = {S1, . . . , Sm}, que representa el tiempo de vida de las componentes de un sistema
coherente, con tiempo de vida T , los tiempos de vida son variables aleatorias en el
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espacio de probabilidad (Ω, P,Ft). En el modelo f´ısico, el funcionamiento del sistema
se observa a nivel de sus componentes a trave´s de una filtracio´n, una familia de sub σ
a´lgebras de F , (Ft)t≥0.
Ft = σ
{
1{T>s}, 1{Si>s} : s ≤ t, 1 ≤ i ≤ n
}
La cual es creciente, continua a derecha y completa. Entonces, la componente i-e´sima
es reparada mı´nimamente tal que la probabilidad de sobrevivir a tj es,
F¯i(tj |tj−1) = F¯i(tj)
F¯i(tj−1)
para tj > tj−1
Aqu´ı la funcio´n de tasa hazard en el tiempo tj es ri(tj |tj−1), donde ri y F¯i son la funcio´n
tasa hazard y sobrevivencia de Si respectivamente. Aven y Jensen (1999), definen el
nivel cr´ıtico de la componente i, como el tiempo de parada Yi, 1 ≤ i ≤ n, medible en
el espacio (P,Ft), que describe el tiempo para el cual la componente i se convierte en
cr´ıtica para el sistema, es decir, el tiempo despue´s del cual la falla de la i-e´sima com-
ponente conduce a la falla del sistema. Segu´n Boland y El-Neweihi (1998) es posible
seguir haciendo reparo“mı´nimo” f´ısico a la componente que causa la falla del sistema,
de tal manera que cualquier otra u otras componentes que han fallado en el pasado y
que no causan la falla del sistema sean ignoradas. Para el caso de un sistema k de n
en el momento que se produce la primera falla del sistema en el tiempo t, la compo-
nente que se somete a reparo mı´nimo junto con las que han sobrevivido constituyen el
conjunto de las “k componentes cr´ıticas del sistema” las cuales deben funcionar para
que el sistema funcione, y el tiempo del sistema k de n queda definido como el tiempo
de vida de un sistema en serie.
4.4. El proceso de costos de garant´ıa acumulados
Segu´n Pham (2006), las diferentes pol´ıticas de garant´ıas pueden requerir de diferentes mo-
delos matema´ticos para modelar el costo, sin embargo una forma de modelar el costo de
garant´ıa por producto es a trave´s de un proceso estoca´stico de conteo (Nt)t≥1 el cual re-
presenta el nu´mero de fallas del producto dentro del tiempo de garant´ıa. Sea T1, T2, . . . la
sucesio´n de los tiempos de falla, y Cti el costo asociado con la i-e´sima falla, asumiendo que
todos los productos que fallan dentro de la garant´ıa generan reclamacio´n y que estas son
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va´lidas, y se aplican inmediatamente, entonces el costo de la garant´ıa por unidad vendida,
C(w) (donde w define la longitud del periodo de garant´ıa), puede ser expresado como:
C(w) =
{∑NT (w)
i=0 Cti , NT (w) = 1, 2, . . .
0, NT (w) = 0
Cuando se produce una reparacio´n dentro del servicio de garant´ıa, especialmente aquellas en
las que no se produce reparaciones perfectas (seccio´n 4.2), se debera´ modelar el impacto del
reparo sobre la confiabilidad del producto, lo que a su vez generara´ consecuencias sobre el
costo de la garant´ıa. Una forma de modelar posteriores tiempos de falla es considerar estos
tiempos como un proceso estoca´stico. En consecuencia se podr´ıa aplicar a tal modelacio´n, la
teor´ıa de renovacion, procesos poisson homoge´neos y no homoge´neos, y en general procesos
estoca´sticos puntuales (Pham, 2006).
4.5. El modelo de falla general
Block et al. (1985) describen el modelo de falla general, denominado en forma resumida
como el modelo BBS por las iniciales de los apellidos de los autores. Bajo la aproximacio´n
estad´ıstica o de caja negra, este modelo asume que un sistema puede presentar uno de dos
tipos de fallas en un instante t: falla tipo I o falla tipo II. Las fallas tipo I, son reparadas
mı´nimamente, es decir, se lleva al sistema a la condicio´n inmediatamente anterior al mo-
mento que se presenta la falla, asumiendo que la tasa de falla no es modificada despue´s de
la reparacio´n (Barlow y Hunter, 1960). Las fallas tipo II ocurren con probabilidad p(t) y
son catastro´ficas y por lo tanto no reparables, de ah´ı que el sistema sea reemplazado en su
totalidad por uno nuevo. Bajo aproximacio´n estad´ıstica, los procesos de conteo asociados a
los dos tipos de falla mencionados son procesos de Poisson no homoge´neos con tasa de fallas
determin´ısticas dadas por λI(t) = (1− p(t))r(t) y λII(t) = p(t)r(t), respectivamente, donde
p(t) ∈ [0, 1] y r(t) es la funcio´n de tasa de falla general (Block et al., 1985).
Bajo aproximacio´n estad´ıstica, Agustin y Pen˜a (2001) describen el modelo BBS, consideran-
do una sucesio´n de tiempos de falla {T0 = 0, T1, T2, . . .} obtenidos bajo un modelo de reparacio´n
mı´nima, con T1 que tiene asociada una distribucio´n F absolutamente continua con funcio´n
de densidad f y funcio´n hazard λ = f
F¯
, donde F¯ es la funcio´n de sobrevivencia. Entonces,
la sucesio´n (Tk)k≥1 es un proceso de Markov con funcio´n de sobrevivencia condicional de Tk,
dado T0, T1, . . . , Tk−1, siendo: F¯ (t|Tk−1) = F¯ (t)F¯ (Tk−1) , t > Tk−1, k ≥ 1. Siguiendo a Hollander
et al. (1992), para determinar el modo de reparacio´n que se produce en cada tiempo de
4.5 El modelo de falla general 35
falla, son generadas variables aleatorias independientes {U1, U2, . . .} distribuidas uniforme-
mente en el intervalo [0, 1], las cuales son independientes de (Tk)k≥1. Si Uk < p (Tk), entonces
la reparacio´n llevada a cabo en Tk es perfecta, para este trabajo en particular, bajo la
aproximacio´n estad´ıstica, el reparo perfecto se lleva a cabo realizando reemplazo del sistema
completo por uno nuevo, en otro caso se trata de un reparo mı´nimo del sistema.
Bajo la aproximacio´n f´ısica tambie´n es posible considerar un proceso de falla como el BBS
tal como se vera´ en la Seccio´n 4.5.1.
En este trabajo, se implementa el modelo BBS a fin de observar las fallas asociadas a un
sistema con estructura k de n, dentro de un periodo de garant´ıa [0, w], tanto bajo la apro-
ximacio´n f´ısica como la aproximacio´n estad´ıstica o caja negra. Cabe notar, que a diferencia
del modelo BBS bajo aproximacio´n estad´ıstica, en la aproximacio´n f´ısica para el modelo
BBS se modelan las fallas de un sistema coherente a nivel de sus componentes, a trave´s de
la filtracio´n Ft = (Ft)t≥0,
Ft = σ{1{Si>s}, i = 1, 2, . . . , n, , Vs, 0 ≤ s ≤ t} (4-8)
donde Si, i = 1, . . . , n. son los tiempos de vida de las componentes, respectivamente, definidos
en el espacio de probabilidad completo (Ω,F ,P), junto con la marca Vt ∈ {1, 2}, indicando
para una falla del sistema en t: si la falla es de tipo I o de tipo II. As´ı, el modelo a trave´s
de la aproximacio´n f´ısica considera la relacio´n entre el tiempo de vida del sistema y sus
componentes en la dina´mica del tiempo.
4.5.1. Consideraciones del proceso de falla general para un sistema
coherente
Definicio´n 1. Proceso de falla general para un sistema coherente, bajo “aproximacio´n
f´ısica”
Sea T el tiempo de vida de un sistema coherente, un tiempo de parada totalmente inaccesible
con proceso de intensidad de falla (λt)t ≥ 0, tal que (Gonza´lez, 2011):
1. En un instante t > 0, uno de dos tipos de falla pueden ser observados: falla tipo I o
falla tipo II.
2. El sistema es observado bajo la filtracio´n F = (Ft)t≥0 dado en (4-8).
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3. Existe un Ft-tiempo de parada finito totalmente inaccesible ζII = ı´nf{t ≥ 0 : Vt = 2},
el tiempo de falla de tipo II.
4. Existen (λIt )t≥0 y (λ
II
t )t≥0, procesos no negativos Ft-progresivamente medibles, tales
que
E
[∫ t
0
λIsds
]
<∞, E
[∫ t
0
λIIs ds
]
<∞, ∀ 0 ≤ t <∞ y,
λt = 1{Vt=1}λt + 1{Vt=2}λt = λ
I
t + λ
II
t , ∀ t ≥ 0
Bajo la definicio´n anterior, se asume que el proceso de conteo del nu´mero de fallas del
sistema en [0, t] es dado por
N˜t =
∫ t
0
λsds+ M˜t, M˜t ∈M20
Siendo M20 la clase de martingalas cuadrado integrables, continuas a derecha, con
l´ımite a izquierda y media igual a cero. Observe que N˜t = N˜
I
t + N˜
II
t , con
N˜ It =
∫ t
0
λIsds+ M˜
I
t , M˜
I
t ∈M20 (4-9)
N˜ IIt =
∫ t
0
λIIs ds+ M˜
II
t , M˜
II
t ∈M20 (4-10)
Donde los procesos N˜ It y N˜
II
t no tienen saltos simulta´neos, es decir, en un instante t,
so´lo uno de los dos tipos de falla puede ser observado.
Los procesos N˜ I y N˜ II parados en ζII , son dados respectivamente, por (Aven y Jensen,
1999)
N˜ It∧ζII =
∫ t
0
1{ζII>s}λ
I
sds+ M˜
I
t∧ζII ,
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1{ζII≤t} = N˜
II
t∧ζII =
∫ t
0
1{ζII>s}λ
II
s ds+ M˜
II
t∧ζII ,
donde M˜ It∧ζII y M˜
II
t∧ζII son Ft-martingalas integrables de media cero, 1A es la variable
indicadora del evento A y a ∧ b = mı´n{a, b}.
Definicio´n 2. Proceso de falla general para un sistema coherente, bajo el modelo de
falla “aproximacio´n estad´ıstica o caja negra”
Sea T el tiempo de vida del sistema coherente, una variable aleatoria con funcio´n de distribu-
cio´n FT (t) = P (T ≤ t), tal que cumple con las consideraciones expuestas en la Definicio´n
1, excepto con el numeral 2, puesto que el funcionamiento del sistema ahora es observado
bajo la filtracio´n de sus tiempos de falla {T0 = 0, T1, T2, . . .}, sin identificar la componente
que causa la falla, es decir, el proceso de falla es observado a un menor nivel, G = (Gt)t≥0
dado por
Gt = σ{1{T≤s}, Vs, 0 ≤ s ≤ t} (Gt ⊂ Ft)
donde la marca Vt ∈ {1, 2}, indica para una falla del sistema en t si se trata de falla de tipo
I o falla de tipo II, respectivamente y 1A es la variable indicadora del evento A.
Bajo la “aproximacio´n estad´ıstica”, el proceso de falla general es muy similar al definido
anteriormente, con la diferencia de que los procesos de conteo se generan en un menor nivel
de informacio´n, y por lo tanto la intensidad de falla difiere en esta aproxiamcio´n. La ecuacio´n
(4-9) y (4-10) se modifica considerando que N˜ Iw∧ζII y N˜
II
w∧ζII cuentan el nu´mero de reparos
mı´nimos y reparos perfectos, respectivamente bajo G, de igual manera en la ecuacio´n (4-9)
y (4-10), λIs y λ
II
s representa la tasa de falla ordinaria de los respectivos tipos de falla.
Por ejemplo, si un sistema en paralelo compuesto por dos componentes independientes con
tiempos de vida S1 y S2 ide´nticamente distribuidos, exp(1), es sometido a reparo mı´nimo
cuando se produce la falla. Entonces la tasa de falla bajo “aproximacio´n f´ısica” esta´ dado
por λIs = I(S1 ∧S2 ≤ t) y por λˆIs = 21−exp(−t)2−exp(−t) cuando se trata de “aproximacio´n estad´ıstica”
y los procesos de conteo de reparos mı´nimos asociados a estas tasas esta´n dados por (Aven
y Jensen, 1999),
Nt =
∫ t
0
I(S1 ∧ S2 ≤ s)ds+Mt (4-11)
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(4-11) para el nivel de informacio´n sobre las componentes del sistema y
Nt =
∫ t
0
2
1− exp(−t)
2− exp(−t)ds+Mt (4-12)
(4-12) para el nivel de informacio´n “aproximacio´n estad´ıstica”.
Definicio´n 3. Proceso de costo de garant´ıa bajo el proceso general de falla
Bajo la Definicio´n 1 (“aproximacio´n f´ısica”), se considera el siguiente proceso de costo.
Las fallas de tipo I son reparadas mı´nimamente hasta el periodo de garant´ıa w o hasta la
primera falla tipo II, lo que ocurra primero, a un costo para el fabricante cI . Una falla de
tipo II (catastro´fica) a la edad ζII ≤ w produce el te´rmino de la garant´ıa y un costo para
el fabricante, cII > cI . Entonces el proceso de costo unitario de garant´ıa bajo el proceso de
falla general, es dado por (Gonza´lez, 2011)
Zw = c
IN˜ Iw∧ζII + c
II1{ζII≤w} (4-13)
Donde N˜ Iw∧ζII cuenta el nu´mero de reparos mı´nimos a nivel de las componentes del sis-
tema. Siguiendo a Gonza´lez (2011), se presentan la representacio´n semimartingala regular
del proceso,
Zw =
∫ w
0
1{ζII>s}(c
IλIs + c
IIλIIs )ds+M
g
w, M
g
w ∈M20 (4-14)
donde Z0 = 0, M
g
w = c
IM˜ Iw∧ζII + c
IIM˜ IIw∧ζII es una martingala de media cero uniformemente
integrable, y E
[∫ w
0
(cIλIs + c
IIλIIs )ds
]
<∞, ∀ 0 ≤ w <∞.
El ciclo de garant´ıa durante el cual es observado el proceso de costo es dado por Xw,
Xw = w ∧ ζII =
∫ w
0
1{ζII>s}ds, c.s., (4-15)
tal que E[Xw] =
∫ w
0
P (ζII > s)ds <∞, ∀w ≥ 0.
4.6. Modelacio´n de los procesos de costos asociados a las
pol´ıticas FRW y PRW
La modelacio´n de los procesos de costos asociados a las pol´ıticas de garant´ıas FRW y PRW
se realizan segu´n las aproximaciones f´ısica y de caja negra, y siguen el contexto expuesto por
Gonza´lez (2011) bajo el modelo de falla especificado en la seccio´n 4.5.
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4.6.1. Pol´ıtica de garant´ıa FRW con renovacio´n
Suponga que durante el periodo de garant´ıa un sistema puede presentar dos tipos de falla:
falla tipo I o falla tipo II. Las fallas de tipo I son reparadas mı´nimamente mientras que una
falla de tipo II, conduce a la sustitucio´n del sistema por uno nuevo, es decir, es sometido
a una reparacio´n perfecta del mismo, y otra po´liza de garant´ıa con el mismo plazo que la
inicial es expedida. Este proceso continu´a hasta observar el primer sistema que sobreviva a
la garant´ıa, es decir, no presente falla tipo II en el periodo de tiempo [0, w] (Gonza´lez, 2011).
Sean (T IIn )n≥1 la sucesio´n de tiempos de fallas de tipo II de los sistemas proporcionados al
comprador desde la compra inicial hasta el vencimiento de la garant´ıa, bajo aproximacio´n de
caja negra, y η−1 el nu´mero de renovaciones que se producen hasta que el sistema sobrevive
a la garant´ıa, η = ı´nf{j : j = 1, 2, . . . , η − 1, T IIj ≤ w, T IIη > w}, η ∼ geometrica(G(w)),
donde G(t) = P
(
T II < t
)
= 1− exp
{
− ∫ t
0
p(u)λ(u)du
}
, con p(t) igual a la probabilidad de
que el sistema presente falla tipo II y λ(t) la tasa de falla del sistema. Utilizando la notacio´n
introducida anteriormente, el proceso de costos de garant´ıa durante la vigencia de la misma,
bajo aproximacio´n de caja negra es,
ZFRWw =
η−1∑
j=1
(cIN IT IIj
+ cII) + cIN Iw (4-16)
con ZFRWw < ∞ y η < ∞ c.s. Observe que N IT II es un proceso de conteo de los reparos
mı´nimos, con tasa de intensidad λI(t) y se refiere al valor esperado de fallas tipo I que
ocurren en el intervalo
[
0, T IIj
]
.
ZFRWw =
η∑
j=1
(
cIN IT IIj
+ cII
)
−
(
cIN IT IIη + c
II
)
+ cIN Iw (4-17)
y el valor esperado del proceso de costo (4-17) se encuentra dado por,
E
(
ZFRWw
)
= E
[
η∑
j=1
(
cIN IT IIj
+ cII
)
−
(
cIN IT IIη + c
II
)]
+ E
[
cIN Iw
]
(4-18)
Para obtener la expresio´n del valor esperado del proceso de costo ZFRWw en (4-18) se realiza
el ca´lculo de la esperanza para cada uno de los te´rminos que componen la expresio´n.
Ca´lculo del valor esperado para el primer te´rmino del proceso de costo ZFRWw , haciendo
uso de la ecuacio´n de Wald,
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E
[
η∑
j=1
(
cIN IT IIj
+ cII
)]
= E [η]× E [cIN IT II + cII] (4-19)
Note que: N IT II =
∫ T II
0
λI(s) ds+M IT II , donde M
I
T II es una martingala de media cero
uniformemente integrable. De ah´ı que,
E
[
η∑
j=1
(
cIN IT II + c
II
)]
= E [η]× E [cIN IT II + cII]
= E [η]× E
[
cI
∫ T II
0
λI(s)ds+ cII
]
=
1
G¯(t)
×
{
cIE
[∫ T II
0
λI(s)ds
]
+ cII
}
=
1
G¯(t)
×
{
cI
∫ ∞
0
∫ T II
0
λI(s)ds dGT II + c
II
}
=
1
G¯(t)
×
{
cI
∫ ∞
0
λI(s)ds
∫ ∞
s
g
TII
(t)dt + cII
}
aplicando fubini
=
1
G¯(t)
×
{
cI
∫ ∞
0
λI(s)G¯(s)ds+ cII
}
(4-20)
Ca´lculo del valor esperado para el segundo te´rmino del proceso de costo ZFRWw ,
E
[
cI
∫ T IIη
0
λI(s)ds+ cII
]
=
{
cI
∫ ∞
0
∫ t
0
λI(s)ds g
TIIη
(t)dt + cII
}
= cI
{∫ w
0
∫ t
0
λI(s)ds g
TIIη
(t)dt
}
+ cII
(4-21)
Observe que T IIη tiene la distribucio´n de T
II
1 truncada a la izquierda en w, de ah´ı que
P (T IIη ≤ t) = P (T II1 ≤ t|T II1 > w) =
G¯(w)− G¯(t)
G¯(w)
= 1− G¯(t)
G¯(w)
; t > w (4-22)
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note que P (T IIη ≤ t) = 0. Derivando (4-22) se obteniene gTIIη (t),
g
TIIη
(t) =


0, t ≤ w
g
TII
(t)
G¯(w)
, t > w
(4-23)
Entonces (4-21) puede ser expresada como,
E
[
cI
∫ T IIη
0
λI(s)ds+ cII
]
= cI
{∫ w
0
∫ t
0
λI(s)ds g
TIIη
(t)dt +
∫ ∞
w
∫ t
0
λI(s)ds g
TIIη
(t)dt
}
por (4-23) se tiene,
E
[
cI
∫ T IIη
0
λI(s)ds+ cII
]
= cI
{∫ ∞
w
∫ t
0
λI(s)ds g
TIIη
(t)dt
}
= cI
{∫ w
0
λI(s)ds+
1
G¯(w)
∫ ∞
w
G¯(s)λI(s)ds
}
+ cII
(4-24)
Reemplazando (4-19) y (4-24) en (4-18) se tiene,
E
(
ZFRWw
)
=
1
G¯(w)
{∫ w
0
G¯(s)λI(s)ds+ cIIG(w)
}
(4-25)
la expresio´n del valor esperado en (4-25) corresponde al valor esperado de los costos de
garant´ıa bajo el proceso de falla antes descrito, cuando se ofrece la pol´ıtica FRW, y el tiempo
de falla del sistema se observa a un menor nivel de informacio´n, ignorando la estructura del
mismo y la dina´mica en el tiempo.
Modelacio´n del proceso de costo bajo la aproximacio´n f´ısica
Suponga que durante el periodo de garant´ıa las componentes de un sistema pueden presentar
dos tipos de falla: falla tipo I o falla tipo II. Las fallas de tipo I son reparadas mı´nimamente
mientras que una falla de tipo II, resultan ser catastro´ficas. Sea (ζIIn )n≥1 la sucesio´n de
tiempos en los cuales una componente cr´ıtica sufre una falla tipo II desde la compra inicial
hasta el vencimiento de la garant´ıa, los te´rminos de la sucesio´n son tiempos de parada
finitos totalmente inaccesibles e independientes. La ocurrencia de una falla tipo II en una
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componente cr´ıtica del sistema produce la falla del sistema completo y entonces diremos que
el sistema ha presentado falla de tipo II, lo que conducira´ a la sustitucio´n del sistema por
uno nuevo y otra po´liza de garant´ıa con el mismo plazo que la inicial es expedida. El proceso
de costos de garant´ıa presentado en (4-16) es posible reescribirlo bajo la siguiente expresio´n
(Gonza´lez, 2011).
ZFRWw =
∞∑
n=1
n−1∏
k=1
1{ζII
k
≤w}[c
IN˜ Iw∧ζIIn + c
II1{ζIIn ≤w}] (4-26)
con la convencio´n
∏n−1
i=1 (•) ≡ 1, para n = 1. El ciclo o tiempo bajo garant´ıa corresponde al
proceso
XFRWw =
∞∑
n=1
n−1∏
k=1
1{ζII
k
≤w}(w ∧ ζIIn ) (4-27)
Por otro lado, tambien resulta de intere´s encontrar la expresio´n para el valor esperado de la
variable ZFRWw . Haciendo uso de la expresio´n (4-26) se tiene,
E[ZFRWw ] = E
[
∞∑
n=1
n−1∏
k=1
1{ζII
k
≤w}c
IN˜ Iw∧ζIIn
]
+ E
[
∞∑
n=1
n−1∏
k=1
cII1{ζIIn ≤w}
]
= cI
∞∑
n=1
E
[
n−1∏
k=1
1{ζII
k
≤w}N˜
I
w∧ζIIn
]
+ cII
∞∑
n=1
E
[
n−1∏
k=1
1{ζII
k
≤w}
] (4-28)
Bajo la condicio´n que ζIIk son variables aleatorias independientes identicamente distribuidas
con k = 1, 2, . . . , n−1 y funcio´n de distribucio´n F II(•), las cuales son a su vez independientes
de N˜ Iw∧τIIn
se tiene que,
E[ZFRWw ] = c
I
∞∑
n=1
[
n−1∏
k=1
E
(
1{ζII
k
≤w}
)
E
(
N˜ Iw∧ζIIn
)]
+ cII
∞∑
n=1
E
[
n−1∏
k=1
1{ζII
k
≤w}
]
= cI
{[
∞∑
n=1
[
F II(w)
]n−1]× ∫ w
0
F¯ II(s)ΛIsds
}
+ cII
∞∑
n=1
[
F II(w)
]n
=
cI
F¯ II(w)
×
∫ w
0
F¯ II(s)ΛIsds+ c
II F
II(w)
F¯ II(w)
=
cI × ∫ w
0
F¯ II(s)ΛIsds+ c
IIF II(w)
F¯ II(w)
(4-29)
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Gonza´lez (2009) muestra que la representacio´n semimartingala regular para los procesos de
las ecuaciones (4-26) y (4-27) son respectivamente,
ZFRWw =
∫ w
0
∞∑
n=1
[
cII
n∑
k=1
1{ζ>s}λ
II,k
s
n∏
l 6=k
1{ζIIl ≤s}+ (4-30)
cI
(
N˜ Is∧ζIIn
n−1∑
k=1
1{ζIIk >s}λ
II,k
s
n−1∏
l 6=k
1{ζIIl ≤s} + 1{ζIIl >s}λ
I,n
s
n−1∏
l 6=k
1{ζIIl ≤s}
)]
ds+MFRWw
XFRWw =
∫ w
0
∞∑
n=1
[(
s ∧ ζIIn
) n−1∑
k=1
1{ζIIl >s}λ
II,k
s
n−1∏
l 6=k
1{ζIIl ≤s}+ (4-31)
1{ζIIl >s}
n−1∏
l 6=k
1{ζIIl ≤s}
]
ds+ LFRWw
con MFRWw , L
FRW
w ∈M20. Note que los procesos de falla observados en cada ciclo correspon-
den a sistemas independientes.
4.6.2. Pol´ıtica de garant´ıa PRW
El modelo a considerar para la pol´ıtica de garant´ıa pro-rata, sigue el propuesto por Gonza´lez
(2011). Suponga que el proceso de falla del sistema bajo garant´ıa es modelado por un proceso
de falla general, donde las fallas de tipo I son reparadas mı´nimamente hasta el tiempo w o
hasta el tiempo de la primera falla de tipo II, lo que ocurra primero, a un costo cI , mientras
que una falla tipo II a la edad T II ≤ w causa el te´rmino de la garant´ıa y un costo cII ,
cII(T II) = k · Cp ∗
(
1− αT
II
w
)
1{T II≤w} (4-32)
donde 0 < k ≤ 1, 0 ≤ α ≤ 1 y Cp es el precio de venta del producto, Cp > cI . Bajo
aproximacio´n estad´ıstica o de caja negra, el proceso de costo hasta el fin de la garant´ıa es,
ZPRWw = c
IN IT II∧w + c
II(T II)
con ZFRWw < ∞ c.s. Observe que N IT II es un proceso de conteo de los reparos mı´nimos,
con tasa de intensidad λI(t) y se refiere al valor esperado de fallas tipo I que ocurren en el
intervalo
[
0,mı´n
{
T II , w
}]
. T II es la variable que informa sobre el tiempo que transcurre
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hasta producirse una falla de tipo II en el sistema, con funcio´n de distribucio´n G(t) =
P
(
T II < t
)
= 1 − exp
{
− ∫ t
0
p(u)λ(u)du
}
, donde p(t) es igual a la probabilidad de que el
sistema presente falla tipo II y λ(t) la tasa de falla del sistema. Entonces,
E
[
ZPRWw
]
= E
[
cIN IT II∧w
]
+ E
[
cII(T II)
]
(4-33)
Para obtener la expresio´n del valor esperado del proceso de costo ZPRWw en (4-33) se realiza
el ca´lculo de la esperanza para cada uno de las partes de la que componen la funcio´n.
Ca´lculo del valor esperado para el primer te´rmino de la funcio´n (4-33),
E
[
cIN IT II∧w
]
= E
[
cI
∫ T II∧w
0
λI(s)ds
]
+ E
[
M IT II∧w
]
= cIE
[∫ w
0
1{T II>s}λ
I(s) ds
]
= cI
∫ w
0
P
(
T II > s
)
λI(s) ds
(4-34)
Ca´lculo del valor esperado para el segundo te´rmino de la funcio´n (4-33),
E
[
cII(T II)
]
= E
[
kCp
(
1− αT
II
w
)
1{T II≤w}
]
= kCpE
[
1{T II≤w}
]− kCp α
w
E
[
T II1{T II≤w}
]
= kCpP
(
T II ≤ w)− kCpα
w
E
[
T II1{T II≤w}
]
(4-35)
• El valor esperado del segundo te´rmino de la ecuacio´n (4-35) esta´ dado por,
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E
[
T II1{T II≤w}
]
=
∫ ∞
0
T II1{T II≤w}dGT II
=
∫ w
0
T IIdGT II
=
∫ w
0
T IIg
TII
(t) dt
=
∫ w
0
∫ t
0
g
TII
(t) ds dt, por fubini
=
∫ w
0
∫ w
s
g
TII
(t) dt ds
=
∫ w
0
P
(
T II > s
)
ds− wP (T II > w)
(4-36)
Reemplazando (4-36) en (4-35) y realizando algunos desarrollos algebra´icos se
tiene,
E
[
cII(T II)
]
= kCp(1− α)P
(
T II ≤ w)+ kCp α
w
∫ w
0
P
(
T II < s
)
ds (4-37)
Finalmente, considerando las expresiones obtenidas en (4-34) y (4-37) el valor esperado del
proceso ZPRWw modelado bajo la aproximacio´n de caja negra sigue la expresio´n,
E
[
ZPRWw
]
= cI
∫ w
0
λI(s)G¯(s)ds+ kCp
(
G(w)(1− α) + α
w
∫ w
0
G(s)ds
)
(4-38)
Modelacio´n del proceso de costo bajo la aproximacio´n f´ısica
El modelo a considerar para la pol´ıtica de garant´ıa pro-rata, sigue el propuesto por Gonza´lez
(2011). Suponga que el proceso de falla de las componentes cr´ıticas del sistema bajo garant´ıa
es modelado por un proceso de falla general, donde las fallas de tipo I son reparadas mı´ni-
mamente hasta el tiempo w o hasta el tiempo de la primera falla de tipo II, lo que ocurra
primero, a un costo cI , mientras que una falla tipo II a la edad ζII ≤ w causa el te´rmino de
la garant´ıa y un costo cII ,
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cII = k · Cp ∗
(
1− αζ
II
w
)
1{ζII≤w}
= kCp1{ζII≤w} − kCpα1{ζII≤w} + kCpαζII
1
ζII
1{ζII≤w} − kCpα
ζII
w
1{ζII≤w}
= kCp(1− α)1{ζII≤w} + kCpζII
(
1
ζII
− 1
w
)
1{ζII≤w}
(4-39)
donde 0 < k ≤ 1, 0 ≤ α ≤ 1 y Cp es el precio de venta del producto, Cp > cI . El proceso de
costo hasta el fin de la garant´ıa es,
ZPRWw = c
IN˜ Iw∧ζII + kCp(1− α)1{ζII≤w} + kCpζII
(
1
ζII
− 1
w
)
1{ζII≤w} (4-40)
Para la representacio´n semimartingala regular de ZPRWw considere
{
ζII ≤ w},
(
1
ζII
− 1
w
)
=
∫ w
ζII
1
s2
ds =
∫ w
0
1
s2
1{ζII≤s}ds (4-41)
luego,
ζII
(
1
ζII
− 1
w
)
1{ζII≤w} =
∫ w
0
1
s2
ζII1{ζII≤s}ds (4-42)
De tal manera que la representacio´n semimartingala regular de ZPRWw esta´ dada por,
ZPRWw =
∫ w
0
1{ζII>s}λ
I
sc
Ids+
∫ w
0
1{ζII>s}kCp(1− α)λIIs ds+
∫ w
0
1
s2
ζII1{ζII≤s}Cpds+M
PRW
w
(4-43)
donde MPRWw ∈M20, MPRWw = cIM˜ Iw∧ζII + kCp(1− α)M˜ IIw es una martingala de media cero
uniformemente integrable.
El valor esperado del proceso ZPRWw esta´ dado por,
E
[
ZPRWw
]
= E
[∫ w
0
1{ζII>s}
(
λIsc
I + kCp(1− α)λIIs
)
ds+
∫ w
0
1
s2
ζII1{ζII≤s}Cpds
]
(4-44)
El tiempo o ciclo bajo garant´ıa corresponde al proceso XPRWw = w ∧ ζII .
5. Comparacio´n de los procesos de
costos asociados a las pol´ıticas FRW
y PRW
En este cap´ıtulo se presenta inicialmente los algoritmos para la modelacio´n de los costos de
garant´ıa para las pol´ıticas FRW y PRW, en los escenarios de aproximacio´n considerados.
Como resultado de la modelacio´n de los tiempos de falla y del proceso de costos acumula-
dos bajo estas aproximaciones, se obtiene la estimacio´n no parame´trica de la distribucio´n
de los costos de garant´ıa (histogramas, diagramas de barras, gra´ficos de densidades), para
luego comparar estas distribuciones: aproximacio´n F´ısica vs. aproximacio´n de Caja negra.
Estas comparaciones se realizan mediante pruebas no parame´ticas tales como la prueba Chi-
cuadrado, pruebas de Wilcoxon-Mann-Whitney, Kolmogorov y gra´ficos cuantil-cuantil. El
Anexo B presenta una breve explicacio´n teo´rica de las pruebas para contraste de igualdad
distribucional que sustentan los resultados que se presentan en la Seccio´n 5.5 y 5.6.
Se considera un sistema k de n, el cual funciona si y solo si al menos k de n componentes fun-
cionan, con tiempo de vida ζ . Se considera que las componentes son independientes e ide´nti-
camente distribuidas. Sea Si el tiempo de vida de la i-e´sima componente y P{Si ≤ t} = F (t),
i = 1, 2, . . . , n la c.d.f de S1, . . . , Sn, respectivamente. Si S(1) ≤ S(2) ≤ . . . ≤ S(n) son los es-
tad´ısticos de orden de una muestra aleatoria de los tiempos de vida S1, . . . , Sn, la estad´ıstica
S(n−k+1) denotada por ζk|n define el tiempo de vida del sistema k de n.
Se considera que los tiempos de falla de las n componentes del sistema se distribuyen Weibull,
la cual es una distribucio´n comu´nmente usada en estudios de confiabilidad. Para la i-e´sima
componente la p.d.f de la distribucio´n Weibull con para´metro de forma β y para´metro de
escala θ es dada por:
f(t) =
β
θ
(
t
θ
)β−1
exp
{
−
(
t
θ
)β}
β, θ > 0 , t > 0, i = 1, . . . , n (5-1)
En particular el sistema a considerar tiene n=4 y k=2, con para´metro de forma β = 3.3
y de escala θ = 10.122. Las componentes son independientes de tal manera que la falla de
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una de ellas no influencia el funcionamiento de las otras, los para´metros de la distribucio´n
Weibull se escogen tales que la esperanza de vida µ = 9.080 miles de horas y σ = 3.027
miles de horas, como en el caso de Barlow y Proschan (1996) relacionado con el tiempo de
vida de tubos electro´nicos usados en el equipo de comunicacio´n de aerol´ıneas comerciales
(Aeronautica Radio, Inc.,1958).
Adema´s, se consideran dos aproximaciones posibles en la modelacio´n de los procesos de fa-
lla la aproximacio´n “estad´ıstica o caja negra” y la aproximacio´n “f´ısica”. Se simulan los
procesos de falla y acumulacio´n de los costos de garant´ıa para el productor. Se considera
adicionalmente costos de falla constantes y una cantidad de tiempo de garant´ıa w previa-
mente fijada. El sistema puede experimentar dos tipos de falla, falla de tipo I, la cual es
reparable mı´nimamente, con probabilidad 1− p(t) y falla tipo II, catastro´fica no reparable,
con probabilidad p(t). Segu´n Block et al. (1985) los procesos de conteo asociados a estos dos
tipos de falla son procesos Poisson no homoge´neos con tasas de falla determin´ısticas dadas
por λI(t) = (1 − p(t))r(t) y λII(t) = p(t)r(t), respectivamente, donde p(t) ∈ [0, 1] y r(t) es
la funcio´n de tasa de falla general del sistema, bajo el nivel de informacio´n de aproximacio´n
caja negra.
A trave´s de los procesos de falla simulados se realiza la estimacio´n de las distribuciones de
los costos y ciclos de garant´ıa, para despue´s estas distribuciones ser comparadas.
5.1. Algoritmo: Modelacio´n costos de garant´ıa bajo la
pol´ıtica FRW y aproximacio´n f´ısica
Notacio´n:
tj , j = 1, 2, . . .: j-e´simo tiempo de falla.
n: nu´mero de componentes que conforma el sistema.
k: nu´mero de componentes necesarias para que el sistema funcione.
w: periodo de garant´ıa.
i′ = 1, . . . , k: nu´mero de componentes cr´ıticas en el sistema
S(n−k+1): tiempo de vida del sistema k de n
F¯i′(tj |tj−1): funcio´n de sobrevivencia condicional en el tiempo tj dado tj−1 para la
componente i′.
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p(t): probabilidad de que el art´ıculo falle a causa de una falla de tipo II.
p(t) = 1− 0.8× exp {−0.1t}
Algoritmo:
1. Datos de entrada: defina valores para los para´metros de una distribucio´n Weibull, β y
θ
2. Genere los tiempos de vida de las n componentes, Si, i = 1, . . . , n, de una distribucio´n
Weibull (β, θ)
3. Encuentre la estad´ıstica de orden S(n−k+1)
4. Identifique las k componentes cr´ıticas del sistema, es decir el nu´mero mı´nimo de compo-
nentes necesarias para que el sistema funcione. Las Si ≥ S(n−k+1) son las componentes
cr´ıticas. Denote los tiempos de falla de estas componentes cr´ıticas por (tj)j≥0.
5. Si S(n−k+1) > w entonces el costo de garant´ıa es cero y se finaliza el proceso de costos.
6. Si S(n−k+1) ≤ w, para la componente cr´ıtica S(n−k+1) genere los tiempos de falla tj ,
hasta que tj ≥ w, a partir de F¯i′ (tj |tj−1) = u, donde u ∼ U (0, 1), hasta que tj ≥ w.
7. Repita los pasos [5] y [6], para cada una de las componentes cr´ıticas restantes y guarde
el los tiempos generados.
8. Ordene ascendentemente la sucesio´n de tiempos de falla (tj)j≥1.
9. Calcule p(tj) = 1− 0.8× exp(−0.1tj) para cada (tj)j≥1.
10. Para cada (tj)j≥1 genere uj ∼ U(0, 1)
11. Si para todos los tiempos de falla (tj)j≥1, u > p(tj) indicara´ que las componentes
cr´ıticas del sistema so´lo han sufrido falla menores que son reparables. Asocie los costos
a las fallas y termine el proceso de costos de garant´ıa.
12. Si para algu´n tiempo de falla tj, se cumple u < p(tj). Encuentre el menor (tj)j≥1 para
el cual u < p(tj), lo que indicara´ que para ese momento ha ocurrido falla tipo II sobre
una componente cr´ıtica y por lo tanto el sistema debera´ ser reemplazado por uno nuevo
(renovacio´n) y una garant´ıa como la inicial sera´ expedida.
13. Por u´ltimo asocie los costos a cada tipo de falla ocurrida dentro del periodo de garant´ıa,
cI a las fallas tipo I y cII a las de tipo II.
14. Si se produce reemplazo del sistema por uno nuevo vaya al paso [2] y continu´e con los
pasos siguientes.
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5.2. Algoritmo: Modelacio´n costos de garant´ıa bajo la
pol´ıtica FRW y aproximacio´n estad´ıstica o caja negra
Notacio´n:
ti, i = 1, 2, . . .: i-e´simo tiempo de vida del sistema.
n: nu´mero de componentes que conforma el sistema.
k: nu´mero de componentes necesarias para que el sistema funcione.
w: periodo de garant´ıa.
ζ(n−k+1): tiempo de vida del sistema k de n
F¯ζ(ti|ti−1): funcio´n de sobrevivencia condicional en el tiempo tl dado tl−1 para el sistema
p(t): probabilidad de que el art´ıculo falle a causa de una falla de tipo II.
p(t) = 1− 0.8× exp {−0.1t}
Algoritmo:
1. Datos de entrada: definir valores para los para´metros de una distribucio´n Weibull, β y
θ. Genere u ∼ U(0, 1)
2. Haga i = 1
3. Encuentre t de la expresio´n F¯ζ(t) = u donde
F¯ζ(t) =
Γ(n+1)
Γ(k)Γ(n−k+1)
∫ F (t)
0
x(n−k)(1− x)(k−1)dx y F (t) = 1− exp
[
− ( t
θ
)β]
4. Haga t = ti el tiempo de vida del sistema
5. Si ti > w entonces el sistema no presenta fallas dentro del periodo de garant´ıa w.
Finalice el proceso de costos y vaya al paso [11].
6. Si ti ≤ w, genere u1 ∼ U(0, 1).
7. Si ui < p(ti), entonces ti es un tiempo de falla tipo II, T
II . Lo que causa el reemplazo
del sistema por uno nuevo y el inicio de una garant´ıa igual a la inicialmente expedida.
Haga i = i+ 1, retorne al paso [3] y continu´e con los pasos siguientes.
8. Si ui > p(ti), entonces ti es un tiempo de falla tipo I, T
I . El sistema es sometido a
reparo mı´nimo y retorna con tiempo de vida (ti)i≥1.
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9. Genere ui ∼ U(0, 1) y despeje ti de la expresio´n F¯ζ(ti) = ui × F¯ζ(ti−1).
10. Para el ti obtenido en [9] aplique los pasos del algoritmo del [5] al [9] y haga i = i+ 1.
11. Por u´ltimo asociar los costos a cada tipo de falla ocurrida dentro del periodo de
garant´ıa, cI a las fallas tipo I y cII a las de tipo II.
5.3. Algoritmo: Modelacio´n costos de garant´ıa bajo la
pol´ıtica PRW y aproximacio´n f´ısica
Notacio´n:
tj , j = 1, 2, . . .: j-e´simo tiempo de falla.
n: nu´mero de componentes que conforma el sistema.
k: nu´mero de componentes necesarias para que el sistema funcione.
w: periodo de garant´ıa.
i′ = 1, . . . , k: nu´mero de componentes cr´ıticas en el sistema
S(n−k+1): tiempo de vida del sistema k de n
F¯i′(tj|tj−1): funcio´n de sobrevivencia condicional en el tiempo tj dado tj−1 para la
componente i′.
p(t): probabilidad de que el art´ıculo falle a causa de una falla de tipo II.
p(t) = 1− 0.8× exp {−0.1t}
Algoritmo:
1. Datos de entrada: defina valores para los para´metros de una distribucio´n Weibull, β y
θ
2. Genere los tiempos de vida de las n componentes, Si, i = 1, . . . , n, de una distribucio´n
Weibull (β, θ)
3. Encuentre la estad´ıstica de orden S(n−k+1)
4. Identifique las k componentes cr´ıticas del sistema, es decir el nu´mero mı´nimo de compo-
nentes necesarias para que el sistema funcione. Las Si ≥ S(n−k+1) son las componentes
cr´ıticas. Denote los tiempos de falla de estas componentes cr´ıticas por (tj)j≥0.
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5. Si S(n−k+1) > w entonces el costo de garant´ıa es cero y se finaliza el proceso de costos.
6. Si S(n−k+1) ≤ w, para la componente cr´ıtica S(n−k+1) genere los tiempos de falla tj a
partir de F¯i′ (tj |tj−1) = u, donde u ∼ U (0, 1), hasta que tj ≥ w.
7. Repita los pasos [5] y [6], para cada una de las componentes cr´ıticas restantes.
8. Ordene ascendentemente la sucesio´n de tiempos de falla (tj)j≥1.
9. Calcule p(tj) = 1− 0.8× exp(−0.1tj) para cada (tj)j≥1.
10. Para cada (tj)j≥1 genere uj ∼ U(0, 1)
11. Si para todos los tiempos de falla (tj)j≥1, u > p(tj) indicara´ que las componentes
cr´ıticas del sistema so´lo han sufrido falla menores que son reparables. Asocie los costos
a las fallas y termina el proceso de costos de garant´ıa.
12. Si para algu´n tiempo de falla tj , se cumple u < p(tj). Encuentre el menor (tj)j≥1 para
el cual u < p(tj), lo que indicara´ que para ese momento ha ocurrido falla tipo II sobre
una componente cr´ıtica, se genera un costo cII para el productor (definido en la Seccio´n
4.6.2) y se da´ te´rmino a la garant´ıa.
13. Por u´ltimo asociar los costos a cada tipo de falla ocurrida dentro del periodo de
garant´ıa, cI a las fallas tipo I y cII a las de tipo II.
5.4. Algoritmo: Modelacio´n costos de garant´ıa bajo la
pol´ıtica PRW y aproximacio´n estad´ıstica o caja negra
Notacio´n:
ti, i = 1, 2, . . .: i-e´simo tiempo de vida del sistema.
tj , j = 1, 2, . . .: j-e´simo tiempo de falla tipo II.
tl, i = 1, 2, . . .: l-e´simo tiempo de falla tipo I.
n: nu´mero de componentes que conforma el sistema.
k: nu´mero de componentes necesarias para que el sistema funcione.
w: periodo de garant´ıa.
ζ(n−k+1): tiempo de vida del sistema k de n
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F¯ζ(ti|ti−1): funcio´n de sobrevivencia condicional en el tiempo tl dado tl−1 para el sistema
p(t): probabilidad de que el art´ıculo falle a causa de una falla de tipo II.
p(t) = 1− 0.8× exp {−0.1t}
Algoritmo:
1. Datos de entrada: defina valores para los para´metros de una distribucio´n Weibull, β y
θ. Genere u ∼ U(0, 1)
2. Haga i = 1
3. Encuentre t de la expresio´n F¯ζ(t) = u donde
F¯ζ(t) =
Γ(n+1)
Γ(k)Γ(n−k+1)
∫ F (t)
0
x(n−k)(1− x)(k−1)dx y F (t) = 1− exp
[
− ( t
θ
)β]
4. Haga t = ti el tiempo de vida del sistema
5. Si ti > w entonces el sistema no presenta fallas dentro del periodo de garant´ıa w.
Finalice el proceso de costos y vaya al paso [11].
6. Si ti ≤ w, genere ui ∼ U(0, 1).
7. Si ui < p(ti), entonces ti es un tiempo de falla tipo II, T
II . Lo que causa la terminacio´n
de la garant´ıa y un costo cII para el productor definido en la Seccio´n 4.6.2.
8. Si ui > p(ti), entonces ti es un tiempo de falla tipo I, T
I . El sistema es sometido a
reparo mı´nimo y retorna con tiempo de vida (ti)i≥1.
9. Genere ui ∼ U(0, 1) y despeje ti de la expresio´n F¯ζ(ti) = ui × F¯ζ(ti−1).
10. Para el ti obtenido en [9] aplique los pasos del algoritmo del [5] al [9]. Haga i = i+ 1
11. Por u´ltimo asociar los costos a cada tipo de falla ocurrida dentro del periodo de
garant´ıa, cI a las fallas tipo I y cII a las de tipo II.
5.5. Resultados de la aplicacio´n de la pol´ıtica de garant´ıa
FRW con renovacio´n
Siguiendo el modelo presentado en la Seccio´n 4.6.1, suponga que el costo asumido por el
productor cuando ocurre falla tipo I es c1 = 5 y para la falla tipo II es c2 = 10. Los resul-
tados presentados son obtenidos de simular 100.000 ventas y registrar el tipo de falla que
presenta el producto en un periodo de garant´ıa determinado de 12 mil horas (w = 12), bajo
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el supuesto que se trata de un producto cuyo tiempo de vida se mide en miles de horas, como
en el cla´sico ejemplo de Barlow y Proschan (1996), relacionado con el tiempo de vida de tu-
bos electro´nicos usados en el equipo de comunicacio´n de aerol´ıneas comerciales (Aeronautica
Radio, Inc.,1958). Se asume adema´s que el tiempo entre reparaciones es despreciable y que
todos los reclamos de garant´ıa son va´lidos.
5.5.1. Distribucio´n de costos bajo la pol´ıtica FRW
La descripcio´n de las pruebas empleadas en esta seccio´n se encuentra disponible en el Anexo
B. La Figura 5-1, 5-2 y 5-3 presenta respectivamente el diagrama de barras de los costos
de garant´ıa ocasionados por la falla tipo I, fallas tipo II, y costos totales, en un sistema
con la estructura k = 2 de n = 4 antes descrita. Gra´ficamente se observa que en ambas
aproximaciones hay asimetr´ıa positiva en la distribucio´n de los costos, es decir, el evento de
que en una venta ocurra un nu´mero grande de reparaciones es poco probable de observar.
Cabe tambie´n mencionar, que bajo las dos aproximaciones, se presentan casos con una alta
frecuencia de costos de garant´ıa “ceros”, lo que sugiere que se debe tener cuidado al realizar
comparaciones de los costos medios pues la alta presencia de ceros puede conducir a no
observar diferencias entre grupos cuando en realidad si las hay (Bona, 2008). Como interesa
probar si existen diferencias entre las distribuciones de costos de garant´ıa resultantes por
cada aproximacio´n, la Tabla 5-1 presenta los resultados de la prueba de Chi-cuadrado (Press
et al., 1992), bajo la hipo´tesis nula de igualdad distribucional H0 : Fbb(x) = Ff (x) para todo
x, donde Fbb(x) se refiere a la distribucio´n de frecuencias obtenida bajo aproximacio´n de caja
negra y Ff (x) para la obtenida bajo aproximacio´n f´ısica. Por tratarse de variables discretas,
estos resultados son obtenidos considerando las siguientes categor´ıas del costo de garant´ıa:
Costo falla tipo I: 0, 5, 10, 15, 20, 25, ≥ 30.
Costo falla tipo II: 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150,
160, ≥ 170.
Costo total: 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95,
100, 105, 110, 115, 120, 125, ≥ 130
Estas categor´ıas son obtenidas reagrupando en la u´ltima aquellas que tienen frecuencias
menores al 5%. En el Anexo A se presenta las tablas de frecuencia de los costos de garant´ıa
para la aproximacio´n de caja negra y aproximacio´n f´ısica. Bajo esta discretizacio´n la hipo´tesis
H0 : Fbb(x) = Ff(x) para todo x es rechazada con valor-p< 2.2 × 10−16 para los costos por
falla tipo I, falla tipo II y totales. Los resultados muestran que la distribucio´n de costos de
garant´ıa tanto a causa de la falla tipo I como falla tipo II, e incluso los costos totales, bajo
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las dos aproximaciones (f´ısico y caja negra), no resultan ser estad´ısticamente iguales (valor-p
< 2.2× 10−16).
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Figura 5-1.: Diagrama de barras costos de garant´ıa falla tipo I, obtenidos de 100000 ventas
simuladas. Pol´ıtica FRW.
Cabe mencionar que al observar la distribucio´n del costo de garant´ıa bajo falla tipo II y la
distribucio´n del costo total, se encuentra que estas variables en su naturaleza discreta toman
muchos valores diferentes, es decir, su nu´mero de categor´ıas es muy amplio. Agresti (2002),
menciona que en realidad todas las cantidades son discretas ya que para este momento no
existe un instrumento que mida con extrema exactitud, por lo que si una variable cuantitativa
discreta toma “muchos” valores, sera´ frecuentemente considera como continua. Con base en
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Figura 5-2.: Diagrama de barras costos de garant´ıa falla tipo II, obtenidos de 100000 ventas
simuladas. Pol´ıtica FRW.
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esta definicio´n, se propone dar tratamiento como variables continuas al costo de garant´ıa
generado por falla tipo II y a los costos totales, para desarrollar la prueba de Kolmogorov-
Smirnov y la prueba de rangos de Wilcoxon, con el fin de constatar el rechazo de la hipo´tesis
nula obtenida bajo la prueba Chi-cuadrado presentada en la Tabla 5-1.
0 30 65 100 140 180 220 260 300 340 380 420 460 500 550 605
Aproximación Caja Negra
Costo total
de
ns
id
ad
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
0 30 65 100 140 180 220 260 300 340 380 420 460 500 550 605
Aproximación Física
Costo total
de
ns
id
ad
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
Figura 5-3.: Distribucio´n costos totales de garant´ıa, obtenidos de 100000 ventas simuladas.
Pol´ıtica FRW.
58 5 Comparacio´n de los procesos de costos asociados a las pol´ıticas FRW y PRW
Tabla 5-1.: Prueba Chi-cuadrado de igualdad distribucional entre aproximacio´n caja negra
y aproximacio´n f´ısica. Pol´ıtica FRW.
χ2 df valor-p
costo falla I 12379.12 6 < 2.2× 10−16
costo falla II 5893.437 17 < 2.2× 10−16
costos total 10700.75 26 < 2.2× 10−16
Tabla 5-2.: Prueba Kolmogorov-Smirnov y Wilcoxon para igualdad distribucional entre
aproximacio´n caja negra y aproximacio´n f´ısica. Pol´ıtica FRW.
K-S valor-p W valor-p
costo falla II 0.1387 < 2.2× 10−16 5919232100 < 2.2× 10−16
costos total 0.1434 < 2.2× 10−16 6067269054 < 2.2× 10−16
La Tabla 5-2 presenta los resultados de los test de Kolmogorov-Smirnov y de Wilcoxon para
los costos de garant´ıa debidos a la falla tipo II y el costo total de garant´ıa. Los valores-p
permiten concluir con un nivel de significancia del 5% que las distribuciones de estos costos
bajo las aproximaciones de caja negra y f´ısica son diferentes.
En resumen, el costo total de garant´ıa para la pol´ıtica FRW bajo aproximacio´n de Caja
negra, esta´ conformado en promedio por un 29% debido fallas de tipo I y en un 71% por
falla de tipo II, y bajo aproximacio´n F´ısica esta´ compuesto en promedio por un 24% debido
a fallas tipo I y por un 76% debido a fallas de tipo II.
En las Tablas 5-3 y 5-4 se presenta un resumen de estad´ısticas descriptivas para costo de
garant´ıa de una venta, bajo los escenarios anteriormente descritos. Al observar los cuartiles
de la distribucio´n de los costos de garant´ıa obtenidos bajo el modelo cla´sico (aproximacio´n
estad´ıstica o caja negra) se encuentra que estos presentan valores mayores en comparacio´n
con los cuartiles de los costos de garant´ıa obtenidos mediante el modelo de falla bajo apro-
ximacio´n f´ısica. En particular observe de la Tabla 5-3 que el ma´ximo costo total de garant´ıa
registrado en una venta es 475 bajo aproximacio´n f´ısica y de la Tabla 5-4 que para la apro-
ximacio´n de caja negra es de 1015, mostra´ndose marcada diferencia en valor, lo que sugiere
que en el modelo cla´sico, la modelacio´n del tiempo de vida total del sistema resulta ser
mayor comparado con la obtenida bajo el modelo bajo aproximacio´n f´ısica, el modelo bajo
aproximacio´n de caja negra refleja una importante pe´rdida de informacio´n del tiempo del
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vida del sistema.
Tabla 5-3.: Estad´ısticas descriptivas del costo de garant´ıa, aproximacio´n f´ısica. Pol´ıtica
FRW.
Costo fallo I Costo fallo II Costo total
Mı´nimo 0.000 0.00 0.00
Q1 0.000 10.00 10.00
Mediana 5.000 20.00 30.00
Media 7.695 34.77 42.46
Q3 10.000 50.00 60.00
Ma´ximo 95.000 400.00 475.00
Tabla 5-4.: Estad´ısticas descriptivas del costo de garant´ıa, aproximacio´n estad´ıstica o caja
negra. Pol´ıtica FRW.
Costo fallo I Costo fallo II Costo total
Mı´nimo 0.00 0.00 0.00
Q1 5.00 10.00 20.00
Mediana 10.00 40.00 45.00
Media 11.01 53.11 64.05
Q3 15.00 80.00 90.00
Ma´ximo 125.00 890.00 1015.00
5.5.2. Ciclo de garant´ıa bajo pol´ıtica FRW
El ciclo de garant´ıa se encuentra en miles de horas y se puede entender como el tiempo que
dura una venta en garant´ıa. La Figura 5-4 presenta el histograma del ciclo de garant´ıa del
sistema bajo la pol´ıtica FRW con renovacio´n, para el modelo de falla cla´sico y el modelo
de falla f´ısico sobre un sistema con estructura k = 2 de n = 4. En la distribucio´n del ciclo
de garant´ıa bajo aproximacio´n estad´ıtica se observa que el 15.95% de las ventas tiene un
ciclo de garant´ıa igual a 12 mil horas, que corresponde al tiempo mı´nimo en el cual una
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venta esta´ en garant´ıa y lo que sugiere que para estas ventas el sistema no genero´ fallas. Por
otro lado, el 22.44% de las ventas modeladas a partir del modelo de falla bajo aproximacio´n
f´ısica, registran no haber reportado fallas del sistema durante la garant´ıa.
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Figura 5-4.: Histograma y densidad del ciclo de garant´ıa del producto, obtenido de 100000
ventas simuladas. Pol´ıtica FRW.
Sea XFRWw que denota la variable ciclo de garant´ıa, al observar el histograma para esta
variable se puede pensar que XFRWw toma el valor de 12 con probabilidad p(t), y valores
continuos en el intervalo (12,∞) con probabilidad 1− p(t), de tal manera que XFRWw podr´ıa
considerarse como una variable h´ıbrida, tal como la define Lachenbruch (2002). Como es de
intere´s probar la igualdad distribucional del ciclo de garant´ıa bajo estas dos aproximaciones
se propone desarrollar el test de dos partes propuesto por Lachenbruch (2002), probando
inicialmente la hipo´tesis H0 : pbb = pf , la cual se refiere a que la pbb :proporcio´n de ventas
con ciclos de garant´ıa igual a 12 mil horas bajo aproximacio´n estad´ıstica o de caja negra es
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igual a pf : proporcio´n de ventas con ciclos de garant´ıa igual a 12 mil horas bajo aproxi-
macio´n f´ısica. Para luego probar la igualdad distribucional sobre los valores continuos que
toma XFRWw , bajo la hipo´tesis H
′
0 : F
′
bb(x) = F
′
f(x), donde F
′
bb y F
′
f son las funciones de
distribucio´n del ciclo de garant´ıa para ventas que duran en garant´ıa mas de 12 mil horas,
para aproximacio´n de caja negra y f´ısica, respectivamente.
Tabla 5-5.: Prueba modelo de dos partes para el ciclo de garant´ıa. Pol´ıtica FRW.
H
′
0 : pbb = pf H
′
0 : F
′
bb(x) = F
′
f (x) Fbb(x) = Ff (y)
χ2 df valor-p W 2 df valor-p L df valor-p
1359.6 1 < 2.2× 10−16 (3951996768)2 1 < 2.2 × 10−16 5.62 × 1019 2 < 2.2× 10−16
La Tabla 5-5 muestra que la distribucio´n del ciclo de garant´ıa bajo los dos modelos de
tiempos de falla son distintas (valor-p < 2.2 × 10−16). Segu´n las estad´ısticas descriptivas
(Tabla 5-6) bajo las dos aproximaciones de ana´lisis de tiempos de falla, se encuentra que en
promedio la duracio´n del ciclo de la garant´ıa bajo aproximacio´n estad´ıstica resulta ser un
poco mayor que bajo el ana´lisis de tiempos de vida v´ıa aproximacio´n f´ısica, adema´s se puede
observar en ambos casos que el 50% de las ventas superan el tiempo de garant´ıa establecido
w = 12. Bajo el escenario de aproximacio´n caja negra el tiempo que una venta dura en
garant´ıa es como ma´ximo 919.30, y bajo aproximacio´n f´ısica es de 419.50 miles de horas. Lo
que significa que el sistema con estructura k = 2 de n = 4 con un periodo de garant´ıa de 12
mil horas, equivalente aproximadamente a un an˜o y cuatro meses, y con tiempos de vida de
sus componentes tal como se presento´ en al inicio de este cap´ıtulo, estara´ en garant´ıa bajo
el modelamiento de aproximacio´n estad´ıstica o caja negra como ma´ximo 104.9 an˜os y de
47.89 an˜os bajo aproximacio´n f´ısica, valores que en la pra´ctica resulten ser irracionales para
cualquier productor, pues significan con toda seguridad unos elevados costos de garant´ıa en
una venta, es de resaltar que la aproximacio´n f´ısica entrega resultados un poco ma´s ajustados
a la realidad del fabricante, al presentar la distribucio´n del ciclo de garant´ıa valores no tan
grandes, como en el caso de la aproximacio´n de caja negra.
Tabla 5-6.: Estad´ısticas descriptivas ciclo de garant´ıa. Pol´ıtica FRW.
Aproximaciones Mı´nimo Q1 Mediana Q3 Media Ma´ximo
F´ısico 12 20.26 33.25 61.08 45.94 419.50
Caja negra 12 22.71 47.14 88.85 65.81 919.30
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Analizar el costo de venta por unidad de tiempo, denotado por GFRWw y definido por la
ecuacio´n GFRWw =
ZFRWw
XFRWw
resulta de importancia, ya que informa sobre el costo asociado a
cada unidad de tiempo que se asume como garant´ıa, en particular para este caso, informa
sobre el costo que asume el productor por cada 1000 horas de garant´ıa que ofrece.
La Tabla 5-7 muestra que el costo promedio unitario de venta por unidad de tiempo para
la aproximacio´n estad´ıstica (0.8433) es un poco mayor que el encontrado en aproximacio´n
f´ısica (0.7347). Adicionalmente el 75% de las ventas presentan un costo de venta por unidad
de tiempo menor o inclusive igual a 1.030 para la aproximacio´n caja negra y de ma´ximo
1.010 bajo aproximacio´n f´ısica. Segu´n las estad´ısticas descriptivas para esta simulacio´n se
observa que la aproximacio´n caja negra genero´ un valor ma´ximo de costos de garant´ıa por
unidad de tiempo de 2.0830 menor al reportado cuando se observa la estructura del sistema
a trave´s del comportamiento de los tiempos de falla de las componentes en el tiempo, 2.5000.
Este valor ma´ximo significa que, por ejemplo bajo la aproximacio´n caja negra, el productor
puede llegar a pagar por cada 1000 horas de garant´ıa que ofrezca un valor hasta de 2.0830.
Tabla 5-7.: Estad´ısticas descriptivas costo de venta por unidad de tiempo. Pol´ıtica FRW.
Aproximacio´n Mı´nimo Q1 Mediana Q3 Media Ma´ximo
F´ısico 0 0.4705 0.8333 1.0100 0.7347 2.5000
Caja negra 0 0.7471 0.9251 1.0300 0.8433 2.0830
La Figura 5-5 presenta el histograma del costo unitario de garant´ıa, en este se observa
una alta concentracio´n de ceros bajo la aproximacio´n f´ısica (13.89%), al igual que en la
distribucio´n bajo aproximacio´n estad´ıstica (4.78%), pero no con tan alta densidad, de tal
manera que resulta posible pensar en que GFRWw toma el valor de 0 con probabilidad p(t),
y valores continuos en el intervalo (0,∞) con probabilidad 1 − p(t), por lo tanto GFRWw
se puede considerar como una variable h´ıbrida, tal como la define Lachenbruch (2002). Y
una prueba de dos partes para contrastar la hipo´tesis de igualdad distribucional puede ser
llevada a cabo. De la Tabla 5-8 se observa que H
′
0 : pbb = pf es rechazada aun nivel de
significancia del 5%, en H
′
0, pbb es la proporcio´n de costos unitario garant´ıa que toman el
valor de cero bajo el modelo cla´sico o aproximacio´n de caja negra y pf es la proporcio´n
de los mismos costos para el modelo de falla general o bajo aproximacio´n f´ısica. De igual
manera la segunda prueba que se contrasta en este test H
′
0 : F
′
bb(x) = F
′
f (x) es rechazada a
un valor-p 2.2 < ×10−16. De ah´ı que la hipo´tesis de igualdad de distribucio´n para el costo
unitario de garant´ıa obtenido mediante la aproximacio´n de caja negra y la aproximacio´n
f´ısica, H0 : (pbb = pf ) ∩ (F ′bb(x) = F ′f(x)), es rechazada a un valor-p 2.2 < ×10−16. Lo que
sugiere que existe diferencias estad´ısticas entre los costos unitarios de garant´ıa modelados
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Figura 5-5.: Histograma del costo unitario de garant´ıa del sistema, obtenido de 100000
ventas simuladas. Pol´ıtica FRW.
bajo un modelo de falla a trave´s de la informacio´n de tiempo de vida de las componentes, y
un modelo a trave´s de la informacio´n del tiempo de vida del sistema.
Tabla 5-8.: Prueba modelo de dos partes para el costo unitario de garant´ıa. Pol´ıtica FRW.
H
′
0 : pbb = pf H
′
0 : F
′
bb(x) = F
′
f (x) Fbb(x) = Ff (y)
χ2 df valor-p W 2 df valor-p L df valor-p
5253.3 1 < 2.2 × 10−16 (4426219650)2 1 < 2.2× 10−16 1.94× 1019 2 < 2.2× 10−16
Finalmente, la Figura 5-6 presenta el gra´fico cuantil-cualtil para comparar las distribuciones
de los costos de garant´ıa bajo las dos aproximaciones, tomando en cada caso como grupo
de referencia la distribucio´n encontrada bajo aproximacio´n caja negra. De estos gra´ficos se
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Figura 5-6.: Gra´fico cuantil-cuantil para los costos de garant´ıa bajo los dos tipo de aproxi-
maciones. Pol´ıtica FRW.
observa que en ninguno de los casos es posible pensar que las dos muestras provienen de la
misma distribucio´n poblacional, ya que los cuantiles de la distribucio´n bajo aproximacio´n
f´ısica se alejan marcadamente de la l´ınea recta de 45◦.
5.6. Resultados de la aplicacio´n de la pol´ıtica de garant´ıa
PRW
Las descripcio´n de los test empleados en esta seccio´n se encuentra disponibles en el Anexo
B. Siguiendo el modelo descrito en la Seccio´n 4.6.2. se asume Cp = 10,w = 12, cI = 5 y c
II
como en la Ecuacio´n (4-32). Los resultados presentados son obtenidos de simular 100.000
ventas y registrar el tipo de falla que presenta el producto y el costo asociado, bajo un pe-
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riodo de garant´ıa determinado de 12 mil horas (w = 12), tal como fue definido en la pol´ıtica
FRW. Se asume adema´s que el tiempo entre reparaciones es despreciable y que todos los
reclamos de garant´ıa son va´lidos.
5.6.1. Distribucio´n de costos bajo la pol´ıtica PRW
La Figura 5-7 y 5-8 muestran el diagrama de barras y el histograma del costo de garant´ıa
generados a causa de la falla tipo I y II, respectivamente, bajo la aproximacio´n caja negra
y aproximacio´n f´ısica. Se observa que para ambos tipos de aproximacio´n, las distribuciones
de los costos de garant´ıa presentan una cantidad considerable de valores cero.
0 5 10 15 20 25 30 35
Aproximación Caja Negra
Costo−falla I
de
ns
id
ad
0.
0
0.
2
0.
4
0.
6
0.
8
0 5 10 15 20 25 30 35
Aproximación Física
Costo−falla I
de
ns
id
ad
0.
0
0.
2
0.
4
0.
6
0.
8
Figura 5-7.: Diagrama de barras costos de garant´ıa falla tipo I. Pol´ıtica PRW.
Para el caso de las falla tipo I, se obtiene una distribucion discreta y para la falla tipo II,
se obtiene distribuciones conocidas como “h´ıbridas” (Lachenbruch, 2002). Al igual que en la
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Figura 5-8.: Histograma de costos de garant´ıa falla tipo II. Pol´ıtica PRW.
pol´ıtica FRW el objetivo es comparar si existen diferencias en los costos de garant´ıa que se
obtienen a partir de las dos aproximaciones o niveles de informacio´n. Ya que los costos de
garant´ıa generados por la falla tipo I son de naturaleza discreta, la prueba chi-cuadrado es
llevada a cabo considerando las siguientes categor´ıas del costo de garant´ıa para esta falla:
0, 5, 10,≥ 15, ya que valores discretos mayores a 15 tienen frecuencias menores al 5%. Co-
mo resultado de realizar la prueba de hipo´tesis de igualdad distribucional de los costos de
garant´ıa bajo aproximacio´n caja negra y aproximacio´n f´ısica, la prueba chi-cuadrado arroja
un valor del estad´ıstico de prueba χ2 = 334.7541, con df = 3, y valor-p < 1.487123×10−72, lo
que implica que s´ı existen diferencias estad´ısticas entre las distribuciones. De igual manera,
para probar la hipo´tesis de igualdad distribucional de costos de garant´ıa a causa de fallas
tipo II entre las dos aproximaciones, se propone seguir la idea del modelo distribucional de
dos partes presentado por Lachenbruch (2002), conocido como modelo h´ıbrido, se trata de
probar la hipo´tesis H0 : (pbb = pf)∩ (Fbb(x) = Ff(x)), donde pbb y pf es la proporcio´n de cos-
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tos ceros bajo aproximacio´n estad´ıstica y bajo aproximacio´n f´ısica, respectivamente. Fbb(x)
y Ff(x) es la funcio´n de distribucio´n de los costos diferentes de cero para aproximacio´n caja
negra y f´ısica, respectivamente. Las estimaciones de la proporcio´n de ceros para la aproxi-
macio´n caja negra es pˆbb = 0.15817 y para la aproximacio´n f´ısica pˆf = 0.22327.
Tabla 5-9.: Prueba de igualdad distribucional del costo de garant´ıa entre la aproximacio´n
caja negra y aproximacio´n f´ısica, cuando ocurre falla de tipo II. Pol´ıtica PRW.
H
′
0 : pbb = pf H
′
0 : Fbb(x) = Ff (x) F (x) = F (y)
χ2 df valor-p W 2 df valor-p L df valor-p
1372.9 1 < 2.2× 10−16 (2857591886)2 1 < 2.2 × 10−16 8.12 × 1018 2 < 2.2× 10−16
La Tabla 5-9 presenta el resultado de la prueba chi-cuadrado para igualdad de proporcio´n de
ceros en los costos de garant´ıa a causa de falla tipo II, encontrando un valor-p muy pequen˜o
(< 2.2×10−16) para el cual se rechaza H ′0 : pbb = pf , es decir, la proporcio´n de ceros para las
distribuciones de costos de garant´ıa bajo la aproximacio´n caja negra y aproximacio´n f´ısica
presentan diferencias. La Tabla 5-9 tambie´n presenta los resultados del test de Wilcoxon,
afin de probar la hipo´tesis H
′
0 : Fbb = Ff , que esta´ relacionada con la parte continua del
histograma del costo de garant´ıa a causa de falla tipo II. El valor-p (< 2.2× 10−16) sugiere
el rechazo de la hipo´tesis, es decir, la distribucio´n de costos de garant´ıa diferentes de cero
s´ı presentan diferencias estad´ısticamente significativas entre la aproximacio´n estad´ıstica o ca-
ja negra y la aproximacio´n f´ısica. En general, como resultado de aplicar el test de dos partes
para comparar la distribucio´n de costos de garant´ıa por falla tipo II bajo aproximacio´n caja
negra y aproximacio´n f´ısica, se encontro´ que existen diferencias estad´ısticamente significati-
vas entre la distribuciones de costos.
La Figura 5-9 presenta el histograma del costos total bajo al pol´ıtica de garant´ıa PRW. Los
histogramas bajo las dos aproximaciones sugieren mezcla de sub-poblaciones, al presentarse
gra´ficamente en la estimacio´n de la funcio´n de densidad varios ma´ximos locales (Titterington
et al., 1985), adema´s se trata de una variable “h´ıbrida”, ya que el costo total de garant´ıa bajo
la pol´ıtica PRW, presenta valores discretos en el caso en que no se presenten fallas o so´lo el
sistema presente fallas de tipo I, y toma valores continuos en otro caso. Con el propo´sito de
explorar si existen diferencias entre la distribucio´n de costos totales de garant´ıa obtenidos
por ambas aproximaciones, se propone seguir la idea del “test de dos partes” expuesto por
Lachenbruch (2002). El test chi-cuadrado es llevado a cabo para probar igualdad de pro-
porciones en la parte discreta de la distribucio´n, definiendo como categor´ıas de la variable
los valores: 0, 5, 10,≥ 15, ya que valores discretos mayores 15 tienen frecuencias menores al
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Figura 5-9.: Histograma de costos totales de garant´ıa. Pol´ıtica PRW.
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5%. Apartir de las datos de la Tabla A-5 del Anexo A se obteniene un valor estad´ıstico
de prueba de χ2 = 4233.974 con 4 grados de libertad y un valor-p = 0.000, lo que sugire
que a un nivel de significancia del 5%, es rechazada la hipo´tesis de igualdad distribucional
para cuando el costo total de garant´ıa esta´ constitu´ıdo por costos nulos o so´lo por fallas de
tipo I. Para la segunda parte del test, que involucra la parte continua de la distribucio´n,
se propone realizar el test de la suma de rangos de Wilcoxon, para contratar la hipo´tesis
H
′
0 : Fbb(x) = Ff(x) ∀x ∈ S. La Tabla 5-10 presenta los resultados obtenidos para el test
de dos partes y apartir de estos resultados se concluye que las distribuciones del costo de
garant´ıa total obtenidas bajo distintos niveles de informacio´n son diferentes.
Tabla 5-10.: Prueba de igualdad distribucional del costo total de garant´ıa entre la aproxi-
macio´n caja negra y aproximacio´n f´ısica. Pol´ıtica PRW
H
′
0 : pbb = pf H
′
0 : Fbb(x) = Ff (x) F (x) = F (y)
χ2 df valor-p W 2 df valor-p L df valor-p
4233.9 4 < 2.2× 10−16 (2927464215)2 1 < 2.2 × 10−16 8.57 × 1018 5 < 2.2× 10−16
Handcock y Morris (1998), proponen una metodolog´ıa para comparar dos distribuciones F0
llamada distribucio´n del grupo de referencia y F la funcio´n del grupo a comparar (ver Anexo
B4). Sea Y una muestra aleatoria con funcio´n de distribucio´n F y Y0 una muestra aleatoria
con c.d.f F0. La comparacio´n se lleva a cabo con base en la funcio´n de distribucio´n relativa
g(r) =
f(F−10 (r))
f0(F
−1
0 (r))
, donde R = F0(Y ) es una variable aleatoria, obtenida de transformar Y
aplicando la funcio´n F0, R toma valores continuos en el intervalo [0, 1], los autores mencionan
que la funcio´n de densidad de probabilidad (p.d.f) y la funcio´n de distribucio´n acumulada
(c.d.f) de la distribuc´ıon relativa, contienen toda la informacio´n necesaria para comparar dos
distribuciones. Si las dos distribuciones son iguales, entonces la c.d.f de la distribucio´n relati-
va es una l´ınea de 45◦ y la p.d.f de la distribucio´n relativa es una Uniforme (0, 1) (Handcock
y Morris, 1998).
La Figura 5-10 muestra que el costo total de garant´ıa para la pol´ıtica PRW, bajo aproxi-
macio´n f´ısica es diferente a la distribucio´n de los costos de garant´ıa obtenidos a trave´s de
la modelacio´n cla´sica de tiempos de falla, ya que la c.d.f de la distribucio´n relativa o de los
datos relativos no ajusta a una recta de 45◦ con el origen, adema´s se aprecia que la funcio´n
de densidad no se ajusta a una distribucio´n Uniforme (0, 1), lo que sugiere que la hipo´tesis de
igualdad distribucional es rechazada, es decir, la distribucio´n de los costos totales de garant´ıa
obtenidos a trave´s de cada aproximacio´n es diferente.
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Figura 5-10.: Funcio´n de distribucio´n acumulada y funcio´n de densidad para la variable
datos relativos.
Dada la distribucio´n de mezclas observada para el costo total, se sugiere para el proceso de
estimacio´n de costos de garant´ıa para esta pol´ıtica dar tratamiento por separado a cada uno
de los costos por falla tipo I y falla tipo II, sin considerar la distribucio´n de costos totales. El
costo total de garant´ıa para las 100000 ventas simuladas que presentan algu´n tipo de falla,
bajo la aproximacio´n F´ısica esta´n conformados en promedio por un 72.8% debido a costos
por fallas de tipo II, y por un 27.2% debido a costos por fallas de tipo I o reparables. En el
caso de la aproximacio´n de Caja negra el costo total de garant´ıa se encuentra conformado
en de manera muy similar al obtenido bajo la aproximacio´n F´ısica, con un 72.3% debido a
fallas de tipo II y por un 27.7% debido a fallas de tipo I. Sin embargo, las distribuciones del
costo de garant´ıa resultantes bajo las dos aproximaciones son estad´ısticamente diferentes.
Las Tablas 5-11 y 5-12 presentan las estad´ısticas descriptivas del costo de garant´ıa para la
pol´ıtica PRW, bajo aproximacio´n de Caja negra y f´ısica, respectivamente. De este resumen
de indicadores se observa que bajo la modelacio´n estad´ıstica o de caja negra los valores del
costo de garant´ıa tienden a ser mayores comparados con los modelados por medio de la
aproximacio´n f´ısica.
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Tabla 5-11.: Estad´ısticas descriptivas del costo de garant´ıa, aproximacio´n estad´ıstica o caja
negra. Pol´ıtica PRW.
Costo fallo I Costo fallo II Costo total
Mı´nimo 0.00 0.00 0.00
Q1 0.00 0.44 1.26
Mediana 0.00 1.26 2.12
Media 1.74 1.31 3.05
Q3 5.00 2.01 5.00
Ma´ximo 25.00 6.23 25.00
Tabla 5-12.: Estad´ısticas descriptivas del costo de garant´ıa, aproximacio´n f´ısica. Pol´ıtica
PRW.
Costo fallo I Costo fallo II Costo total
Mı´nimo 0.00 0.00 0.00
Q1 0.00 0.15 0.82
Mediana 0.00 1.24 2.24
Media 1.73 1.44 3.17
Q3 5.00 2.33 5.00
Ma´ximo 35.00 7.64 35.00
5.6.2. Ciclo de garant´ıa bajo pol´ıtica PRW
El ciclo de garant´ıa se encuentra en miles de horas. La Figura 5-11 presenta la distribucio´n
emp´ırica del ciclo de garant´ıa del producto bajo la pol´ıtica PRW y bajo las aproximaciones
caja negra y f´ısica para tiempos de fallo del sistema con estructura k = 2 de n = 4. La
distribucio´n obtenida es una distribucio´n que segu´n Lachenbruch (2002) es caracter´ıstica de
una variable aleatoria conocida como h´ıbrida, la distribucio´n del ciclo de garant´ıa presenta
un valor discreto que coincide con el ma´ximo de la distribucio´n en 12 mil horas, para la
aproximacio´n f´ısica la proporcio´n de ventas que permanecen en garant´ıa 12 mil horas es de
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pˆf = 22.49% y para la aproximacio´n de caja negra es pˆbb = 15.84%.
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Figura 5-11.: Histograma del ciclo de garant´ıa del producto.
La Tabla 5-13 presenta los resultados de la prueba de hipo´tesis H0 : (pbb = pf) ∩ (Fbb(x) =
Fbb(x)) para el modelo de dos partes, donde pbb y pf es la proporcio´n de ventas con ciclos de
garant´ıa igual a 12 mil horas bajo aproximacio´n estad´ıstica o caja negra y bajo aproximacio´n
f´ısica, respectivamente. Fbb(x) y Ff (x) es la funcio´n de distribucio´n del ciclo de garant´ıa para
ventas que duran en garant´ıa menos de 12 mil horas, para aproximacio´n caja negra y f´ısica,
respectivamente. Como resultado de esta prueba, se encuentra que se rechaza H0 al obser-
var un valor-p muy pequen˜o, lo que significa que existe diferencias estad´ısticas significativas
entre el ciclo que dura en garant´ıa una venta bajo aproximacio´n caja negra o estad´ıstica y
aproximacio´n f´ısica. Segu´n las estad´ısticas descriptivas (Tabla 5-14) encontradas bajo las
dos aproximaciones de ana´lisis de tiempos de falla, se encuentra que en promedio la duracio´n
del ciclo de la garant´ıa bajo aproximacio´n estad´ıstica resulta ser un poco mayor que bajo
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Tabla 5-13.: Prueba modelo de dos partes para el ciclo de garant´ıa.
H
′
0 : pbb = pf H
′
0 : Fbb(x) = Ff (x) F (x) = F (y)
χ2 df valor-p W 2 df valor-p L df valor-p
1372.9 1 < 2.2× 10−16 (3681154273)2 1 < 2.2 × 10−16 1.36 × 1019 2 < 2.2× 10−16
el ana´lisis de tiempos de vida v´ıa aproximacio´n f´ısica, adema´s se puede observar en ambos
casos que el 50% de las ventas no superan el tiempo de garant´ıa establecido w = 12. Bajo el
escenario de modelacio´n con aproximacio´n caja negra el tiempo mı´nimo que una venta dura
en garant´ıa es 4.53, y bajo aproximacio´n f´ısica es de 3.27 miles de horas.
Tabla 5-14.: Estad´ısticas descriptivas ciclo de garant´ıa.
Aproximacio´n Mı´nimo Q1 Mediana Q3 Media Ma´ximo
F´ısico 2.826 9.203 10.510 11.820 10.270 12
Caja negra 4.529 9.591 10.480 11.480 10.430 12
Para el costo de venta por unidad de tiempo GPRWw =
ZPRWw
XPRWw
segu´n la Tabla 5-15 se en-
contro´ que el costo promedio unitario de venta por unidad de tiempo para la aproximacio´n
estad´ıstica (0.2926) es menor que el encontrado en aproximacio´n f´ısica (0.3285). Adicional-
mente el 75% de las ventas presentan un costo de venta por unidad de tiempo menor o
inclusive igual a 0.4167 para la aproximacio´n caja negra y de ma´ximo 0.4713 bajo apro-
ximacio´n f´ısica. Segu´n las estad´ısticas descriptivas para esta simulacio´n se observa que la
aproximacio´n caja negra o estad´ıstica genero´ un valor ma´ximo de costos de garant´ıa por
unidad de tiempo de 2.083 menor al reportado cuando se observa la estructura del sistema
a trave´s del comportamiento de los tiempos de falla de las componentes en el tiempo, 3.117.
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Figura 5-12.: Histograma del costo unitario de garant´ıa del sistema, obtenido de 100000
ventas simuladas.
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Figura 5-13.: Funcio´n de distribucio´n acumulada y funcio´n de densidad para la variable
datos relativos del costo unitario de garant´ıa.
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Tabla 5-15.: Estad´ısticas descriptivas costo de venta por unidad de tiempo.
Aproximacio´n Mı´nimo Q1 Mediana Q3 Media Ma´ximo
F´ısica 0 0.0723 0.2411 0.4713 0.3285 3.1170
Caja Negra 0 0.1201 0.2235 0.4167 0.2926 2.0830
Al observar el histograma en la Figura 5-12 del costo unitario de garant´ıa GPRWw , se puede
considerar al igual que en la pol´ıtica FRW, que toma el valor de 0 con probabilidad p(t),
y valores continuos en el intervalo (0,∞) con probabilidad 1 − p(t), de tal manera que se
puede considerar que es una variable h´ıbrida. Y la prueba de dos partes para contrastar la
hipo´tesis de igualdad distribucional es llevada a cabo.
Tabla 5-16.: Prueba modelo de dos partes para el costo unitario de garant´ıa.
H
′
0 : pbb = pf H
′
0 : F
′
bb(x) = F
′
f(x) Fbb(x) = Ff(y)
χ2 df valor-p W 2 df valor-p L df valor-p
0.320 1 0.5712 (9977746)2 1 < 2.2× 10−16 9.9555× 1013 2 < 2.2× 10−16
De la Tabla 5-16 se observa que H
′
0 : pbb = pf es rechazada a un nivel de significancia del
5%, en H
′
0, pbb es la proporcio´n de costos unitario garant´ıa que toman el valor de cero bajo el
modelo cla´sico o aproximacio´n de caja negra y pf es la proporcio´n de los mismos costos para
el modelo de falla bajo aproximacio´n f´ısica. De igual manera la segunda prueba que se con-
trasta en este test H
′
0 : F
′
bb(x) = F
′
f(x) es rechazada a un valor-p < 2.2× 10−16. De ah´ı que
la hipo´tesis de igualdad distribucio´n para el costo unitario de garant´ıa obtenido mediante la
aproximacio´n de caja negra y la aproximacio´n f´ısica, H0 : (pbb = pf) ∩ (F ′bb(x) = F
′
f (x)), es
rechazada a un valor-p < 2.2×10−16. Lo que sugiere que existe diferencias estad´ısticas entre
los costos unitarios de garant´ıa modelados bajo un modelo de falla a trave´s de la informacio´n
de tiempo de vida de las componentes y un modelo que so´lamente considera la informacio´n
del tiempo de vida del sistema. Esta conclusio´n se corrobora al observar la Figura 5-13 la
cual muestra que la distribucio´n del costo unitario de garant´ıa, bajo las dos aproximaciones
son diferentes, pues la c.d.f de la distribucio´n relativa o de los datos relativos no ajusta a
una recta de 45◦ con el origen, adema´s se aprecia que la funcio´n de densidad tampoco se
ajusta a una distribucio´n Uniforme (0, 1).
Finalmente, al observar la Figura 5-14 se reafirma lo encontrado a trave´s de los resultados
anteriores, es decir, que las distribuciones de los costos de garant´ıa modelados a trave´s de
las dos aproximaciones son estad´ısticamente diferentes.
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Figura 5-14.: Gra´fico cuantil-cuantil para los costos de garant´ıa bajo los dos tipo de aprox-
imaciones. Pol´ıtica PRW.
6. Estimacio´n por intervalos de los
costos medios de garant´ıa
En el cap´ıtulo 4 se presenta la modelacio´n y expresiones de los valores esperados de los
procesos de costos asociados a las pol´ıticas FRW y PRW, bajo dos tipos de aproximaciones
(f´ısica y estad´ıstica) o niveles de informacio´n sobre la tasa de falla del sistema. En el cap´ıtu-
lo 5, se obtiene aplicando el me´todo de Monte Carlo la distribucio´n de costos asociados a
cada tipo de falla: falla tipo I y falla tipo II. Ahora el propo´sito de este cap´ıtulo es estimar
por intervalos de confianza el costo medio unitario y el costo medio unitario por unidad de
tiempo. Inicialmente se presenta una breve explicacio´n de la teor´ıa que soporta la estimacio´n
del costo medio de garant´ıa realizada en la Seccio´n 6.3. para las pol´ıticas de intere´s en este
trabajo. Se revisan intervalos de confianza con base en la aproximacio´n a la distribucio´n
Normal, ya que es el me´todo de estimacio´n que convencionalmente utilizan los autores para
llevar a cabo la estimacio´n de intervalos de confianza para los costos medios de garant´ıa.
Se presenta adema´s, la metodolog´ıa bootstrap como un posible alternativa en el escenario
que un productor no cuente con taman˜os de muestra “suficientemente grandes”, tal como lo
requiere el teorema del L´ımite Central.
6.1. Intervalos de confianza con base en la aproximacio´n
a la distribucio´n Normal
Blischke y Murthy (1994) presentan la estimacio´n por intervalos del costo medio de garant´ıa
v´ıa aproximacio´n Normal, como una consecuencia directa del Teorema Central del L´ımite.
Bai y Pham (2004) estiman intervalos de confianza para el costo total de garant´ıa, haciendo
uso del Teorema del l´ımite central, siendo el costo total de garant´ıa expresado como TC =∑N
i=1Ci(w), donde N es el nu´mero de ventas realizadas y las Ci(w) son variables aleatorias
independientes, ide´nticamente distribuidas que representan el costo de garant´ıa asociado a
la venta i. Para la construccio´n de estos intervalos de confianza se asume que el nu´mero
de ventas realizadas es relativamente grande y por lo tanto que la distribucio´n de TC es
aproximadamente Gaussiana, obteniendo un intervalo de la forma,
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TCw = N E [C(w)] + z(1−α)
√
N V [C(w)] (6-1)
donde z(1−α) es el cuantil 1−α de la distribucio´n Normal Esta´ndar, N es nu´mero de ventas,
el cual es un nu´mero relativamente grande y fijo, E [C(w)] es el valor esperado de Ci(w)
y V [C(w)] la correspondiente varianza. Bai y Pham (2004) con base en la Ecuacio´n (6-1)
presentan el intervalo de confianza para la reserva de garant´ıa,
TC∗wr = N E [C(w)] + z(1−α)
√
N V [C(w)]
donde TC∗wr representa la reserva de garant´ıa para un nu´mero de ventas definido. El cual es
construido bajo el supuesto que,
c0 −NE [C(w)]√
NV [C(w)]
= z(1−α)
asumiendo que c0 denota el presupuesto de garant´ıa y que N es suficientemente grande. Este
principio de la construccio´n de intervalos de confianza con base en el Teorema Central del
L´ımite para las reservas de garant´ıa es usado tambie´n por Nguyen y Murthy (1984) y por
Duchesne y Marri (2009). Con el fin de seguir la propuesta de estos autores y llevar a cabo la
estimacio´n por intervalos de confianza del costo medio unitario de garant´ıa para las pol´ıticas
FRW y PRW, bajo las aproximaciones Caja negra y F´ısica, resulta de importancia examinar
la tasa de convergencia de la distribucio´n del costo medio a una distribucio´n Gaussiana, y de
esta manera poder considerar que´ taman˜o de muestra resulta ser suficientemente grande para
alcanzar tal aproximacio´n y por lo tanto intervalos de confianza v´ıa aproximacio´n Normal
son obtenidos con mayor precisio´n.
A continuacio´n se presentan brevemente algunas de las pruebas ma´s conocidas para contraste
de normalidad, haciendo e´nfasis en aquellas que resultan ser ma´s potentes y que sera´n uti-
lizadas en la Seccio´n 6.3, para analizar que´ taman˜os de muestra resultan ser suficientemente
grandes y por lo tanto sea adecuado considerar la aproximacio´n a la distribucio´n normal en
la estimacio´n por intervalos de confianza del costo medio de garant´ıa para los escenarios de
estudio en este trabajo bajo las pol´ıticas FRW y PRW.
6.1.1. Pruebas para contraste de Normalidad
Segu´n Seier (2002) esta´n disponible una gran cantidad de pruebas para contrastar norma-
lidad en un conjunto de datos, todas estas pruebas basadas en diferentes caracter´ısticas de
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la distribucio´n normal y la potencia de estas depende de la naturaleza de la no normali-
dad. Razali y Wah (2011) mencionan que ba´sicamente existen tres formas bajo las cuales
comu´nmente se prueba el supuesto de normalidad: los me´todos gra´ficos, dentro de los cuales
se encuentra el gra´fico cuantil-cuantil el cual se ha constituido en una de las herramientas
mas usadas y efectivas para chequear la normalidad de un conjunto de datos. Otros me´to-
dos gra´ficos para chequear la normalidad son el histograma, el box-plot y el diagrama de
Tallos y hojas. Los me´todos nume´ricos que se concentran en el ca´lculo de los coeficientes
de Asimetr´ıa y Curtosis, con el fin de ser comparados con los valores de asimetr´ıa y cur-
tosis de una distribucio´n Gaussiana (asimetr´ıa=0 y curtosis=3). Finalmente se encuentran
los me´todos que involucran pruebas de hipo´tesis los cuales buscan probar que un conjunto
de datos proviene de una distribucio´n normal, entre los que se encuentran las pruebas de
Shapiro-Wilk, Anderson-Darling, Lilliefors, y las pruebas de los Momentos que chequean el
alejamiento de los datos a la normalidad con base en los momentos muestrales de asimetr´ıa y
la curtosis. Los me´todos para probar individualmente la simetr´ıa y la curtosis de la distribu-
cio´n de un conjunto de datos se encuentran en D’Agostino y Stephen (1986). Las pruebas
ma´s ampliamente conocidas son los propuestas por D’Agostino y Pearson (1973) y Jarque y
Bera (1987).
La prueba de D’Agostino y Pearson (1973)
La prueba de D’Agostino y Pearson (1973) es conocida como una prueba Omnibus, ya que es
capaz de detectar desviaciones de la normal a causa de la asimetr´ıa o la curtosis, el estad´ıstico
de prueba tiene la forma,
K2 = Z2
(√
b1
)
+ Z2 (b2)
donde
√
b1 =
1
n
∑((xi − x¯)
s
)3
, b2 =
1
n
∑( (xi−x¯)
s
)4
, Z
(√
b1
)
y Z (b2) son transformaciones
que normalizan la asimetr´ıa y la curtosis. La estad´ıstica K2 sigue aproximadamente una
ditribucio´n chi-cuadrado, con dos grados de libertad cuando la poblacio´n esta´ normalmente
distribuida.
La prueba de Jarque y Bera (1987)
Segu´n Razali y Wah (2011) otra prueba muy utilizada es la propuesta por Jarque y Bera
(1987) con base en el estad´ıstico de prueba,
JB =
n
6
(
b1 +
(b2 − 3)2
4
)
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donde n es el nu´mero de datos en la muestra y b1, b2 tal como fueron definidos en la estad´ısti-
ca K2. Si los datos provienen de una distribucio´n normal, la estad´ıstica JB asinto´ticamente
tiene una distribucio´n chi-cuadrado con dos grados de libertad. La hipo´tesis nula prueba
conjuntamente que la asimetr´ıa es cero y el exceso de curstosis es cero. Cualquier desviacio´n
incrementa el valor de la estad´ıstica JB (Seier, 2002).
Razali y Wah (2011) comparan varias pruebas de normalidad en te´rminos de la poten-
cia (Shapiro-Wilk, Kolmogorov-Smirnov, Lilliefors y Anderson-Darling), basados en 50000
muestras Monte Carlo, para varias formas distribucionales, y bajo diferentes taman˜os de
muestra, encontrando que la prueba de Shapiro-Wilk para normalidad se perfilo´ como la
mejor sobre todas los dema´s, sin embargo no fue´ uniformente ma´s potente en todas las al-
ternativas consideradas, especialmente cuando se consideran taman˜o de muestra pequen˜os.
La prueba de Shapiro y Wilk (1965)
Esta prueba fue propuesta por Shapiro y Wilk (1965) originalmente con la restriccio´n de
que el taman˜o de muestra deber´ıa ser menor de 50. Este test fue el primero capaz de de-
tectar desviaciones de la normalidad debido a los valores de simetr´ıa y curtosis (Razali y
Wah, 2011). Esta prueba se ha convertido en una de las preferidas porque presenta buenas
propiedades de potencia (Mendes y Pala, 2003).
Dada una muestra aleatoria, y1 < y2 < . . . < yn, el test original de Shapiro-Wilk es definido
como,
W =
(
∑n
i=1 aiyi)
2∑n
i=1 (yi − y¯)2
donde yi es el i-e´simo estad´ıstico de orden, y¯ es la media de y, a i = (a1, . . . , an) =
mT V −1
(mT V −1V −1m)
1
2
y m = (m1, . . . , mn)
T es el vector de los valores esperados de los estad´ısticos de orden de
una muestra de variables aleatorias independientes ide´nticamente distribuidas provenientes
de una distribucio´n normal esta´ndar y V es la matriz de covarianza de estos estad´ısticos
de orden. El valor de W se encuentra entre cero y uno. Valores pequen˜os de W conducen
al rechazo de la hipo´tesis de normalidad mientras que un valor de uno indica que los datos
son normales. La prueba de Shapiro-Wilk fue modificada por Royston (1982), ampliando la
restriccio´n del taman˜o de muestra a 2000. Tiempo despue´s Royston (1992) observo´ que para
la aproximacio´n de Shapiro y Wilk (1965) los pesos de a usados en su algoritmo no eran
adecuados cuando n ≥ 50. E´l entonces suministra la aproximacio´n adecuada de estos pesos
en el algoritmo AS R94 (Royston, 1995) el cual puede ser usado para cualquier taman˜o de
muestra n en el rango 3 ≤ n ≤ 5000. Con muestras de taman˜o muy grandes, n ≥ 1000
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una prueba de normalidad puede detectar diferencias estad´ısticamente significativas que en
ocasiones no son desviaciones importantes de la normalidad (Siegel y Castellan, 1988).
La prueba de Shapiro-Wilk y la prueba de Jarque-Bera esta´n espec´ıficamente disen˜ados para
detectar alejamientos de un conjunto de datos de la normalidad, sin especificar los valores de
la media y la varianza en la distribucio´n Normal hipote´tica. Estas pruebas tienden a ser ma´s
potentes que la de Kolmorov-Smirnov, pero la prueba omnibus, no indica si la no normalidad
se debe a la asimetr´ıa, a la curtosis o a ambas (Oztuna et al., 2006). En este trabajo se realiza
las pruebas de Shapiro-Wilk y de Jarque Bera, dada la potencia de estas. Para su desarrollo
se hace uso de la implementacio´n que se encuentran disponible en la librer´ıa de moments
del paquete estad´ıstico R, que contiene la modificacio´n propuesta por Royston (1982) para
el tratamiento de muestras grandes.
6.2. Intervalos de confianza con base en aproximacio´n
bootstrap
Segu´n Term (2002) los me´todos de remuestreo constituyen una alternativa cuando se tiene
taman˜os de muestra pequen˜os, para los cuales los me´todos que cla´sicamente se utilizan
pueden arrojar estimaciones carentes de validez, pues se requiere de muestras “suficien-
temente grandes” para estimar de manera confiable las propiedades del estimador. El re-
muestreo es una te´cnica estad´ıstica con intensidad computacional en la cual muchas mues-
tras son generadas de un conjunto de datos muestrales o de la poblacio´n de referencia dada
por el conjunto de datos muestrales. Los estad´ısticos de intere´s son calculados en cada una
de las muestras, y los valores resultantes de los estad´ısticos son analizados para estimar
varias propiedades de los estimadores (Term, 2002). Los intevalos de confianza v´ıa aproxi-
macio´n bootstrap fueron introducidos computacionalmente por Efron (1980, 1981), los cuales
pueden ser aplicados en muchas situaciones donde los taman˜os de muestra son pequen˜os o
en violacio´n de supuestos distribucionales, aunque requieren de un esfuerzo computacional.
Efron (1979) describe el procedimiento del bootstrap no-parame´trico (existe una variacio´n
del bootstrap conocido como bootstrap parame´trico) en los siguientes pasos:
1. Obtener la estimacio´n de θˆ a partir de los valores muestrales {x1, . . . , xn}
2. Para i = 1, 2, . . . , B obtener la estimacio´n de θˆ∗i a partir de la muestra de taman˜o n
obtenida de muestrear con reemplazo los valores de la muestra que originalmente son
{x1, . . . , xn}.
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Estas B estimaciones son usadas para construir la distribucio´n muestral emp´ırica para θˆ, la
cual puede ser usada para estimar cualquier propiedad de intere´s del estimador. Por ejem-
plo, una estimacio´n bootstrap de E(θˆ), θˆBS , es la media de B estimaciones bootstrap; una
estimacio´n del error esta´ndar de θˆ, se(θˆ) es obtenido calculando la desviacio´n esta´ndar de B
valores de θˆ. El supuesto ba´sico del bootstrap es que, bajo ciertas condiciones, la variabilidad
de θˆ alrededor del valor θ puede ser estimado a trave´s de la variabilidad de θˆ∗i alrededor del
valor θˆ. Este supuesto es frecuentemente llamado Principio Bootstrap. La escogencia del
valor de B t´ıpicamente se encuentra cercano a 1000 remuestras (Term, 2002).
Segu´n Efron y Tibshirani (1986) existen varias aproximaciones para construir intervalos de
confianza al 100(1− α)% para el para´metro θ usando muestras bootstrap. Estas aproxima-
ciones se pueden clasificar en tres me´todos, todos estos basados en los percentiles de la cdf de
θˆ∗, Gˆ(s) = Prob∗
{
θˆ∗ < s
}
. El primer me´todo consiste en tomar θ ∈
[
Gˆ−1(α
2
), Gˆ−1(1− α
2
)
]
como una aproximacio´n del intervalo central 1−α para θ. Este me´todo es llamado el me´todo
percentil. Si la distribucio´n bootstrap de θˆ∗ es muy cercana a la normal, entonces el intervalo
con base en la normal esta´ndar y el intervalo percentil podr´ıan coincidir. En el segundo
me´todo se encuentra los intervalos de confianza t-bootstrap, para los cuales se asume que
θˆ − θ
se(θˆ)
∼ t(n−1) donde t(n−1) representa la distribucio´n t− student con n− 1 grados de liber-
tad y se(θˆ) es el error esta´ndar de θˆ, entonces la forma del intervalo bajo esta aproximacio´n
es
[
θˆ − t∗
(α2 )
se(θˆ) ; θˆ + t∗
(1−α2 )
se(θˆ)
]
(6-2)
en la Ecuacio´n (6-2) t∗
(1−α2 )
es el percentil estimado por simulacio´n Monte Carlo del es-
tad´ıstico Studentizado,
θˆ − θ
se(θˆ)
. Segu´n Efron y Tibshirani (1993) en la pra´ctica algunas veces
los intervalos t-bootstrap arrojan resultados errados, al obtenerse resultados por fuera del ran-
go de valores posibles de θ y pueden ser fuertemente influenciados por una cantidad pequen˜a
de valores at´ıpicos. Los intervalos percentil resultan ser ma´s confiables y sus l´ımites, superior
e inferior, se preservan dentro del rango de valores de θ. Cuando θ es estimado a partir θˆ,
una posible dificultad para determinar los percentiles para los intervalos de confianza es la
falta de simetr´ıa de la distribucio´n emp´ırica de θˆ, para lo cual se ha propuesto un me´todo de
estimacio´n que considera intervalos de confianza percentil corregido por sesgo y aceleracio´n,
BCa, estos intervalos mejoran sustancialmente los resultados tanto teo´ricos como pra´cticos
de los intervalos percentil, ajustando los cuantiles a sus niveles, sin embargo su cobertura
puede ser erra´tica para taman˜o de muestras pequen˜as. Los intervalos BCa son tambie´n da-
dos por los percentiles de la distribucio´n bootstrap, pero no necesariamente los mismos que
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los intervalos percentil. Los percentiles usados dependen de dos nu´meros aˆ y zˆ0, llamados la
aceleracio´n y correccio´n de sesgo, el intervalo BCa de cobertura 1− 2α es dado por,
[
θˆ∗(α1) ; θˆ∗(α2)
]
(6-3)
en (6-3) α1 = Φ
(
zˆ0 +
zˆ0 + z
(α)
1− aˆ(zˆ0 + z(α))
)
y α2 = Φ
(
zˆ0 +
zˆ0 + z
(α)
1− aˆ(zˆ0 + z(1−α))
)
, si aˆ y zˆ son
iguales a cero, entonces el intervalos BCa coincide con el intervalo percentil. El valor de la
correccio´n del sesgo, zˆ0, es obtenido directamente como la proporcio´n de muestras bootstrap
para las cuales θˆ∗ < θˆ, donde θˆ es la estimacio´n original o inicial. De ah´ı que
zˆ0 = Φ
−1

#
{
θˆ∗b < θˆ
}
B

 (6-4)
en (6-4) Φ−1(·) indica la funcio´n inversa de la cdf de la normal esta´ndar. zˆ0 mide el sesgo
mediana de θˆ∗. Existen varias maneras de calcular la aceleracio´n aˆ, segu´n Efron y Tibshirani
(1993) una sencilla forma para calcular la aceleracio´n es
aˆ =
∑n
i=1
(
θˆ(·) − θˆ(i)
)3
6
{∑n
i=1
(
θˆ(·) − θˆ(i)
)2} 32
donde si x(i) es la muestra original sin el i-e´simo dato, entonces θˆ(i) = s(x(i)) es la varianza
muestral de x(i) y θˆ(·) =
∑n
i=1
θˆ(i)
n
. La cantidad aˆ es llamada la aceleracio´n porque se refiere
a la tasa de cambio del error esta´ndar de θˆ con respecto al verdadero valor del para´metro θ.
Cabe mencionar que Efron y Tibshirani (1993) tambie´n discuten el me´todo llamado ABC,
para construir intervalos de confianza bootstrap, el cual se puede considerar como una modifi-
cacio´n al me´todo BCa, con el propo´sito de reducir la gran cantidad de replicaciones bootstrap
para la construccio´n de los intervalos BCa, ya que se requiere de al menos B = 1000 repli-
caciones para reducir suficientemente el error muestral.
6.3. Estimacio´n por intervalos de los costos medios de
garant´ıa para las pol´ıticas FRW y PRW
En esta seccio´n se realiza la estimacio´n por intervalos de confianza para los costos medios de
garant´ıa obtenidos bajo la modelacio´n de tiempos de falla por aproximacio´n F´ısica y Caja
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negra, para las pol´ıticas de garant´ıa PRW y FRW. Se compara bajo diferentes taman˜os de
muestra el ajuste de la distribucio´n de los costos medios de garant´ıa a la distribucio´n Nor-
mal y se lleva a cabo la estimacio´n mediante me´todos bootstrap, como una alternativa ante
taman˜os de muestra pequen˜os. Se evalu´a la longitud y la probabilidad de cobertura de los
intervalos resultantes por medio de tres me´todos de estimacio´n considerados: intervalos de
confianza t-Student, ya que se debe estimar la varianza a partir de la muestra, intervalos de
confianza tbootstrap y BCa.
Con el fin de seguir la propuesta de los autores Blischke y Murthy (1994); Duchesne y Marri
(2009); Nguyen y Murthy (1984) para la estimacio´n por intervalos del costo medio de garant´ıa
v´ıa aproximacio´n Normal, resulta de importancia examinar la tasa de convergencia de la dis-
tribucio´n del costo medio a una distribucio´n Gaussiana, y de esta manera poder considerar
que´ taman˜o de muestra resulta ser suficientemente grande para alcanzar tal aproximacio´n y
que por lo tanto intervalos de confianza v´ıa aproximacio´n Normal sean obtenidos con mayor
precisio´n. Las Figuras 6-1, 6-2, 6-3 y 6-4 presentan los histogramas para los costos medios
de garant´ıa, con el objetivo de chequear la aproximacio´n a una distribucio´n Gaussiana a me-
dida que se aumenta el taman˜o de muestra. Se considera en particular taman˜os de muestra
de n = 30, 50, 100, 500 y 1000 ventas. Sin embargo, vale la pena considerar indicadores que
pudieran dar una idea ma´s clara del grado de aproximacio´n de cada una de estas distribu-
ciones a la distribucio´n Normal. Las Tablas 6-1 a la 6-4 contienen los valores de Asimetr´ıa
y Curtosis, junto con el valor-p de las pruebas de Shapiro-Wilk y Jarque-Bera, asociados a
los histogramas de los costos medios de garant´ıa. De estos indicadores se observa para la
pol´ıtica de garant´ıa FRW, en el modelo cla´sico y f´ısico para la mayor´ıa de casos, en muestras
de taman˜o de 500 ventas la distribucio´n del costo medio se aproxima a una distribucio´n
Gaussiana. Para la pol´ıtica PRW, se observa que los costos medios a causa de fallas tipo
II, alcanzan la aproximacio´n a la normal con muestras de taman˜o 30, mientras que para los
costos medios asociados a la falla tipo I y costos totales requieren de taman˜os de muestra,
en la mayor´ıa de los casos, mı´nimo de 500 ventas.
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Figura 6-1.: Histograma de los costos medios de garant´ıa para la falla tipo I, tipo II y costos
totales, obtenidos de 1000 ventas simuladas bajo aproximacio´n de Caja negra.
Pol´ıtica FRW.
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Tabla 6-1.: Pruebas de normalidad para la distribucio´n del costo medio unitario de garant´ıa,
bajo aproximacio´n de caja negra. Pol´ıtica FRW. Test SW=Shapiro Wilk, Test
JB= Jarque Bera.
Test-Valor p
taman˜o muestra Curtosis Asimetr´ıa SW JB
Costo Falla tipo I 30 2.74 0.18 0.00 0.02
50 3.08 0.31 0.00 0.00
100 2.97 0.26 0.00 0.00
500 3.12 -0.01 0.11 0.72
1000 2.90 0.03 0.33 0.77
Costo Falla tipo II 30 2.98 0.31 0.00 0.00
50 2.98 0.35 0.00 0.00
100 3.01 0.27 0.00 0.00
500 3.00 0.23 0.01 0.01
1000 2.99 0.07 0.41 0.67
Costo Total 30 2.96 0.30 0.00 0.00
50 3.03 0.37 0.00 0.00
100 3.01 0.29 0.00 0.00
500 3.05 0.20 0.03 0.04
1000 2.96 0.06 0.57 0.70
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Figura 6-2.: Histograma de los costos medios de garant´ıa para la falla tipo I, tipo II y
costos totales, obtenidos de 1000 ventas simuladas bajo aproximacio´n de F´ısica.
Pol´ıtica FRW.
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Tabla 6-2.: Pruebas de normalidad para la distribucio´n del costo medio unitario de garant´ıa.
bajo aproximacio´n f´ısica. Pol´ıtica FRW. Test SW=Shapiro Wilk, Test JB=
Jarque Bera.
Test-Valor p
taman˜o muestra Curtosis Asimetr´ıa SW JB
Costo Falla tipo I 30 3.54 0.31 0.00 0.00
50 3.21 0.31 0.00 0.00
100 2.95 0.18 0.03 0.06
500 2.92 0.15 0.21 0.12
1000 3.47 0.01 0.14 0.01
Costo Falla tipo II 30 3.64 0.41 0.00 0.00
50 3.40 0.33 0.00 0.00
100 2.73 0.16 0.18 0.03
500 2.93 0.00 0.60 0.89
1000 3.04 0.00 0.62 0.97
Costo Total 30 3.51 0.38 0.00 0.00
50 3.36 0.30 0.00 0.00
100 2.69 0.17 0.01 0.01
500 2.89 0.04 0.62 0.71
1000 3.11 0.01 0.80 0.77
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Figura 6-3.: Histograma de los costos medios de garant´ıa para la falla tipo I, tipo II y costos
totales, obtenidos de 1000 ventas simuladas bajo aproximacio´n de Caja negra.
Pol´ıtica PRW.
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Tabla 6-3.: Pruebas de normalidad para la distribucio´n del costo medio unitario de garant´ıa.
bajo aproximacio´n black box. Pol´ıtica PRW. Test SW=Shapiro Wilk. Test JB=
Jarque Bera.
Test-Valor p
taman˜o muestra Curtosis Asimetr´ıa SW JB
Costo Falla tipo I 30 3,08 0,25 0,00 0,00
50 2,93 0,31 0,00 0,00
100 2,84 0,24 0,00 0,01
500 2,78 -0,06 0,26 0,27
1000 3,29 -0,04 0,07 0,15
Costo Falla tipo II 30 2,94 -0,05 0,80 0,74
50 3,11 0,02 0,71 0,77
100 3,2 -0,01 0,25 0,43
500 3,03 -0,03 0,92 0,93
1000 2,86 -0,01 0,89 0,64
Costo Total 30 2,99 0,21 0,03 0,02
50 2,88 0,27 0,00 0,00
100 2,98 0,25 0,01 0,01
500 2,77 -0,04 0,72 0,30
1000 3,24 -0,09 0,12 0,15
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Figura 6-4.: Histograma de los costos medios de garant´ıa para la falla tipo I, tipo II y costos
totales, obtenidos de 1000 ventas simuladas bajo aproximacio´n F´ısica. Pol´ıtica
PRW.
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Tabla 6-4.: Pruebas de normalidad para la distribucio´n del costo medio unitario de garant´ıa.
bajo aproximacio´n f´ısica. Pol´ıtica PRW. Test SW=Shapiro Wilk. Test JB=
Jarque Bera.
Test-Valor p
taman˜o muestra Curtosis Asimetr´ıa SW JB
Costo Falla tipo I 30 3.06 0.28 0.00 0.00
50 3.09 0.31 0.00 0.00
100 2.96 0.17 0.01 0.09
500 3.07 0.05 0.68 0.74
1000 2.81 0.01 0.51 0.47
Costo Falla tipo II 30 2.88 0.13 0.11 0.17
50 2.83 0.07 0.45 0.37
100 3.20 0.14 0.10 0.09
500 3.17 0.07 0.53 0.36
1000 2.94 0.07 0.86 0.62
Costo Total 30 3.28 0.24 0.01 0.00
50 3.17 0.27 0.00 0.00
100 3.01 0.15 0.22 0.15
500 3.01 -0.04 0.55 0.89
1000 3.12 -0.07 0.37 0.48
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Figura 6-5.: Histograma de los costos medios de garant´ıa por unidad de tiempo. Pol´ıtica
FRW.
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Tabla 6-5.: Pruebas de normalidad para la distribucio´n del costo medio unitario de garant´ıa
por unidad de tiempo. Pol´ıtica FRW. Test SW=Shapiro Wilk. Test JB= Jarque
Bera.
Test-Valor p
taman˜o muestra Curtosis Asimetr´ıa SW JB
Aprox. Caja negra 30 3.07 -0.27 0.00 0.00
50 2.87 -0.08 0.64 0.44
100 3.24 -0.09 0.53 0.15
500 3.16 -0.06 0.61 0.41
1000 3.06 0.04 0.90 0.81
Aprox. F´ısica 30 3.22 -0.21 0.01 0.01
50 3.07 -0.07 0.70 0.58
100 3.02 -0.13 0.10 0.23
500 2.95 0.09 0.69 0.51
1000 3.33 0.03 0.06 -0.07
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Figura 6-6.: Histograma de los costos medios de garant´ıa por unidad de tiempo. Pol´ıtica
PRW.
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Tabla 6-6.: Pruebas de normalidad para la distribucio´n del costo medio unitario de garant´ıa
por unidad de tiempo. Pol´ıtica PRW. Test SW=Shapiro Wilk. Test JB= Jarque
Bera.
Test-Valor p
taman˜o muestra Curtosis Asimetr´ıa SW JB
Aprox. Caja negra 30 2.94 0.18 0.02 0.06
50 2.91 0.21 0.02 0.02
100 3.03 0.23 0.02 0.01
500 2.81 -0.01 0.50 0.46
1000 3.21 -0.11 0.25 0.14
Aprox. F´ısica 30 3.33 0.22 0.00 0.00
50 3.27 0.27 0.00 0.00
100 3.01 0.14 0.21 0.21
500 3.19 -0.06 0.07 0.35
1000 3.10 -0.09 0.52 0.40
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De igual manera para chequear la aproximacio´n de la distribucio´n de los costos medios de
garant´ıa por unidad de tiempo, se presentan en las Figuras 6-5 y 6-6 los histogramas asocia-
dos a cada una de las pol´ıticas de garant´ıa bajo los dos niveles de observacio´n, acompan˜ados
de las medidas de curtosis y asimetr´ıa, junto con los test de Shapiro-Wilk y Jarque-Bera, que
se presentan en las Tablas 6-5 y 6-6. Las pruebas sugieren que para la pol´ıtica FRW en los
dos tipos de aproximacio´n con un taman˜o de muestra mı´nimo de 50 ventas se alcanza una
aproximacio´n de la distribucio´n de los costos medios de garant´ıa por unidad de tiempo a una
forma distribucional Gaussiana. Por otro lado, para la pol´ıtica PRW, bajo la aproximacio´n
de caja negra con taman˜o de muestras de 500 ventas y de 100 ventas para la aproximacio´n
f´ısica se alcanza una aproximacio´n a una distribucio´n Gaussiana.
De tal manera que para considerar la construccio´n de intervalos de confianza con base en la
aproximacio´n Normal, se necesitan en muchos casos, taman˜os de muestra bastante grandes,
cercanos a n ≥ 100. Segu´n Term (2002) los me´todos de remuestreo constituyen una posi-
ble solucio´n a estos casos, cuando se tiene taman˜os de muestra pequen˜os, para los cuales
los me´todos que cla´sicamente se utilizan pueden arrojar estimaciones carentes de validez,
pues se requiere de muestras “suficientemente grandes” para estimar de manera confiable las
propiedades del estimador.
En este trabajo se propone el me´todo de remuestreo como una posible opcio´n en la construc-
cio´n de intervalos de confianza para el costo promedio de garant´ıa por venta y para el costo
promedio de garant´ıa en una venta por unidad de tiempo, ya que como fue mostrado en las
Figuras 6-1 a la 6-6, la tasa de convergencia del costo promedio de garant´ıa a la distribucio´n
normal ocurre de manera lenta o con muestras de taman˜o muy grande. Con el fin de ilustrar
esta estimacio´n, considere que un productor tiene informacio´n sobre n costos de garant´ıa y
es de intere´s para e´l la estimacio´n del costo promedio de garant´ıa por venta, con situaciones
donde n puede tomar valores 30, 50 y 100. Se construyen intervalos de confianza t-bootstrap
y percentil BCa para estos taman˜os de muestra y posteriormente ser comparados en cuanto
al grado de precisio´n (amplitud de los intervalos) con los intervalos constru´ıdos v´ıa aproxi-
macio´n t-student. En la construccio´n de los intervalos de confianza por remuestreo se hace
uso de la librer´ıa bootstrap del software R, que contiene todas las funciones del libro “An
Introduction to the Bootstrap” (Efron y Tibshirani, 1993) y tiene por autor a Rob Tibshirani.
Las Figuras C-1 a la C-8 del Anexo C presenta los boxplots de la longitud de intervalos de
confianza para el costo medio para la pol´ıtica FRW, debido a la falla tipo I, tipo II, el costo
total y el costo por unidad de tiempo, estimados por los me´todos bootstrap BCa, t-bootstrap
y por el me´todo de aproximacio´n t-student, ya que la varianza del costo medio debe ser
estimada apartir de la muestra de taman˜o n. Los intervalos de confianza se estiman con base
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en 2000 muestras boostrap. Para la pol´ıtica FRW se observa que bajo la aproximacio´n de
Caja negra la longitud de los intervalos estimados por los tres me´todos son similares, aunque
es de resaltar que el me´todo t-bootstrap refleja mayor variabilidad y presencia de longitudes
muy at´ıpicas, con respecto a la aproximacio´n F´ısica, las longitudes son de igual manera muy
similares y nuevamente el me´todo bootstrap es el que presenta longitudes ma´s variables. Las
Figuras C-9 a la C-16 del Anexo C presenta los intervalos de confianza para los costos
medios bajo la pol´ıtica PRW, espec´ıficamente para los costos medios de la falla de tipo I
y de tipo II presentan longitudes similares en las dos aproximaciones, aunque el me´todo
t-bootstrap resulta ser el que produce longitudes ma´s variables y mayores valores at´ıpicos.
Para el costo medio de garant´ıa, el me´todo t-student es ma´s variable bajo las dos aproxima-
ciones, sin embargo bajo la aproximacio´n Caja negra y un taman˜o de muestra n = 30 las
longitudes de los intervalos de confianza por este me´todo son mayores y para n = 100 las
longitudes son menores.
Las figuras C-17 a la C-24 del Anexo C presentan las probabilidades de cobertura al-
canzadas por cada me´todo de estimacio´n de intervalos de confianza al considerar diferentes
taman˜os de muestra para la pol´ıtica FRW, cuando se construyen 1000 intervalos de confian-
za, tomando como valor del para´metro de los costos medios el valor medio de las 100.000
muestras simuladas en el Cap´ıtulo 5. Las tablas 6-7 y 6-8 presentan los valores medios con-
siderados como para´metros en cada una de las distribuciones de costos. De estas figuras se
observa que en general los intervalos de confianza t-boostrap tienen un buen desempen˜o en
cuanto a probabilidad de cobertura para taman˜os de muestra n = 30 y n = 50, sin embargo
cuando el taman˜o de muestra es de 100, los intervalos t-student mejoran su probabilidad de
cobertura y en algunos casos superan por muy poco la alcanzada por los intervalos t-boostrap.
Cuando se considera el taman˜o de muestra n = 30 el me´todo de estimacio´n t-student y BCa,
presenta resultados muy pobres en cuanto a alcanzar la confianza nominal de los intervalos.
El me´todo que en general, bajo los escenarios de estudio, presenta probabilidades de cober-
tura por debajo del nivel de confianza nominal es el me´todo BCa.
Las Figuras C-25 a la C-32 presentan la probabilidad de cobertura de los intervalos de
confianza para los costos medios debido a la falla tipo I, falla tipo II, costos totales y costos
de garant´ıa por unidad de tiempo, bajo la pol´ıtica PRW y las dos tipos de aproximaciones.
De estas figuras se observa nuevamente que en la mayor´ıa de los escenarios los intervalos
que mejor probabilidad de cobertura presentan son los estimados por el me´todo t-bootstrap.
Sin embargo cabe mencionar que cuando el taman˜o de muestra es n = 100 este me´todo es
estimacio´n no presentan las mejores probabilidades de cobertura a diferencia del me´todo de
estimacio´n t-student. En general, se observan resultados muy similares a los encontrados bajo
la pol´ıtica FRW, con el me´todo de estimacio´n BCa como el de ma´s bajas probabilidades de
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cobertura. Sin embargo, cabe mencionar que en este u´ltimo me´todo mencionado en ocasiones
las probabilidades de cobertura cuando se tiene taman˜os de muestra n = 30 resultaron muy
por debajo del nivel de confianza nominal con el que fueron constru´ıdos los intervalos.
Tabla 6-7.: Costos medios resultantes de simular 100.000 ventas, bajo la pol´ıtica de garant´ıa
FRW
Costo medio Aproximacio´n Caja negra Aproximacio´n F´ısica
falla I 11,01 7,69
falla II 53,10 34,77
Costo total 64,12 42,46
Costo x unidad de tiempo 0,84 0,73
Tabla 6-8.: Costos medios resultantes de simular 100.000 ventas, bajo la pol´ıtica de garant´ıa
PRW
Costo medio Aproximacio´n Caja negra Aproximacio´n F´ısica
falla I 1,74 1,73
falla II 1,31 1,44
Costo total 3,05 3,17
Costo x unidad de tiempo 0,29 0,33

7. Conclusiones y recomendaciones
7.1. Conclusiones
Modelar los procesos de costos para las pol´ıticas FRW y PRW, implica la modelacio´n del
proceso de falla del sistema de acuerdo a su estructura y de los costos de garant´ıa acu-
mulados. Cuando se considera que el proceso de falla puede ser modelado a trave´s de dos
aproximaciones: F´ısica y de Caja negra, la tasa de falla del sistema difiere dependiendo de la
aproximacio´n, de tal manera que el proceso de costos de garant´ıa no es el mismo. Los valores
esperados difieren en sus expresiones, tanto para la pol´ıtica FRW y PRW, el valor esperado
del costo de garant´ıa bajo aproximacio´n de Caja negra se encuentra en funcio´n principal-
mente de la sobrevivencia y de la tasa de falla del sistema. A diferencia de la expresio´n del
costo medio por aproximacio´n F´ısica, la cual se encuentra en funcio´n de la sobrevivencia
y tasa de falla de las componentes del sistema. Los resultados de este trabajo mostraron
que las distribuciones de los costos y ciclos de garant´ıa obtenidos por cada aproximacio´n no
resultan ser estad´ısticamente iguales. Se evidencia que la aproximacio´n de Caja negra tiende
a presentar valores ma´s altos de costos y del ciclo de garant´ıa. En el caso de la pol´ıtica
FRW con renovacio´n, la modelacio´n del ciclo de garant´ıa bajo aproximacio´n de Caja negra
resulto´ ser bastante alejado de la realidad encontrando valores ma´ximos aproximadamente
de 104.9 an˜os los cuales permanece el producto en garant´ıa.
Se puede concluir, para los escenarios simulados, que si existe un efecto al modelar los pro-
cesos de falla ignorando el estado de las componentes del sistema a trave´s del tiempo y
este efecto es de sobre estimacio´n del proceso de costo. Para la pol´ıtica FRW y PRW, bajo
aproximacio´n de Caja negra el 95.2% de las 100000 ventas simuladas presentaron costos
de garant´ıa, mientas que bajo aproximacio´n F´ısica el 86.1% presento´ reclamo de garant´ıa.
Aunque la conformacio´n del costo total para las dos pol´ıticas bajo las aproximaciones conside-
radas resulta ser similar, ya que para la pol´ıtica FRW el costo de garant´ıa bajo aproximacio´n
de Caja negra, esta´ conformado en promedio por un 29% debido fallas de tipo I y en un 71%
por falla de tipo II, y bajo aproximacio´n F´ısica el costo total de garant´ıa, esta´ compuesto
en promedio por un 24% debido a fallas tipo I y por un 76% debido a fallas de tipo II.
Con respecto a la pol´ıtica PRW, bajo aproximacio´n de Caja negra el 72.3% del costo total
se debe a fallas de tipo II y el 27.7% a fallas de tipo I; por otro lado, bajo aproximacio´n
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F´ısica, los resultados son muy similares, con promedio un 72.8% debido a fallas de tipo II y
un 27.2% a costos de garant´ıa debido a fallas tipo I.
Como uno de los propo´sitos de este trabajo es la estimacio´n por intervalos de confianza de
los costos medios de garant´ıa, se examino´ la distribucio´n de las costos medios bajo diferentes
taman˜os de muestra, con el fin de inspeccionar la rapidez con que converge la distribucio´n
de la media a la distribucio´n Normal, y poder valorar lo adecuado que resulta construir
intervalos de confianza con base en la aproximacio´n Normal, como una consecuencia directa
del Teorema del L´ımite Central, al considerar muestras “suficientemente grandes”. Para
todos los escenarios simulados, se encuentra que esta aproximacio´n a la normal es alcanzada
cuando se considaran taman˜o mayores a 100 observaciones. De tal manera que los intervalos
bootstrap se convierten en una mejor posibilidad de estimacio´n cuando se tienen taman˜os
de muestra pequen˜os. Los intervalos bootstrap con ma´s bajo desempen˜o en los escenarios
planteados es el me´todo BCa en cuanto a las probabilidades de coberturas alcanzadas. El
me´todo de estimacio´n por intervalos que mejor desempen˜o tuvo es el me´todo t-bootstrap en
cuanto a las probabilidades de cobertura alcanzadas, sin embargo, resulto ser el ma´s variable
en la longitud de los intervalos constru´ıdos. El me´todo t-Student en los escenarios propuestos,
tal y como era de esperarse alcanza buenas probabilidades de cobertura, en la mayor´ıa de
los casos so´lo cuando se tiene taman˜o de muestra grandes (n = 100).
7.2. Trabajo Futuro
Para futuras investigaciones se recomienda estudiar para los tiempos de falla del sistema k de
n en particular planteado para este estudio, cua´l deber´ıa ser el tiempo de garant´ıa o´ptimo en
los escenarios de las pol´ıticas FRW y PRW, ya que de esta manera resultar´ıa ma´s ajustado
los resultados bajo las dos aproximaciones y probablemente no se obtengan valores del ciclo
de garant´ıa tan altos, que en ocasiones resultan irreales.
Se recomienda adema´s extender el estudio de la estimacio´n de los valores medios, bajo los
escenarios de estudio, pues las distribuciones resultantes son en su mayor´ıa asime´tricas a la
derecha y la estimacio´n convencional del costo medio es afectado por la presencia de observa-
ciones at´ıpicas, puede ser posible pensar en estimaciones de la media recortada o truncada.
Considerando en particular, el caso del tratamiento del costo medio ante distribuciones con
exceso de ceros.
Un futuro trabajo puede contemplar el escenario de tiempos de falla de las componentes de
un sistema que no sean independientes, para de esta manera determinar si existe diferencias
en la modelacio´n de los tiempos de falla a trave´s de las aproximaciones F´ısica y de Caja
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negra. A dema´s se puede pensar en la posibilidad de trabajar con costos de garant´ıa descon-
tados y pol´ıticas de garant´ıa combinadas FRW/PRW.

A. Anexo: Tablas del Cap´ıtulo 5
Tabla A-1.: Frecuencias de los costos de garant´ıa ocasionados por falla tipo I, bajo aproxi-
macio´n de caja negra y aproximacio´n f´ısica, cuando se simulan 100000 ventas.
Pol´ıtica FRW
.
Costo falla tipo I
Nivel de informacio´n 0 5 10 15 20 25 ≥ 30
Aprox. F´ısica 34405 26777 16736 9701 5593 3004 3784
Aprox. Caja negra 13845 29019 23952 14383 8066 4651 6084
Tabla A-2.: Frecuencias de los costos de garant´ıa ocasionados por falla tipo II, bajo aproxi-
macio´n de caja negra y aproximacio´n f´ısica, cuando se simulan 100000 ventas.
Pol´ıtica FRW
.
Costo falla tipo II
Nivel de informacio´n 0 10 20 30 40 50 60 70 80
Aprox. F´ısica 22440 17211 13419 10411 8234 6263 4909 3949 2949
Aprox. Caja negra 15946 13402 11069 9415 7901 6685 5640 4719 4021
Tabla A-3.: Frecuencias de los costos totales de garant´ıa, bajo aproximacio´n de caja negra
y aproximacio´n f´ısica, cuando se simulan 100000 ventas. Pol´ıtica FRW
.
Costo total
Nivel de informacio´n 0 5 10 15 20 25 30 35 40 45
Aprox. F´ısica 14107 5803 10160 6010 7424 5285 5599 4506 4294 3656
Aprox. Caja negra 4656 7560 6280 6271 5443 5182 4734 4380 4078 3856
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Costo total
Nivel de informacio´n 50 55 60 65 70 75 80 85 90 95
Aprox. F´ısica 3544 3017 2788 2479 2208 1989 1797 1672 1429 1253
Aprox. Caja negra 3452 3281 2998 2824 2609 2419 2213 2078 1862 1836
Tabla A-4.: Frecuencias de los costos de garant´ıa ocasionados por falla tipo I, bajo aproxi-
macio´n de caja negra y aproximacio´n f´ısica, cuando se simulan 100000 ventas.
Pol´ıtica PRW
.
Costo falla tipo I
Nivel de informacio´n 0 5 10 ≥ 15
Aprox. F´ısica 73103 20745 4918 1031
Aprox. Caja negra 71337 23097 4973 593
Tabla A-5.: Frecuencias de los costos totales de garant´ıa, bajo aproximacio´n de caja negra
y aproximacio´n f´ısica, cuando se simulan 100000 ventas. Pol´ıtica PRW
.
Costo total
Nivel de informacio´n 0 5 10 ≥ 15
Aprox. F´ısica 13889 5979 1874 585
Aprox. Caja negra 4590 7444 3268 515
B. Anexo: Pruebas para contraste de
igualdad distribucional
Las pruebas presentadas a continuacio´n se encuentran relacionadas con un importante pro-
blema en estad´ıstica, probar si dos conjuntos de datos provienen de la misma funcio´n de
distribucio´n. Espec´ıficamente, si se considera dos muestras aleatoriasX1, . . . , Xn y Y1, . . . , Ym
tales que F (x) = P [Xi ≤ x], i = 1, . . . , n, y G(y) = P [Yj ≤ y], j = 1, . . . , m. Con funciones
de distribucio´n acumuladas F y G, las cuales pueden ser continuas o discretas. Entonces, el
problema consiste en probar la hipo´tesis nula,
H0 : F = G
vs.
H1 : F 6= G
En particular, para este trabajo interesa probar la hipo´tesis nula que la funcio´n de distribu-
cio´n de los costos de garant´ıa bajo aproximacio´n de caja negra, que denotaremos Fbb, es
igual a la funcio´n de distribucio´n de los costos de garant´ıa bajo aproximacio´n de f´ısica, que
denotaremos Ff .
Como los procesos de costos de garant´ıa asociados a las pol´ıticas en estudio, descritos en
la Seccio´n 4.6 esta´n relacionados con procesos de conteo, las distribuciones resultantes de
los costos de garant´ıa sera´n en esencia de tipo discreto. En el caso de probar igualdad
distribucional cuando G(y) y F (x) son discretas, varios autores recomiendan el uso de la
prueba de Kolmogorov Smirnov para probar bondad de ajuste (Wood y Altavela, 1978) y
para esta prueba Coberly y Lewis (1972) paralelamente a Conover (1972) encontraron la
distribucio´n exacta del estad´ıstico de Kolmogorov. Sin embargo, Conover (1972) menciona
que si el taman˜o de la muestra es mayor de 30, el ca´lculo empieza a hacerse complejo y
por lo tanto la prueba de bondad de ajuste Chi-cuadrado resulta mejor. Segu´n Sprent y
Smeeton (2001) las pruebas de bondad de ajuste sobre distribuciones discretas (asociadas
frecuentemente a conteos) esta´n comu´nmente basadas en la estad´ıstica Chi-cuadrado de
Pearson y cuando se aplica la prueba de Kolmogorov a distribuciones discretas, generalmente
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la prueba resulta ser poco exacta e ineficiente. Cabe notar que la variable ciclo de garant´ıa,
que tambie´n resulta de importancia en el ana´lisis, presenta un rango de valores en su mayor´ıa
continuos aunque en algunos casos toma valores discretos.
B.1. Prueba Chi cuadrado para comparar dos muestras
Suponga que es de intere´s comparar dos conjuntos de datos catego´ricos. Sea Ri el nu´mero
de eventos en la i-e´sima categor´ıa para el primer conjunto de datos y sea Si el nu´mero de
eventos para la misma i-e´sima categor´ıa en el segundo conjunto de datos, si alguna categor´ıa
Ri o Si tiene menos de cinco observaciones las categor´ıas deben ser reagrupadas. Entonces
la estad´ıstica de prueba chi-cuadrado es definida por,
χ2 =
∑
i
(Ri − Si)2
Ri + Si
(B-1)
Un valor grande de χ2 indica que la hipo´tesis nula, los Ri provienen de la poblacio´n descrita
por los Si, es poco probable. Si el conjunto de datos es tal que la suma de los Ri es igual a la
suma de los Si, entonces el nu´mero de grados de libertad es el nu´mero de categor´ıas menos
uno (NB − 1, siendo NB: el nu´mero de categor´ıas de la variable). De lo contrario, los grados
de libertad quedan definidos como el nu´mero de categor´ıas de la variable NB (Press et al.,
1992).
Por otro lado cuando es de intere´s probar que dos muestras con funcio´n de distribucio´n
continua provienen de poblaciones diferentes, libre de supuestos distribucionales, como es el
caso en estudio, entre las pruebas ma´s comu´nmente utilizadas se encuentran la prueba de
Kolmogorov-Smirnov y la prueba de suma de rangos de Wilcoxon (Press et al., 1992).
B.2. Prueba de la suma de rangos de
Wilcoxon-Mann-Whitney
Segu´n Thas (2012) la prueba de suma de rangos de Wilcoxon y la prueba de Mann-Whitney
son de las pruebas mas populares no parame´tricas y ma´s poderosas, adema´s constituyen una
alternativa muy u´til ante la prueba parame´trica t cuando el investigador desea evitar los
supuestos que e´sta exige (Siegel y Castellan, 1988).
Cabe mencionar que para explicar la prueba de rangos de Wilcoxon, se explica inicialmente
la de Mann-Whitney por su estrecha relacio´n. La prueba de Mann-Whitney busca contrastar
las hipo´tesis H0 : Fn(x) = Fm(y) ∀x, y ∈ S versus H1 : Pr {X ≤ Y } 6= 12 , donde X y Y
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tienen funcio´n de distribucio´n Fn y Fm, respectivamente. La probabilidad utilizada en la
formulacio´n de la hipo´tesis es calculada como
π = Pr (X ≤ Y ) =
∫
S
Pr{X ≤ Y |Y = y}fm(y)dy =
∫
S
Fn(x)dFm(y) (B-2)
lo que se puede ver como el a´rea bajo la curva del probability-probability plot. As´ı, si
Fn(x) = Fm(y) se tiene,
π = Pr (X ≤ Y ) =
∫
S
Fn(x)dFm(y) =
∫ 1
0
udu =
1
2
(B-3)
lo cual explica la hipo´tesis alterna. El estad´ıstico de prueba para la prueba de Mann-Whitney
esta´ basado en el estimador π = Pr{X ≤ Y }. Un estimador de Pr{X ≤ Y } es dado por
el estimador emp´ırico de esta probabilidad, obtenida por el conteo del nu´mero de eventos
Xi ≤ Yj (i = 1, 2, . . . , n; j = 1, 2, . . . , m) en la muestra y dividiendo este por el total de
parejas (Xi, Yj). Como el nu´mero total de pares es igual a nm el estimador puede ser escrito
como,
πˆ =
1
nm
n∑
i=1
m∑
j=1
I (Xi ≤ Yj) (B-4)
el estad´ıstico de Mann-Whitney es definido por π = MW
nm
, dondeMW =
∑n
i=1
∑m
j=1 I (Xi ≤ Yj).
Es frecuente escribir MW como un estad´ıstico basado en el rango de las observaciones de
la muestra agrupada. Para definir el rango de una muestra agrupada, considere Zi(i =
1, . . . , N) como una observacio´n de la muestra agrupada {X1, X2, . . . , Xn, Y1, Y2, . . . , Ym},
adema´s asuma que no existen dos observaciones Zi iguales. El rango de Zi en la muestra
grupada es definido como
Ri = R(Zi) = (nu´mero de observaciones en la muestra ≤ Zi) =
N∑
j=1
I(Zj ≤ Zi) (B-5)
bajo esta definicio´n la estad´ıstica MW se puede reescribir como
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MW =
n∑
i=1
m∑
j=1
I (Xi ≤ Yj)
=
m∑
j=1
(nu´mero deXi ≤ Yj)
=
m∑
j=1
( nu´mero deXi y Yi ≤ Yj)− (nu´mero deYi ≤ Yj)
=
m∑
j=1
(R(Yj)− nu´mero deYi ≤ Yj)
=
m∑
j=1
R(Yj)−
m∑
j=1
j
=
m∑
j=1
R(Yj)− m (m+ 1)
2
(B-6)
Sea U =
∑m
j=1R(Yj), U corresponde al estad´ıstico de la suma de rangos de Wilcoxon. Este
estad´ıstico es la suma de los rangos de las observaciones de la segunda muestra, para el cual
la clasificacio´n es relativa a la muestra agrupada, y esta´ relacionado con el estad´ıstico de
Mann-Whitney por
MW = U − m (m+ 1)
2
(B-7)
Esta igualdad implica que las pruebas basadas en MW y U son equivalentes. Cuando los
taman˜os de muestra n y m son grandes, en particular, bajo H0 cuando mı´n(n,m) −→∞ se
tiene,
U − m(N+1)
2√
nm(N+1)
12
d−→ N(0, 1) (B-8)
A causa de la equivalencia de la estad´ıstica U y con la MW un resultado asinto´tico tambie´n
es obtenido para la estad´ıstica de Mann-Whitney como sigue
MW − nm
2√
nm(N+1)
12
d−→ N(0, 1) (B-9)
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B.3. Prueba de Kolmogorov-Smirnov para dos muestras
Segu´n Press et al. (1992) si se esta´ interesado en verificar que dos muestras independientes
proceden de la misma distribucio´n, se puede usar la prueba de Kolomorov-Smirnov para
contrastar H0 : F = G vs. H0 : F 6= G , con Fˆ (x) y Gˆ(y), la funcio´n emp´ırica de distribucio´n
acumulada para X y Y , repectivamente. La prueba de dos colas es sensible a cualquier clase
de diferencia en las distribuciones de las que se sacaron las dos muestras, diferencias en
tendencia central, en dispersio´n, en oblicuidad, etc.(Siegel y Castellan, 1988). El estad´ıstico
basado en dos muestras es
D = ma´x
x
|Fˆn(x)− Gˆm(y)|
La estad´ıstica de Kolmogorov-Smirnov (K-S) se muestra atractiva porque calcular la dis-
tribucio´n de e´sta bajo la hipo´tesis nula, o al menos su aproximacio´n, resulta ser un pro-
cedimiento sencillo. Una caracter´ıstica central del estad´ıstico K-S es que es invariante bajo
reparametrizacio´n, es decir, la ma´xima distancia D permanece sin cambios, con la misma
significancia cuando se transforman los datos X por log(X).
El nivel de significancia para un valor observado D es dado aproximadamente por,
P (D > observado) = QKS
([√
Ne + 0.12 +
0.11√
Ne
D
])
(B-10)
Donde QKS(λ) = 2
∑∞
j=1(−1)j−1e−2j
2λ2, con QKS(0) = 1 y QKS(∞) = 0, Ne = nmn+m donde
n es el taman˜o de la muestra de la primera distribucio´n y m es el taman˜o de muestra de
la segunda distribucio´n. La aproximacio´n presentada en la Ecuacio´n (B-10) tiene un buen
comportamiento a medida que Ne crece, ya resulta bastante buena cuando Ne ≥ 4 (Press
et al., 1992). Los resultados de la prueba se Kolmogorov-Smirnov para dos muestras que se
presentan en el cap´ıtulo 5, se obtienen haciendo uso de la funcio´n ks.test disponible en la
librer´ıa Stats del Software R.
Aparte de las pruebas para igualdad distribucional mencionados hasta este momento, los
me´todos gra´ficos tales como el probability-probability plot (PP-plot) y el quantile-quantile
plot (QQ-plot), junto con los me´todos de razo´n de densidades, resultan de mucha utilidad
para comparar la funcio´n emp´ırica de distribucio´n acumulada F con otra funcio´n de dis-
tribucio´n G, a fin de probar si las dos muestras proceden de la misma poblacio´n. La utilidad
de los me´todos gra´ficos radica en que ambos, el QQ-plot y el PP-plot, tienen la propiedad de
mostrar una l´ınea de 45◦ a trave´s del origen si y so´lo si F = G (Thas, 2012). Con respecto
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a los me´todos de razo´n de densidades resultan ser muy atractivos, por su sencillo ca´lculo. Si
la dos distribuciones son iguales, entonces la c.d.f de la distribucio´n relativa es una l´ınea de
45◦ y la p.d.f de El Anexo B.4 y B.5 describe estos dos me´todos.
B.4. Gra´ficas de probabilidad y comparacio´n de
distribuciones
Segu´n Thas (2012), junto con el boxplot y el histograma, los gra´ficos de probabilidad son
ampliamente utilizados como me´todos para explorar la distribucio´n de los datos. Existen dos
tipos de gra´ficos de probabilidad: el PP-plot y el QQ-plot. Cabe mencionar que el box plot
y el histograma son gra´ficos puramente exploratorios en el sentido que ellos so´lo permiten
visualizar los datos, en cambio el gra´fico QQ-plot y PP-plot son usados para comparar la
funcio´n emp´ırica de distribucio´n acumulada F con otra funcio´n de distribucio´n G. Las gra´fi-
cas de probabilidad son curvas en un plano de dos dimensiones indexado por un para´metro
de probabilidad p ∈ [0, 1]. Considere que F y G son dos funciones definidas en el espacio S
las cuales queremos comparar. Entonces el QQ- plot es definido como (Thas, 2012)
Q : [0, 1] 7−→ S2 : p −→ (G−1(p), F−1(p)), (B-11)
y el PP-plot como
Q : [0, 1] 7−→ S2 : p −→ (p, F−1(p)), (B-12)
Ambos gra´ficos tiene la propiedad de mostrar una l´ınea de 45◦ a trave´s del origen si y so´lo
si F = G. Cualquier desviacio´n de esta l´ınea recta indica que F 6= G, y la forma de la
curva sugire algunas veces informacio´n acerca de co´mo estas dos distribuciones difieren. Esta
propiedad presenta a los gra´ficos de probabilidad como herramientas adecuadas para ser
utilizadas en bondad de ajuste, donde G es la distribucio´n de referencia y F la distribucio´n
a comparar. Si se trata de problemas de bondad de ajuste con dos muestras, F y G son
reemplazadas por la distribucio´n emp´ırica Fˆ y Gˆ (Thas, 2012).
B.5. Comparacio´n de distribuciones por el me´todo de la
distribucio´n relativa
Los me´todos que hacen uso de la distribucio´n relativa esta´n enmarcados en la estad´ıstica no
parame´trica, y son u´tiles para analizar datos de una manera muy completa en su forma dis-
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tribucional. La distribucio´n relativa es similar a una razo´n de densidades. Esta´ te´cnicamente
definida como una variable obtenida al aplicar la transformacio´n de la funcio´n de distribu-
cio´n acumulada (c.d.f) de la variable que define el grupo de referencia sobre la variable que
define el grupo de comparacio´n (a esta transformacio´n se le conoce como grado de transfor-
macio´n). Esta transformacio´n genera un conjunto de valores, llamados datos relativos, que
representan el rango de valores del grupo a comparar en te´rminos de la c.d.f del grupo de
referencia. La funcio´n de densidad y la c.d.f de los datos relativos son usadas para analizar
las diferencias distribucionales (Handcock y Morris, 1998).
Handcock y Morris (1998) describen el me´todo para la comparacio´n de dos distribuciones a
trave´s de la distribucio´n relativa. Handcock y Aldrich (2002) presentan la implementacio´n
del me´todo en lenguaje R, en la librer´ıa “reldist”.
Definicio´n de la distribucio´n relativa
Sea F0(y) la c.d.f del grupo de referencia y F (y) la c.d.f del grupo a comparar, con el objetivo
de estudiar la diferencias entre las distribuciones del grupo de referencia y el de comparacio´n,
sea Y0 y Y muestas aleatorias provenientes de F0 y F , respectivamente. Suponemos que F0 y
F son funciones absolutamente continuas con el mismo soporte. El grado de transformacio´n
de Y a Y0 es definido como la variable aletoria (Handcock y Morris, 1998):
R = F0(Y )
R es obtenido de transformar Y aplicando la funcio´n F0. Por lo tanto R es continua en
el intervalo de valores [0, 1]. A una realizacio´n de R, se le denotara´ r y se llamara´ datos
relativos. La c.d.f para R es definida como,
G(r) = F (F−10 (r)) 0 ≤ r ≤ 1
donde r representa un porcentaje de valores, y F−10 (r) = ı´nfy {y|F0(y) ≥ r} el cuantil de la
funcio´n F0. La funcio´n de densidad de R es,
g(r) =
f(F−10 (r))
f0(F
−1
0 (r))
0 ≤ r ≤ 1
Si la dos distribuciones son iguales, entonces la c.d.f de la distribucio´n relativa es una l´ınea
de 45◦ y la p.d.f de la distribucio´n relativa es la una distribucio´n uniforme.
Para los detalles de la estimacio´n de la c.d.f de la distribucio´n relativa G(r) y la p.d.f g(r) se
puede consultar en Parzen (1992), Eubank et al. (1995), Li et al. (1996), Handcock y Janssen
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(1996).
Como se menciono´ al inicio de este cap´ıtulo la variable ciclo de garant´ıa, constituye una
parte importante del ana´lisis y como se puede observar en la Seccio´n 5.5 y 5.6 esta variable
presenta un rango de valores continuos y a su vez se observa una considerable masa de
probabilidad en el valor discreto de 12 mil horas, puesto que bajo la definicio´n de la pol´ıtica
PRW el tiempo ma´ximo que una venta puede permanecer en garant´ıa es 12 mil horas. A
este tipo de variable Lachenbruch (2002) la denomina h´ıbrida. Formalmente, una variable
h´ıbrida Y definida sobre Ω, toma valores en el conjunto discreto S ⊂ ℜ, con probabilidad
acumulada p1 = P (Y ∈ S) > 0 y toma valores y ∈ Sc = ℜ−S de acuerdo a una distribucio´n
continua con probabilidad acumulada 1− p1 = p2 = P (Y ∈ Sc) > 0, (0 < p1 < 1). Entonces
Y tiene funcio´n de distribucio´n:
F (y) = pF d(y) + (1− p)F c(y) (B-13)
donde:
P (Y = k) = p ∈ [0, 1] y P (Y 6= k) = 1− p
F d(y) es la funcio´n de distribucio´n discreta de Y . F d(y) = 0 para y < k y F d(y) =
1 para y ≥ k
F c(y) es la funcio´n de distribucio´n continua de Y
B.6. Prueba de igualdad distribucional para distribuciones
h´ıbridas
Lachenbruch (2002), presenta una prueba para igualdad distribucional con dos muestras
independientes de variables aleatorias h´ıbridas, conocidas con este nombre puesto que es
posible que tome valores en un conjunto discreto como tambie´n en un conjunto continuo.
Una prueba para contrastar igualdad en la distribucio´n de dos muestras aleatorias de taman˜o
n1 y n2, bajo este escenario sera´ equivalente a probar
H0 : F1(y) = F2(y)
H
′
0 : p1 = p2
H
′′
0 : F
c
1 = F
c
2
H
′
0 es equivalente a desarrollar una prueba para igualdad de dos proporciones binomiales y
H0
′′ es equivalente a desarrollar una prueba para contrastar si dos muestras independientes
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provienen de la misma poblacio´n. A esta prueba se le conoce como prueba de dos partes.
Una prueba de dos partes es la suma de dos estad´ısticos χ2. Uno como resultado de comparar
las proporciones de los valores discretos y el otro al comparar los valores de la distribucio´n
continua. Sea m1 y m2 la cantidad de valores discretos observados en cada muestra respec-
tivamente, para comparar estas dos proporciones Lachenbruch (2002), utiliza la estad´ıstica
binomial B2 definida como:
B2 =
(pˆ1 − pˆ2)2
pˆ(1− pˆ)
(
m1 +m2
n1n2
) (B-14)
Donde pˆ1 =
m1
n1
, pˆ2 =
m2
n2
y pˆ = m1+m2
n1+n2
. Bajo la hipo´tesis nula la proporcio´n de valores discre-
tos no son diferentes para las dos muestras yB2 es asinto´ticamente distribuido chi− cuadrado
con 1 grado de libertad. Para la segunda parte de la prueba de Lachenbruch (2002), se puede
utilizar diferentes pruebas, tales como la prueba de rangos de Wilcoxon (W), el t-student
(Z), el de Kolmogorov-Smirnov (K). Lachenbruch (2001) considera el problema particular
de exceso de ceros en la comparacio´n distribucional de dos muestras y expone mediante
simulaciones en distribuciones exponencial y log-Cauchy que la prueba de dos partes BZ
(Binomial-t Student) resulta comportarse bien si las distribuciones so´lo difieren en la propor-
cio´n de ceros y esta es cercana a 0.5. Adema´s muestra que para muestras de taman˜o grande
todas las pruebas BZ, BW (Binomial- Wilcoxon)y BK (Binomial-Kolmogorov) tiene altas
potencias, a menos que haya diferencia en la proporcio´n de ceros e igualdad distribucional
en la parte continua, la prueba BZ puede desempen˜arse bastante mal. Generalmente, si el
componente discreto y continuo difieren las pruebas BW y BK funcionan muy bien.
Si se considera la prueba de Mann-Whitney- Wilcoxon para el prueba de dos partes, como
originalmente la considero´ Lachenbruch (2002), se tiene el estad´ıstico de prueba W definido
como:
W =
U − 1
2
n1n2√
n1n2(n1+n2+1)
12
(B-15)
donde U es la sumatoria de los rangos. La estad´ıstica de prueba es χ2 = B2 +W 2. Bajo la
hipo´tesis nula de no diferencia entre las muestras la estad´ıstica χ2 es asinto´ticamente dis-
tribuida chi-cuadrado con 2 grados de libertad.
Lachenbruch (2002), analiza situaciones en las cuales se presenta exceso de cero en las dis-
tribuciones de los datos. Menciona que el ana´lisis de datos con exceso de ceros fue reconocido
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como un potencial problema a mediados de 1960. Para un modelo de dos partes, probar la
hipo´tesis nula de bondad de ajuste H0 : F1(x) = F2(x), es equivalente a realizar dos pruebas,
una sobre igualdad de proporciones de ceros y una prueba de igualdad de distribuciones de
no ceros, H0 : (p1 = p2) ∩ (F ′1(x) = F ′2(x)).
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Figura C-17.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo I. Aproximacio´n de Caja negra. Pol´ıtica
FRW.
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Figura C-18.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo I. Aproximacio´n F´ısica. Pol´ıtica FRW.
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Figura C-19.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo II. Aproximacio´n de Caja negra. Pol´ıtica
FRW.
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Figura C-20.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo II. Aproximacio´n F´ısica. Pol´ıtica FRW.
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Figura C-21.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa. Aproximacio´n de Caja negra. Pol´ıtica FRW.
138 C Anexo: Gra´ficas del Cap´ıtulo 6
0.
70
0.
75
0.
80
0.
85
0.
90
0.
95
1.
00
% Confianza
%
 d
e 
Co
be
rtu
ra
0.80 0.90 0.95
BCa
Tbootstrap
Tstudent
n=30
0.
70
0.
75
0.
80
0.
85
0.
90
0.
95
1.
00
% Confianza
 
0.80 0.90 0.95
n=50
0.
70
0.
75
0.
80
0.
85
0.
90
0.
95
1.
00
% Confianza
 
0.80 0.90 0.95
n=100
Figura C-22.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa. Aproximacio´n F´ısica. Pol´ıtica FRW.
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Figura C-23.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa x unidad de tiempo. Aproximacio´n de Caja negra. Pol´ıtica FRW.
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Figura C-24.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa x unidad de tiempo. Aproximacio´n F´ısica. Pol´ıtica FRW.
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Figura C-25.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo I. Aproximacio´n de Caja negra. Pol´ıtica
PRW.
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Figura C-26.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo I. Aproximacio´n F´ısica. Pol´ıtica PRW.
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Figura C-27.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo II. Aproximacio´n de Caja negra. Pol´ıtica
PRW.
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Figura C-28.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa debido a la falla tipo II. Aproximacio´n F´ısica. Pol´ıtica PRW.
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Figura C-29.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa. Aproximacio´n de Caja negra. Pol´ıtica PRW.
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Figura C-30.: Probabilidad de cobertura de los intervalos de confianza para el costo medio
de garant´ıa. Aproximacio´n F´ısica. Pol´ıtica PRW.
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Figura C-31.: Boxplot de la longitud de los intervalos de confianza para el costo medio de
garant´ıa x unidad de tiempo. Aproximacio´n de Caja negra. Pol´ıtica PRW.
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Figura C-32.: Boxplot de la longitud de los intervalos de confianza para el costo medio de
garant´ıa x unidad de tiempo. Aproximacio´n de F´ısica. Pol´ıtica PRW.
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