Herbig Ae/Be stars span a key mass range that links low and high mass stars, and thus provide an ideal window from which to explore their formation. This paper presents VLT/X-Shooter spectra of 91 Herbig Ae/Be stars, HAeBes; the largest spectroscopic study of HAeBe accretion to date. A homogeneous approach to determining stellar parameters is undertaken for the majority of the sample. Measurements of the ultra-violet (UV) are modelled within the context of magnetospheric accretion, allowing a direct determination of mass accretion rates. Multiple correlations are observed across the sample between accretion and stellar properties: the youngest and often most massive stars are the strongest accretors, and there is an almost 1:1 relationship between the accretion luminosity and stellar luminosity. Despite these overall trends of increased accretion rates in HAeBes when compared to classical T Tauri stars, we also find noticeable differences in correlations when considering the Herbig Ae and Herbig Be subsets. This, combined with the difficulty in applying a magnetospheric accretion model to some of the Herbig Be stars, could suggest that another form of accretion may be occurring within the Herbig Be mass range.
INTRODUCTION
Herbig Ae/Be stars are pre-main sequence, PMS, stars that bridge the key mass range of 2-10 M⊙, between low and high mass stars. Their importance lies in linking the reasonably well understood formation of low mass stars, like the numerous Classical T Tauri stars, CTTs (which have M⋆ < 2 M⊙ and will go on to form stars like our own Sun), to the rarer, more deeply embedded high mass stars (or massive young stellar objects, MYSOs). The greater number of HAeBes compared to forming high mass stars, along with them being closer and optically visible, makes them a powerful link and important tool in furthering our understanding of star formation upto the high mass star formation regime.
HAeBes were originally identified by Herbig (1960) in an attempt to push the mass boundaries in understanding of CTTs, and had to meet the criteria of: "spectral type A or earlier with emission lines; lies in an obscured region; the star illuminates fairly bright nebulosity in its immediate vicinity". The latter two criteria have been relaxed since then in order to find more potential targets (see Finkenzeller & Mundt 1984; Thé, de Winter & Perez 1994; Vieira et al. 2003) . In these surveys more attention has been drawn towards the colours of the objects, particularly in the infra-red, IR. This is because the IR often displays an excess of emission, compared to main-sequence, MS, stars of the same spectral type, and is the product of the circumstellar disc around HAeBes. This has been confirmed in numerous studies (van den Ancker et al. 2000; Meeus et al. 2001) , and by direct observations in the optical (McCaughrean & O'dell 1996; Grady et al. 2001) , submm (Mannings & Sargent 1997) , and of scattered, polarised light (Vink et al. 2002 (Vink et al. , 2005 . It is these indicators which ultimately point to the stars being young and in the PMS phase. This young nature, suspected by Herbig, was confirmed by Strom et al. (1972) who observed the HAeBes to have lower surface gravities than MS stars. With their PMS nature established, the next obvious questions are: what happens with the disc-star interaction; how do they both evolve; and what physical mechanisms are present in these interactions? And of course, how are these aspects related to each other between the CTTs and massive young stellar objects?
With regards to the disc-star interaction, an ultra-violet, UV, excess in the CTTs (Garrison 1978; Gullbring et al. 1998 ) has been shown to match well with the theory of disc-to-star accretion within the Magnetospheric Accretion, MA, regime Gullbring et al. 2000; Ingleby et al. 2013) . Under this paradigm the disc is truncated by the stellar magnetic field lines, and from here the material is funnelled by the field lines, in free-fall, onto the star. The accreted material shocks the photosphere causing X-ray emission, the majority of which is then absorbed by the surroundings, heating them, and is re-emitted at longer wavelengths; giving rise to an observable UV excess . Therefore, measurement of the UV excess can be directly related to accretion from the disc to the star. The accretion rate has large implications on PMS systems; it affects the achievable final mass of not just the star, but also any possible planets forming within the disc and the timescales upon which they can evolve (Lubow & D'Angelo 2006; Dunhill 2015) . Establishing an accretion rate also requires accurate stellar parameters which, until now, have mostly been performed on an ad-hoc basis dependent on the particular study. The results of this work will also help future studies to disentangle the complexities in the environments of these such as: outflows, infalling material, structure, and even possible ongoing planet formation.
However, for MA to be applicable the star must have a magnetic field with sufficient strength to truncate the disc; for CTTs this is of the order of kilo-Gauss (Ghosh & Lamb 1979; Koenigl 1991; Shu et al. 1994; Johns-Krull 2007; Bouvier et al. 2007 ). For MS stars, magnetic fields driven by convection are not predicted to exist for stars with T eff > 8300 K (Simon et al. 2002) . However, this may not be the case for PMS stars as there have been a few detections of magnetic fields in HAeBes (Wade et al. 2005; Catala et al. 2007; Hubrig et al. 2009 ), but the origin of their fields remains unknown (be they dynamo generated or the result of fossil fields). The largest survey into the magnetic fields of HAeBes was performed recently by Alecian et al. (2013) , and yields clear detections of only 5 stars out of 70. When applying the theory of MA (Koenigl 1991; Shu et al. 1994) to HAeBes, a weak dipole magnetic field of only a few hundred gauss, or even less, is needed for MA to occur (Wade et al. 2007; Cauley & Johns-Krull 2014) . These strengths are below current detection limits, meaning that MA acting in HAeBes is still a possibility.
A key aim of this paper is to provide the largest survey on direct accretion tracers in HAeBes to date. To do this, measurements of the UV excess are made and fitted within the context of MA shock modelling. This method of accretion-shock modelling has been successfully adapted and applied, in the majority of cases, to small sets of HAeBes in recent years ; Donehew & Brittain 2011; Mendigutía et al. 2011b ; Pogodin et al. 2012; Mendigutía et al. 2013 Mendigutía et al. , 2014 . However, the number of HBes analysed in previous works is often small, particularly for early-type HBes, and needs to be tested further. The derivation of accretion rates, and other properties, depend heavily upon basic stellar parameters. Thus far, most works on accretion in HAeBes build upon previous stellar parameter determinations from a wide range of sources and methodologies. This can result in parameters which are not directly comparable within a sample. Therefore, our approach is to provide a homogeneous determination of stellar parameters for as many of the targets as possible. This not only helps in our accretion determination but also helps in future works which require basic stellar parameters i.e. detailed modelling of the circumstellar disc, or energy balance in the SED.
The overall aim of this paper is to provide a quantitative look into the properties of HAeBes, with a particular emphasis on how the accretion rate varies as a function of stellar parameters; along with an assessment of the applicability of using MA to obtain the accretion rate. To do this we present 91 HAeBe objects observed with the X-Shooter spectrograph, VLT, Chile. The paper is broken down into the following sections: Section 2 details the sample, observations, and data reduction; Section 3 details the methods, and results, of deriving the basic stellar parameters; Section 4 presents the methods of measuring the UV excess; Section 5 presents the derived accretion rates, including a detailed description of how MA is applied to the HAeBe sample; Section 6 forms the discussion; and Section 7 provides the conclusions of this work. Finally, photometric data and literature information on the sample are provided in the appendix.
OBSERVATIONS AND DATA REDUCTION

X-Shooter and Target Selection
Observations were performed over a period of 6 months between October 2009 and April 2010 using the X-Shooter echelle spectrograph -mounted at the VLT, Cerro Paranal, Chile (Vernet et al. 2011 ). X-Shooter provides spectra covering a large wavelength range of 3000-23000Å, split into three arms and taken simultaneously. The arms are split into the following: the UVB arm, 3000-5600Å; the VIS arm, 5500-10200Å; and the NIR arm, 10200-24800Å. The smallest slit widths available of 0.5", 0.4" and 0.4" were used to provide the highest possible resolutions of R ∼ 10000, 18000 and 10500 for the respective UVB, VIS and NIR arms. In total 91 science targets were observed in nodding mode using an ABBA sequence. Table 1 includes details of each targets RA and DEC, exposure times, and the signal-to-noise in each arm. The SNR is calculated by analysing a 30Å region of spectra centred about the wavelengths of 4600, 6750, and 16265Å for the UVB, VIS, and NIR arm respectively. These regions were chosen as they are generally the flattest continuum regions in each star. Although emission lines, and absorption lines of cooler objects, can artificially lower the measured SNR, for a fair treatment we stick with the above regions to provide a rough guide to the quality of each spectrum.
The targets were selected from the catalogues of Thé, de Winter & Perez (1994) , and Vieira et al. (2003) . 51 targets were selected from Thé, de Winter & Perez (1994) , Table 1 . Column 1 shows the target names, columns 2 and 3 are RA and DEC, column 4 gives the observation date, columns 5-7 give the exposure times for each arm, column 8 is the number of Detector Integration Times for the NIR arm, and finally columns 9-11 give the Signal-to-Noise Ratio in each arm. and 40 from the Vieira et al. (2003) catalogue, bringing the total number of targets to 91. The observations cover around 70% of the southern HAeBes identified by Thé, de Winter & Perez (1994) , and about 50% of the targets observed by Vieira et al. (2003) . For many of these targets little information is known about them, particularly in regard to multiplicity (see Duchêne 2015 , for a review). It is known that HAeBes have high binary fractions (Baines et al. 2006; Wheelwright, Oudmaijer & Goodwin 2010) , and as a consequence, any close separation binaries will contribute towards observed spectra. In this work our focus is on the UV and optical portions of the spectra, where we assume that the primary star, the HAeBe target, provides the largest contribution to the brightness. Contributions from secondary stars will be greater in the observed literature photometry as they use either larger slit widths or an aperture greater than the slit widths used here. Photometry of all the targets are sourced from the literature, and are provided in Table A in Appendix A.
Telluric standards were observed either just before or after each science exposure. They were observed in stare mode for short exposures, ∼10 s, due to their brightness. Flux standard stars were observed on approximately half of the evenings in offset mode (offset mode allows accurate sky subtraction to be performed).
Data Reduction
All data were reduced following standard procedures of the X-Shooter pipeline v0.9.7 (Modigliani et al. 2010) . Only one aspect is not included in the standard procedures and that is flux calibration. However, we do not require a flux calibration for the work presented in this paper, we focus instead on determining the spectral shape. This spectral shape is needed in the UVB arm; specifically across the Balmer Jump region where the difference between the U -band and B-band is required in order to measure any excess UV-emission. The analysis of the spectral lines and the derivation of their luminosities is deferred to Paper II.
Ordinarily, to obtain the correct spectral shape a flux calibration is performed using the observed flux standards of each night. However, as mentioned, flux standards were not observed on all evenings. A solution to this is to instead use the telluric standards, for which there is at least one per target, as a means of correction. This will ensure a uniform treatment to all of the targets. Caution should be noted of using non-flux standard stars for calibration; to mitigate any problems that could arise from this, consistency checks are made against the flux standards for the nights where they are available and will be discussed at the end of this section. For this method of spectral shape calibration accurate knowledge of the spectral type of each telluric is required. To ensure a homogeneous reduction we adopted our own spec- Similarly the top-right panel shows the observed telluric standard (green) and its expected spectra (dashed-black). The middle two panels show a division of the observed standard stars by their expected spectra from the top panels (blue and green). A two part curve (red) is also shown as a fit to this division. The bottom panel shows the result of applying the two fits from the middle panel to the target spectra (dashed-black). It can be seen that the two methods of correction are equivalent by lying on top of each other. All spectra have been arbitrarily scaled in order to be visible on each plot.
tral typing of each telluric in this work. This helps to minimise any reduction errors, and will also allow us to place a systematic error on this reduction method. Full details of the spectral typing, along with a discussion of how they compare with literature values, will be provided in Section 3. Once the spectral type is determined the observed telluric spectrum is divided through by a model atmosphere of the same spectral type in order to obtain an instrumental response curve. The model atmospheres adopted here, and throughout this work, are sets of Kurucz-Castelli models (Kurucz 1993; Castelli & Kurucz 2004 ) computed by Munari et al. (2005) , due to their small dispersion of 1Å over the UVB wavelength range (these will be referred to as KC-models hereafter). The resulting response curve from this division is then fit with two curves: one for the echelle orders where λ < 3600Å and another for the orders where λ > 3600Å. This is because the response at ∼ 3600Å is not the same between the two over-lapping echelle orders. Figure 1 shows the procedure of the above method, for a target star for which both flux standard and telluric standards were observed, and highlights the two different response curves intersecting around the U -band region in the middle panels. The figure also provides a consistency check by comparing the flux standard reduction, on the left, to the telluric standard reduction, on the right. The bottom panel of the figure demonstrates the similarity of both results with a difference of < 3% across the spectra. Larger deviations are seen between the two spectra close to 3000Å, due to low levels of counts. This region is not used in this work and can be disregarded. This same check is performed on other stars for which both a telluric and flux standard are available, and the maximum deviation observed is only 5% across the spectra. Overall, it can be seen that this method of using the telluric for instrumental response correction provides a satisfactory calibration of the data, and is therefore performed on all targets.
DETERMINING THE DISTANCE AND STELLAR PARAMETERS
Determining accurate stellar parameters is crucial for extracting an accretion rate, and for obtaining further information about the age, evolution, and ongoing processes in the environment around HAeBe stars. Many stars in this sample have had their stellar parameters determined previously, but this has often been done in smaller sub-sets using a variety of methods (Mora et al. 2001; Hernández et al. 2004; Manoj et al. 2006; Montesinos et al. 2009; Alecian et al. 2013 , see also the Appendix for additional references). For this reason a full treatment of determining stellar parameters is performed on the entire sample, in a homogeneous fashion, to provide better consistency between the stars. A comparison will also be made with the literature values to confirm the method employed; as most stars would be expected to have similar temperatures to the previous literature values. The determination of parameters is performed in a three step process: 1) Spectral typing is performed using the X-Shooter spectra to provide accurate limits on the effective surface temperature, T eff , and where possible the surface gravity too, log(g); 2) KC-models and the photometry are used to assess the reddening, AV , and distance/radius, D/R⋆, ratio towards the targets; 3) Finally, PMS evolutionary tracks are used to infer a mass, M⋆, and age (and other parameters if not determined yet). The stages of this process are now given in detail.
Temperature and Surface Gravity Determination
The first stage takes advantage of the large wavelength coverage and good spectral resolution of X-Shooter to perform spectral typing; allowing us to narrow down the possible T eff and log(g) of each target. This is done by following a similar method to Montesinos et al. (2009) , of spectral typing using the wings of the hydrogen Balmer series, and the continuum region 100-150Å either side of the lines. These lines are favoured due to their sensitivity to changes in T eff and log(g). Specifically, the Hβ, Hγ, and Hδ lines are used as they have the largest intrinsic absorption of the series, except for the Hα line. Hα is not used for spectral typing as it is often seen entirely in emission, with the emission being both the strongest and broadest of the Balmer series in HAeBes. This could in-turn affect the derived parameters. Therefore, fitting of models to the line wings is performed using the other lines in the series. To perform the fitting, each line is first normalised based on the continuum either side of the line. They are then compared against a grid of KC-model spectra, which have also been normalised in the same way using the same regions either side of the line. The resolution of the grid is set to be in steps of 250 K for T eff and 0.1 dex in log(g). The metallicity is kept at [M/H] = 0 throughout, although it has been shown that the choice of metallicity can affect spectral typing in HAeBes (Montesinos et al. 2009 ). The fit of the synthetic spectra to the observed spectra is judged using the wings of each line, and continuum features, where the intensity is greater than 0.8; the line centre is excluded as it can often be found in emission. This approach avoids the problems of both emission, and rotational broadening in the line. Figure 2 gives four examples of this fitting, highlighting the power for obtaining an accurate T eff and log(g), where many errors are as small as the chosen step size. However, despite this reliable technique, issues arise for two cases. The first, is that there is a non-linear relationship between the Balmer line width and the surface gravity for objects which have T eff < 8000 K (Guimarães et al. 2006) . However, for temperatures up to 9000 K there is increased uncertainty due to the large presence of absorption features, which make normalising and comparing different surface gravity scenarios increasingly difficult. For these reasons we do not constrain log(g) using the spectra for stars with a suspected T eff < 9000 K. The widths of the Balmer lines are tightly correlated to T eff and log(g), to the point where different combinations of the two can produce the same widths. However, this degeneracy can be broken when viewing the whole of the line profile and the absorption features within them (and also the photospheric absorption features outside of the wings).
The second issue concerns objects which display very strong emission lines; where the line strength is exceptionally strong across the Balmer series to the point where the width of the lines eclipse even the broad photospheric absorption wings. Extremely strong P-Cygni, or inverse P-Cygni, profiles can also affect the line shape in the wings. An example of extreme emission is shown in the bottom-right panel of Figure 2 , where none of the intrinsic photospheric absorption lines can be seen due to the emission. P-Cygni absorption is also present in this example further complicating any possible analysis of the wings. Objects, like the example just given, where both T eff and log(g) cannot be constrained by this method, will be treated separately on an individual basis and are detailed in Appendix B. The objects for which T eff has been constrained can have all of their parameters determined in the next two steps.
For the telluric standards the same above steps are applied. This is because they are well-behaved stars for which a T eff and log(g) determination is straight forward. These parameters are required for the data reduction discussed previously in Section 2.2. Figure 4 compares the temperatures derived in this work against previous estimates from the literature (see Table A in Appendix A). The temperature is chosen for comparison as it is a key stellar parameter which can be determined more readily than log(g), and its appearance in the literature is more frequent than other parameters (allowing a greater number of comparisons to be made). The majority of literature works provide a spectral type rather than a precise temperature so we assign an error of 10% for these. The figure shows over 95% of the stars are in agreement, within the errors. Also, the temperature determinations in Table 2 . Details of the derived stellar parameters. Stars for which a distance estimate from the literature is used, or if the star was moved to the ZAMS, are noted in the final column (Column 9, a legend is provided as a footnote). 
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−34 † -A literature distance is initially adopted to these stars, as log(g) cannot be determined from the spectra alone. * -Stars which have been placed on the ZAMS. References: (a) de Zeeuw et al. (1999) this work have been based on some of the best spectra available for these objects, which helps keep errors to a minimum. This serves as a justification for the homogeneous approach to determining temperatures and their use here, for both the target stars and the telluric standards alike.
Photometry Fitting
The second step of this process takes two directions: One case is where both T eff and log(g) could be determined from the spectra, and the other case is for when only T eff could be determined. In both cases fitting spectra of model atmospheres, based on the parameters determined in the previous step, to the observed optical photometry will be performed. The fitting will provide a level of reddening, AV to each star, and a scaling factor, D/R⋆, due to the fitting of surface flux models to observed photometry. An accurate temperature is paramount here in order to break any degeneracy of fitting models to the photometry.
To perform the fitting only the BV RI points are used; the U -band can be influenced heavily by the Balmer Excess, and no photometry long-wards of the I-band is used due to the possible influence of the IR-excess (which itself would require dedicated modelling). The B-band can also be affected in the cases of extremely large flux excess. Fortunately, these cases are rare and the change in the B-band magnitude would not significantly affect the fitting (the fitting is far more sensitive to the input temperature).
Another point to consider when looking at optical photometry is the effects of variability, as this has been observed in numerous HAeBes Oudmaijer et al. 2001; Mendigutía et al. 2011a; Pogodin et al. 2012; Mendigutía et al. 2013 ). However, variability information is not present for all of the targets, but we estimate that the calculated parameters will not be affected significantly if the photometric variation is less than 0.2 mag. In all cases we use photometry when at maximum brightness, as this best reflects the scenario where we are mostly viewing the stellar photosphere. So an assumption is adopted here that the photometry we use is predominately photospheric and not highly variable.
In order to fit the photometry a unique grid of KCmodels is set up based on the limits derived in step 1 for each star; the grid follows the same step sizes used in the previous step too. Log(g) does not have a significant effect on the fitting to the photometry, as the spectral shape is overwhelmingly dominated by the temperature. This allows log(g)=4.0 to be adopted and used in this step for the stars where log(g) could not be determined from the spectra; this value will be revised in the next step.
The models are reddened until a best fit to the photometry is achieved; the best fit being when the reddened SED shape of the model is in-line with the photometry. The dereddening is performed using the reddening law of Cardelli, Clayton & Mathis (1989) , with a standard RV =3.1, in all cases. It is possible that the total-toselective extinction may be higher, possibly RV = 5.0, for some of the stars in this sample based on previous analysis of HAeBes Manoj et al. 2006 ). However, the choice of RV will only affect the targest with the most extinction and the changes this will have on the stellar parameters and accretion rates are minimal due to the observed colour excess remaining the same. The majority of the targets have a mean E(B − V ) ≈ 0.4.
Returning to the fitting, the model is normalised to the V -band point by a scaling factor, which is (D/R⋆) 2 . This scaling factor arises from the fitting of models in units of surface flux to observed photometry. An advantage of knowing this scaling factor is that it allows either distance or radius to be determined provided the other is known. Figure 3 shows an example of the above fitting for the case of V1012 Ori, along with a dereddened version of the photometry and the model spectra. This object is shown as it demonstrates a clear IR-excess, a noticeable AV , and a U -band magnitude slightly higher than the KC-model spectra (possible Balmer Excess).
At this stage the techniques diverge between the stars for which a log(g) was determined, and for the ones in which it could not be. For the former no further action is taken in this step. For the latter a distance is adopted to the star based upon the location of the star on the sky and its possible associations with nearby star forming regions. The stars for which this is performed are noted in Table 2 ; the literature distances adopted and references are both provided in the same table (and also in Table A in Appendix A). An error of 20% is adopted for the distance, as this helps reflect the additional uncertainty on whether the star is truly part of the association, and the possible extent of the association. If the error is higher than 20% then the higher error is adopted instead. By adopting a distance to these stars a radius can be determined from the scaling factor. Then, combining this radius with the temperature, the luminosity is calculated by a black-body relationship of L⋆ = 4πR 2 ⋆ σT 4 eff (this calculation is equivalent to the sum of the flux under the KC-model multiplied by 4πD
2 ).
3.3 Mass, Age, Radius, and log(g) Determination
In this third and final step, the remaining stellar parameters are now determined through the use of PMS tracks. The PARSEC tracks of Bressan et al. (2012) are used for the majority of this step as they cover a mass range of 0.1-12M⊙, which encompasses all of the theoretical HAeBe mass range, and a metallicity is chosen of Z=0.01 (this is close to solar metallicity (Caffau et al. 2011) ). Additionally, two tracks from Bernasconi & Maeder (1996) are used for objects greater than 12 M⊙. Each track is of a fixed mass, with no accretion contribution, which evolves over time in T eff and L⋆ as the star contracts. As T eff and L⋆ change so do R⋆ and log(g) as a consequence. This allows each star to be plotted on either: a L⋆ vs. T eff set of tracks, for the stars where L⋆ is known from the adopted distance; or on a log(g) vs. T eff set of tracks, for the stars where both log(g) and T eff were determined from the spectra. For the first scenario a mass and age are extracted from the PMS tracks. Then, log(g) is calculated using this mass and the radius from the previous step. For the second scenario, luminosity, mass, and age are all extracted from the tracks. These can then be used to obtain a radius from the temperature and luminosity; or the mass and log(g), both choices are equivalent. Finally, using the D/R⋆ factor a distance can be determined. However, not all cases allow parameters to be extracted from the tracks. These few cases are where the stars are lo- Figure 2 . Examples of spectral typing for four targets are presented here. Each panel shows both the target spectra (grey), and a KC-model which denotes a good fit (red). The parameters for the KC-model are given for each fit. Also plotted is a dashed line, at 0.8 of the normalised intensity, which is used as a cut-off in the fitting. The two panels on the left show the cases for straight forward fit where there is no obvious emission. The figure in the top-right is a case where there is clear emission present; a good fit is still achieved. The bottom-right panel gives an example of one of the few objects which cannot be spectrally typed in this way due to extremely strong emission; this exceptional object, and others like it, are presented in detail in Appendix B.
cated below the zero-age main sequence, ZAMS. It should be noted that for a few of these cases, where the stars are only just below the ZAMS of the chosen tracks, then tracks relating to stars with a lower metallicity may be more appropriate. However, in general, it appears more likely that their placement is genuinely below the ZAMS and is due to the adopted literature distances used being incorrect; as their use provides small radii from the D/R⋆ ratio. The radius is deemed too small as it is less than the expected radius of a ZAMS star of the same temperature. Additionally, most of these stars have Diffuse Interstellar Bands, DIBs, in their spectra which suggest AV ∼ 0.5 − 2.0 mag (Jenniskens & Desert 1994) . Extinction due to DIBs follows a trend of ∼ 1.8 mag/kpc (Whittet 2003) . This suggests that the distances should be greater than the adopted values and should be revised. Previously, for these stars, the assumption had been made that the stars are associated with a star-forming region. It is now more probable from the spectral typing and position of the stars in relation to the PMS tracks, that some of the distances chosen are not valid i.e. the star may not be associated with the chosen region. Also, the spectrally determined T eff is more likely to be correct as it comes form spectra which has been directly observed from the star itself, opposed to a distance inferred from a possible association. A solution to this problem is calculating new distances to these outlier targets; ones which provide more sensible radii and agree with the spectrally determined temperature. To do this the stars are placed on the ZAMS at a point appropriate for their derived temperature; essentially, this is a lower limit to the luminosity of the star. This provides values of L⋆, R⋆, M⋆, and an age. With the new ZAMS radii, revised distances are calculated from D/R⋆. All objects affected by these ZAMS changes are noted in Table 2 . At this point all basic stellar parameters, relevant to this work, have been determined.
BALMER EXCESS MEASUREMENTS
With knowledge of the stellar parameters obtained for all targets a measurement of the Balmer Excess, ∆DB, can now be made. ∆DB is defined as the excess in flux above the intrinsic photospheric flux, seen across the Balmer Jump region (this region spans the wavelength range where the hydrogen Balmer series reaches its recombination limit ∼ 3640-3680Å). The UV-excess is weaker, in terms of energy, in lower mass stars, but is more readily visible due to their cooler photospheres, on top of which the excess can be seen. This UV-excess has been measured in both brown dwarfs ( Initially the observed spectrum (dashedblack) and the intrinsic spectrum (red, a KC-model matching the spectral type of the target) have been normalised to 4000Å. Continuum points are selected from these between 4000-4600Å (shown as blue points). A ratio of these are provided in the bottom panel and they are fitted by a reddening law, which is extrapolated to 3600Å. This level of reddening correction is then applied to the original spectrum, with the result plotted in the top panel (grey). The SED of the model and the corrected spectra are now exactly the same between 4000-4600Å, allowing measurement of the Balmer Excess to be performed using only the region around 3600Å.
∆DB in HAeBes stars can be explained within the same context Donehew & Brittain 2011; Mendigutía et al. 2011b; Pogodin et al. 2012) . We aim to further our understanding of accretion in HAeBes by testing accretion within the context of MA to a large sample of HAeBes; this includes numerous HBe stars for which little investigation has been done. The Balmer Excess is defined as:
where, (U − B)0 is the intrinsic colour of the target and (U − B) dered is the dereddened observed colour index. Detailed below are the two best methods of measurement.
Method 1 -Spectral Matching: Single Point Measurement
The first approach to measuring ∆DB uses the spectral region of the the UVB arm from 3500-4600Å, and adopts the same techniques employed by Donehew & Brittain (2011) . This method requires the spectrum of the target to be compared against the intrinsic spectrum of a star of the same spectral type. The KC-models mentioned earlier are used here as the intrinsic star spectra. Following the calibration in Section 2, the spectrum of each target shows the correct, reddened spectral shape. This allows both the target and model spectra to be normalised to 4000Å, while preserving their spectral shape. Next, a correction for reddening present in the observed spectra is performed. To do this, the difference between the measured continuum of the target and the model between 4000-4600Å is fitted by a reddening law (the reddening law of Cardelli, Clayton & Mathis (1989) is used here). This also provides a best-fit AV . Extinction cor-rection is applied to the whole spectrum, while maintaining the 4000Å pivot point for this correction. The result of this method is that the spectral shape of the target is adjusted such that the slope between the intrinsic model and the target spectrum now match. The success of this normalisation is independent of the amount of extinction towards the star Donehew & Brittain 2011) . Fig 5 shows the application of this spectral slope matching technique along with an example output.
To perform the measurement of ∆DB attention must be drawn back to Equation 1, where the magnitudes are now converted into a flux:
where F is the flux, with subscripts denoting the corresponding wavelength region, and the superscripts are: the intrinsic flux -denoted 'phot', and the dereddened flux -denoted 'dered'. For these measurements the fluxes are monochromatic. Now, consider the fact that the observed, dereddened flux includes an accretion contribution, such that
U . This allows the above equation to be written as:
This equation can be reduced through the use of a normalisation factor α norm , where (F
. This normalisation across the B-band is performed automatically by matching the slope of the spectrum of the target to the intrinsic spectrum's slope (see the steps mentioned earlier). In essence α norm represents a reddening law. This gives us the final form of the ∆DB equation:
By these definitions, the F phot,norm U + F acc,norm U is just the flux observed from the target spectra, and F phot U can be taken from a KC-model of the same spectral type. Since the spectrum obtained is of medium resolution we adopt a narrow, monochromatic, range over a typical broadband filter to represent the U -band magnitude. This also gives us better precision in measurements. The wavelength region of measurement is 3500-3680Å. This is chosen as it is beyond the Balmer recombination limit. However, two of the echelle orders of X-Shooter overlap in this region, and the SNR in an echelle order decreases as wavelength decreases. Therefore, to minimise errors, the 3500-3600Å region from echelle order 21 and the 3600-3680Å region from echelle order 20 are measured and combined to give the most accurate result.
Method 2 -B-Band Normalised, Multi-point Measurements
An alternate method of measuring ∆DB is given by Mendigutía et al. (2013) , which also does not require the reddening towards a star to be known. This method covers a larger wavelength range, requiring measurements of both the U -band and V -band points. These two points are measured from the observed spectra and a KC-model of the same spectral type (the same model as in method 1), after normalisation to the B-band. Rather than correcting for AV , as in the previous method, reddening independence is achieved by expanding Equation 1 and substituting in an expression for each reddening component: A λ = AV (k λ /kV ), where A λ and AV are the extinction at any given wavelength and in the V -band, respectively. Similarly, k λ and kV are the opacities for any given wavelength and the V -band, respectively. Applying the expression for AV to Equation 1 gives:
The superscript 'int' refers to the intrinsic magnitudes (from a KC-model in this case) while the superscript 'obs' refers to the observed magnitudes (from the observed spectra). The values of the opacities are determined by the reddening law adopted. The reddening law of Cardelli, Clayton & Mathis (1989) is used here with an RV =3.1, providing kU /kV = 1.57 and kB/kV = 1.33. To remove the AV term the relationship between AV and colour excess needs to be used:
. At this point it should be noted that the method is now reddening independent, since AV has been removed, but remains dependent on the reddening law adopted, as this affects the opacity ratios. This new form for the Balmer Excess is:
which can be expressed in terms of flux, instead of magnitudes, as follows:
where α norm has been added and is a normalising factor for the B-band, as seen in method 1, but the normalisation is instead performed such that the spectra will be unity at 4400Å. Note that all these fluxes are considered monochromatic, with centres at the usual Johnson UBV wavelengths. This normalisation allows the equation to reduce to its final form:
in this form it can be seen that only four points need to be measured in order to obtain ∆DB (two from the target spectra, two from the model).
Comparisons and Checks
The two methods used are similar but have some subtle differences. One, is that the central wavelength for the B-band normalisation is different between the two; it is centred at 4000Å for method 1, and is centred at 4400Å for method 2. . This shows a comparison of a pseudo-A V , extracted from the method 1 measurement of ∆D B depending upon how much the spectra was adjusted, against the A V determined from the photometry fitting in Section 3.2. The solid black line is the line of correlation, while the dashed lines are 1σ deviations, of 0.60 mag from this. Only 8% of the targets are outside 2σ; these ones often have the largest A V values (these will be discussed in the text). Errors in the photometric A V are typically 0.05-0.15 (about the width of the points), and are given in Table 2 .
The next difference is that method 1 performs a reddening correction using a section of the observed spectrum and relies on matching this to a stellar model. On the other-hand, method 2 avoids having to make a reddening correction by incorporating the adopted reddening law into the equation for ∆DB, and applies this over a much larger spectral region. Also, both approaches have been adapted from a definition which was based on broadband photometry. Therefore, some checks need to be made to see whether both approaches are comparable to each other. The first check is between how the AV values determined in Section 3, compare with the AV values extracted from method 1; as the fitting between 4000-4600Å can be used to infer an AV value. Figure 6 displays this comparison. In the figure the standard deviation between the two is found to be 0.60 mag, and is represented by the dashed black lines. Within this 1σ interval 79% of the sample are included. This helps to highlight that the majority of the sample are tightly correlated while the outliers are more extreme and actually skew the standard deviation towards them. There are 7 stars showing differences greater than 2σ from the mean. One of these is VY Mon which has the lowest SNR of the objects in the blue because it is very extinct. This makes the spectral shape adjustment more difficult and less accurate than other targets. The other outliers often have large AV and/or large ∆DB values. This is not entirely unexpected as a significant excess can affect the SED shape of the spectra, which would complicate both photometry fitting and the spectral Table 3 .
shape adjustments performed. In general, for HAeBes this is less likely as they are already very hot and the excesses need to be very strong to significantly affect the SED. One source of discrepancy lies in how the photometric method is coarse but covers the BV RI points, while the spectral method covers a very narrow wavelength range of 4000 -4600Å, but with a greater accuracy in that region. The photometry used is also not simultaneous with the spectra; variability could therefore also play a role in the differences. Ultimately, this scatter is quite low with few outliers; this is more than acceptable considering the above factors and the standard reddening law adopted in both cases.
The next check is to see how ∆DB varies between the two methods of measurement; Figure 7 shows the comparison. There is a systematic offset of ∼ 0.02 towards method 2 producing higher values, while the standard deviation of scatter between the two methods is ∼ 0.04 mag. These differences are less than the systematic error on measurements. Since the original ∆DB equation, Equation 1, can be seen to contain a dereddened term, the differences can be mostly attributed to how the reddening corrections are made in each case; though the normalisation of the spectra and points of measurement also influence the result. The method 1 covers a small wavelength range of 3600 -4600Å, of which only the 4000 -4600Å region is used for the reddening correction. This means that this approach is not particularly sensitive to a given reddening law due to the small wavelength range it covers, and can be deemed reddening independent for low levels of extinction (AV < 10). On the other hand, method 2 depends more upon the adopted reddening law than method Pogodin et al. 2012) . The difference in temperature between the two sources is calculated as a percentage of the total stellar temperature (cooler temperatures than the literature are white, while hotter ones are black). The size of each symbol reflects the difference in log(g) measured. Overall the largest deviations in ∆D B are for the objects with the greatest differences in stellar parameters.
1, because it covers a larger wavelength region of 3600 -5500Å. Depending on the RV selected the resulting opacity ratios, seen in Equation 6, can change substantially, which in turn alters the measured ∆DB. Changing RV in method 1 does not noticeably affect ∆DB, for low AV values, as it is always the spectral profiles which are being matched. Through this matching the AV used will change to retain the SED shape and keeps ∆DB the same. Returning to the figure, a few outliers can be seen between the two methods; the majority of these are objects with high extinction, or which were identified as having a discrepant AV between the photometric method and the spectral method in which they were determined.
Overall, consistency is apparent between the methods employed here as the majority of measurements from each method lie within the errors of each other (see Table 3 ). Based on the above analysis, we deem the methods equivalent. Therefore, in each case an average of the two will be taken for the final result; unless one method has a lower measurement error, then that method will be favoured over the other (this can occur depending on emission lines in both the measurement and normalisation regions). The ∆DB value for each star, along with the errors and method(s) used to obtain it, are detailed in Table 3 . The errors given in ∆DB appear large when compared with the value of ∆DB itself. It should be noted that the detections are above 3σ and the enhanced errors are mostly due to taking the logarithm of a ratio, see Equation 1, where an error of 1% in the continuum detection can translate to more than a 30% error in ∆DB (depending upon how small the difference is between the intrinsic and observed spectra).
A comparison of the ∆DB values determined in this work versus previous values published in the literature is shown in Figure 8 , as a consistency check. The majority of the measurements are clustered at values < 0.4 mag, with literature values showing a slightly larger spread in ∆DB than our sample. The main source of deviation between this work and the literature can be attributed to the T eff and log(g) parameters used for each star; as these differ so will the intrinsic spectra form which ∆DB is measured. The figure shows this clearly with a number of objects having deviant ∆DB and stellar parameters, where the largest variations in ∆DB are indeed the stars with the largest changes in T eff and log(g), compared to the literature values. However, there is one star whose deviation in ∆DB cannot be explained by the changes in T eff and log(g) alone. Instead, the deviations may also be compounded by genuine variability of the star and/or accretion rate. Such variability can be seen within the literature, and in single stars themselves (Pogodin et al. 2012; Mendigutía et al. 2013) . Additionally, intrinsic features in the spectra can contribute to differences too; the approach in this manuscript uses monochromatic points from spectra, whereas the majority of comparison stars primarily use broad-band photometry. Overall, the majority of sources are in common, within the errors, and most discrepancies can be explained by the adoption of stellar parameters.
ACCRETION RATES
Accretion rates are an important parameter of pre-main sequence stars. They provide an insight into how the stars are evolving, along with the impact this will have on disc-star interactions, and may even have repercussions on planet formation.
Magnetospheric Modelling
In this work the measured ∆DB is used to calculateṀacc using accretion shock-modelling within the context of MA. This theory is adopted in order to test its applicability to a wide sample of HAeBes. The main assumption here is that the excess flux visible over the Balmer Jump region is produced by shocked emission from an in-falling accretion column. A detailed description of the magnetospherically driven accretion column and shock-modelling is given by Calvet & Gullbring (1998, hereafter CG98) , while a description of its application to HAeBe stars is given in Muzerolle et al. (2004) and Mendigutía et al. (2011b) . Here we summarise the key points of those papers and detail how they work in regard to this sample.
Firstly, the magnetic field lines of the star interact with the disc and truncate it at the truncation radius, Ri. It is generally accepted that the truncation radius is close to, or inside, the co-rotation radius, Rcor, (Koenigl 1991; Shu et al. 1994, CG98) . For this work Ri is chosen to be 2.5 R⋆, as this has been shown to be an appropriate value which is often less than Rcor Mendigutía et al. 2011b ). Figure 10 . This figure shows KC-model atmospheres (red) for a 10000 K star, on the left, and a 20000 K star, on the right. In both cases F =10 12 erg cm −2Å−1 and log(Ṁacc)=-6.5. These allow the accretion flux (black, dashed) to be calculated. Adding this flux to the intrinsic photosphere provides the observed spectra (black, dotted). This spectra is then normalised to 4000Å (grey), so that its continuum matches the intrinsic between 4000-4600Å, allowing ∆D B to be measured via the method 1 approach. The resulting ∆D B values are given in the plot, demonstrating how they vary depending on the temperature of the star.
Rcor can be smaller than the adopted 2.5 R⋆, as is the case is for fast rotators, but this will not affect the derived accretion rate significantly i.e. for a very small truncation radius of Ri=1.5 R⊙ the resulting accretion rate would be less than a factor of two different from one where Ri =2.5 R⊙. At the truncation radius material is funnelled by the field lines and falls at speeds close to free-fall towards the stellar surface, where it shocks the photosphere upon impact. The velocity of the infalling material, vs, is given as:
The velocity can be related to the accretion rate via the density. This is becauseṀacc is flowing at the same rate as the velocity through an accretion column, which also covers a given area of the star. Therefore, the density can be expressed as:
where A is the area of the star covered by the accretion column, defined as A = f 4πR 2 ⋆ , and f is a filling factor such that f = 0.1 would be 10% surface coverage. The filling factor is required as we consider the accretion to be funnelled though a column, rather than being evenly distributed over the entire stellar surface. Putting this in terms of energy, the total inward flux of energy of the accretion column is:
This amount of energy is carried into the column and must be re-emitted back out of the star (see CG98 for details on this energy balance). This means the total luminosity from the accretion column, as given in CG98, can be written as:
where F⋆ is the intrinsic flux of the stellar photosphere, Lacc is the accretion luminosity, and ζ = 1 − (R⋆/Ri). The accretion luminosity is defined as Lacc = GṀaccM⋆/R⋆.
As shown in Mendigutía et al. (2011b) , the column luminosity is L col = F col A, where F col is the flux produced by the accretion column. This total amount of flux can be expressed as a blackbody function, where F col = σT At this point the unknowns are f , F , T col , andṀacc. T col has just been shown to be governed by the amount of energy flowing onto the photosphere, F , and by the temperature of the photosphere itself, T⋆. For each star T col is determined using the temperatures we derived, and by fixing F = 10 12 erg cm −2Å−1 , as this has been shown to provide appropriate filling factors of 0.15 in the majority of cases in HAeBes studied so far Mendigutía et al. 2011b ). This leaves only f andṀacc remaining.Ṁacc can be determined from ∆DB by making use of the equations above; for which there is a unique ∆DB vs. Macc combination for each star due to its stellar parameters. To obtain this curve,Ṁacc values are tested between 10 −3 -10 −10 M⊙yr −1 . With F fixed, and all the other stellar parameters known, the filling factor corresponding to eacḣ Macc value is found through the following equation (which Figure 9 . The relationship between ∆D B andṀacc is shown here, for a series of stars with different temperatures (labelled in the legend). The stellar parameters used for each case are ones typical for a ZAMS star of the temperature in question. It is apparent that the same ∆D B value would result in a higher accretion rate in hotter stars. The filled circles display the point at which f =0.1, where the accretion column covers 10% of the surface. Similarly, the filled diamonds are where f =1.0 (full coverage). In all cases F =10 12 erg cm −2Å−1 .
is a rearrangement of the 2 nd and 3 rd terms in Equation 12):
The T col determined previously is used to make a blackbody, which represents the accretion hotspot, and multiplying this by f gives the excess flux. The excess flux is then combined with a KC-model, determined using the relevant stellar parameters. From this, ∆DB can be measured. This is repeated for allṀacc and f combinations. The result provides a unique ∆DB vs.Ṁacc curve, which the accretion rate can be read from. Figure 9 gives the ∆DB vs.Ṁacc curves for a series of different temperature stars (for simplicity in the figure their other parameters are taken from the ZAMS). The figure demonstrates how the same ∆DB, measured in two different temperature stars, can refer to wildly differing accretion rates. Also, the T=10000 K curve has the highest ∆DB value as the size of the Balmer Jump peaks at around this temperature. Figure 10 demonstrates the same concept of ∆DB vs. Macc changing as a function of temperature, as shown by the curves in Figure 9 . Although, this figure also highlights how the excess flux impacts the appearance of the spectra too. There are two cases in the figure, one for a star of 10000 K, and the other for a star of 20000 K. It can be seen forṀacc = 10 −6.5 that the resulting ∆DB changes from 0.41 for the 10000 K star, to only 0.17 for the 20000 K star. This is why the calculation of separate ∆DB vs.Ṁacc curves, for each star, are crucial. It also demonstrates that the SED shape is not significantly affected by the excess longwards of 4000Å, which means that the approach of methods 1 and 2 remain valid (as does the photometry fitting). Table  3 contains theṀacc values for each star using an individual curve for each star.
Literature Comparisons
Comparisons ofṀacc derived in this work are made against previous detections in HAeBes and CTTs. In the first comparison, Figure 11 places this sample against other stars from the literature in whichṀacc has also been determined directly using ∆DB. For the HAes, ∼10000 K and lower, the range in this work appears similar to previous works, witḣ Macc spanning from anywhere between 10 −8 -10 −5 M⊙yr −1 , with the exception of one star at ∼ 10 −3 M⊙yr −1 (Z CMa, which is likely a very young HBe star based on it's mass of 11 M⊙ ). The HBes closest to the HAes show a similar range in magnitude of 10 −7 -10 −4 M⊙yr −1 . The scatter then decreases once the temperature has increased beyond 20000 K, whereṀacc spans 10 −6 -10 −4 M⊙yr −1 . This decrease can be partially attributed to a detection effect, as the temperature of the star increases the observable ∆DB will decrease. Therefore, if the temperature of the star is very high then low accretion rates will be undetectable via the Balmer Excess method. This is supported by the ∆DB vs. log(Ṁacc) curves in Figure 9 . Returning to Figure 11 comparisons are also drawn against previously published accretion rates. The Mendigutía et al. (2011b) sample has a slightly larger scatter showing someṀacc detections below our findings, this can again be attributed to detection limits in this work. But it can also be seen that there are many stars in Mendigutía et al. (2011b) which have accretion rates about an order of magnitude higher than our findings. The exact reason for the discrepancies is unknown, but it is likely to be a combination of the two different types of dataset, spectra and photometry, and the different methods of measurement used i.e. the photometric method requires dereddening to be performed prior to measurement of ∆DB. Variability may also play a role.
Comparing our results with the work of Donehew & Brittain (2011) we find a systematically higher accretion rate for objects hotter than 10000 K, the HBes, of around 1-2 orders of magnitude. This can be attributed to their adoption of a single ∆DB vs.Ṁacc relationship for all of their objects. Whereas in this work, the relationship between the two has been calculated on an individual basis for each star, based on its stellar parameters (see Figure 9 ). Therefore, they are not directly comparable.
A comparison is made ofṀacc vs. M⋆ in Figure 12 , which includes literature values too. More specifically, this comparison looks at how the results of this sample compare to the HAeBes from Mendigutía et al. (2011b) , along with a look at lower luminosity CTTs from Natta, Testi & Randich (2006) . A trend is seen of increasing accretion rate with increasing stellar mass; the fit shown in the figure giveṡ Mendigutía et al. (2011b) . However, it can be seen at around the HAe mass range, of ∼ 1-2.5 M⊙, that there is a dip in the trend. Whether this is due to the physical mass of the stars, or is an observational effect from different sample is unclear. This dip will be discussed further in Section 6.4 in regard to the HAeBes of this sample. An investigation into the meaning of this dip, and how the relationships behave in CTTs and HAeBes, is presented in a dedicated paper by this group to the topic (Mendigutía et al. 2015) . Overall, the figure shows a trend that covers a large mass range spanning low mass CTTs to high mass HBes, with only some slight deviation in the HAe mass range. This trend in the data shows a scatter of around 2 dex in Lacc throughout the luminosity range covered; this scatter is comparable to the scatter inṀacc shown in Figure 11 .
In total, accretion rates, and therefore accretion luminosities, have been calculated for 81 stars in the sample. Their values are seen to agree with previous literature estimates of accretion in HAeBes. The accretion rates obtained are observed to increase with both temperature and luminosity; this trend is seen in the literature for CTTs and HAeBes alike.
DISCUSSION
Overall Results
∆DB is clearly detected in 62 of the stars, while a further 26 stars have upper limits placed on them. The remaining 3 Figure 14 . The left panel shows all the stars for which log(g) and T eff could be determined from the spectra. These are translated into an HR-diagram in the right hand panel. In both panels the colour of the points reflect the strength of the accretion rate determined in each star; dark-blue symbols are the strongest accretors while light-red ones are the weakest accretors. The squares denote objects wherė Macc is an upper limit. The PMS evolutionary mass tracks of Bressan et al. (2012) and Bernasconi & Maeder (1996) are also plotted as solid grey lines, and are labelled according to mass. Stars which were moved onto the ZAMS are not included in this plot.
stars are measured as having a negative or zero ∆DB. The possible reasons for this for each star are now discussed: V590 Mon is observed to have ∆DB = 0 within the errors, which is acceptable as it may not be accreting; PDS 281 has been listed previously as a possible evolved star (Vieira et al. 2003) , as such the parameters derived in this work may be incorrect based on our assumptions, and if it is evolved it is unlikely to be accreting; HD 94509 has very narrow and deep absorption lines in its spectrum which suggest it is a super-giant star with a low log(g), as supported by past observations (Stephenson & Sanduleak 1971 ), while such low values are not covered by our adopted model atmospheres. Futher investigation into the accretion properties of these 3 stars through emission lines will be presented in a future paper by the authors, though their questionable nature as PMS objects should be noted.
There are 7 objects for which the measured ∆DB value cannot be reproduced though magnetospheric accretion shock-modelling, using the method we adopt. This is because the appropriate ∆DB vs.Ṁacc curve calculated for each of the stars, based on its stellar parameters, cannot reach the observed ∆DB before a 100% filling factor is achieved (see Figure 9 for the points at which a 100% filling factor is seen for different temperatures). Within this subset, 3 stars have a very large ∆DB of > 0.85 (PDS 133, R Mon, and DG Cir), 3 have temperatures exceeding 20000 K (HD 141926, HD 53367, and HD 305298) , while the final star lies in between these two scenarios having a strong ∆DB value and is mid-B spectral type (HD 85567). These stars are all HBes.
Additionally, there are 12 stars whose measured ∆DB are modelled by filling factors of greater than 25% of the stellar surface. This is allowed, but it is an unusual occurrence under MA (Valenti, Basri & Johns 1993; Long et al. 2011) . A filling factor greater than 1 is an unphysical value, as it implies that the accretion column covers more than the total surface area of the star. This suggests that the MA scenario adopted here needs to be revised, or discarded, for the stars with unphysical filling factors. Caution should be exercised when considering theṀacc values of stars with high filling factors. This amounts to 9% of ∆DB detections being non-reproducible though the adopted MA shock-modelling, with a further 15% having unusually high filling factors. All of this gives a possible indication that MA may not be applicable in all HAeBes; particularly for stars with a large ∆DB, or which have high temperatures i.e. the HBes. The remaining 76% can be fitted successfully within the context of MA.
HR-diagram
Using the spectra, log(g) could be determined for the majority of the sample in addition to T eff ; for these stars their stellar parameters were determined using PMS tracks. Their placement on these tracks confirms the young nature of these stars and is shown in Figure 14 , in the left-hand panel, while the right-hand panel shows the corresponding HR-diagram. The stars which required revised distances to be calculated for them (see Section 3.3) are not included in Figure 14 as their placement is artificial compared to the other stars. A large proportion of the sample are clustered between 2-3 M⊙, which is likely caused by a combination of two effects. The first being that lower mass sources are more numerous, as described by the initial mass function, IMF, (Salpeter 1955). The range of masses determined in this work agrees fairly well with a typical Salpeter-IMF distribution, particularly when considering the selection criteria (the criteria skews our sample towards high mass objects, as these are the ones of greater interest in this work). Table 4 shows the comparison of the mass distribution in this work versus the distribution given in Zinnecker & Yorke (2007) for a typical IMF function.
The second aspect, which may be contributing to the clustering, is a visibility effect due to low mass stars being more evolved and less extinct than younger high mass stars (as predicted by a comparison between the KelvinHelmholtz time-scale and the free-fall time-scale). This second point is supported by the AV values measured in this sample where, in general, the lower mass objects tend to have lower AV values. However, it should be noted that a high AV does not necessarily mean that the HAeBe has a high mass, as many low mass stars of young ages also have high extinction values (e.g. V599 Ori has an AV = 4.65, but only has T eff = 8000 K and M⋆ = 2.5 M⊙). Another point to note is that clustering of the stars in the figure could be attributed to the stars actually belonging to the same cluster. The main star forming regions in which some of the HAeBes in this work appear to be associated with are the Orion-OB1, Mon-OB1, CMa-R1 and Sco-OB2 regions (de Zeeuw et al. 1999; Shevchenko et al. 1999; Dahm & Simon 2005; van Leeuwen 2007) . Since the regions are located at fixed distances, clustering of luminosities will occur if the stars are of similar spectral type. It is worth noting that the number of stars in each mass bin of a cluster is governed by the initial mass of the cloud in which they form. By looking at just a few star forming regions we naturally get clusters of similar mass stars in each one; resulting in clustered regions in an HR-diagram. However, only a small number of distances are adopted from the literature as an input parameter in this work, and they are drawn from various catalogues and regions on the sky. The spread on the HR-diagram can simply be attributed to relatively low number statistics.
Age
Next, the ages of the stars are investigated. Generally for PMS stars, the higher the mass, the younger the object is. Figure 15 shows age against temperature (T eff is roughly proportional to M⋆ for MS stars, and stars close to the ZAMS). The plot shows an inverse relationship between age Figure 15 . The PMS tracks in Figure 14 are used to obtain an age for each star. The ages determined are plotted here against the temperature of the star. The plot shows how the older stars are always the cooler stars i.e. the ones with a lower mass, which evolve towards the main sequence slower than their high mass counter parts, as expected. However, all of the hottest objects, T⋆ > 20000 K, are seen to be the youngest ones, age< 0.5 Myr. Some cool and young stars are also present, which are likely to be in the early stages of their PMS evolution. and temperature where increasing temperature results in younger ages. This is as expected as the hot objects, which evolve faster, will move away from the PMS stage of their lives quicker than the lower mass stars, allowing the higher mass stars only to be seen at an early age. This point is worth stressing when it comes to looking at HAeBes statistically, as the HBes will always be much younger than the majority of HAes, but they can also be much closer to the main sequence, as this is relative to their mass. Figure 16 shows howṀacc changes with the age of a star. As the age increases the accretion rate diminishes, much like what has been seen for the temperature. A fit to the data provides a relationship ofṀacc ∝ t −η , were t is the age in Myrs, and η = 1.92 ± 0.09. The figure also shows the stars split into separate mass bins too. A fit to just the HBes, where M⋆ > 3 M⊙, obtains η = 1.93 ± 0.24, which is very similar to the result for all of the HAeBes, only slightly offset. However, for the HAes alone in this work a much steeper relationship is obtained of η = 4.06 ± 0.53. The HAeBes as a whole, and the HBe case, agree with the HAeBes investigated in the work of Mendigutía et al. (2012) , where the authors obtain η = 1.8. For CTTs a relationship has been observed where η = 1.5-2.8 ). This range also encompasses the case for the HAeBes as a whole, and the HBes. However, more recent studies suggest that the relationship for CTTs is actually lower than this, where η = difference in theṀacc ∝ t −η relationship between the CTTs and the HAeBes. Some caution should be noted for the ages of the HBes as their ages are less accurate than the HAes, since the HBes are younger. In particular, there are some stars which are suspected to have ages < 1 Myr, the uncertainty in the ages of these stars are taken into account in the fitting.
Overall, these relationships indicate thatṀacc could be an evolutionary property of HAeBes, which decreases as the star evolves; possibly accreting all of its material or dispersing its disc with time. Modelling of disc dispersion through photoevaporation suggests that the disc lifetimes are indeed shorter for more massive stars (Gorti & Hollenbach 2009 ). This offers an explanation for the steep exponent observed in the HAes, in which we could be observing the transition stage of disc dispersion as they approach the main sequence, resulting in a decreased accretion rate. The HBes, on the other hand, are younger and may not be dispersing their disc yet, which allows them to retain a more shallow relationship betweenṀacc and age.
Accretion Rate vs. Stellar Parameters
Moving on from the age, the next natural questions are: how isṀacc related to the stellar parameters of the star; and are they influenced by it or vice-versa? In Figure 17 a comparison is made betweenṀacc and T eff . The scatter inṀacc remains constant at about 2 orders of a magnitude through- Figure 17 .Ṁacc is shown versus T eff in a log-log plot here, whereṀacc appears to be increasing steadily with increasing temperature. The red squares denote upper limits. The outlier at log(Ṁacc) ∼ −3.0 and log(T eff ) ∼ 3.95 is Z CMa.
out. There is one object, Z CMa, which can be seen as an outlier from the general scatter. This star is cool, 8500 K, very massive, M⋆ = 11 M⊙, and has a very large Balmer Excess, ∆DB = 1.05. Its placement on the HR-diagram and PMS tracks puts it at a very early stage of evolution, in which it appears to be able to accrete at great rates. This star appears to be an exception to the majority of other stars and is excluded in all fitting because of this. The overall trend is thatṀacc increases steadily with temperature; the temperature of a star is generally proportional to its mass leading to the next relationship. Figure 18 compares the log(Ṁacc) vs. log(M⋆) relationship, along with a series of fits to the data. In the figure the stars are split into two groups, the HAes and the HBes, which comprise 60% and 40% respectively of the total sample (the split between the two regimes is made at 3 M⊙). A best fit to the HAes is made oḟ . Although, the exponent for the HAeBes as a whole obtained in this work is slightly shallower than Mendigutía et al. (2011b) , this could be attributed to Figure 18 .Ṁacc versus M⋆ is plotted here, for all stars in whichṀacc could be determined. The stars are split into HAes (as triangles, where M⋆ < 3 M ⊙ ) and HBes (as squares where M⋆ > 3 M ⊙ ). Upper limits are denoted as the points in red with downward arrows from them. Separate fits are made to the HAes, HBes, and the group as a whole, of the formṀacc ∝ M a ⋆ , where a is found to be 8.59±1.46, 2.82±0.51, and 3.72±0.27, respectively. A discussion of the fits is provided in the text.
our sample containing more HBes. Overall, it is apparent that HAeBes have higher accretion rates and a steeper relationship to M⋆ than CTTs. This could be due to HAeBes being younger stars, which are in earlier stages of accretion. The different relationships observed between HAes and HBes, could be due to the HAes crossing into a transitional disc phase, in which accretion rates may be lower (see the discussion above in Section 6.3). This is also possible due to the HAes having a longer stage of evolution compared to HBes.
Alternatively, luminosities can be compared against each other instead of masses; Figure 19 shows the luminosity plot of log(Lacc/L⊙) vs. log(L⋆/L⊙). A best fit to all the HAeBes is found of Lacc ∝ L 0.97±0.06 ⋆ . This fit is in agreement with the work of Mendigutía et al. (2011b) , where these authors also found a shallower relationship for HAeBes of Lacc ∝ L . Upper limits are denoted as the points in red with downward arrows from them. Separate fits are made to the HAes, HBes, and the group as a whole, of the form Lacc ∝ L a ⋆ , where a is found to be 1.15 ± 0.20, 0.85 ± 0.12, and 0.97 ± 0.06, respectively. A discussion of the fits is provided in the text. Table 5 is provided as a condensation of the various accretion relationships extracted from the graphs. It demonstrates clearly the changes between the different mass groups when looking at accretion as either a function of mass, luminosity, or age.
CONCLUSIONS AND FINAL REMARKS
To conclude, we have presented the largest spectroscopic survey of HAeBes to date, obtaining the following results:
• Basic stellar parameters are determined for the whole sample, in a homogeneous fashion, by initially constraining T eff and log(g) using some of the best spectra available for these stars. As such, the parameters are more consistent between objects, while only a handful of objects require specialist treatment. The findings are in agreement with previous works in the literature.
• A UV-excess, ∆DB, is clearly detected in 62 stars of the sample, with upper limits allowed on a further 26 stars. Macc is determined for 81 of these stars through modelling within the context of magnetospheric accretion. However, 7 of the ∆DB detections cannot be reproduced in this context. These 7 stars are all HBe stars, often with very large ∆DB values of > 0.85, or high temperatures exceeding 20000 K. This suggests a possible breakdown in the MA regime for HBes, particularly for early-type HBes.
• A clear trend is observed ofṀacc increasing as a function of stellar mass. The relationship obtained is a power law . This is a steeper law than previously observed in CTTs, which is onlyṀacc ∝ M 2.0 ⋆ . We interpret this increased exponent, in the relationship betweenṀacc and M⋆, for HAeBes as a possible combination of them being younger and therefore more active in formation than older CTTs. Deviations are seen between the HAes, whereṀacc ∝ M . An explanation could be that the HAes are crossing into a transitional disc phase, in which accretion rates may be lower.
• There is also a trend between the accretion luminosity and the stellar luminosity, which is found to be Lacc ∝ L 10.97±0.06 ⋆ for the sample. This is lower than found in CTTs where Lacc ∝ L is seen in the HBes. This demonstrates that the stellar luminosity of a star appears to be a good indicator of the accretion luminosity for a huge range of stellar luminosities, upto the HAe mass range, but there may be deviations in the HBe mass range.
• A trend is also seen in the HAeBes between the age of the star andṀacc, where the accretion rate decreases with increasing age, characterised by the formṀacc ∝ t −η , with η = 1.92 ± 0.09. This implies that the accretion rate decreases as stars approach the main sequence. However, this result is affected by two factors. The first is the most massive stars, with the higher accretion rates ,are only observable at young ages due to their rapid evolution. Secondly, the less massive stars have a longer PMS lifetime, which could allow their accretion rate to diminish within this time. These factors could explain the change in the relationship for the HAes case where η = 4.06 ± 0.53. Overall, this suggests that the younger objects are indeed accreting at a faster rate, and that the accretion rate diminishes more quickly for older HAeBe stars, which could be a consequence of disc dissipation.
This study has led to three main findings. Firstly, the HAeBes display relationships in accretion which are similar but different to CTTs.Ṁacc is observed to have a steeper relationship with M⋆ than seen in CTTs, while Lacc shows a shallower relationship with L⋆ than the CTTs case. Secondly, there are also notable differences within the HAeBe group; when separating the HAes and HBes. Most notably, the HAes display a much steeper relationship inṀacc when related to both age and M⋆. In both cases the steepness of the relationship is approximately double that seen in HBes. Although, the HAes also display a Lacc relationship to L⋆ which is comparable to CTTs. The third, and final, finding is that multiple early-type HBes, and stars with an observable ∆DB of > 0.85, cannot be modelled successfully though magnetospheric accretion. This suggests that there is a possible change in accretion mechanisms in these stars which requires further investigation. To further these findings, the next steps are to look at emission lines which are known tracers of accretion in CTTs and test their applicability in HAeBes. This will be presented in Paper II of the series.
This appendix serves as a reference source for the sample. Provided here is Table A , which contains all of the photometry used in this work, along with references to the sources. Additionally, previously assigned literature values of distance and temperature are included for the whole sample (where possible, some do not have previous distance estimates).
APPENDIX B: EXCEPTIONAL STARS
Seven of the stars in the sample cannot be assigned a temperature from the spectra alone (see Section 3.1). For these objects a different approach must be undertaken on an individual basis in order to assign a limiting temperature. This is done by drawing upon as many literature sources on these objects as possible. Fortunately, there are very few objects in the sample which require this specialist treatment. The stars, and steps taken towards them are detailed below:
VY Mon -This star is included here because it has the worst SNR of the sample. This makes accurate spectral typing difficult, but a cautious estimate of around 12000 K can be made for the temperature. This agrees with literature estimates of 8200-12000 K (Mora et al. 2001; Manoj et al. 2006) . A generous error of 4000 K is adopted.
R Mon -In the spectra of R Mon all lines are seen in emission or as P-Cygni profiles, making any temperature estimate impossible from spectra alone. The temperature has been previously listed as around 12000 K in past works (Mora et al. 2001; Manoj et al. 2006) . We adopt this literature temperature.
Z CMa -Has lots of P-Cygni and emission lines in its spectra, but lacks absorption features for spectral typing. Again we must turn to the literature. In the literature this star is seen to have the largest spread in listed temperatures; ranging from 30000 K (van den Ancker et al. 2004; Manoj et al. 2006 ), down to 11500 K (Donehew & Brittain 2011) and 8500 K (Hinkley et al. 2013 ). We choose to adopt, and test, the most recent temperature from Hinkley et al. Table A1 -continued DG Cir -Another star with reasonably strong emission; the Balmer series are seen as P-Cygni profiles. A broad spectral type of class B has previously been assigned to this star by Sanduleak & Stephenson (1973) and Vieira et al. (2003) . The authors Gahm & Malmort (1980) do not give a spectral type but note its similarities to V380 Ori. A small indication of absorption lines can be seen around 5200Å, but they appear close to many emission lines making an exact temperature determination difficult. We therefore agree with a B spectral type, and based on the absorption would narrow this to a late-B type star of ∼11000 K, with a generous error of 3000 K.
