ABSTRACT
INTRODUCTION
Profile hidden Markov model (HMM) has been proved to be a very powerful method in various tasks in biological sequence analysis. It has been especially successful in performing sequence database search, detecting remote homologies and building sequence alignments (Krogh et al., 1994; Eddy, 1998; Karplus et al., 1998; Park et al., 1998; Gough et al., 2001; Madera and Gough, 2002) . * To whom correspondence should be addressed.
Profile HMMs originate from the profile analysis, which is based on the use of a profile usually generated from the sequence or structure based alignments of probe sequences and amino acid comparison table (Gribskov et al., 1987 (Gribskov et al., , 1990 . The essence of the profile analysis is that the information concerning the conservation of the residues is incorporated into the profile, whereby the analysis is able to detect structural similarities and homologies to the sequence family. The underlying idea and the objective of the profile HMM is exactly the same as in the profile analysis, the difference being that the HMM is a well-formulated probability model. The conserved positions of the alignment are modelled by match states, and information about the character of the allowed side chain at that position is included in the emission distribution at each match state. The gap penalties for insertions and deletions, by which positions of the conserved regions are controlled, are provided by transition probabilities from/to insert and delete states.
In HMM models, emission probabilities of all 20 amino acids are estimated in all emitting states, and thus the number of estimated parameters can be enormous. For example, if the model includes 300 emitting states, the number of emission parameters is 5700. However, the majority of estimated emission parameters are actually 'noise', that is, probabilities of uninteresting or unconserved residues. The number of emission parameters is especially large in profile HMMs, in which each conserved position in the sequence is modelled by a different match state. The phenomenon is related to overfitting, which occurs when there is not enough data to obtain good estimates for the model parameters, and consequently the model will not generalize adequately to new data. The simplest way to overcome the overfitting is to add some artificial counts called pseudocounts to the count of each amino acid in the alignment (Durbin et al., 1998) . In the Bayesian framework, this simple pseudocount method corresponds to the use of Dirichlet distribution as a prior. The pseudocount method can be generalized to the use of linear combination of pseudocounts which corresponds to the use of Dirichlet mixture prior distribution (Sjölander, 1996) .
In this paper, we present an alternative, likelihood-based approach to the problem of reducing the parameter space in HMMs. The advantage of the new method is that it explicitly takes into account conservation of the alignment, whereas the use of Dirichlet mixture distribution generally considers the different alignment environments. We consider the conserved emission parameters as effective and the uninteresting 'noise' as ineffective. We show how the residues can be divided into effective and ineffective ones, and introduce a method for efficient emission probability (EEP) estimation. Accuracy and variance of the EEP estimates as well as the number of misclassifications is studied using simulations. In the practical studies, the prediction power of the EEP method is demonstrated with sequences from 20 protein families. Finally, the method is used for sequence database search of TIM barrel sequences. The results were compared with the searches performed by HMMER (Eddy, 1998) and Blast (Altschul et al., 1990) software.
SYSTEMS AND METHODS

Profile hidden Markov model
The profile HMM architecture (Durbin et al., 1998) has three classes of states: the match state, the insert state and the delete state. The match and the insert states always emit a symbol, whereas the delete states are silent. The model always starts from the begin state and ends with the end state. The model length is determined by the number of positions, that is, the number of match-insert-delete state triplets between the begin and the end states.
An observation sequence {Y i } is considered to be a stochastic process with a finite set of symbols O = {o 1 , o 2 , . . . , o S }. The state sequence, the path that goes through the model, is a finite-state Markov chain {X i }. The emitted symbols are assumed to be conditionally independent given the states. A more detailed description of the HMM can be found from Koski (2001) .
When the estimation is based on the sequence alignment, the columns of the multiple alignment are assigned as match or insert states before the estimation, and thus, the path that generates the sequence is known. Generally, columns representing conserved positions are chosen as match states and the rest of the states as insert states. Here, we used a heuristic rule: columns containing more than 50% of gaps were modelled by insert states and the others by match states. The sequences including gaps in the match columns are modelled as visits in the delete states.
The profile HMM has two sets of parameters: transition probabilities a j l−1 |j l = P (x j l |x j l−1 ), and emission probabilities b j l (o l ) = P (y l = o l |x j l ). In the protein family examples, the emission probabilities were estimated by using both the ML and EEP method. The maximum likelihood estimates are the relative frequencies of the residues in the match columns of the multiple alignment. The emission probabilities of insert states were assigned by the background distribution. The transition probabilities were attained by summing up the number of times each transition was used.
The probability of an observation sequence is the sum over all possible paths that go through the model and generate the given sequence. The likelihood of the model is thus
where λ is a vector of all parameters. Notice that the likelihood is dependent on the sequence length L and the number of states in the path J .
The log-odds score
is a log-likelihood ratio between the estimated and the random model φ (Durbin et al., 1998) . The random (null) model (Barrett, 1997 ) has the same model structure, model length and transition probabilities as the estimated model, only the emission probabilities are replaced by the background distribution (see Table 1 ). The background distribution was formed by the amino acid composition in the SWISS-PROT database (Boeckmann et al., 2003) .
Classification algorithm
The EEP method is based on the fact that in match states the emission probability distributions are conserved on some residues, whereas the other residues occur relatively seldom. In practice, however, the determination of conserved residues is variable. Therefore, we present an algorithm by which the residues are divided into conserved and unconserved, or effective and ineffective, as we call them. The residues were assigned as effective or ineffective iteratively. At each iteration step, the residue with the largest relative frequency b j with respect to its background probability b 0 j was defined as effective or ineffective depending on a fixed threshold value, and the remaining probabilities were updated so that they again summed to one. The iteration was continued until the largest ratio fell below the threshold value. The classification algorithm, where J 1 denotes a set of effective, J 2 a set of ineffective residues, and J = J 1 ∪ J 2 is elaborated below. Algorithm 1.
1. Set J 1 = ∅, J 2 = {1, 2, . . . , 20}, and choose threshold a.
Calculate
If j * = argmax j ∈J 2 r j and r j * ≥ a then J 1 ← J 1 ∪ {j * } and J 2 ← J 2 \ {j * }. The renormalizing step is necessary because otherwise those residues with low background probability tend to be chosen as effective more often than those with high background probability.
EEP estimation method
The EEP method is constructed by using the log-likelihood function of the multinomial distribution function
where n j is a frequency of an amino acid j . The constraints of the log-likelihood function are determined as
where i, e ∈ J 2 , and c is a constant. The first constraint ensures that the mutual ratios of the ineffective residues remain the same as in the background distribution. The second condition is only needed to make sure that the total proportion of the effective residues compared to the proportion of the ineffective ones does not increase too much when compared to the proportions in the background distribution. The optimization was performed with the Lagrange multipliers method (Luenberger, 1984) ; see the Appendix for details. There are two possible sets of solutions depending on the inequality
When the maximum likelihood estimates satisfy the constraint, that is, inequality (3) is true, the rescaled optimal probabilities b * j are
Here, the estimates of the effective residues are the normal maximum likelihood estimates. The probabilities of the ineffective residues are estimated by dividing the sum of the remaining probability in proportion to the background probability. Hence, only one degree of freedom is needed to estimate all ineffective residues. If the inequality (3) is not fulfilled, the probabilities are given by
Notice that in this case the optimal solution is on the boundary of the parameter space. When the constant c is large enough, the second solution will only be used when the sum of the effective probabilities approaches one. In practice, this solution is useful, because in the absence of data, the estimates produced by the ML method are simply zero, whereas the estimates of the EEP method are proportional to their background distribution. In this situation, the results of the EEP method bear similarities to the Bayesian approach, in which the prior distribution is a 1-component Dirichlet mixture distribution (Sjölander et al., 1996) .
SIMULATION RESULTS
This chapter introduces the characteristics of the EEP estimates based on simulations. In order to study how successfully the EEP method classifies the residues as effective or ineffective, the percentages of misclassified residues were calculated.
The accuracy and variance of the EEP estimates were compared to the ML estimates. Finally, the robustness of the EEP method for the choice of the threshold value was examined. Because of the conditional independence assumption of the HMM, protein sequences were simulated only in one match state. The theoretical simulation set was composed of three effective residues: alanine (35%), glycine (50%), and methionine (10%). The other residues were ineffective and were assigned by sharing the remaining probability in the same proportion as their background probabilities (see Table 1 ). One thousand simulations were run with various numbers of residues. Unless otherwise stated, the results presented here were obtained using sequences of 50 residues. The emission probabilities were estimated for the simulated residues with the ML and the EEP methods using three different threshold values: 1, 1.5 and 2. Table 1 shows the percentages of false classified residues. Among the effective residues, alanine and glycine were correctly classified through all simulations. The number of misclassified methionine residues increased from 0.8 to 2.9% as the threshold value was increased from 1 to 2. Hence, as the threshold value increases, the classification of effective residues whose probabilities are relatively low might fail. This problem, however, disappears as the number of estimated sequences increases.
False effective and ineffective residues
When the threshold value was set to 1, cysteine, histidine, and tryptophan were misclassified in 5.3, 2.6 and 4.1% of the simulations, respectively, whereas the misclassification rate of the other ineffective residues was under 1%. The variations seem to be closely related to the background distribution such that residues with low background probabilities tend to be more often misclassified than the others.
Accuracy and variance of the estimates
The ML and the EEP estimates were compared by calculating the differences between the theoretical and the estimated probabilities. The kernel density estimates were used instead of histograms to illustrate the distribution of the differences (Fig. 1) . We refer to Silverman (1986) for further details in kernel density estimation.
The estimates of the effective residues were rather accurate (Fig. 1, lower) . Also, there were no great differences between the ML and the EEP estimates. Considering the ineffective residues, an evident difference between the ML and the EEP methods is the variance of the ineffective residue estimates (Fig. 1, upper) . Due to the one degree of freedom that was needed to estimate all ineffective residues in the EEP method, the variances of the EEP estimates were clearly less than the variances of the ML estimates, whereas the variances of the effective residues remained unchanged. Additionally, when examining the ML method, the distribution of the kernel density estimates seemed to be positively Fig. 1 . Kernel density estimates for the differences between the simulated and the theoretical amino acid probabilities for leucine (upper) and methionine (lower). The lines correspond to estimates produced by ML, EEP with a = 1, a = 1.5, and a = 2. skewed, which indicates that the ML method tends to overestimate the probabilities which are relatively small; the bias is, however, negligible.
Choosing the threshold value
In order to examine how the choice of the threshold value affects the estimates, the simulation data was estimated by using threshold values that differed from the true constant. When the threshold value was less than the true threshold, the sensitivity seemed to improve and the specificity to worsen. The opposite occurred when the threshold value was greater than the true threshold.
As far as the accuracy of the estimates was concerned, sensitivity seemed to become more important than specificity: when the effective residues were misclassified, the estimates were less accurate than in the case when the classification of the ineffective residues failed. This is because the proportions of ineffective residues are very low, and therefore also the number of false effective residues stays low. To conclude, the overall bias was the smallest when the threshold was chosen to be one, even if the true threshold was greater than one. However, the greater the threshold, the smaller the number of free parameters. Therefore, the choice of the threshold should be done in accordance with the situation, as can be seen in the TIM barrel example below.
PRACTICAL RESULTS
This chapter demonstrates an example of the usage of the EEP method: the first example illustrates the ability of the ML and the EEP estimated models to separate the family members from the other sequences in 20 protein families; the second section studies the effect of the EEP threshold value on the log-odds scores in the TIM barrel family; the third example demonstrates the ability of the EEP method to recognize new TIM barrel sequences from the databases. The results of the database search are compared with ML, HMMER and BLAST searches from the same database. Finally, the last section discusses whether the assumption of the ineffective residues are fulfilled in the examples studied.
Application to 20 protein families
The profile HMM explained in Section 2.1 was fitted to 20 protein families chosen from the Pfam database (Bateman et al., 2002) . By means of positive and negative test sets the ability of the model to distinguish family members from the other sequences was studied. The percentage of false positive and negative sequences as well as the number of parameters in the models were compared between the ML and EEP estimated models.
The families chosen in the training sets represent various superfamilies in the SCOP database (Murzin et al., 1995) . The average length of the training sequences varied between 35 and 380 amino acids, and the sequence identities were between 15 and 78% (see Table 2 ). Both the multiple alignments of the training sets and the unaligned sequences of the positive test sets were downloaded from the Pfam database. The sequences in the 'seed' and the 'full' data sets in the Pfam database were chosen as a training and a positive test sets, respectively. Negative test sets included 974 sequences of the Astral SCOP database representing each superfamily in the SCOP database (Chandonia et al., 2002) . Additionally, a subset of the positive test set was examined. This set consists of the sequences whose lengths were within the 99% confidence interval of the length of the training sequences. The confidence limits of sequence lengths and the number of sequences in the training and positive test sets are shown in Table 2 .
The estimation of the 20 families was based on the multiple alignment. After deciding which of the columns were match and insert states, transition probabilities were calculated directly from the alignment. Emission probabilities were estimated by using ML and EEP estimation methods, where a = 2 was used as a threshold. After all model parameters were estimated, log-odds scores were calculated for the training sequences, the positive and the negative test sets. The percentages of false negative and false positive sequences when the log-odds score threshold value was chosen to be one are reported in Table 2 .
In the length restricted test set, over 95% of the family members were detected in 17 families with the ML method and in 18 families with the EEP. In the whole test set, 95% of the sequences were found only in 9 of the ML estimated and 10 of the EEP estimated families. The 90% level was reached by 15 and 16 families of the ML and EEP estimated models, respectively. The error rates were almost identical in the ML and EEP methods; however, in the α-amylase catalytic domain, multicopper oxidase, glutamine amidotransferase, and PAS domain the false negative error rates were considerably greater in the ML method than in the EEP method. Only in the elongation factor Tu GTP binding domain were the false negative error rates slightly greater in the EEP method than in the ML method. The reason why some of the sequences in the whole positive test set were not recognized was that because these sequences were much longer/shorter than the training sequences, they had several visits in the insert/delete states, which were not constantly used by the training sequences. Therefore, the log-odds scores were reduced under zero. The false positive error rates were zero in most example families.
Although the classification rates of the two methods were very similar, there was great difference in degrees of freedom (see Table 2 ); for example in the α-amylase catalytic domain the number of free parameters was decreased from 6839 to 1168. The largest difference was shown in the EGFlike domain, in which the number of free parameters dropped 89% when the EEP method was used instead of the ML method. This indicates that the number of free parameters was significantly reduced when the EEP instead of the ML method was used, whereas the prediction power usually remained at the same level or was even improved.
Selecting EEP threshold
In order to select the appropriate threshold value for the EEP estimation of the TIM barrel (triosephosphate isomerase) family, the emission probabilities were estimated, in addition to ML and EEP (a = 2), also by using a = 1 and 1.5 as the threshold value, as was done in the simulations. When the sequences were estimated by the ML method, the logodds scores of the TIM barrel sequences were uniformly greater than the scores obtained by the EEP-method. Likewise, the scores were slightly decreased when the threshold value of the EEP method was increased. The log-odds scores of the non-TIM barrel sequences were somewhat lower in the ML than in the EEP estimated models. The different EEP threshold values had, however, no influence on the scores. Nevertheless, even if the EEP threshold value was chosen as 2, all TIM barrel sequences received positive (>30) logodds scores, and they were thus clearly separated from the negative test set whose log-odds scores remained below zero (see Fig. 2 ). Finally, the only significant difference in the methods used was in the degrees of freedom; the number of free parameters was 4768 in the ML method and 939, 809 and 708 in the EEP method with a = 1, 1.5 and 2, respectively.
Database search
After testing the models with the positive and the negative test sets, the same ML and EEP (a = 2) estimated models for the 20 TIM barrel sequences were used for the database search. Log-odds scores were calculated for all sequences in the SWISS-PROT database (Boeckmann et al., 2003) . The same database was searched by HMMER (2.2g) software (Eddy, 1998 ; http://hmmer.wustl.edu/). Additionally, Blast search (Altschul et al., 1990) was performed by using each of the 20 training sequences. The 'true' set of TIM barrel sequences in the SWISS-PROT database was determined using two criteria: (i) sequence was included in the 'full' data set in the Pfam database, which was already used as a positive test set in Section 4.1, (ii) database annotation. The log-odds scores resulting from the ML, the EEP and the HMMER search, E-values from the HMMER search, and median (min, max) E-values resulting from the Blast search are reported in Table 3 . When the log-odds score threshold was set to 5, both the ML and EEP methods found 90 TIM barrel sequences. Of these sequences 24 (shown in Table 3) were not included in the data set obtained from the Pfam database. With the chosen log-odds score threshold, no false positive sequences were chosen, but 15 TIM barrels obtained a score that was under the threshold value. Figure 3 shows the log-odds scores of the EEP estimated model for all known TIM barrel sequences in the database.
The HMMER search with default options (E-value cutoff 10) suggested 110 new TIM barrel sequences. Of these sequences 15 were non-TIM barrels, and 27 were new TIM barrels, that is, not already included in the Pfam database (see Table 3 ). Furthermore, 10 known TIM barrel sequences were not detected. Blast search found all known TIM barrel sequences in the database, but was not capable of recognizing sequence fragments. In addition, 18 non-TIM barrels obtained by Blast an E-value by which they were classified as TIM barrels.
There were five sequences which were recognized as TIM barrels by the HMMER and the Blast but not by the ML and the EEP methods. The ML and the EEP found two sequences which were not detected by the other methods. These sequences were fragments whose lengths were only 17 and 19. Additionally, in the EEP method the log-odds score of TPIS_CANFA, whose length was only 5, was more than zero (0.61). Although the log-odds score did not exceed the threshold value, it indicates that the EEP method is very sensitive in finding also sequence fragments.
Comparison with the HMMER and the Blast database search showed that although HMMER and Blast found sequences that EEP did not, they recognized several false positive sequences. The log-odds score thresholds were, however, different in the EEP and the HMMER search, and thus, the results are not comparable. If, instead of using the E-value cut-off 10 in the HMMER search, the log-odds score threshold five was used, only three false positive sequences were recognized, although three more TIM barrels were not detected (see Table 3 ). Hence, the results of the EEP and HMMER are in fact very similar.
Checking assumptions
The estimation of the EEP method is based on the assumption that the probabilities of the ineffective residues follow a background distribution. This assumption was examined with 20 protein families previously used in Section 4.1 by calculating the mean proportions of the ineffective amino acids over all match states when a = 2 was used as a threshold. The distributions in Figure 4 clearly show that the ineffective residues roughly follow the background distribution (highest line in the figure) . Only proline and lysine seem to make an exception in some families.
DISCUSSION AND CONCLUSIONS
The profile HMMs are based on modelling the conserved positions of the multiple sequence alignment. In the conserved positions, however, the model does not separate the signal and the noise, but treats them in the same manner. The overfitting problem is typically avoided by replacing the observed amino acid distribution by its estimator, which is sometimes called regularizer (Karplus, 1995 , ftp://ftp.cse.ucsc.edu/pub/tr/ucsccrl-95-11.ps.Z). The regularizers are usually generated by two alternative approaches. Gribskov profile, average score method, and feature alphabets rely on substitution matrices or known structural environments (Tatusov et al., 1994; Gribskov et al., 1987) , whereas simple pseudocounts and Dirichlet mixture distribution are generated by using statistical techniques for columns from a variety of multiple alignments (Sjölander, 1996) . Both of these approaches incorporate some underlying characteristics of the alignment environments into the model.
In this paper, we introduce a new method to overcome the overfitting problem in HMMs. In our approach, amino acids are first divided into effective and ineffective and then estimated by assuming that the ineffective residues follow a background distribution. Thereby the EEP method explicitly models the conserved residues in the alignment instead of only considering the general characteristics of the amino acids. Moreover, it provides a flexible procedure for combining the methods scoring the residue conservation (Valdar, 2002) with the profile HMM.
The major advantage of the EEP method is the decrease in the dimension of the parameter space. In protein sequence alignments, the decrease is significant because in conserved positions only a few residues can be considered as effective. The study with 20 well-defined protein families indicates that the EEP method is able to detect sequences on average with 98% sensitivity and 99% specificity. The sensitivity proved to be better than in the ML method, even if the number of emission parameters was reduced to even 11% of the original.
The decrease in the number of parameters is of particular importance when using likelihood-based statistical methods. For example, in the long profile HMMs, Akaike information criteria cannot be adequately used for model selection because the likelihood of the model does not increase in the same proportion as the number of the parameters. In the Bayesian statistics, on the contrary, the large number of parameters is technically more easily controlled, and thus, it is typically not considered a problem. However, there is no reason why the EEP method could not be used in conjunction with the Bayesian approach by first choosing the effective residues, and thereafter defining the prior distribution only for the effective residues.
As a consequence of the reduction of the parameter space, the variance of the ineffective residues decreases without influencing variance of the effective residues. This improvement is significant when calculating confidence intervals for emission probabilities. In practice, shortening the confidence intervals improves the prediction power of the model and thus results in more sensitive database search results. At this moment, the results in the small test sets suggest that the EEP method is a potent method for the database search, but further research is needed.
When using EEP method for the database search, one has to choose the threshold value for the estimation. The simulations with several threshold values showed that, because sensitivity is usually a more important characteristic than specificity, the estimates are accurate, even though the threshold value is less than the 'true' threshold. Furthermore, even if the estimates of the ineffective residues are inaccurate, it does not affect the model's ability to detect the members of protein family.
In this paper, the alignment was supposed to be known, and thus, the method greatly reminds the ordinary profile analysis (Gribskov et al., 1987 (Gribskov et al., , 1990 . Therefore, the timeconsuming Baum-Welch iteration was not applied. In general, the EEP method can be generalized for situations where the appropriate alignment is not available, but it is found by iterating the HMM. In this case, the EEP method should additionally reduce the computational effort demanded by the Baum-Welch algorithm.
In this paper, we used background distribution as a criterion to divide residues into effective and ineffective ones. The major disadvantage of this approach is its inability to take into account the physical and chemical characteristics of the amino acids, and thus, it ignores the relationships among the amino acids. Therefore, future work in this area should be focused on developing methods that can reliably identify conserved residues in multiple sequence alignments. The two possible sets of solution are given in the text.
