Recently, new fast transforms (such as the discrete Hartley transform in particular) have been proposed which are best suited for the computation of cyclic convolution of real sequences. Two approaches using Fourier or Hartley transforms are first compared,
I. INTRODUCTION
The radix-2 Fast Fourier Transform algorithm was first explained by Cooley and Tukey in 1965 , in a version on complex data [1] . But, as most of the data to be treated is real, instead of complex, the need of a version of the FFT on real data removing extra calculations from the complex case became soon apparent, and such a program was quickly published by Bergland [3] .
In fact this program does not seem to have been widely used, and nany people preferred either to compute a length 2 -real DFT either by the use of a length 2n-l complex FFT plus some additional operations, or to coRlpute two real FFT's at a time by using one length 2 complex FFT. More recently,the 2n FFT algorithms with the minimum known number of both multiplications and additions were also proposed in a real-data version [6, 7, 10, 11] .
In the same time, Bracewell [8] proposed the use of fast Discrete Hartley Transforms (FDHT), which is real of nature, as a substitute to the FFT for cyclic convolutions on real data. This paper is concerned withn the computation of cyclic convolutions of length -2 real data through the use of fast transforms. The well-known approach of computing real convolutions through FFT algorithms on complex data will not be considered here, and we shall only consider programs specially designed for real data, since they allow to obtain the lowest known number of arithmetic operations, without increase in programlength.
In the first paragraph, we shall first briefly present the two basic approaches considered here : convolution using FFT's, and convolution using FDHTs. This comparison shows that the former has some advantages when considering arithmetic complexity,while the latter has a simpler structure, since the DHT is self-inverse.
The second paragraph will present a scheme for cyclic convolution using two forward DFT's on real data, and a small number of additional operations.
This solution has the advantage of a simple structure since it uses only forward DFT's on real data.
The third paragraph will present a hybrid FF/FDHT algorithm, allowing to obtain any length -2 FDHT using only 2 additions more than the best FFT algorithms known for real data. In this paragraph, we also show how to derive very quickly improved FDHT algorithms from their FFT counterparts.
II. THE INITIAL SCHEMES

Convolution using FFT's
Since the DFT has the convolution property, the convolution scheme has the structure given in fig. 1 . When the initial sequences x and h are real, IXhI , Hh , and Vh} have hermitiai symmetry = Y*k, and the forward DFT has to be performed on real data, while the inverse FFT has to be performed on data with hermitian symmetry. Both kind of FFTs have been published [7, 11] have the same arithmetic complexity, and can be performed in place. (In fact, an FFT on data with hermitian symmetry can be derived by reversing the flow-graph of an FFT on real data). If the FFT's are performed with the lowest arithmetic complexity, using FFCT [6] or split-radix [7] algorithms, this leads to the following number of operations
In these operation counts, it has been taken into account that, due to the symmetry of both1Xkand lHki, 1''k} can be obtained with 2 real multiplications for k=O, and k=N/2, and N12-l complex multiplications (3 real mults ± 3 real adds each) for k=1,---N/2-l. 
As can be seen from the definition, the DHT is its own inverse, and is a real transform. Furthermore, the convolution in the time domain corresponds to the following operation in the Hartley domain
where Heh(k) (resp. H01(k)) is the even (resp. odd) part of the Hartley transform of h n So, the convolution scheme using Hartley transforms ) additions more than the corresponding split-radix FFT algorithm on real data. If the FDHT in fig.(2) is computed through a split-radix algorithm, this gives the following arithmetic complexity for the cyclic convolution One can see that convolution using FDHT's will have a simpler structure, even if the FDHT programs have the same code length as FFT programs, due to the self-inverse property of the Hartley transform. This simplicity will be obtained at the cost of a small increase of the number of additions.
In the following, we shall improve both solutions Furthermore, since a DHT is the sum of the real and imaginary part of a DFT, the last FDHT in fig.(2) can be replaced by an FFT followed by the sum of the real and imaginary part of each DFT component, thus resulting in the diagram of fig. (3) . This scheme requires exactly the same number of operations as the usual convolution scheme based on FFT's, plus N-2 additions due to the +1-box 
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This structure is now as regularas the one using FDE-IT's, to the price of about 2 /3 extra additions compared to the FDHT-scheme. It has the advantage of using only usual FF1 algorithms on real data, that should become widely used, due to their simplicity and compactness.
IV. IMPROVED FDI-IT ALGORITHM
FDHT algorithms, as found in [8] , and [9] The convolution scheme using this new fast Hartley transform algorithm has now the same number of multiplications, and 4 additions more than the best known scheme, with the advantage of using only a single DHT program, to be used twice. It must be noticed that this has to be paid by an increase in the program length. The new FDHT algorithm has the same structure as the corresponding FFT algorithm, some of the butterflies in the FFT program being replaced by the ones corresponding to eq.(15). Nevertheless, both programs will be the same size when using autogen techniques.
Another remark is that the same type of improvement, if applied to other classical decompositions (eg. radix 2, 4, etc...), improves all existing programs.
V. CONCLUSION
In this paper, we have first presented two usual schemes for cyclic convolution of real signals, via FFT or FDHT. Operation counts are given for both of them using the fastest known algorithms, showing that the FFT-based convolution has a lower arithmetic complexity, but a more complex structure. Improvements are then made to both schemes, since we propose -a FF1-based scheme using two forward transform on real data.
-a FDHT-based algorithm with reduced number of additions.
All operation counts are summarized in Table I allowing to choose the best tradeoff between low arithmetic complexity and structural complexity. Table 1 : Number of arithmetic operations for a cyclic convolution on real data.
