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Kurzfassung
Mit der steigenden Anzahl von intelligenten Geräten in unserer Umgebung, nimmt auch die
Komplexität von intelligenten Umgebungen stetig zu. Die Gefahr steigt, dass der Benutzer das
System nicht mehr versteht und somit auch sein Nutzen sinkt. Um dem entgegenzuwirken wird
in dieser Arbeit ein System vorgestellt, welches mithilfe einer Visualisierung der Beziehungen
zwischen den Geräten den Benutzer dabei unterstützen soll, seine intelligente Umgebung
wieder besser zu verstehen. Anders wie in bisherigen Ansätzen sollen die Interaktionen
zwischen den Geräten durch eine projizierte Visualisierung direkt in Raum umgesetzt werden.
Neben einer Exploration verschiedener Visualisierungen wird die ausgewählte Visualisierung
erläutert sowie auf den Software- und Hardwareaufbau des zu entwickelnden Systems und
seinem Positionierungsverfahren eingegangen. Danach wird der Aufbau einer Benutzerstudie
vorgestellt in der evaluiert wurde, wie hilfreich das entwickelte System ist. Darauf folgt eine
Zusammenfassung der Ergebnisse sowie deren Diskussion. Am Ende wird ein Ausblick gegeben
wie das System weiter entwickelt werden könnte.
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1. Einleitung
1.1. Motivation
Durch die Evolution des Internets zum Internet der Dinge [PZCG14] erleben wir eine stetige
Zunahme von intelligenten Geräten die untereinander vernetzt sind. Bereits heute befinden sich
zahlreich solche Geräte in unserer Umgebung. So gibt es kaum noch elektronische Geräte in
denen nicht mindestens ein oder sogar mehrere Sensoren verbaut sind. Die Zahl der verbauten
Sensoren wird in Zukunft weiter steigen, da diese immer leistungsfähiger und gleichzeitig
billiger werden. Neben PCs, Smartphones und Fernsehgeräten werden immer mehr intelligente
Geräte die Möglichkeit besitzen untereinander über ein Netzwerk verbunden zu sein. Nach
Gusmeroli et al. [GHH+10] soll bis 2020 die Anzahl der internetfähigen Geräte auf zwischen
50 und 100 Milliarden steigen.
Das hat auch Einfluss auf intelligente Umgebungen. Diese werden durch den kontinuierlichen
Anstieg von intelligenten Geräten zu immer komplexeren Systemen. Dadurch wird ihre Konfi-
gurierung zunehmend aufwendiger und schwieriger. Ebenso steigt das Risiko für Konflikte in
einem solchen System, was zu einem unerwünschten Systemverhalten führen kann. Konflikte
können entstehen wenn ein Geräte von mehreren andere Geräten gesteuert wird und sich
deren konfiguriertes Verhalten widerspricht. Aufgrund des zunehmenden Datenverkehrs im
Netzwerk geht schnell die Übersicht verloren welches Gerät mit welchen interagiert, was
das Debuggen und die Fehlersuche zusätzlich behindert. Dem Benutzer fällt es zunehmend
schwerer die intelligente Umgebung und ihr Verhalten nachzuvollziehen. Die Gefahr ist groß,
dass der Benutzer frustriert zurück bleibt und nicht mehr das Gefühl hat die Kontrolle über
das System zu haben. Dies verringert nicht nur die Akzeptanz von intelligenten Umgebun-
gen sondern auch ihr Nutzen [BLM+11]. Dabei sollten gerade Systeme wie ein intelligentes
Zuhause das Leben des Benutzers erleichtern und ihm Arbeit abnehmen.
1.2. Vision
Die Idee ist es, den Benutzer dabei zu unterstützen seine zunehmend komplexere intelligente
Umgebung besser zu verstehen. Wichtig hierfür ist es, ihm mehr Rückmeldung zu geben, was
in dem System eigentlich vor sich geht. Dies soll mit Hilfe einer Augmentierung der Umgebung
durch eine in den Raum projizierte Visualisierung erreicht werden, die bei Bedarf eingeschaltet
werden kann. Es soll „ein debug mode für das intelligente Zuhause“ enstehen.
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1. Einleitung
Die Visualisierung erlaubt es Informationen die für den Benutzer zunächst unsichtbar sind, wie
die Interaktion zwischen den intelligenten Geräten, sichtbar zu machen. Die Augemtierung
des Raumes ermöglicht es die Informationen so darzustellen, dass ersichtlich wird zwischen
welchen realen Geräten eine Beziehung besteht und weshalb. Durch eine Visualisierung des
Systemverhaltens in Echtzeit soll dem Benutzer die Möglichkeit geben werden zu verstehen,
warum das System gerade eine Aktion ausführt und welche Sensoren und Aktuatoren beteiligt
sind. Dies soll das Erkennen von Zusammenhängen zwischen den Geräten und somit das
Identifizieren von möglichen Fehlerquellen erleichtern.
1.3. Ziel der Bachelorarbeit
Ziel der Bachelorarbeit ist es nach der Exploration verschiedener Visualisierungsarten ein
System mit dem Namen LumiReveal zu entwickeln, welches die erfolgversprechendste Visuali-
sierung umsetzt. LumiReveal setzt hierbei auf der meSchup Plattform [KS15] auf, welche ein
schnelles Aufbauen von intelligenten Umgebungen erlaubt. Für die Bestimmung der Gerä-
tepositionen soll ein Positionierungsverfahren mithilfe eines projizierten Lichtmusters und
Lichtsensoren entwickelt werden. Die so bestimmten Gerätepositionen soll anschließend für
die projizierte Visualisierung genutzt werden, damit bestehende Beziehungen zwischen den Ge-
räten auch zwischen den realen Objekten angezeigt werden können. Nach der Implementierung
von LumiReveal soll diese abschließend mithilfe einer Benutzerstudie evaluiert werden.
Gliederung
Die Arbeit ist in folgender Weise gegliedert:
Kapitel 2 – Themenverwandte Arbeiten: gibt einen Überblick über verwandte Arbeiten
und bereits vorhanden Technologien in diesem Bereich.
Kapitel 3 – Systemkonzept: stellt das Konzept für den Systemaufbau, dem Positionierungs-
verfahren und der Visualisierung für das System LumiReveal vor.
Kapitel 4 – Implementierung: beschreibt die Technologien auf die LumiReveal aufbaut, so-
wie dessen einzelne Hardware- und Software- Komponenten.
Kapitel 5 – Evaluation: stellt den Aufbau und die Durchführung der Benutzerstudien sowie
dessen Ergebnisse vor.
Kapitel 6 – Diskussion: hier werden die Ergebnisse der Benutzerstudie kritisch diskutiert
und mögliche Rückschlüsse gezogen.
Kapitel 7 – Zusammenfassung und Ausblick fasst die Ergebnisse der Arbeit zusammen
und stellt Anknüpfungspunkte vor.
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1.3. Ziel der Bachelorarbeit
Kapitel A – Anhang enthält weitere Dokumente, wie die in der Benutzerstudie verwendeten
Fragebögen.
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2. Themenverwandte Arbeiten
Bereits 1991 gab Marc Weiser in [Wei91] eine wegweisende Darstellung einer intelligenten
Umgebung. Für ihn war ein wichtiger Schritt hin zu eine ubiquitären Datenverabeitung, dass
elektronische Geräte wie Computer in den Hintergrund verschwinden. Durch ein nahtloses
Integrieren in unsere Umgebung sollten sie vomMenschen nicht mehr bewusst wahrgenommen
werden. In seiner Vision spricht er von hunderten Computer in einem Raum. Daten sollen
nicht mehr an ein Gerät gebunden sein sondern können von verschiedenen Geräten abgerufen
werden. Für Weiser steckt das wahre Potential nicht in den einzelnen Geräten, sondern in ihrer
Vernetzung und ihren Beziehungen untereinander.
Mit einer ähnlichen Idee wie LumiReveal, stellt Simon Mayer et al. in [MHS14] ein System
vor, mit dessen Hilfe der Nutzer mehr Kontrolle über seine Intelligente Umgebung erhalten
soll. Hierfür werden zwei verschiedene Visualisierungen zur Überwachung der intelligenten
Umgebung bereitgestellt, welche die Geräte-Interaktionen in Echtzeit darstellen. Eine Visuali-
sierung nutzt als virtuelle Repräsentation für Geräten und ihre Interaktionen einen Graphen.
Zwar kann hier der Datenfluss in der intelligenten Umgebung auf dem Graphen nachvollzogen
werden, aber es fehlt der Bezug zu den realen Geräten. Bei der zweiten Visualisierung wird
eine optische Objekterkennung genutzt um das Kamerabild eines mobilen Gerätes mit Informa-
tionen zu den erkannten Geräten zu erweitern. Die optische Objekterkennung benötigt einen
kontinuierlichen Rechenaufwand und neben einer niedrigen Performanz gibt es auch Probleme
bei der Erkennung - wie etwa ähnlich aussehende Objekte zu unterscheiden. Eine weiteres
System zur Darstellung von Gerätebeziehungen in einem Netzwerk ist der Visual Envornment
Explorer (VEE) [MGCG10]. Sein Zweck ist es die Entwicklung von Anwendungen, die ein
Netzwerk aus vielen Geräten wie Sensoren und Aktuatoren nutzen, zu Unterstützen. VEE
bietet unter anderem eine grafische Benutzeroberfläche, die Auskunft über die Verbindungen
zwischen den Geräten gibt. Sensoren und Aktuatoren werden an ihrem Standort auf einer
Karte auf dem UI angezeigt (siehe Abbildung 2.1). Zwischen den Geräten wird der aktuelle
Datenfluss von Ereignissen dargestellt. Dem Entwickler ist es mit diesem Tool möglich den
Status der Geräte zu überwachen und somit das Verhalten des Systems besser zu verstehen.
Eine Technik um das Bild eines Projektors mit fester Position auf verschiedene Flächen zu
projizieren wird in [Pin01] beschrieben. Umgesetzt wird dies mit eine Kombination aus Projek-
tor, einem schwenk- und neigbaren Spiegel zur Ablenkung der Projektion auf die gewünschte
Fläche und einer Kamera. Mithilfe dieser Technik soll es möglich sein, ein interaktives Display
überall dort anzeigen zu lassen, wo es gerade benötigt wird. Wie in Abbildung 2.2 zu sehen ist,
muss hierbei das angezeigte Bild gegebenenfalls transformiert werden, damit es nicht verzehrt
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2. Themenverwandte Arbeiten
Abbildung 2.1.: Darstellung von Geräten und Datenfluss auf einer Karte. Quelle: [MGCG10]
Abbildung 2.2.: Projektion auf verschiedene Oberflächen im Raum ohne den Projektor zu
bewegen. Quelle: [Pin01]
dargestellt wird. Die Idee, mittels eines projizierten Displays Oberflächen wie Tische und
Wände als nahtlose räumliche Erweiterung von Computern zu verwendet, hatten Rekimoto
und Saitoh [RS] schon 1999. Die Erkennung der Position und Ausrichtung jedes Objekts wird
visuell unter Verwendung von Markern und Kameras umgesetzt. Mithilfe der Kameras werden
auch Änderungen erkannt, was eine nahtlose Integration von zusätzlichen Computern erlaubt.
Daten können einfach per Drag & Drop über den Bildschirm eines Computers hinaus über die
erweiterte Umgebung zu anderen Geräten oder Objekten übertragen und ausgetauscht werden.
Reale Objekte besitzen eine visualisierte Objekt Aura die das Anheften und Anzeigen von
digitalen Informationen an diese Objekte möglich macht. Die visuelle Augmentierung mithilfe
einer Projektion setzen auch Molyneaux et al. für das in [MGF13] vorgestellte System ein. Nach
Molyneaux et al. ist ein Problem von intelligenten Objekten, dass diese meistens viele Daten
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Abbildung 2.3.: Augmentierung von Oberflächen mithilfe von in der Hand gehaltenen Pro-
jektoren. Quelle: [RBvB+04]
sammeln, aber dem Nutzer keinerlei Feedback darüber geben. Das vorgeschlagene System soll
dieser input-ouput Unausgeglichenheit entgegen wirken, in dem es intelligenten Objekten
erlaubt sich selbst visuell zu augmentieren und diese Visualisierung zu kontrollieren. Dies wird
unter Verwendung eines Projektor-Kamera-Systems umgesetzt, zu dem sich die Objekte und
Geräte spontan verknüpfen können. Position und Ausrichtung der Geräte werden über die
Kamera mittels optischer Objekterkennung umgesetzt. Unter Berücksichtigung der Position
und Ausrichtung, werden die vom Objekt gewünschten Informationen auf dessen Oberfläche
projiziert. Ein weiterer Ansatz für selbst beschreibende Objekte wird in [RBvB+04] vorgestellt.
Aufbauend auf iLAMPS [RvBB+03] bietet diese Lösung die Möglichkeit Daten von markierten
Objekten abzurufen, anzuschauen und zu aktualisieren (siehe Abbildung 2.3). Als Marker wird
ein RFID Transponder kombiniert mit einem Lichtsensor eingesetzt. Die Informationen zu
einem Gerät werden über einen in der Hand getragene mobilen Projektor angezeigt, wenn
die Projektion über dem entsprechenden Marker liegt. Die Bestimmung der Position relativ
zum Projektor erfolgt über einen projizierten Gray code, den Lichtsensoren und einer Kamera.
Weiter wird ein Verfahren mit absoluter Bildstabilisierung gezeigt, welches eine Interaktionen
mit der Projektion wie mit eine Maus ermöglicht.
In [vdVNR+12] werden zwei unterschiedliche Ansätze und Prototypen vorgestellt, die das
Herstellen einer Verbindung zwischen Geräten in einer Smart Home Umgebung erleichtern
sollen. Zum einem mit einem in der Hand getragenen Steuergerät dem Connector. Dieser
kann mithilfe von RFID Technik Objekte identifizieren und Verbindungen zwischen Geräten
manipulieren. Der andere Prototyp genannt Spotlight Navigation ist ein Augmented Reali-
ty Ansatz, welcher Informationen über zu den Geräten in die Umgebung projiziert. Geräte
werden mit Icons assoziiert die in deren Nähe angezeigt werden. Linien zwischen den Icons
stellen Verbindungen zwischen den entsprechenden Geräten dar. Für das Steuern von realen
Geräten mithilfe sichtbaren Lichts haben Schmidt et al. in [SMC12] PICOntrol untersucht.
Die Lichtquelle ist ein tragbarer Projektor dessen Projektion sowohl als Oberfläche, als auch
zur Übermittlung von Informationen genutzt wird. Die Informationsübertragung erfolgt als
15
2. Themenverwandte Arbeiten
Abbildung 2.4.: Der reacTable mit Visualisierung von Objekt-Beziehungen. Quelle: [JGAK07]
binärcode durch Änderung der Lichtintensität in der projizierten Benutzeroberfläche. Einen
Spielerischen Ansatz für die Nutzung eines mithilfe von Projektionen Augmentierten Rau-
mes bietet der in [JSS+14] vorgestellte Prototyp RoomAlive. Dieser wandelt einen ganzen
Raum in einen einzigen interaktiven Display um. Umgesetzt wird RoomAlive mithilfe von sich
überlappenden Projektionen mehrerer Projektoren sowie Tiefenkameras. Die physikalischem
Umgebung wird durch die in den Raum projizierter Inhalte nahtlos erweitert, was mithilfe
der Tiefenkameras die 3D Model des Raumes erzeugen ermöglicht wird. Die Interaktionen
von Benutzer mit den projizierten Inhalten werden ebenfalls über die Tiefenkameras erkannt.
Mitilfe des in [JGAK07] beschriebene Systems reacTable, kann durch platzieren und verschie-
ben von unterschiedlichen Objekten auf den reacTable Tisch Musik erzeugt und manipuliert
werden. Verschiedene Objekte entsprechen verschiedener Musikinstrumenten oder Effekt die
sich gegenseitig beeinflussen können. Die Visualisierung von reacTable wird von unten auf die
halb-transparente Tischscheibe projiziert. Erkannte Objekte erhalten eine kreisförmige Aura
und Beziehungen zwischen den Objekte werden als Linien dargestellt (siehe Abbildung 2.4).
Eine Kamera unter dem Tisch dient zur Verfolgung von Objekte die über Marker auf deren
unter Seite erkannt werden.
Keine der oben genannten Systeme unterstützt die Darstellung von Beziehungen, des Daten-
flusses und der Interaktionen zwischen intelligenten Geräten über eine direkt in den Raum
projizierte Visualisierung.
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Diese Kapitel beschreibt die Ziele und Anforderungen an das System LumiReveal. Es wer-
den verschiedene Ideen für den Aufbau des System, dem Positionierungsverfahren und der
Visualisierung, sowie die Gründe für die Konzeptentscheidung erläutert.
3.1. Ziel des Systems
Wie bereits in Abschnitt 1.2 beschrieben, soll LumiReveal mithilfe seiner Visualisierung den
Benutzer dabei unterstützen das Systemverhalten einer intelligenten Umgebung besser zu
verstehen. Durch die Visualisierung soll dem Benutzer möglich sein, Zusammenhänge zwischen
verschiedenen Geräten, ihrer Module (Sensoren und Aktuatoren) und ihrer Konfiguration
schneller zu erkennen. Mithilfe von LumiReveal soll es einfacher werden Konflikte und ihre
Ursache in der Konfiguration einer intelligenten Umgebung zu finden. LumiReveal soll somit
ein „debug mode“ für das eigene intelligente Zuhause bereitstellen.
3.2. Funktion und Anforderungen
Folgende Anforderungen werden an das System und die Visualisierung gestellt:
Das System soll die Position der intelligenten Geräte mithilfe eines Lichtmusterverfahrens
erkennen und zusammen mit dem Namen des Geräts anzeigen können. Weiter sollen die zum
jeweiligen Gerät gehörenden Module mit ihren Namen dargestellt werden. Dem Benutzer
soll möglich sein die Menge der Informationen, die bezüglich der Module angezeigt wird,
zu steuern. Es sollen durch die Konfiguration bedingte Beziehungen und Abhängigkeiten
zwischen Geräten und Modulen visualisiert werden. Der Datenfluss zwischen den Geräten und
dem meSchup System soll in Echtzeit angezeigt werden. Hierbei soll steuerbar sein, ob nur der
Datenfluss zwischen Geräten oder auch sämtliche Daten die das System empfängt visualisiert
werden sollen. Da die Visualisierung nicht ständig benötigt wird, sollte der Benutzer diese an-
und ausschalten können.
Die Architektur des Software sollte das einfache Austauschen einzelner Komponenten wie der
Visualisierung und dem Positionierungsverfahren erlauben.
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Abbildung 3.1.: Schematischer Hardwareaufbau
3.3. Systemaufbau
3.3.1. Hardware
Der Systemaufbau wurde so gewählt, dass er nur aus handelsüblicher Hardware besteht und
somit für jeden zugänglich ist. Für den Systemaufbau werden daher nur ein Beamer und ein
Gerät auf dem ein meSchup Server ausgeführt werden kann benötigt (siehe Abbildung 3.1). Ein
zusätzliches Gerät mit Druckknopf, welches sich drahtlos mit dem meSchup System verbinden
kann, dient zur Interaktion mit LumiReveal.
Der Beamer dient für die Projizierung der Visualisierung in den Raum. Dieser sollte eine hohe
Auflösung und einen Weitwinkel besitzen damit die Visualisierung einen möglichst großen
Bereich abdeckt aber gleichzeitig nicht pixelig wirkt. In der Zukunft wäre vorstellbar, dass jeder
Raum in einem Gebäude mit mehreren Beamern, die z.B. mit in den Deckenlampen eingebaut
sind, ausgestattet ist. Das wurde eine komplette Augmentierung des Raumes ermöglichen,
ähnlich wie bei RoomAlive [JSS+14]. LumiReveal wird zunächst jedoch nur die Verwendung
eines Beamers unterstützen.
Für das Verwalten und Aufbauen einer intelligente Umgebung wird das meSchup System
verwendet. Auf dem Raspberry Pi (RPI) läuft zum einen der meSchup Server welcher als
Knotenpunkt für die intelligenten Geräten dient, zum anderen einmeSchup Client auf welchem
die Visualisierung läuft. Um die Performanz zu verbessern, kann der Client optional auch auf
einem separaten Raspberry Pi laufen der mit dem Beamer verbunden ist. Als Zugriffspunkt
kann anstatt des Raspberry Pi auch optional ein W-LAN Router eingesetzt werden.
Das Positionierungsverfahren kommt mit dem selben Systemaufbau aus. Der Einsatz eines
über den Beamer projizierten Lichtmusters nutzt aus, dass in vielen Geräten wie Smartphones
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Abbildung 3.2.: Schematischer Softwareaufbau
und Tablets Lichtsensoren bereits verbaut sind. Lichtsensoren sind klein und billig, daher ist
es einfach Geräte oder Gegenstände ohne Lichtsensoren mit diesen auszurüsten. Im Gegensatz
zu optischen Positionierungsverfahren wie z.B. bei [MHS14] benötigt dieses Verfahren keinen
hohen Rechenaufwand und ist zuverlässiger bei der Erkennung. Es ist schnell und einfach
umzusetzen und benötigt keine zusätzlichen Geräte wie Kameras.
3.3.2. Software
Der Softwareaufbau von LumiReveal besteht aus 3 Komponenten: Die Logik für die Positionie-
rung und für die Visualisierung der Geräte-Beziehungen, die Visualisierungs-Web App (siehe
Abbildung 3.2). Diese Aufteilung erlaubt ein einfaches Austauschen des Positionierungsverfah-
rens und der Visualisierung.
Die beiden Logik Komponenten sind einfache Verhaltensscripte die für das meSchup System
geschrieben werden können um Geräte zu steuern (mehr zu Verhaltensscripten siehe 4.1.1). Die
Logik ist für das Sammeln und Auswerten der empfangenen Sensordaten und die Weitergabe
an die Visualisierung zuständig. Als Schnittstelle zwischen den Logik Komponenten dienen
die während des Positionierungsverfahren erkannten Geräte und ihre Positionen.
Die Visualisierungs-Web App ist für die Darstellung des Lichtmusters bei der Positionierung
bzw. für die Visualisierung der Geräte-Beziehungen verantwortlich. Sie läuft auf dem meSchup
client in einem Chromium Browser im Kiosk Modus. Die Kommunikation zwischen Server
und Client wird vom meSchup System übernommen.
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Abbildung 3.3.: Positionierungsverfahren mit einem zuerst vertikaler und danach horizontal
durchlaufenden weißen Lichtbalken führt zu einem Raster
3.4. Positionierung
Für die Positionierung wird, wie bereits im vorherigen Abschnitten erwähnt, ein über den
Beamer angezeigtes Lichtmusterverfahren eingesetzt. Hierbei wird in einem bestimmten
Intervall ein sich änderndes Muster projiziert. Die Lichtsensoren der einzelnen intelligenten
Geräte messen die durch die wechselnde Lichtmuster hervorgerufenen Helligkeitsänderung.
Aus diesen gemessenWerten kann auf die relative Position der Geräte zum Beamer geschlossen
werden.
Das für LumiReveal eingesetzt Lichtmusterverfahren besteht aus drei Schritten. Im Ersten
Schritt wird eine Kalibrierung durchgeführt bei der ein komplett weißes Bild angezeigt wird.
So kann für jeden Lichtsensor der Wert bei maximaler Helligkeit bzw. bei Umgebungshelligkeit
bestimmt werden. Im zweiten und dritten Schritt wird die vertikale und horizontale Postion
relativ zum Beamer bestimmt. Hierfür läuft ein weißer Lichtbalken in festen Abständen zuerst
vertikal und danach horizontal über die Projektionsfläche (siehe Abbildung 3.3). Am Ende des
Verfahrens kann die Position im entstanden Raster bestimmt werden.
Das Verfahren ist leicht und schnell zu implementieren, denn sowohl die Visualisierung als auch
die Analyse und Auswertung der gesammelten Lichtsensordaten zur Bestimmung der Position
ist nicht aufwendig. Das Verfahren ist robust, da die Gerätepositionen entweder richtig oder gar
nicht erkannt werden. Die Genauigkeit ist für den Zweck des Systems ausreichend. Nachteile
des Verfahrens ist die Dauer und die durch Verzögerung bei Darstellung und Datenübertragung
bedingte Verschiebung der erkannten Position, die von Gerät zu Gerät verschieden sein kann,
in der Praxis aber nicht zum tragen kam. Ein Alternative wäre ein projizierter Greyccode wie in
[RBvB+04], bei dem die gemessen Werte als Binärcodierung der Position ausgewertet werden
können. Bedingt durch die ereignisorientierte Datenakquirierung des meSchup Systems ist
dieses Verfahren jedoch ungleich aufwendiger umzusetzen.
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Abbildung 3.4.: Alternative Visualsierung für Module und Datenfluss A. Weiße Pfeile zeigen
Bewegungsrichtung an.
3.5. Visualisierung
In diesem Abschnitt werden verschiedene Visualisierungsideen für LumiReveal vorgestellt und
auf ihre Vor- und Nachteile eingegangen. Danach wird die letztendlich eingesetzte Visualisie-
rung beschrieben.
3.5.1. Visualisierung Exploration
Die folgenden Visualisierungen stellen keine vollständigen, für LumiReveal einsetzbare Visua-
lisierungen dar und erfüllen daher auch nicht alle oben genannten Anforderungen an diese.
Sie dienen lediglich zur Darstellung verschiedener Konzeptideen für die visuelle Umsetzung
bestimmter Elemente.
Alternative Visualisierung A
Dieser Abschnitt bezieht sich auf die Visualisierung in Abbildung 3.4.
Die Position eines Gerätes wird mit einem weißen Ring markiert (Geräte-Aura). Verhaltens-
skripte, welche die Abhängigkeiten zwischen den Module beschreiben werden als weiße
Rechtecke visualisiert. Bei dieser Visualisierung erhält jedes Modul eine eigene Farbe und wird
als Kreis in dieser Farbe visualisiert. Daten die von diesen Modulen gesendet bzw. empfangen
werden, werden als kleine Kreise in der Farbe des entsprechenden Moduls angezeigt. Der
Datenfluss wird durch diese kleinen Kreise dargestellt, die sich auf einer Linie entweder von
den Geräten weg oder zu den Geräte hin bewegen.
Diese Darstellung der Module und des Datenflusses hat den Vorteil, dass sie übersichtlich
ist, da für jedes Gerät der gesamte Datenfluss auf nur einer Linie dargestellt wird. Durch
individuellen Farben der Module ist auf den ersten Blick eine eindeutige und einfache Zuord-
nung des Datenflusses zu den Modulen möglich. Ein Nachteil dieser Darstellung ist jedoch,
dass es mit zunehmender Anzahl an Modulen immer schwierig wird eine Farbe zu wählen,
welche sich von den anderen abhebt. Vor allem Personen mit Farbenfehlsichtigkeit könnten
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Abbildung 3.5.: Alternative Visualsierung für Module und Datenfluss B. Weiße Pfeile zeigen
Animationsrichtung an.
hier zusätzlich Probleme haben die Module zu unterscheiden bzw. den Datenfluss einem Modul
zuzuordnen. Ein weiterer Punkt der zu berücksichtigen ist: Um bei dieser Art der Darstel-
lung noch erkennbar zu sein, muss der Datenfluss deutlich langsamer visualisiert werden als
die tatsächliche Übertragungsgeschwindigkeit. Durch die verzögerte Darstellung hinkt die
Visualisierung dem System hinterher was eventuell zu Problemen bei der Darstellung von
Abhängigkeiten zwischen Geräten und Modulen führen kann.
Auf der linken Seite der Abbildung 3.4 wird die Zugehörigkeit eines Moduls zu seinem Gerät
durch eine Linie in der jeweiligen Modulfarbe sichtbar gemacht, auf der rechten Seite durch
das Berühren des Modulkreises mit der Geräte-Aura. Die Darstellung auf der rechten Seite
könnte bei zu vielen Modulen zu Problemen führen, insbesondere wenn zusätzlich ein weiteres
Gerät in der unmittelbaren Nähe liegt. Hierbei hätte das linke Verfahren mehr Spielraum, unter
der Voraussetzung, dass Verbindungslinien von anderen Modul-Kreisen nicht verdeckt werden
können.
Alternative Visualisierung B
Dieser Abschnitt bezieht sich auf die Visualisierung in Abbildung 3.5.
Sensormodule werden als Kreis mit grünem Rand, Aktuatormodule mit blauem Rand dar-
gestellt. Der zuletzt von dem Modul gesendete bzw. empfangene Wert wird in dem Kreis
des entsprechenden Moduls angezeigt. Neuere Werte haben eine weiße, ältere eine graue
Schriftfarbe. Der Datenfluss wird durch eine gestrichelte Linie die sich in Flussrichtung bewegt
gekennzeichnet und wird zwischen den beteiligten Modulen angezeigt.
Bei dieser Darstellung der Module kann leicht zwischen Sensoren oder Aktuatoren unterschie-
den werden. Die Zuordnung welche Daten von welchem Modul gesendet oder empfangen
wurden ist durch ihre Anzeige beim jeweiligen Modul eindeutig. Der Verlauf des Datenflusses
wird ohne Verzögerung angezeigt. Der Zusammenhang zwischen einem Sensor und einem
Aktuator ist sofort erkennbar, da der Datenfluss direkt zwischen den Modulen angezeigt
wird.
Die Darstellung hat den Nachteil, dass die Beziehung zwischen den Modulen nur erkennbar ist,
wenn gerade Daten zwischen ihnen fließen. Da für jeden Datenfluss zwischen denModulen eine
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Abbildung 3.6.: Alternative Visualisierung der Geräte-Aura C
Verbindungslinie visualisiert wird, könnte diese Art der Darstellung schnell unübersichtlich
werden. Da der neue empfangene bzw. gesendete Wert eine Moduls den alten überschreibt, ist
nicht ersichtlich welche Daten davor von einem Modul gesendet oder empfangen wurden.
Alternative Visualisierung C
Dieser Abschnitt bezieht sich auf die Visualisierung in Abbildung 3.6.
Die Module eines Gerätes bilden eine Ring um dessen Geräte-Aura. Hat ein Gerät mehr als drei
Module wird die Darstellung um einen weiterer Ring ergänzt. Sensormodule haben weiterhin
einen grünen und Aktuatormodule einen blauen Rand.
Diese Darstellung ordnet die Module eines Geräte sehr platzsparend um dessen Geräte-Aura an.
Die Zugehörigkeit eines Moduls zu einem Gerät ist hier eindeutig erkennbar. Eine Darstellung
des Datenflusses direkt zwischen den Modulen mehrerer Geräte ist bei dieser Anordnung
jedoch nur schwer möglich. Ein weiterer Nachteil ist, dass ein Teil der Modulnamen immer
auf dem Kopf angezeigt wird.
3.5.2. Gewählte Visualisierung
In diesem Abschnitt werden die einzelnen visuellen Elemente der Visualisierung die umgesetzt
werden sollen näher beschrieben.
Geräte-Aura
Um die erkannte Position eines Geräts zu kennzeichnen wird um diese Stelle ein weißer Ring
angezeigt (siehe Abbildung 3.7 A) . Die Füllung ist schwarz bzw. leer damit das Licht der
Projektion die Lichtsensoren der Geräte nicht beeinflusst. Zusätzlich steht als Kennzeichnung
der Name des jeweiligen Gerätes rechts unten neben dem Kreis. Die Position der Geräte-Auren
ist fix und wird nicht von anderen Elementen der Visualisierung beeinflusst, da sich die Position
der realen Objekte im Normalfall nicht ändern.
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Abbildung 3.7.: Gewählt Visualisierung für das System LumiReveal. A Geräte-Aura; B Sensor;
C Aktuator; D Verhaltensskript; E Visualisierungsmodus; F Datenflussrich-
tung, Beziehungslinien
Module
Die einzelnen Module eines Gerätes werden als Rechtecke mit einem farbigen Rand visuell
repräsentiert (siehe Abbildung 3.7 B und C) . Um einfach zwischen Sensoren und Aktuatoren
unterscheiden zu können haben Sensormodule(B) einen grünen Rand und Aktuatormodule
(C) einen blauen. Die Zugehörigkeit eines Moduls zu einem Gerät wird durch eine grüne bzw.
blaue Verbindungslinie zu der entsprechenden Geräte-Aura dargestellt. Da eine Gerät mehrere
Module haben kann, wird der Name des jeweiligen Moduls angezeigt. Zusätzliche kann unter
dem Namen bei Sensoren der zuletzt gesendete und bei Aktuatoren der zuletzt empfangene
Wert zusammen mit deren Eigenschaftsnamen angezeigt werden. Ob der Wert angezeigt wird,
hängt vom aktuellen Visualisierungsmodus ab. Sendet oder empfängt ein Modul gerade Daten,
so wird dies durch ein Aufblinken des Rahmens der entsprechenden Modulvisualisierung
sichtbar gemacht. Bei einer Änderung des gesendeten bzw. empfangenen Wertes wird dieser
zunächst in weißer Schrift angezeigt. Nach einer gewissen Zeit graut die Schriftfarbe aus um
erkennbar zu machen, dass die letzte Änderung des Wertes schon länger zurück liegt.
Verhaltensskripte
Verhaltensskripte dienen im meSchup System zur Konfiguration des Verhaltens der intelli-
genten Geräte in der aufgebauten intelligenten Umgebung. Für eine nähere Beschreibung für
Verhaltensskripte siehe Abschnitt 4.1.1. Sie werden als weißes Rechteck mit abgerundeten
Ecken visualisiert, was sie von den Modulen abheben soll (siehe Abbildung 3.7 D). Um die
Verhaltensskripte eindeutig zu identifizieren, steht ihr jeweiliger Name in schwarzer Schrift in
dem Rechteck. Da in diesen Skripten die Abhängigkeiten zwischen Sensoren und Aktoren un-
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Abbildung 3.8.: Visualisierung des Datenflusses im Visualisierungmodus Show only rule up-
dates. Weiße Pfeile zeigen die Bewegungsrichtung der gestrichelten Linien
an.
terschiedlicher Geräte beschrieben werden, werden sie in der Visualisierung als verbindendes
Element zwischen den Modulen visualisiert.
Beziehungen
Beziehungen zwischen verschiedenen Geräten und Modulen werden durch Verhaltensskripte
definiert (siehe Abbildung 3.7 F). Daher werden Beziehungen als graue Linien zwischen Modu-
len und Verhaltensskripten dargestellt, wobei die Linien zu den Verhaltensskripten hin breiter
werden. Auf jeder diese Linien befindet sich eine dünnere weiße Linie. Dies dient zur Anzeige
des Datenflusses zwischen den, über das Verhaltensskript verbundenen Geräten.
Datenfluss
Bei der Visualisierung wird zwischen zwei Datenflussarten unterschieden. Sendet ein Gerät die
Sensorwerte eines seiner Module an dasmeSchup System, so wird dies durch die Aktualisierung
des angezeigten Wertes und dem Aufblinken des Rahmens der Modulvisualisierung dargestellt.
Wird zusätzlich aufgrund der Sensordaten ein Befehl an einen Aktuator gesendet, wird dies als
Datenfluss zwischen den Geräten visualisiert. Dabei wird anstatt der weißen Linie zwischen
den beteiligten Modulen und dem Verhaltensskript eine grüne bzw. eine blaue gestrichelte
Linie, die sich in Datenflussrichtung bewegt, angezeigt (siehe Abbildung 3.8). Diese Darstellung
soll dem Benutzer helfen zu verstehen, wie ein Systemverhalten zustande kam, welche Module
beteiligt waren und welches Verhaltensskript die Aktion definiert hat. Der weiße Pfeil auf der
Linie zwischen Modul und Verhaltensskript zeigt die Datenflussrichtung an, auch wenn gerade
keine Daten fließen.
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3.5.3. Visualisierungs-Modi
Um dem Benutzer Kontrolle über die Visualisierung zu geben, unterstützt LumReveal vier
Visualisierungsmodi: Show only rule updates, Show only rule updates extend, Visualisation All
und Visualisation Off. Zwischen den Visualisierungmodi kann durch das Drücken des Druck-
knopfes gewechselt werden. Der aktuelle Visualisierungsmodus wird in einem lilafarbenen
Oval angezeigt (siehe Abbildung 3.7 E)
Show only rule updates
In diesem Modus werden bei der Visualisierung der Module nur deren Name angezeigt (siehe
Abbildung 3.8). Diese Art der Darstellung soll für eine Übersicht der intelligenten Umgebung
mit seinen Geräten, Modulen und Beziehungen dienen. In diesem Visualisierungmodus wird
nur dann ein Datenfluss visualisiert wenn dieser zwischen Geräten stattfindet. Der Datenfluss
der nur zwischen Geräten und demmeSchup System statt findet wird ignoriert. Diese Filterung
der gesendeten Daten sorgt für eine übersichtliche Visualisierung, die sich auf Interaktionen
zwischen den Geräten und Modulen konzentriert.
Show only rule updates extend
Dieser Modus unterscheidet sich vom vorherigen nur darin, dass zusätzlich zum Modulna-
me darunter nun auch der zuletzt gesendete bzw. empfangene Wert angezeigt wird (wie in
Abbildung 3.7). Auch hier wird der angezeigte Sensorwert nur dann aktualisiert wenn dieser
zum Ausführen eines Aktuatorbefehls geführt hat. Die zusätzlich angezeigten Informationen
können den Benutzer dabei unterstützen das Verhalten der intelligenten Umgebung besser
nachzuvollziehen.
Visualise all
Es werden wie im vorherigen Modus die empfangen bzw. gesendet Daten der Module unter
deren Namen angezeigt. Im Unterschied zu den vorherigen Modi wird hier jeglicher Datenfluss
angezeigt. Die Visualisierung wird hierbei, um das meSchup System nicht zu überlasten, in
einem festen Intervall aktualisiert. Findet eine Datenfluss zwischen Geräten statt, wird die
Visualisierung weiterhin sofort mit den entsprechenden Werten aktualisiert.
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Visualisation off
In diesem Modus ist die Visualisierung ausgeschaltet und wird nicht angezeigt. Dies ist der
normale Modus wenn die Visualisierung nicht benötigt wird. In diesem Modus wird das
Systemverhalten der intelligent Umgebung nicht überwacht um Ressourcen zu sparen. Um die
Visualisierung wieder zu aktivieren, muss der Button zumWechseln des Visualisierungs-Modus
gedrückt werden.
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4. Implementierung
4.1. Eingesetzte Technologien
Im folgenden Abschnitt werden die wichtigsten Technologien vorgestellt auf die LumiReveal
aufbaut.
4.1.1. meSchup
Bei meSchup1 handelt es sich um ein im Rahmen des meSch2 EU Projekts an der Universi-
tät Stuttgart entwickelten Plattform. Einem System, welches ein schnelles aufbauen einer
intelligenten Umgebung mit wenig Aufwand und Hardware ermöglicht.
Geräte Konfiguration
meSchup unterstützt eine Vielzahl an Geräten wie unter anderem Smartphones und Tablets mit
Android Betriebssystem, Blidgets3, Arduinos4 und Raspberry Pis. Um die Geräte mit meSchup
System verbinden zu können, müssen auf diesen der entsprechende meSchup Client bzw. die
entsprechende Firmware installiert sein. Werden die Geräte vom meSchup Server erkannt,
können sie über die Weboberfläche des meSchup Server zum aktuellen System hinzugefügt
werden. Dort kann der Name für jedes Gerät festgelegt werden sowie derenModule. DieModule
eine Geräts sind dessen Sensoren und Aktuatoren. Diese müssen zuerst in der Weboberfläche
zum Gerät hinzugefügt und bei Bedarf konfiguriert werden um sie mit dem meSchup System
nutzen zu können. Je nach Gerät gibt es unterschiedliche Module die Sie unterstützen. Für
Smartphones gibt es zum Beispiel Sensormodule für Touchsensoren, Bewegungssensoren für
Blidgets unter anderem ein Buttonsensor und ein AnalogInModul für Licht oder Drucksensoren.
Je nach Modul und Konfiguration unterscheidet sich der Typ und die Reichweite der Werte
die sie senden oder empfangen können. Für alle gilt das Sensormodule nur Werte senden und
Aktuatormodule nur Werte empfangen.
1http://meschup.hcilab.org/
2http://mesch-project.eu/
3http://blidget.hcilab.org/
4https://www.arduino.cc/
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Listing 4.1 Beispiel Quellcode für ein Verhaltensscript
if( fromDevice("AliceSmartphone") && fromModule("LichtSensor")){
if(api.device.AliceSmartphone.LichtSensor.value <= 40){
api.device.WohnzimmerLampe.Leuchtbirne.Helligkeit = 100;
} else {
api.device.WohnzimmerLampe.Leuchtbirne.Helligkeit = 0;
}
}
Verhaltensskripte
DasmeSchup System steuert die mit ihm verbunden intelligenten Geräte über Verhaltensskripte
die in JavaScript geschriebenen werden. Die Skripte werden vom Benutzer der intelligent
Umgebung geschrieben um deren Systemverhalten an die eigenen Wünsche anzupassen. Für
das schreiben dieser Skripte wird ein in die Weboberfläche des meSchup Servers integrierter
Editor bereitgestellt. Ein Großteil der Logik von LumiReveal sind einfache Verhaltensskripte
die den Datenfluss Analysieren und aufbereitet um sie dann weiter an die Visualisierung zu
senden.
Verhaltensskripte können gruppiert werden und aktiviert bzw. wenn man sie gerade nicht
benötigt deaktiviert werden. Jedes Skript hat eine Priorität, welche die Reihenfolge bestimmt
in der die Skripte ausgeführt werden. Wird ein Sensorwert an das System gesendet, werden
alle aktivierte Verhaltensskripte mit dem aktuellen Wert nacheinander ausgeführt.
In den Skripten kann auf den aktuellen gesendet Sensorwert, sowie auf Informationen über
das Modul und dem Gerät von dem dieser stammt zugegriffen werden. Es kann ebenfalls
die Informationen aller anderen, mit dem meSchup Server verbundenen Geräte und Module,
abgefragt werden.
Das Quellcode Beispiel 4.1 zeigt wie eine sehr einfaches Verhaltensscript aussehen kann. In der
ersten Verzweigung wird abgefragt ob der aktuelle Sensorwert von dem Modul LichtSensor des
Gerätes AliceSmartphone stammt. Hierdurch werden Sensorwerte die von andere Module oder
Geräten stammen ignoriert. In der zweiten Verzweigung wird abgefragt ob der gemessene Wert
des Lichtsensors value einen vorgegeben Wert über- oder unterschreitet. Abhängig davon wird
mit dem Zuweisungsoperator „=“ ein Aktuatorbefehl ausgeführt. Entweder wird der Wert
0 oder der Wert 100 an das GerätWohnzimmerLampe gesendet und der Helligkeitswert des
Aktuators Leuchtbirne entsprechend gesetzt. Dieses Verhaltensskript könnte man noch dadurch
verbessern, indem man den Aktuatorbefehls zum Ausschalten der Lampe nicht mehrmals
hintereinander ausführt sondern nur dann wenn die Lampe davor schon an war.
Datenakquirierung
meSchup setzt bei der Akquirierung von Daten auf ein ereignisorientiertes Verfahren um den
Netzwerkverkehr zu verringern und den Server zu entlasten. Damit eine Sensor den von ihm
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gemessen Wert an den Server sendet, muss dieser sich um einen gewissen Schwellwert vom
vorherig gesendeten Wert unterscheiden. Der Schwellwert kann für jedes einzelne Modul in
der Weboberfläche des Servers manuell eingestellt werden.
4.1.2. Node.js
Node.js 5 ist eine plattformübergreifende, leichtgewichtige und ressourcensparende Laufzeit-
umgebung für die Entwicklung von Netzwerkanwendungen. Unter der Verwendung von
Express.js, einem Web-Framework für Node.js, wird diese Technologie verwendet um einen
Server zu erzeugen, welcher die Visualisierungs-Web App des LumiReveal Systems innerhalb
des Netzwerkes bereitstellt.
4.1.3. D3.js
Für die Visualisierung der Geräte-Beziehungen, wird die JavaScript Grafikbibliothek D3.js6
(Data-Driven Documents) eingesetzt. D3 bietet viele Möglichkeiten zur grafischen Darstellung
von Daten und die Interaktion mit dieser auf einer Webseite. Hierbei läuft D3 eingebettet in
einer HTML Seite und fügt dieser SVG Objekte hinzu, löschte diese oder Manipuliert sie für
dynamische Effekte und Animationen. Neben zahlreicher Visualisierungsarten für Diagramme,
gibt es auch Layouts für die Darstellungen von Graphen. Für LumiReveal wird das Force-
Directed Graph Layout verwendet, eine Graphen Visualisierung deren einzelnen Elemente sich
anziehen und abstoßen können und mit der interagiert werden kann.
4.2. Hardware
Der Kernaufbau von LumiReveal besteht nur aus einem Beamer, einem Raspberry Pi 2 (RPI)
und einem Blidget mit Druckknopf (siehe Abbildung 3.1 auf Seite 18). Dieser Aufbau kann
um einen weiteren RPI ergänzt werden, um den Client für die Visualisierung und den Server
voneinander zu trennen. Diese Trennung hat sich in der Praxis aus Performanz Gründen
bewehrt. Zusätzlich wurde der Aufbau um eine WLAN Router für die Kommunikation über
Wi-Fi ergänzt. Da der Umfang des Systemaufbaus sich in Grenzen hält, kann das System auch
Mobil eingesetzt werden und von einer Person innerhalb von circa 15 bis 20 Minuten auf- bzw.
abgebaut werden.
5https://nodejs.org/
6https://d3js.org/
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Abbildung 4.1.: Realer Hardwareaufbau des meSchup System mit Projektor und RPI
Als Projektor wird ein LCD-Beamer mit einer Full HD Auflösung (1920x1080 pixel) und HDMI
Anschluss verwendet. Dieser wird an der Decke bzw. für den mobilen Einsatz an einem Stativ
nach unten geneigt montiert.
Als Plattform auf dem der meSchup Server und Client laufen, wird ein Raspberry Pi 2B (4x 900
MHz, 1 GB RAM) mit einem Linux Betriebssystem eingesetzt. Dieser unterstützt für externe
Anzeigen die geforderte Full HD Auflösung und kostet aktuell im Handel unter 40€. Der RPI auf
dem dermeSchup RPI Client läuft wird am Beamer befestigt und über ein HDMI Kabel an diesen
angeschlossen (siehe Abbildung 4.1). Die vom meSchup unterstützten intelligenten Geräten
verwenden für die drahtlose Kommunikation verschiedene Technologien wie Wi-Fi, Bluetooth
Low Energie und XBee Module. Daher müssen an den RPI auf dem der meSchup Server läuft
entsprechende Adapter angeschlossen sein, damit eine Verbindung zu den intelligenten Geräten
möglich ist.
Als Druckknopf zur Steuerung von LumiReveal, wurde eine Blidget mit integrierten Druck-
knopf verwendet. Ein langes Drücken (Druckdauer länger als 1,5 Sekunden) führt zu einem
zurücksetzen des System zum Initialen Zustand. Ein kurzes Drücken (Druckdauer kürzer als 0,4
Sekunden) im Initial Zustand startet das Positionierungsverfahren. Bei der Beziehungsvisuali-
sierung kann mit kurzem Drücken zwischen den verschiedenen Visualisierungmodi gewechselt
werden. Ein mittellanges Drücken (Druckdauer zwischen 0,4 und 1,5 Sekunden) führt zum
zurücksetzen der Visualisierung, das heißt es werden nur die Geräte-Auren angezeigt.
Damit LumiReveal ein Gerät erkennt und seine Position während des Positionierungsverfahren
bestimmen kann, muss dieses mit der vom meSchup Server aufgebauten intelligenten Umge-
bung verbunden sein. Zusätzlich muss der Lichtsensor eines Geräts über die Weboberfläche
des meSchup Servers als entsprechendes Modul mit dem Namen "VLightSensor"konfiguriert
sein. Um Geräte die keinen Lichtsensor haben trotzdem erfassen zu können, können diese mit
einem Gerät mit Lichtsensor kombiniert werden. Die beiden Geräte werden daraufhin von
LumiReveal wie ein einzelnes Gerät behandelt.
Bedingt durch die Reaktionszeit der Lichtsensoren sowie die Dauer der Datenübertragung zum
Server werden gemessen Sensorwert mit einer gewissen Verzögerung erfasst. Hinzukommt,
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das auch die Visualisierung der Lichtbalken durch die Datenübertragung zwischen Server und
Client und der Reaktionszeit des Beamers verzögert wird. Das hat zufolge, dass es zunächst zu
einer Verschiebung der erkannten Geräte-Position in Laufrichtung des weißen Balken gibt.
Diese Verschiebung wird von der Software durch eine entgegengesetzte Verschiebung um
einen manuell festgelegten Wert korrigiert.
4.3. Software
In diesem Kapitel wird die Umsetzung der drei Software Komponenten aus dem das LumiRe-
veal System besteht beschrieben. Die Softwarekomponenten wurden in der Skript Sprache
JavaScript geschrieben. Die Kommunikation zwischen den Komponenten auf dem Server und
dem Client wird intern über eine Socketverbindung realisiert.
4.3.1. Visualisierungs-Web App
Die Visualisierungs-Web App wird über einen mit Node.js erstellten Server bereitgestellt
welcher auf Anfrage die entsprechende Webseite für die Visualisierung zurücksendet. Dar-
gestellt werden kann die Visualisierung in den Browsern Chrome und Chromium. Für die
Visualisierung des Positionierungsverfahren wird das HTML Element Canvas verwendet, für
die Beziehungsvisualisierung SVG Elemente die über D3 gesteuert werden.
4.3.2. Positionierung
Das Positionierungsverfahren beginnt zuerst mit einem Kalibrierungsschritt. Hierfür wird für
500 ms ein weißes Bild angezeigt und danach für den selben Zeitraum ein komplett schwarzes
Bild. Dieser Schritt ist für die Analyse am Ende des Verfahrens notwendig, da Lichtsensoren
von vielen verschiedenen Geräten verwendet werden. Unterschiedliche Genauigkeiten und die
Reichweite der Messwerte, sowie ob bei steigender Helligkeit der gemessene Wert sinkt oder
steigt müssen berücksichtigt werden.
Anschließend wird die Rasterdichte an die Visualisierungs App gesendet. Eine Rasterdichte
zwischen 20 und 25 liefert eine Raster mit einer Zellengröße, welche ungefähr der typischen
Größe der verwendeten Geräte entspricht. Nun beginnt das eigentliche Verfahren zur Positi-
onsbestimmung. In einem Intervall von 200 ms wird zuerst die sich ändernde vertikale Position
des Lichtbalkens an die Visualisierungs App übermittelt. Diese zeigt in der entsprechenden
Reihe einen vertikalen Balken, dessen Breite der Fensterbreite des Chromium Browser geteilt
durch die Rasterdichte entspricht. Selbiges wird anschließend mit einem horizontalen Balken
durchgeführt. Alle Lichtsensordaten die während dieser Schritte gemessen werden, werden zu-
sammen mit der entsprechenden vertikalen bzw. horizontalen Position gespeichert. Aufgrund
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der Reaktionszeit der verwendeten Lichtsensoren, liefern diese bei einer kürzeren Intervalls
Dauer häufig keine verwendbare Daten.
Abschließend werden die gesammelten Daten analysiert. Zunächst werden die Lichtsensorda-
ten die währende der Kalibrierung mithilfe der Logik gesammelt wurden ausgewertet. Aus
diesen Daten kann der von einem Lichtsensor gemessene Wert bei maximaler Helligkeit und
bei Umgebungshelligkeit bestimmt werden. Mithilfe dieser Werte werden die anderen Licht-
sensordaten die während der Positionsbestimmung gesammelt wurden gefiltert. Beim Filtern
werden die Werte verworfen, die gemessen wurden bevor der Lichtbalken den Lichtsensor
erreicht hat und die, die gemessen wurden nachdem der Lichtbalken weitergelaufen ist. Auf
Basis der vertikalen bzw. horizontalen Positionen die zu den übrig geblieben Werte gehören,
wird die endgültige Position berechnet.
Wie im vorherigen Abschnitt 4.2 erwähnt, kommt es zunächst zu einer Verschiebung der
erkannten Positionen. Diese Verschiebung wird, da sie in der Regel gleichmäßig für alle Geräte
auftritt, durch eine feste Verschiebung in die entgegengesetzte Richtung korrigiert. Zuletzt
werden die berechneten Positionen für die anschließende Verwendung bei der Beziehungsvi-
sualisierung in einen von meSchup bereitgestellten persistenten Speicher gespeichert.
4.3.3. Visualisierung der Geräte-Beziehungen
Logik
Die Logik für die Visualisierung der Geräte-Beziehungen dient zur Protokollierung des Daten-
flusses sowie der Steuerung des aktuellen Visualisierungsmodus.
Da die Logik nur ein weiteres Verhaltensskript des meSchup Systems ist, ist keine Analyse
des Quelltextes anderer Verhaltensskripten nach Abhängigkeiten zwischen Modulen möglich.
Daher wird ein Blackbox Verfahren angewendet. Das bedeutet, es wird nur protokolliert welche
Sensorwerte die Verhaltensskripte als Eingabe bekommen und welche Daten diese als Ausgabe
an Aktuatoren senden. Die Eingabe ist leicht zu protokollieren, da sämtliche Skripte beim
Empfangen eines Sensorwertes mit diesem als aktuellen Sensorwert ausgeführt werden. Um
zu protokollieren wann in einem Verhaltensskript ein Aktuatorbefehl ausgeführt wird und
welcher Wert an den Aktuator gesendet wird, wurde eine Mapper Funktion implementiert.
Diese wird anstatt des Aktuatorbefehls mit dem zusendenden Wert und dem Aktuator als
Übergabeparameter aufgerufen. In der Mapper Funktion werden die Daten protokolliert und
der Wert anschließend über Ausführung des Aktuatorbefehls gesendet.
Welche Sensordaten protokolliert werden und ob die Visualisierung aktualisiert wird, hängt
vom aktuellen Visualisierungsmodus ab. Befindet sich LumiReveal in den Visualisierungsmodi
Visualise only rule updates (extend), wird nur dann der protokolliert Datenfluss an die Visuali-
sierung gesendet, wenn aufgrund eines empfangenen Sensorwert in einem Verhaltensskript
eine Aktuator Befehl ausgeführt wurde. In diesem Fall werden die beteiligen Module mit den
jeweiligen gesendeten bzw. empfangenen Daten und der Name des Verhaltensskript an die
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Abbildung 4.2.: Projizierte Visualisierung (noch ohne weiße Pfeile für die Datenflussrichtung)
Visualisierungs-Web App gesendet. Im Visualisierungsmodus Visualise all wird der protokol-
lierte Datenfluss in einem festgelegten Intervall (alle 200 ms) an die Visualisierungs-Web App
gesendet. Wurden innerhalb eines Intervalls mehrere Werte von mehreren Sensormodulen
empfangen, so wird eine Liste von Modulen gesendet. Hierbei wird für den Wert der pro
Modul angezeigt werden soll, bei numerischen Werten der Durchschnittswert und bei Texten
der zuletzt empfangene Wert verwendet. Unabhängig davon wird weiterhin beim Ausführen
eines Aktuatorbefehls die beteiligten Module und der Name des Verhaltensskript sofort an die
Visualisierung gesendet. Im Visualisierungsmodus Visualisation off wird der Datenfluss nicht
protokolliert.
Wird der Druckknopf der zur Steuerung von LumiReveal verwendete wird kurz gedrückt,
wird der aktuelle Visualsierungsmodus in folgender Reihenfolge geändert: Visualise only rule
updates→ Visualise only rule updates extend → Visualise all→ Visualisation off → beginnt
wieder von Vorne. Der aktuelle Visualsierungsmodus wird an die Visualisierungs-Web App
gesendet damit diese ihre Visualisierung entsprechend anpasst.
Beziehungen zwischen von LumiReveal erkannten Geräten und nicht erkannten Geräten
werden ignoriert und somit auch nicht Visualisiert.
Graph
Die in Abschnitt 3.5.2 beschrieben Visualisierung wird mithilfe der JavaScript Grafikbibliothek
D3 realisiert. Die einzelnen visuellen Elemente werden von D3 als SVG Elemente erzeugt und
in die angezeigt Webseite integriert. Die Struktur der kompletten Beziehungsvisualisierung
ist ein Graph. Wobei die Visualisierung der Module, die Geräte-Auren, die Visualisierung der
Verhaltensskripte und die Anzeige des Visualisierungsmodus die Knoten des Graphen sind und
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die Verbindungslinien die Kanten darstellen. Damit sich einzelne Knoten nicht überschneiden,
wird das von D3 bereitgestellten force Layout genutzt. Diese ermöglicht es, dass sich die Knoten
des Graphen voneinander abstoßen. Die Kanten des Graphen verhalten sich beim force Layout
wie Schraubenfedern. Eine Kante zwischen zwei Knoten wirkt deren gegenseitiger Abstoßung
entgegen und zieht diese zusammen. Durch diese Einwirkung der unterschiedlichen Kräfte
ordnen sich die Knoten automatisch an. Die Geräte-Auren haben für das force Layout eine fixe
Position und werden daher von anderen Knoten nicht beeinflusst, stoßen aber andere Knoten
weiterhin von sich ab. Es ist möglich Geräte-Auren manuell mit einem Cursor bzw. bei einem
Touchscreen mit dem Finger zu verschieben.
Nach dem Positionierungsverfahren wird an die Visualisierungs-Web App zunächst die Ras-
terdichte und die Position von jedem erkannten Gerät zugesendet. Die Geräte-Auren werden
entsprechend ihre Position im Raster plaziert. Zu Beginn besteht der Graph nur aus den Geräte-
Auren und der Anzeige des aktuellen Visualisierungsmodus. Empfängt die Visualisierung eine
Liste von Sensormodulen, so werden Module die noch nicht im Graphen vorhanden sind hinzu-
gefügt und mit der dazugehörenden Geräte-Aura verbunden. Bei Modulen die bereits angezeigt
werden wird je nach Visualisierungmodus der Datenfluss zwischen Sensormodul und Server
visualisiert. Wird von der Visualisierungs-Web App ein Liste von Modulen und der Name eines
Verhaltensskript empfangen, wird der Graph zunächst um die fehlenden Knoten und Kanten
ergänzt. Anschließend wird der Datenfluss zwischen den Modulen und dem Verhaltensskript
visualisiert.
Hat der Benutzer den Druckknopf zum Wechseln des Visualisierungsmodus gedrückt, wird die
Visualisierung des aktuellen Graphen entsprechend des neuen Visualisierungsmodus intern
neu aufgebaut und angezeigt. Wird die Visualisierung zurückgesetzt, werden alle Knoten und
Kanten bis auf die Geräte-Auren und die Anzeige des aktuellen Visualisierungsmodus aus dem
Graphen entfernt.
In Abbildung 4.2 ist die Augmentierung der Tischoberfläche mithilfe des projizierten Graphen
zusehen.
4.4. Visualisierung auf dem Tablet
Die Visualisierung kann auf jedem beliebigen Gerät angezeigt werden auf der ein Chrome
oder Chromium Browser ausgeführt werden kann. Die Visualisierung auf einem Tablet oder
anderen mobilen Gerät unterscheidet sich nicht von der Visualisierung die in den Raum
projiziert wird (siehe Abbildung 4.3). Die Visualisierung wurde nicht für die Anzeige auf einem
mobilen Gerät optimiert. Allerdings bietet sie zusätzlich die Möglichkeit, mit der Visualisierung
zu interagieren. Es ist möglich die einzelnen Elemente der Visualisierung wie die Module,
Verhaltensskripte und Geräte Auren zu verschieben. Wie bereits ihm Abschnitt 4.3.3 erklärt
wurde, ordnen sich jedoch die Elemente bis auf die Geräte Auren danach selbständig wieder
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Abbildung 4.3.: Visualisierung auf einem Smartphone im Vordergrund. Im Hintergrund die
projizierte Visualisierung
an. Dies kann jedoch in manchen Situationen sinnvoll sein um z. B. die Visualisierung zu
entwirren.
4.5. Einschränkungen des Systems
Die Funktionen von LumiReveal unterliegt einigen Einschränkungen.
Wie in Abschnitt 4.3.3 beschrieben, muss eine Mapper Methode verwendet werden damit
LumiReveal die an Aktuatoren gesendeten Daten abfangen kann. Dies muss bei der Imple-
mentierung neuer Verhaltensskripte berücksichtigt bzw. in bereits bestehenden eingefügt
werden.
Aufgrund des Blackbox Verfahrens kann der innere Zustand und die Logik eines Verhaltens-
skriptes nicht dargestellt werden. Sollte das Ausführen eine Aktuatorbefehls von mehr als
einem Sensormodul abhängen, so wird der Datenfluss nur immer zwischen einem der beiden
Sensormodule und dem Aktuatormodul angezeigt.
Positionsänderungen von Geräten können nur durch eine erneutes durchführen des Positionie-
rungsverfahren erfasst werden. Es wird aber davon ausgegangen das viele Geräte wie Schalter,
Lampen und ähnliches ihre Position nicht sehr häufig ändern.
Die Visualisierungs-Web App kann unter Firefox (Version 45.0.2 und älter) nicht angezeigt
werden, da eine Funktion für den Zugriff auf HTML Elementen genutzt wird die Firefox nicht
unterstützt.
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5.1. Fokusgruppe
5.1.1. Ziele der Fokusgruppe
Mithilfe der Fokusgruppe sollte überprüft werden, ob schwerwiegende Fehler bei der Design-
und Darstellungswahl der Visualisierung gemacht wurden. Es sollte ein erster Eindruck entste-
hen wie intuitive die Visualisierung ist und an welchen Stellen diese ggf. vor der Durchführung
der eigentlichen Studie angepasst und verbessert werden sollte.
5.1.2. Methode
Die Fokusgruppe wurde mit drei Studenten im Alter zwischen 22 und 23 Jahren durchgeführt.
Alle Teilnehmer waren Studenten und hatten Programmierkenntnisse.
Die Fokusgruppe wurde in einem leicht abgedunkelten Raum durchgeführt. Der Aufbau
umfasste neben dem Systemaufbau von LumiReveal ein Smartphone (Motorola G2), ein Arduino
mit angeschlossenem Druckknopf, ein Blidget mit LEDs und ein Blidget mit Drucksensor. Die
Geräte waren auf drei nebeneinander stehenden Tischen angeordnet.
Ziel bei der Durchführung war es eine Diskussion über die gezeigten Elemente anzustoßen und
diese zu protokollieren. Nach einer kurzen Einführung in das Thema wurde den Teilnehmern
zunächst das Positionierungsverfahren demonstriert. Daraufhin wurde ihnen die Visualisie-
rung gezeigt und die Frage gestellt, wie sie diese intuitiv interpretieren. Danach durften die
Teilnehmer das System selbständig testen und ausprobieren. Am Ende wurde den Teilnehmern
noch die Visualisierung auf dem Smartphone gezeigt.
5.1.3. Ergebnisse
In diesem Abschnitt werden die Eindrücke und Kritiken der Fokusgruppe zusammengefasst.
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Positionierung
Das Positionierungsverfahren wurde visuell nicht als sehr ansprechend empfunden, die Dauer
war jedoch in Ordnung. Als vorteilhaft wurde genannt, dass es anders als bei kamerabasierten
Positionierungsverfahren keinen Eingriff in die Privatsphäre gibt und somit keine Daten
gesammelt werden, die leicht Missbraucht werde könnten.
Visualisierung Allgemein
Den Teilnehmern fiel auf, dass die Visualisierung in manchen Fällen von dem ausgelösten
Effekt ablenkt und so nicht erkennbar war, was sich verändert hatte. Ein Teilnehmer fand
die Darstellung der Geräte-Auren als weiße Kreise besonders ansprechend. Positiv wurde die
Möglichkeit aufgenommen, zwischen verschiedenen Visualisierungmodi zu wechseln und so
bestimmen zu können, ob und wie viele Informationen angezeigt werden. Hierbei war auch
die Anzeige des aktuellen Visualisierungmodus hilfreich. Es wurde geäußert, dass weitere
Informationen wie zum Beispiel Statistiken über die Nutzungshäufigkeit von Sensoren, Aktua-
toren und Verhaltensskripten interessant wären. Für die Visualisierung solcher Informationen
wurde die Anzeige der absoluten Häufigkeit oder das hervorheben von häufig verwendetet
Elementen durch einen dickeren Rahmen vorgeschlagen. Ein Teilnehmer empfand die Na-
men der Verhaltensskripte zu kurz und schlug vor diese etwas länger zu machen damit diese
verständlicher werden.
Als alternative Nutzungsmöglichkeiten wurde das Suchen von Geräten, verbunden mit einer
visueller Anzeige des Weges zum gesuchten Gerät vorgeschlagen. In einer weiteren Idee
wurde vorgeschlagen über die Projektion die Empfangsstärke eines WLAN-Routers an den
entsprechenden Orten anzuzeigen.
Visualisierung der Geräte-Beziehungen
Ein Teilnehmer bemängelte, dass die Visualisierung nicht sofort alle Geräte-Beziehungen
anzeige sondern diese erst nach und nach hinzufüge. Dieser Teilnehmer schlug auch vor die
Visualisierung durch eine Liste aller existierenden Verhaltensskripten zu ergänzen.
Die animierte Darstellung des aktuellen Datenflusses wurde als hilfreich wahrgenommen,
allerdings fehle eine Anzeige der Datenflussrichtung wenn gerade keine Daten gesendet
würden. Ebenfalls angemerkt wurde, dass bei einer mehrfachen Verwendung einzelner Module
in mehreren Verhaltensskripten die Darstellung schnell unübersichtlich würde.
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Modul Visualisierung
Bei den Modulen wurde deren Name sowie der angezeigte Eigenschaftsname ihrer Werte als
zu technisch und nicht sprechend kritisiert. Zudem waren die Modulnamen nicht einheitlich
formatiert. Bei einigen Modulnamen wurden Binnenmajuskel verwendet und bei anderen
Unterstriche zum Trennen von Wörtern.
Die Anzeige der Modulwerte wurde als interessant und sinnvoll bei der Identifizierung von
Fehlerquellen angesehen. Da man diese aber nicht immer benötige sei es gut, dass man die
Werteanzeige ein- und ausschalten könne. Die Art der visuellen Darstellung der Modulwerte
wurde jedoch sehr kritisiert. So sei nicht klar welche Bedeutung der angezeigt Wert habe
und ob er verhältnismäßig groß oder klein sei. Es wurde eine weniger technische Darstel-
lung empfohlen mit einer einheitlichen Skala. Alternativ wurde eine visuelle Darstellung mit
Symbolen vorgeschlagen. Zum Beispiel ein größer oder kleiner werdender Kreis oder Balken,
oder bei Lichtsensoren eine Sonne sich füllt wenn es heller wird. Schließlich kam die Idee auf,
zwei verschiedene Visualisierungmodi bereitzustellen. Einen Modus für Laien mit wenigen
technischen Details und einen für Experten mit vielen technischen Details.
Visualisierung auf dem Smartphone
Die Visualisierung auf dem Smartphone wurde als besser empfunden als die projizierte Visuali-
sierung. Als Grund dafür wurde angegeben, dass man mit der Visualisierung interagieren und
somit auch gegebenenfalls entwirren könne. Ein Teilnehmer meinte dadurch mehr das Gefühl
der Kontrolle zuhaben. Des weiteren wurde die Verwendung des Smartphones als angenehmer
und bequemer beschrieben. Allerdings wurde auch angemerkt, dass die Visualisierung auf dem
Smartphone abstrakter sei, da die Zuordnung zwischen Visualisierung und realen Objekten
nicht mehr offensichtlich sei. Es wurde vorgeschlagen die Interaktion auf dem Smartphone
auch auf die projizierte Visualisierung anzuwenden, um somit auch eine Interaktion mit der
projizierten Visualisierung zu ermöglichen.
5.2. Benutzerstudie
Diese Abschnitt beschreibt die Vorbereitung und Durchführen der Benutzerstudie, sowie
die daraus resultierenden Ergebnisse. Im Folgenden ist mit Visualisierungsart bzw. Art der
Visualisierung, die gewählte Art der visuellen Darstellung wie in Abschnitt 3.5.2 beschrieben
gemeint. Mit Visualisierungsmethode ist gemeint ob die Visualisierung über eine Projektion
angezeigt wird oder auf dem Tablet.
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5.2.1. Ziele der Benutzerstudie
In der Benutzerstudie soll evaluiert werden, ob die gewählte Art der Visualisierung hilfreich
dabei ist das Systemverhalten einer intelligenten Umgebung besser zu verstehen. Außerdem
soll untersucht werden, ob eine Augmentierung der Umgebung mithilfe einer Projektion oder
eine Visualisierung auf einem Tablet vom Benutzern als nützlicher empfunden wird.
5.2.2. Hypothesen
Die gewählte Art der Visualisierung und ihre einzelnen Elemente sind intuitiv und leicht
verständlich.
Die projizierte Visualisierung unterstützt den Benutzer besser dabei, das System einer intelli-
genten Umgebung zu verstehen und wird auch als einfacher zu Benutzen angesehen als die
Visualisierung auf dem Tablet.
5.2.3. Methode
Dieser Abschnitt gibt Auskunft über den Aufbau und den Ablauf der Benutzerstudie.
Um die Studie mit möglichst wenigen Versuchspersonen (im Folgenden Vp, Mehrzahl Vpn)
durchführen zu können wurde das Repeated-Measures Vorgehen verwendet. Hierbei muss
jede Vp hintereinander zuerst Aufgaben mithilfe der einen und danach mit der anderen
Visualisierungsmethode lösen. Mit welcher Visualisierungsmethode begonnen wird wechselt
nach jeder Vp um einen Lerneffekt auszuschließen.
Mithilfe des NASA Task Load Index (TLX) Fragebogens soll die von den Vpn wahrgenommen
Anstrengung, die zur Lösung einer Aufgabe nötig war, bestimmt werden. Um die Benutzbarkeit
der beiden Visualisierungsmethoden zu bestimmen und vergleichen zu können wird der System
Usability Scale (SUS) [Bro+96] eingesetzt.
Zu den abhängigen Variablen gehören die vom Versuchsleiter während der Durchführung
gemachten Notizen und die Ergebnisse der Fragebögen. Die unabhängige Variable ist die
Visualisierungsmethode mit der die Versuchsperson die Aufgaben lösen müssen.
Versuchspersonen
An der Studie nahmen zehn Personen teil. Davon waren acht Personen männlich und zwei Per-
sonen weiblich. Das Alter der Teilnehmer lag zwischen 22 und 30 Jahren und im Durchschnitt
bei 23,5 Jahren (SD= 2, 3). Alle Personen waren Studenten und hatten Programmierkenntnisse
und drei Teilnehmer gaben an, bereits Erfahrungen mit einem intelligenten Zuhause oder
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Abbildung 5.1.: Anordnung der Geräte während der Benutzerstudie. A: Arduino, B: Blidget
mit Drucksensor, C: Samsung S5 Mini, D: Motorola G2, E: Blidget mit Licht-
sensor und Blidget mit LEDs. Die Visualisierung ist zur oberen Tischkante
hin ausgerichtet.
anderen intelligenten Umgebungen zu haben. Die Teilnahme war für alle Personen freiwillig.
Am Ende der Studie erhielt jede Person 5€ als Aufwandsentschädigung.
Versuchsaufbau
Der Aufbau der zur intelligenten Umgebung gehörenden Geräte bestand aus zwei Smartphones
(Motorola G2, Samsung S5 Mini Weiß), einem Arduino sowie drei Blidgets. Das Motorola
G2 hatte den Gerätename mySmartphone und hatte für die Anzeige von Text und Bildern
eine Aktuatormodul mit dem Name Display. Des Weiteren hatte es ein Sensormodul mit dem
Namen accelerationSensor für die Erkennung wenn das Smartphone geschüttelt wird. Das
Samsung S5 Mini hatte den Gerätename BobsPhone und besaß ein Modul für die Toucheingabe
mit den Namen GestureDetection. An dem Arduino mit dem Gerätenamen Buttons waren
ein Lichtsensor und zwei Druckknöpfe (LightSwitch und AlarmSwitch) angeschlossen. Das
Blidget mit demGerätename PressureAlarmDevice hatte ein Sensormodul für einen Drucksensor
(PressureSensor). Auf dem Drucksensor lag ein Smartphone welches nicht Teil der intelligenten
Umgebung war. Das Blidget mit dem Gerätename LampDevice besaß ein Modul (Lamp) über
welches drei LEDs in den Farben Rot, Grün und Blau gesteuert werden konnte. Da dieses Blidget
keine eigenen Lichtsensor hatte wurde es mit dem dritten Blidget kombiniert. Das bedeutet,
dass sie von LumiReveal als ein Gerät mit dem Namen LampDevice behandelt wurden. Die
beiden kombinierten Blidgets waren so zueinander positioniert, dass die LEDs mit ihrem Licht
den Lichtsensor des dritten Blidget beeinflussen konnten. Die restlichen Geräte waren auf drei
nebeneinander gestellte Tische so angeordnet, dass es zu möglichst wenigen Überschneidungen
bei der Beziehungsvisualisierung kam (siehe Abbildung 5.1). Sämtliche Lichtsensoren hatten
der Namen VLightSensor.
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Jedem Teilnehmer wurden sechs Aufgaben gestellt die er oder sie mithilfe der Visualisierung lö-
sen musste. Drei Aufgaben mit Unterstützung der über den Beamer projizierten Visualisierung
und drei Aufgaben mit der Visualisierung auf dem Tablet. Die Reihenfolge mit welcher Visuali-
sierungsmethode begonnenwurde wechselte nach jeder Vp. Die Aufgabe der Teilnehmer war es,
dass Systemverhalten einer intelligenten Umgebung mithilfe der beiden Visualisierungsarten
zu verstehen und dem Versuchsleiter zu erklären. Für jede Aufgabe wurden unterschiedliche
Verhaltensskripte aktiviert, so dass sich das System in jeder Aufgabe etwas anders verhielt.
Die jeweils erste Aufgabe diente zur Einführung und Erklärung der Visualisierung. Die zweite
Aufgabe beinhaltete einen Konflikt bzw. ein unerwünschtes Verhalten der intelligente Umge-
bung, welches von der Vp erkannt werden musste. Bei der letzten Aufgabe wurde der Proband
so positioniert, dass die Projektion auf dem Kopf stand bzw. beim Tablet die Visualisierung
Punktgespiegelt war.
In den folgenden Abschnitten wird für jede Aufgabe das entsprechende Systemverhalten
beschrieben.
Projektion - Aufgabe 1 Das Drücken des Druckknopfes LightSwitch führte zu einer stufen-
weisen Erhöhung der Lichthelligkeit bei Lamp. Um ein weißes Licht zu erzeugen leuchteten
hierbei alle drei LEDs. Die Erhöhung der Lichthelligkeit erfolgte in zehntel-Schritten. Nach der
höchsten Stufe wurde Lamp ausgeschaltet und es wurde wieder bei Stufe Null begonnen.Wurde
der Druckknopf länger gedrückt sprang Lamp sofort auf die höchste Lichthelligkeitsstufe.
Abhängig von der von LampDevice gemessenen Lichthelligkeit wurde auf dem Modul Display
zwei unterschiedliche Bilder angezeigt. Durch das Ändern der Lichthelligkeit von Lamp änderte
sich auch der gemessene Lichtsensorwert von LampDevice und somit das angezeigte Bild. Die
Visualisierung dieser Aufgabe ist in Abbildung 5.2 zusehen.
Projektion - Aufgabe 2 Wie bei der vorherigen Aufgabe konnte die Lichthelligkeit bei
Lamp durch das Drücken von LightSwitch geändert werden. Zusätzlich wurde Lamp durch
den Lichtsensor von dem Gerät BobsPhone) beeinflusst. War es zu dunkel, so wurde Lamp
ausgeschaltet. War es zu hell, so wurde Lamp eingeschaltet. Dies führte zu einem Konflikt
wenn man die Lichthelligkeit erhöhen wollte und es gleichzeitig bei BobsPhone zu hell war.
Projektion - Aufgabe 3 WurdemySmartphone geschüttelt, so wurde die aktuell ausgewählte
LED-Farbe bei Lamp ein- bzw. ausgeschaltet. Durch Wischen nach rechts oder links auf
BobsPhone konnte zwischen der ausgewählten LED-Farbe gewechselt werden. Wenn man
immer nach rechts gewischt hat, war die Reihenfolge rot→ grün→ blau→ rot usw. Welche
LED-Farbe gerade ausgewählt war, wurde auf dem Display von mySmartphone mit „selected
LED: <Farbe>“ angezeigt.
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Abbildung 5.2.: Projizierte Visualisierung bei Aufgabe 1. Die Vp steht am oberen Rand des
Bildes. Die Visualisierung ist zur oberen Tischkante hin ausgerichtet.
Tablet - Aufgabe 1 Wurde das Smartphone welches auf PressureSensor lag angehoben,
wurde ein Alarm ausgelöst. Dieser Alarm wurde durch das Leuchten der roten LED von Lamp
angezeigt. Wurde das Smartphone zurückgelegt ging der Alarm und die rote LED wieder aus.
Durch Drücken auf den Druckknopf AlarmSwitch konnte der Alarm deaktiviert bzw. aktiviert
werden. Hob man das Smartphone an während der Alarm deaktiviert war, wurde der Alarm
nicht ausgelöst. Ob der Alarm aktiviert oder deaktiviert war wurde auf dem Display von
mySmartphone angezeigt.
Tablet - Aufgabe 2 In dieser Aufgabe hatte das System das selbe Verhalten wie in der
vorherigen Aufgabe. Zusätzlich wurde in Abhängig von der von LampDevice gemessenen
Lichthelligkeit zwei unterschiedliche Bilder auf dem Modul Display angezeigt. Durch das
Auslösen des Alarms und das Einschalten der roten LED von Lamp änderte sich auch der
gemessene Lichtsensorwert von LampDevice.
Aufgrund der mehrfach Verwendung des Moduls Display kommt es zu Problemen. Wird zum
Beispiel ein Bild angezeigt, kann der aktuelle Zustand des Alarms (deaktiviert, aktiviert) nur
durch erneutes Drücken des Druckknopfes AlarmSwitch angezeigt werden. Dadurch ändert
sich aber zeitgleich der Zustand, was unter Umständen nicht erwünscht ist.
Tablet - Aufgabe 3 Durch Wischen nach oben auf BobsPhone konnte die Lichthelligkeit
bei Lamp in drei Stufen erhöht werden. Ein Wischen nach unten senkte die Lichthelligkeit.
Hierbei war das Licht immer weiß. Wurde nun mySmartphone geschüttelt, wurden im Wechsel
immer zwei LEDs ausgeschaltet und eines eingeschaltet. Dabei wurde die vorher die durch
das Wischen festgelegte Lichtintensität beibehalten. Die Reihenfolge der eingeschaltenen LED
ist auch hier rot→ grün→ blau→ rot usw. Wurde erneut nach oben oder unten gewischt
45
5. Evaluation
Abbildung 5.3.: Visualisierung auf dem Tablet bei Aufgabe 3. Bild wurde aus der Richtung
des Beamers aufgenommen.
wechselt die Lichtfarbe wieder nach weiß. Die Visualisierung auf dem Tablet ist in Abbildung
5.2 zusehen.
Durchführung
Die Studie wurde an drei verschiedenen Tagen, immer im selben Raum mit identischem
Aufbau durchgeführt. Der Raum war etwas abgedunkelt damit die projizierte Visualisierung
gut erkennbar war. Jeder Vpwurde in aufsteigender Reihenfolge eine ID zugeteilt. Im Folgenden
wird der typische Ablauf der Benutzerstudie beschrieben.
Zu Beginn wurde die Vpn gebeten die Einverständniserklärung (siehe A.1) durchzulesen und
zu unterschreiben. Danach musste ein Fragebogen zur Erfassung von demografischen Daten
(siehe A.2) ausgefüllt werden. Der Versuchsleiter führte daraufhin die Vp kurz in das Thema
ein und vermittelte das Szenario eines intelligenten Zuhauses.
Daraufhin wurde als erstes der Vp das Positionierungsverfahren gezeigt und erklärt. Nach einer
Erläuterung der Aufgabenstellung wurde mit der Durchführung der Studie begonnen. Vpn mit
einer ungerade ID begannen mit der projizierten Visualisierung, Vpn mit einer geraden ID mit
der Visualisierung auf dem Tablet.Während die Aufgabenmit der Visualisierung auf dem Tablet
durchgeführt wurden, war die projizierte Visualisierung ausgeschaltet. Jede Vp wurde bei der
ersten Aufgabe danach befragt, wie sie die Visualisierung intuitiv interpretieren. Anschließend
wurden die einzelnen Elemente der Visualisierung kurz erläutert. Daraufhin mussten die
drei Aufgaben zu der jeweiligen Visualisierungsmethode durchgeführt werden. Während
der Durchführung einer Aufgaben wurde die Vp danach gefragt, wie sich die intelligente
Umgebung verhält und warum. Am Ende jeder Aufgaben mussten die Vp einen TLX-Bogen,
sowie einige weiteren Fragebogen zu der gerade abgeschlossen Aufgabe ausfüllen (A.3). Nach
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Abschluss der jeweils dritten Aufgabe, musste zusätzlich ein SUS-Fragebogen und ein weiterer
Fragebogen zu der gerade verwendeten Visualisierungsmethode ausgefüllt werden (siehe
Anhang A.4). Nach den ersten drei Aufgaben, wurde die Visualisierungsmethode gewechselt
und die Vp musste drei weitere Aufgaben mit der jeweils anderen Methode lösen. Am Ende der
Benutzerstudie wurden noch weitere allgemeine Fragen zur Visualisierung und dem System
LumiReveal gestellt (siehe A.5, A.6 und A.7).
Probleme während der Durchführung
Bei der Durchführung der Studie mit der Vp mit der ID 2, viel der Arduino aufgrund eines
schwachen Akkus aus. Für den Rest der Durchführung mit Vp 2 wurde daher der Arduino über
ein USB-Kabel an einen Laptop angeschlossen, der auf einem Stuhl neben dem Versuchsaufbau
platziert wurde. Während der Durchführung fiel auf, dass bei der dritten Aufgabe die mit der
Projektion zu lösen war, in manchen Fällen der Text „colour: <Farbe>“ anstatt des richtigen
Textes auf mySmartphone angezeigt wurde. Bei Vp 3 wurde vergessen den TLX-Bogen für die
dritte Aufgabe, welche mit dem Tablet zu lösen war ausfüllen zulassen.
5.2.4. Quantitative Ergebnisse
In diesem Abschnitt werden die Quantitativen Ergebnisse der Benutzerstudie zusammenge-
fasst.
Aufgaben
NASA Raw TLX Die TLX-Bewertungen für die erste Aufgabe die mit der projizierten Me-
thode gelöst werden musste liegen zwischen 6,7 und 40 Punkten (siehe Abbildung 5.4a). Der
Mittelwert liegt bei 21,3 Punkten (SD = 10, 6) und der Median bei 17,9 Punkten. Bei der
Visualisierungsmethode auf dem Tablet liegt die niedrigste Bewertung bei 3,3 Punkten und die
Höchste bei 36,7 Punkten. Der Mittelwert mit bei 14,2 (SD = 11, 5) Punkten und der Median
mit 8,8 Punkten sind hier deutlich niedriger als bei der projizierten Methode.
Bei der Bewertung der zweiten Aufgabe mit Projektion liegt die beste Bewertung bei 7,5
Punkten und die Schlechteste bei 47,5 Punkten (siehe Abbildung 5.4b). Hier liegt der Mittelwert
bei 26,7 Punkten (SD = 13, 1) und der Median bei 22,1 Punkten. Bei der Variante mit dem
Tablet sind die Werte mit einem Minimum von 5 Punkten und einem Maximum von 52,5
Punkten etwas weiter gestreut als bei der anderen Variante. Die stärkere Streuung ist auch
an der größeren Standartabweichung von 16,2 Punkten erkennbar. Aber auch hier liegt der
Mittelwert mit 24,7 Punkten und der Median mit 18,8 Punkten unter dem Mittelwert und
Median der projizierten Visualisierungsmethode.
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(a) Ergebnisse der TLX-Bewertungen für die jeweils erste Aufgabe.
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(b) Ergebnisse der TLX-Bewertungen für die jeweils zweite Aufgabe.
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(c) Ergebnisse der TLX-Bewertungen für die jeweils dritte Aufgabe.
Abbildung 5.4.: TLX Bewertungen zu den Aufgaben. Die graue Raute markiert denMittelwert.
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(a) Bewertungen für die jeweils erste Aufgabe.
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(b) Bewertungen für die jeweils zweite Aufgabe.
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(c) Bewertungen für die jeweils dritte Aufgabe.
Abbildung 5.5.: How complex did you find the System in the previous task?
Die Bewertungen der dritten Aufgabe mit Projektion liegen zwischen 0 und 50 Punkten, der
Mittelwert bei 26,3 (SD = 18, 2) und der Median bei 21,7 Punkten (siehe Abbildung 5.4c)..
Bei der Visualisierung auf dem Tablet liegt die niedrigste Bewertung bei 5 Punkten und die
Höchste bei 55 Punkten. Hier liegt der Mittelwert mit 24,3 Punkten (SD = 17, 7) nur etwas
unter dem der anderen Visualisierungsmethode während der Median mit 13,3 Punkten deutlich
niedriger ist.
Wie Komplex waren die Aufgaben? Bei der ersten Aufgabe mit Projektion wurde das
System von 30 Prozent der Vpn als sehr einfach, von 40 Prozent als einfach und von 30 Prozent
als weder einfach noch komplex bewertet (siehe Abbildung 5.5a). Das System bei der ersten
Aufgabe für das Tablet wurde jeweils von 40 Prozent als einfach bzw. sehr einfach bewertet
und von 10 Prozent als weder einfach noch komplex. Von 10 Prozent wurde hier das System
als komplex eingestuft.
Bei der zweiten Aufgabe, die mit der Projektion zu lösen war, fanden 60 Prozent das System
einfach, die anderen 40 Prozent bewerteten es als weder einfach noch komplex (siehe Abbildung
5.5b). Die Bewertungen des Systems bei der Tablet Variante der zweiten Aufgabe sind etwas
stärker verteilt. Hier fanden 20 Prozent der Vpn das System sehr einfach, weitere 40 Prozent
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Abbildung 5.6.: Verteilung der SUS Gesamtbewertungen für beide Visualisierungsmethoden
fanden es einfach, weder einfach noch komplex wurde von 30 Prozent bewertet und wieder 10
Prozent fanden das System sogar komplex.
Das System bei der letzte Aufgabe mit der Projektion wurde von 10 Prozent als sehr einfach
und von 50 Prozent als einfach bewertete (siehe Abbildung 5.5c). Weitere 30 Prozent der Vpn
fanden das System weder einfach noch komplex und 10 Prozent fanden es komplex. Ähnlich
verteilt sind die Bewertungen bei der letzten Aufgabe mit dem Tablet. Hier gaben 20 Prozent
der Vpn an, das System sehr einfach zu finden und 40 Prozent einfach. 20 Prozent bewerteten
das System als weder einfach noch Komplex und ebenfalls 20 Prozent fanden es komplex.
Visualisierungsmethode
SUS Wie in Abbildung 5.6 zu sehen ist, liegen fasst alle Bewertungen beider Visualisierungs-
methoden in der oberen Hälfte der Bewertungsskala. Die niedrigste SUS Bewertung bei der
projizierten Visualisierung liegt bei 32,5 Punkten, die höchste bei 92,5 Punkten. Der Mittelwert
liegt mit 77,5 Punkten (SD = 17) deutlich unter dem Median von 85 Punkten, was an dem
Ausreißer nach unten liegt. Ohne Berücksichtigung des Ausreißer würde der Mittelwert bei
82,5 Punkten (SD = 8, 5) liegen. Die Bewertungen bei der Visualisierungmethode mit dem
Tablet liegen zwischen 55 und 100 Punkten. Der Mittelwert unterscheidet sich mit 80,25 (SD
= 12, 2) Punkten nicht sehr vom Median mit 80 Punkten. Bei beiden Methoden gaben je 8 der
10 Vpn eine Bewertungen über 70 Punkten ab.
War die Visualisierung nützlich um das Systemverhalten zu verstehen? Bei der pro-
jizierten Visualisierung stimmten dem 50 Prozent der Vpn zu und 20 Prozent stimmten nicht
zu (siehe 5.7a). Die anderen 30 Prozent stimmten weder zu noch widersprachen sie dem. Wie
bei der Projektion stimmten auch bei der Visualisierungsmethode auf dem Tablet 50 Prozent
der Vpn zu, dass die Visualisierung nützlich gewesen sei. 30 Prozent der Vpn stimmten hier
nicht zu.
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(b) I found the visualisation of live values useful to
understand the systems behaviour.
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(c) I found the visualisation of live values necessary
to understand the systems behaviour.
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(d) I found the visualisation easy to use from each
direction or position around the table.
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(e) I found the visualisation easy to understand from
each direction or position around the table.
Abbildung 5.7.: Fragen zu den Visualisierungsmethoden. Bewertungen unter 3 werde als
Zustimmung, Bewertungen über 3 als Ablehnung gewertet.
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War die Darstellung der Modulwerte nützlich um das Systemverhalten zu verstehen?
Die Anzeige der Modulwerte fanden bei der projizierten Methode 30 Prozent der Vpn nützlich
und eine Mehrheit von 50 Prozent nicht nützlich (siehe 5.7b). Bei der Visualisierungmethode auf
dem Tablet stimmten hingegen 60 Prozent der Vpn zu, dass die die Darstellung der Modulwerte
nützlich sei um das System zu verstehen. Die anderen 40 Prozent stimmten dem nicht zu.
War die Darstellung der Modulwerte notwendig um das Systemverhalten zu verste-
hen? Sowohl bei der Projektion als auch beim Tablet stimmten 20 Prozent der Vpn zu, dass
die Darstellung der Modulwerte notwendig sei. Bei beiden Methoden sah eine Mehrheit von
60 Prozent dies nicht so (siehe 5.7c).
War die Visualisierung von allen Positionen aus einfach zu verwenden? 30 Prozent
der Vpn stimmten dem bei derMethodemit der Projektion zu (siehe 5.7d). Das die Visualisierung
nicht aus allen Positionen einfach zu verwenden war fanden 40 Prozent. Bei der Visualisierung
auf dem Tablet stimmten dem 60 Prozent zu und 30 Prozent widersprachen.
War die Visualisierung von allen Positionen aus einfach zu verstehen? Dem stimm-
ten und widersprachen jeweils 40 Prozent der Vpn bei der projizierten Methode (siehe 5.7e).
Wieder stimmten dem 60 Prozent der Vpn bei der Methode mit dem Tablet zu und ebenfalls 30
Prozent widersprachen dem.
Abschließende Fragen
War die Visualisierung intuitiv Verständlich? 90 Prozent der Vpn stimmten zu, dass sie
die Visualisierung intuitiv verstanden hätten. Die restlichen 10 Prozent stimmten dem nicht
zu.
Die Dauer des Positionierungsvefahren war akzeptabel? Dem stimmten 80 Prozent
der Vpn zu. Weitere 10 Prozent fanden die Dauer nicht akzeptable.
5.2.5. Qualitative Ergebnisse
In diesem Abschnitt werden die Qualitativen Ergebnisse der Benutzerstudie zusammenge-
fasst.
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Fragen zur Visualisierungsmethode
Was hat gefallen? Zwei Vpn gefiel an der Visualisierungsmethode auf dem Tablet, dass
mit ihr interagiert und einzelne Elemente verschoben werden konnten. Ebenfalls zwei Vpn
empfanden die Bedienung als angenehmen und leicht. Drei weitere Vpn mochten die Kom-
paktheit und Übersichtlichkeit der Darstellung . Einer Vp fand es gut, dass bei der projizierten
Visualisierung diese direkt bei den realen Geräten angezeigt wurden. Hier gaben zwei Vpn an
die Übersichtlichkeit der Projektion zu mögen.
Was hat nicht gefallen? Einer Vp gefiel nicht, dass sich bei der Visualisierung auf dem
Tablet die Darstellung nicht an der Position des Benutzers orientiert. Zwei weitere Vp fanden
die nötige Abstraktion zwischen der Visualisierung und den realen Geräten etwas beschwerlich.
Eine Vp bemängelte die zähe Animation der Visualisierung beim Verschieben von Elementen.
Zwei Vpn fanden bei der projizierten Methode nicht gut, dass sich die Visualisierung nicht zur
Position des Benutzers ausrichtete. Weiteren zwei Vpn gefiel die Anzeigeform der Modulwerte
nicht, da diese durch die begrenzte Größe der Modulvisualisierung teilweise schlecht lesbar
seien. Einer Vp fehlte die Möglichkeit mit der Visualisierung zu interagieren.
Probleme aufgrund der Position: Bei der Visualisierungsmethode auf dem Tablet gaben
fünf der zehn Vpn an, Probleme bei der Orientierung und beim Umdenken zu haben, wenn die
Visualisierung aufgrund des Positionswechsels punktgespiegelt war und somit die Gerätepo-
sitionen auf der Visualisierung nicht mit den Positionen der realen Geräte übereinstimmte.
Die anderen fünf Vpn hatten hierbei keine Probleme. Neun Vpn gaben bei der projizierten
Methode an Probleme zu haben, wenn diese auf dem Kopf stand. Alle Neun gaben als Grund
an, den Text nicht oder nur schwerlich lesen zu können. Eine Vp gab keine Probleme an.
Probleme bei einer Verwendung im eigenen Zuhause: Drei Vpn sahen keine Probleme
oder Herausforderungen falls sie ein System wie LumiReveal mit der Visualisierung auf dem
Tablet bei sich Zuhause nutzen würden. Andere Vpn gaben an, dass es bezüglich der Übersicht-
lichkeit der Darstellung Probleme geben könnte, wenn noch mehr Geräte angezeigt würden.
Einer Vp fehlte die Möglichkeit für einen besseren Überblick aus der Visualisierung heraus zu
zoomen oder einzelne Komponenten ein- und auszublenden. Bei der projizierten Visualisierung
gaben zwei Vpn an, dass es Probleme dabei geben könnte diese immer so anzuzeigen, dass
sie lesbar wäre und zum Benutzer ausgerichtet sei. Weitere Vpn gaben zu bedenken, dass
Probleme entstehen könnten wenn nur wenige freie Flächen zur Verfügung stünden oder es
enge Räumlichkeiten oder Verdeckungen durch Mobiliar gäbe. Ein Vp fand es problematisch,
dass die Räume immer etwas abgedunkelt sein müssten damit die Visualisierung erkennbar
sei.
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Abschließende Fragen
Visuelle Elemente die nicht verstanden wurden: Vier der zehn Vpn gaben an, zu Beginn
nicht alle visuellen Elemente verstanden zu haben. Davon waren zwei Vpn der Zusammenhang
zwischen der Farbe Grün für Sensoren und Blau für Aktuatoren nicht sofort klar. Eine Vp gab
an, das es für sie verwirrend war, dass auch Geräte angezeigt wurden die im aktuellen System
keine Funktion hatten.
Verbesserungsvorschläge: Als Verbesserung schlugen drei Vpn vor dass sich die Ausrich-
tung der Visualisierung immer an die Positition des Benutzers anpassen sollte, so dass diese
immer richtig herum dargestellt wird. Weitere Vorschläge waren: eine abstraktere Anzeige
der Modulwerte, das Einblenden einer Legende mit Informationen zu der Visualisierung, die
Möglichkeit einzelne Elemente ein- und ausblenden zu können.
Welche Visualisierungsmethode war schneller? Sechs der zehn Vpn empfanden bei der
Verwendung die Visualisierungsmethode auf dem Tablet schneller als die projizierte. Davon
gaben vier als Grund die Möglichkeit mit der Visualisierung interagieren und einzelne Elemente
verschieben zu können an. Für zwei dieser Vpn war die kompaktere und übersichtlichere
Ansicht ein weiterer Grund. Die vier anderen Vpn fanden die Projektion schneller. Diese gaben
als Vorteil an, dass man nicht zwischen Tablet und Geräten hin und her schauen müsse und so
auch der Datenfluss zwischen den Geräten schneller zu erkennen sei. Außerdem müsse man
beim Positionswechsel nicht umdenken und die zu einer Visualisierung gehörenden Geräte
suchen.
Bevorzugte Visualisierungsmethode: Bei der Frage welche Visualisierungsmethode man
in seinem zukünftigen Zuhause verwenden würde, gaben acht der zehn Vpn an, die Tablet Vari-
ante zu bevorzugen. Drei dieser Vpn gaben als Grund die einfachere Benutz- und Bedienbarkeit
an. Für ebenfalls drei Vpn war ein Grund die übersichtlichere Darstellung auf dem Tablet.
Wiederum drei Vpn präferierten die Methode auf dem Tablet, weil bei der Projektion die Gefahr
bestünde, dass die Geräte durch andere Gegenstände verdeckt werden könnten. Die anderen
zwei Vpn würden die projizierte Visualisierungsmethode bei sich Zuhause vorziehen. Diese
gaben als Gründe an, dass keine Suche der zur Visualisierung gehörenden Geräte notwendig
sei und man nicht notwendigerweise ein (zusätzliches) mobiles Gerät benötige.
Verwendungs-Szenarien: Fünf Vpn würden die Visualisierung beim Einrichten bzw. beim
Ändern der Konfiguration des intelligenten Zuhause nutzen. Weitere drei Vpn gaben an die
Visualisierung für die Fehlersuche einzusetzen.
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5.2. Benutzerstudie
Szenarien in der ein Visualisierungsmethode Vorteile hat: Bei der Frage in welcher
Situation eine der Visualisierungmethoden gegenüber der anderen Vorteile hätte, gaben zwei
Vpn an, dass man mithilfe des Tablets auch aus der Ferne die Intelligente Umgebung steuern
und debuggen könne. Eine Vp gab als Antwort, dass bei der Visualisierung von Interaktionen
zwischen Geräten die sich nicht im selben Raum oder Stockwerk befinden, das Tablet einen
klaren Vorteil habe. Eine andere Antwort war, dass die projizierte Visualisierung Vorteile hat,
wenn die genaue Position eines Gerätes in einem Raum wichtig für die Anwendung ist.
Was war gut/ nicht gut? Zwei Vpn gaben an, dass ihnen die Darstellung der Geräte-
Beziehungen gefiel. Eine Vp gab explizit an, dass sie die Darstellung gut verständlich fand.
Eine Vp bemängelte, dass die Darstellungen über den statischen Beamer nicht ausgereift sei.
Eine andere Vp hatte Bedenken bei der Akkulaufzeit der intelligenten Geräte.
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6. Diskussion
Mit der Benutzerstudie sollte geklärt werden, ob die gewählte Visualisierungsart den Benutzer
dabei unterstützt, das Systemverhalten einer intelligenten Umgebung besser zu verstehen.
Außerdem sollte überprüft werden ob eine projizierte Visualisierung von den Benutzern einer
intelligenten Umgebung der Visualisierung auf einem Tablet vorgezogen wird. Die Hypothesen
waren, dass die gewählte Visualisierungsart intuitiv und leicht zu verstehen sei und das die
projizierte Visualisierung den Benutzer besser dabei unterstützt eine intelligente Umgebung
zu verstehen als die Visualisierungsmethode auf dem Tablet.
Die gewählte Visualisierungsart wurde überwiegend positiv aufgenommen. Fast alle Vpn fan-
den die Visualisierung einfach und intuitiv verständlich und es gab nur wenige Elemente, die
bei der Visualisierung nicht sofort verstanden wurden. Beide Visualisierungsmethoden haben
eine gute bis sehr gute SUS Bewertung erhalten. Damit attestieren die Vpn der Visualisierungs-
art im Allgemeinen eine gute Benutzbarkeit. Der Unterschied zwischen den Bewertungen der
beiden Visualisierungsmethoden ist nicht sehr groß und lässt keinen Rückschluss zu, welche
der beiden Methoden die bessere Benutzbarkeit hat. Die Darstellung der Modulwerte wurde
von den Vpn als nützlich aber nicht unbedingt notwendig angesehen. Dies liegt vermutlich an
der Art der Darstellung, die wie bereits in der Fokusgruppe auch hier kritisiert wurde.
Bei allen drei Aufgaben wurde das Lösen der Aufgaben mithilfe der Projektion im Schnitt als
etwas anstrengender bewertet als wenn das Tablet verwendet wurde. Die Komplexität bei den
jeweiligen Aufgaben wurde immer ähnlich bewertet. Bei der Visualisierungsmethode mit dem
Tablet wurde vor allem die Möglichkeit geschätzt, dass man mit der Visualisierung interagieren
kann, sowie die kompaktere Darstellung als bei der Projektion. Bei der Projektion wurde
hingegen der Vorteil deutlich, dass die Informationen direkt neben den Geräten angezeigt
wurden und somit nicht zwischen der Visualisierung und den realen Geräten abstrahiert werden
musste, was auch bei der Darstellung auf dem Kopf von Vorteil war. Bei beiden Methoden
wurde bemängelt, dass sich die Visualisierung nicht an die wechselnde Position des Benutzers
anpasst. Bei der Projektion hatten hier fast aller Vpn das Problem, dass die Schrift auf dem
Kopf stand und somit nur schwer zu lesen war, während beim Tablet die Schrift weiterhin
richtig herum stand. Andererseits war es beim Tablet durch die punktgespiegelte Darstellung
für die Vpn nun noch schwerer zwischen Visualisierung und den realen Geräte zu abstrahieren.
Allerdings konnte auch hier von ein einigen Vpn ausgenutzt werden, dass man die Anordnung
der Elemente manuell korrigieren konnte. Die meisten würden die Variante mit dem Tablet bei
sich Zuhause einsetzen obwohl auch hier Probleme befürchtet wurden, wie dass die Darstellung
aufgrund vieler Geräte unübersichtlich werden könnte.
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Die Visualisierungsart ist intuitiv und leicht verständlich. Das die projizierte Visualsierung
hilfreicher ist als die Methode auf dem Tablet konnte nicht bestätigt werden. Allerdings muss
berücksichtigt werden, dass der Systemaufbau bei der Benutzerstudie mit nur einem Beamer
natürlich nicht dem Szenario entspricht in der das System später eingesetzt werden soll. Beide
Visualisierungsmethoden haben ihre Vor- und Nachteile.
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7. Zusammenfassung und Ausblick
Bei der Recherche themenverwandter Arbeiten in diesem Gebiet wurde festgestellt, dass es
zwar bereits Systeme mit ähnlichen Ideen und Ansätzen wie LumiReveal gibt, aber keines
dieser Systeme die Geräte-Beziehungen und den Datenfluss direkt zwischen die realen Geräte
projiziert. Anschließend wurde auf das Konzept für das System LumiReval eingegangen. Neben
der Architektur für die Hardware und Software wurden verschiedene Visualsierungsmöglich-
keiten verschiedener Elemente dargestellt und ihre Vor- und Nachteile diskutiert. Anschließend
wurde die vielversprechendste Visualisierung vorgestellt und ihre einzelnen Elemente näher
erläutert. Hierbei wurde besonders darauf geachtet die Visualisierung der einzelnen Elemente,
wie dem Datenfluss und die Darstellung der Module, möglichst intuitiv zu Gestalten. Zusätzlich
wurde auf das Positionierungsverfahren, welches für das System entwickelt wurde, einge-
gangen. Bei der Vorstellung der eingesetzten Technologien wurde im Besonderen auf das
meSchup System eingegangen auf dem LumiReveal aufbaut. Die Visulaisierung wurde mithilfe
der Grafikbibliothek D3 und dem Force Layout umgesetzt. Vor der Benutzerstudie wurde eine
Fokusgruppe durchgeführt um Fehler bei der Visualisierung noch vor der Benutzerstudie zu
erkennen. Hier wurde auf die zu technische Darstellung der Modulwerte hingewiesen. Danach
folgt der Aufbau der Benutzerstudie sowie die Zusammenfasssung der Ergebnisse. Bei der
Diskussion der Ergebnisse wurde festgestellt, dass die gewählte Visualisierung leicht und
intuitiv verständlich ist. Dass projizierte Visualisierung Vorteile gegenüber der Varianten mit
dem Tablet hat, konnte nicht bestätigt werden, wobei bei beiden Methoden verschiedene Vor-
und Nachteile erkennbar wurden.
Ausblick
Die Anzahl der intelligenten Geräte und die Komplexität der intelligenten Umgebungen wird
weiter steigen und damit auch die Notwendigkeit von Systemen wie LumiReveal.
Um den Benutzer noch besser zu unterstützen, müssen jedoch einige Änderungen und Ver-
besserungen umgesetzt werden. Zum einen verwendet LumiReveal aktuell nur einen Beamer.
Um das System jedoch sinnvoll nutzen zu können, muss es möglich sein mehrere Beamer zu
verwenden damit deren Projektionen einen gesamten Raum abdecken können. Eine Heraus-
forderung ist hier die Projektionen bei ihren Übergängen so zu gestalten, dass diese fließend
wirken. Hier könnte ein ähnliches Verfahren wie bei RoomAlive [JSS+14] eingesetzte werden.
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Des Weiteren muss die Darstellung der Modulwerte verbessert werden, damit diese auch
für Laien verständlich und nützlich sind. Beim Anschauen eines Modulwertes sollte sofort
erkennbar sein, welche Bedeutung dieser hat. Hierbei wären Ansätze wie die Verwendung von
Symbolen sinnvoll. Weitere Informationen über die Geräte, wie ob sie eingeschaltet sind oder
nicht, wären ebenfalls hilfreich für das Verständnis.
Ein weiteres Feature wäre das Filtern der Visualisierung so dass einzelne Elemente ein- und
ausgeblendet werden können. Damit könnte man die Darstellung übersichtlicher machen und
nicht benötigte Informationen ausblenden.
Eine weitere Herausforderung ist es eine Möglichkeit zu finden, dass sich die Projektion stets
so ausrichtet, dass diese vom Benutzer immer gut lesbar ist. Auch muss berücksichtigt werden,
dass es Interaktionen zwischen Geräten geben könnte die sich nicht im selben Raum oder
Stockwerk befinden.
Eine vielversprechende Art um mit der projizierten Visualisierung interagieren zu können
um deren Elemente zu verschieben wäre, wenn die Interaktion auf dem Tablet auch auf die
projizierte Visualisierung angewendet werden würde.
Es muss noch einiges an Entwicklung und Forschung betrieben werden um das System so
anzupassen und zu erweitern, dass es den Ansprüchen eines Benutzer einer intelligente
Umgebung genügt und ihn sinnvoll unterstützt.
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A. Anhang
A.1. Einverständniserklärung und Fragebögen
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A. Anhang
Consent Form
DESCRIPTION: You are invited to participate in a research study on
“Visualisations of device relationships in smart environments” 
TIME INVOLVEMENT: Your participation will take approximately 60min.
 
DATA COLLECTION: For this  study,  we will  give multiple tasks to solve.  We will  make
observation notes and ask you to fill  out different questionnaires. The user study will  be
video recorded for later internal analysis. No video material will be given to third parties.  
RISKS AND BENEFITS: No risk associated with this study. The collected data is securely
stored. We do guarantee no data misuse and privacy is completely preserved. We cannot
and do not guarantee or promise that you will receive any benefits from this study.
Your decision whether or not to participate in this study will not affect your grade in school.
PARTICIPANT’S RIGHTS:  If you have read this form and have decided to participate in
this project, please understand your participation is voluntary and you have the right to
withdraw your consent or discontinue participation at any time without penalty or
loss  of  benefits  to  which  you  are  otherwise  entitled.  The  alternative  is  not  to
participate. You have the right to refuse to answer particular questions. The results of this
research study may be presented at scientific  or professional meetings or published in
scientific journals. Your identity is not disclosed unless we directly inform and ask for your
permission.
CONTACT INFORMATION: If you have any questions, concerns or complaints about this 
research, its procedures, risks and benefits, contact following persons:
Thomas Kubitza, MSc. (thomas.kubitza@vis.uni-stuttgart.de)
VIDEOS: We do not publish the collected videos or sound records, we only use them for internal 
analyzes.
By signing this document I confirm that I agree to the terms and conditions.
Name: ________________________________
Signature, Date: _________________________
© hciLab.org v2_2015_05_15
Abbildung A.1.: Einverständniserklärung
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A.1. Einverständniserklärung und Fragebögen
Demographics
* Erforderlich
male
female
Yes
No
Yes
No
Dieser Inhalt wurde nicht von Google erstellt und wird von Google auch nicht unterstützt. Missbrauch melden -
Nutzungsbedingungen - Zusätzliche Bestimmungen
ID *
Meine Antwort
Age *
Meine Antwort
Gender *
Job *
Meine Antwort
Do you have experience in programming? *
Do you have already experience with smart homes or other
smart environments? *
Geben Sie niemals Passwörter über Google Formulare weiter.
SENDEN
Abbildung A.2.: Fragebogen: demografische Daten
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Task
* Erforderlich
Task
very easy
1 2 3 4 5
very dif寽뒀cult
very simple
1 2 3 4 5
very complex
How dif寽뒀cult did you 寽뒀nd the previous task? *
How complex did you 寽뒀nd the System in the previous task? *
Please brie眙y describe your understanding of the systems
behaviour in the last task. *
Meine Antwort
Geben Sie niemals Passwörter über Google Formulare weiter.
ZURÜCK SENDEN
Abbildung A.3.: Fragebogen: Aufgabe
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Visulisation Method
* Erforderlich
strongly agree
1 2 3 4 5
strongly
disagree
strongly agee
1 2 3 4 5
strongly
disagree
strongly agree
1 2 3 4 5
strongly
disagree
strongly agree
1 2 3 4 5
strongly
disagree
strongly agree
1 2 3 4 5
strongly
disagree
I found the visualisation useful to understand the systems
behaviour. *
I found the visualisation of live values useful to understand the
systems behaviour. *
I found the visualisation of live values necessary to understand the
systems behaviour. *
I found the visualisation easy to use from each direction or position
around the table. *
I found the visualisation easy to understand from each direction or
position around thetable. *
Abbildung A.4.: Fragebogen: Visualisierungsmethode
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Final Questions
* Erforderlich
Visualisation Methods
projected visualisation
visualisation on mobile device
projected visualisation
visualisation on mobile device
I found the following method quicker to use: *
Why? *
Meine Antwort
When your future smart home would be equipped with one of these
two methods fordebugging, which one would you prefer? *
Why? *
Meine Antwort
In which scenarios would you use this visualisation? *
Meine Antwort
Can you imagine situations in which one of the visualisation
methods would work better than the other? Which ones? *
Meine Antwort
Abbildung A.5.: Fragebogen: Abschließende Fragen 1
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Final Questions
* Erforderlich
Scan Process
stronlgy
disagree
1 2 3 4 5
strongly agree
I found the duration of the projector scan process acceptable. *
Geben Sie niemals Passwörter über Google Formulare weiter.
ZURÜCK WEITER
Abbildung A.6.: Fragebogen: Abschließende Fragen 2
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Final Questions
general
What did you like?
Meine Antwort
What did you dislike?
Meine Antwort
Geben Sie niemals Passwörter über Google Formulare weiter.
ZURÜCK SENDEN
Abbildung A.7.: Fragebogen: Abschließende Fragen 3
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