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Abstract: The principal admissible representations of affine Kac-Moody al-
gebras are studied, with a view to their use in conformal field theory. We
discuss the generation of the set of principal admissible highest weights, con-
centrating mainly on A
(1)
r at rational level k. A related algorithm is described
that produces the Malikov-Feigen-Fuchs null vectors of these representations.
With the principal admissible description of the highest weights, we are able
to prove that field identifications (including maverick ones) lead to the canon-
ical description of the primary fields of the nonunitary diagonal coset theories.
† Supported in part by NSERC.
1. Introduction
The role in conformal field theory of integrable representations of affine Kac-Moody
algebras is well understood. These occur at positive integer level k, and describe the
excitations of primary fields in the Wess-Zumino-Witten (WZW) conformal field theories.
Integer level is required for a single-valued Wess-Zumino contribution to the exponential
of the WZW action.
The integrable representations also figure in other conformal field theories, by the
Goddard-Kent-Olive (GKO) coset construction. For example, the unitary Wn minimal
models are described by the coset An−1,1 ⊕ An−1,k/An−1,1+k, with k ∈ N (here An−1,k
denotes the affine untwisted algebra A
(1)
n−1 at fixed level k).
But there also exist nonunitary minimal models. In order to describe them by the
same GKO coset, we need to consider representations of affine algebras at rational but
noninteger (or fractional) level k. These admissible representations were discovered by
Kac and Wakimoto [1][2], but their role in conformal field theory is still being written.
The admissible representations are nonunitary, except for the subclass of integrable
representations. They nevertheless share many important properties with the integrable
representations. For example, their characters obey a generalisation of the Weyl-Kac
character formula, and they have nice modular properties. This last feature is inherited by
the nonunitary coset conformal theories, as is necessary since they are rational conformal
field theories, just like their unitary cousins.
In [3] we studied the modular properties of admissible characters, and their conse-
quences in the Verlinde formula and for modular-invariant partition functions. In [4], the
use of admissible representations in diagonal GKO cosets was studied. For example, a new
class of intrinsically nonunitary field identifications was discovered that showed, at least in
many examples, that the canonical description of the primary fields could be derived from
the coset description. One of our results here is the proof that this works generally.
Key to the proof is the use of the so-called principal admissible representations [5].
Our main theme in this paper is that the description of admissible highest weights as
principal admissible weights is very natural, and so should prove instrumental in clarifying
the use of admissible representations in conformal field theory.
The main outstanding question does not have to do with GKO cosets, but rather
with the affine Kac-Moody algebras at fractional level themselves. Certainly, naive use
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of the WZW action does not make sense at noninteger level k.1 But an action, and the
geometrical setting of the WZW action, are luxuries not accorded most rational conformal
field theories. One may still ask, therefore, if the affine algebras at fractional level might
nevertheless be the chiral algebras of sensible (albeit nonunitary) rational conformal field
theories.
For the simplest case of A1,k, some correlation functions have been constructed that
obey the affine Ward-Takahashi identities and the duality properties appropriate to a
rational conformal field theory [7]. Some progress has also been made in generalising these
results [8].
On the other hand, the fusion rules consistent with these A1,k results have not yet
been reconciled with the Verlinde formula, which should hold for all rational conformal
field theories.
It is clear that if the Verlinde formula is to apply, some modification must be made
to the characters found by Kac and Wakimoto and so to their modular matrices. The
Kac-Wakimoto modular S matrix in the Verlinde formula gives some fusion coefficients
equal to negative integers [9][3]. The pathology of the modular matrices also shows in
other ways: modular invariants can be constructed that would be the partition functions
of theories with no identity primary field [10].
One suggestion [11] [12] is that the negative Verlinde coefficients are a sign (pun
intended) that some of the highest-weight representations should be reinterpreted as lowest-
weight representations. For the case A1,k, this idea has motivated certain modifications of
the affine characters and the modular S matrices [13][14] in order to produce non-negative
integer Verlinde numbers. But these prescriptions are not compelling to us; in particular,
they are not uniform as functions of the level denominator, and their generalisations to
other algebras are not clear.
In [15][16] it is supposed that the fusion eigenvalue matrix is nonsymmetric in the
fractional-level case. The fusion algebra is conjectured for A2,3/u−3, with u ∈ N coprime
to 3, by considering A2,k null-vector-decoupling equations. It seems to have the sensible
non-negativity property. But the algebra is not reconciled with the Verlinde formula.
1 A partial geometric interpretation was given in [6], however. But its physical relevance is not
clear.
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Another possibility is that the theories with fractional-level affine algebras as their
chiral algebras (fractional-level theories, for short) are not rational conformal field theo-
ries. Perhaps only a part of the full (chiral) Hilbert space is represented by admissible
representations. Other types of representations would be transparent to the null-vector
decoupling calculations mentioned above [12][15], and so may exist in the fractional-level
theories, so that they are non-rational [17].
Of course, one possibility is that the fractional-level theories simply do not exist. We
feel that the results of [7] are a strong indication to the contrary, however.
It is our hope that the generalisation of the A1,k results to other affine algebras will
help to clear up these issues, and this work is a contribution in that direction. Again, we
believe that the principal admissible description of highest weights will be important in
this area. And that the principal admissible description of highest weights is natural only
becomes clear in the more general context.
In the next section, integrable, admissible and principal admissible representations
and their highest weights are reviewed. We also specify in detail how to generate the
full sets of principal admissible highest weights for the Ar,k algebras, at any rank r and
admissible level k. (We defer to an appendix the description of the C2 and G2 admissible
highest weights.) In section 3, the null vectors of the principal admissible representations
are described, in a way that connects directly with the results of section 2. Section 4
deals with the nonunitary diagonal coset theories, and contains the proof that the coset
model leads to the canonical description of the primary fields in the corresponding minimal
models. Section 5 is a conclusion.
2. Principal Admissible Representations
2.1. Affine untwisted algebras
We first review the theory of integrable representations of affine untwisted Kac-Moody
algebras. For the most part, we will use notation already introduced by Kac and Wakimoto.
Let Xr,k denote the untwisted affine algebra X
(1)
r , at fixed level k. For example,
with X = A, we have the affine algebra sometimes indicated by ŝu(r + 1)k. Let Π =
{α0, α1, . . . , αr } and Π∨ = {α∨0 , α
∨
1 , . . . , α
∨
r } be the sets of simple roots and coroots of
Xr,k, respectively. The corresponding set of fundamental weights are (Π
∨)∗ =: Ψ =
3
{Λj : j = 0, 1, . . . , r }, so that (α
∨
j |Λℓ) = δj,ℓ. The affine Weyl vector is defined to be
ρ :=
∑r
i=0 Λi.
The simple roots αj for j = 1, . . . , r can be identified with the simple roots of
the horizontal subalgebra Xr ⊂ Xr,k. Generally, overbars will indicate objects asso-
ciated with the finite-dimensional horizontal subalgebra. So, Π¯ = {α1, . . . , αr } and
Π¯∨ = {α∨1 , . . . , α
∨
r } are the sets of simple roots and coroots of Xr. The ‘extra’ affine
simple root is α0 = δ − θ, where θ is the highest root of Xr, and δ is the basic imaginary
(null) root, i.e. {nδ : 0 6= n ∈ Z } is the complete set of imaginary roots. So
Π∨ = {δ − θ, α∨1 , . . . , α
∨
r } . (2.1)
We have δ =
∑r
j=0 ajαj, where the aj are the marks. We also use P as the operator that
projects an affine weight to the horizontal weight space, so that Pα0 = −θ for instance.
Let ∆,∆+,∆
re,∆∨ re, ∆re+ ,∆
∨ re
+ denote the sets of roots, positive roots, real
roots, real coroots, positive real roots, and positive real coroots, respectively. Then
∆¯, ∆¯∨, ∆¯+, ∆¯
∨
+ will signify the sets of roots, coroots, positive roots and positive coroots,
respectively, of Xr. The (co)root lattices will be denoted as follows: Q := ZΠ, Q¯ := ZΠ¯,
Q∨ := ZΠ∨, Q¯∨ := ZΠ¯∨. The weight lattices will be P := ZΨ, P¯ := ZΨ¯, and the sets of
positive weights P+ := Z+Ψ, P¯+ := Z+Ψ¯.
2.2. Integrable representations
The integrable representations are unitary, highest-weight representations, for level
k ∈ Z+. For fixed Xr,k, the set of integrable highest weights is
P k+ = { λ =
r∑
j=0
λjΛj : λj ∈ Z+,
r∑
i=0
λja
∨
j = k } , (2.2)
where a∨j indicates the j-th comark. LetK =
∑r
j=0 a
∨
j α
∨
j be the canonical central element.
Then we can rewrite
P k+ = { λ : (α|λ) ∈ Z+, ∀α ∈ Π
∨; (K|λ) = k } . (2.3)
A Weyl reflection rα normal to the root α has action rαλ = λ− (α∨|λ)α on weight λ.
The primitive reflections are then just ri := rαi = rα∨i , and they generate the affine Weyl
group W =< ri : i = 0, 1, . . . , r >=< rα : α ∈ Π∨ >.
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The set of integrable weights P k+, or its horizontal projection P¯
k
+ = P(P
k
+) rather, can
be pictured as follows. The set lies in an alcove of finite volume in the horizontal weight
space P¯ . The elements of the affine Weyl group W carry this alcove into copies that fill
out P¯ completely. The example of Xr = A2 is shown in Figure 1.
There the various sectors are labelled by the affine Weyl group element that carries
them into the dominant sector, the sector labelled by id. The elements are written as
products of primitive affine reflections ri. The first (i.e., rightmost) reflection is r0 in all the
expressions (except id), a choice we can always make. The lengths of these decompositions
are minimal, so that the expressions are reduced decompositions. The number of factor
primitive reflections is then the length of the corresponding element. The thicker lines
bound the region containing the weights of P¯+. This picture will be useful later.
0
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Figure 1. The sectors of the weight space of the horizontal subalgebra A2 ⊂
A2,k, labelled by the affine Weyl group elements y ∈ W that carry them into
the dominant (y = id) sector. The thick lines bound the region of weights
with positive horizontal Dynkin labels. The notation ij · · ·k is used for the
product rirj · · · rk.
2.3. Characters and modular transformations
The formal character of an integrable representation L(λ) of highest weight λ is defined
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as
chλ =
∑
σ∈P
multλ(σ) e
σ , (2.4)
where multλ(σ) is the multiplicity of weight σ in L(λ). The elegant Weyl-Kac formula for
this character is
chλ =
∑
w∈W det(w) e
w.λ∏
α∈∆+
(1− e−α)mult(α)
. (2.5)
Here mult(α) is the multiplicity of the affine root α, and w.λ := w(λ+ρ)−ρ is the shifted
action of w. The normalised character is
χλ := e
−δ(hλ−c/24) chλ , (2.6)
where hλ = (λ|λ + 2ρ)/2(k + h∨) is the conformal weight of the representation, and
c = k dimXr/(k + h
∨) is the central charge. h∨ stands for the dual Coxeter number:
h∨ := (K|ρ) =
∑r
i=0 a
∨
i .
Suppose that a weight σ has imaginary part −nδ. Define
eσ(τ, z, t) := exp [2πi (nτ + (σ|z) + kt)] , (2.7)
where z in an element of the Cartan subalgebra of the horizontal subalgebra Xr. Then the
normalised characters χλ(τ, z, t) are the conformal blocks for the torus partition function
of the WZW conformal field theory. Consequently, they transform nicely under the action
of the torus modular group, PSL(2,Z). This modular group is generated by S : τ → −1/τ
and T : τ → τ + 1. Kac and Peterson found
χλ
(
−1
τ
,
z
τ
,
t− (z|z)
2τ
)
=
∑
µ∈Pk
+
S
(k)
λ,µ χµ(τ, z, t) (2.8)
and
χλ(τ + 1, z, t) =
∑
µ∈Pk
+
T
(k)
λ,µ χµ(τ, z, t) . (2.9)
The S
(k)
λ,µ (T
(k)
λ,µ) are the elements of a unitary, symmetric matrix S
(k) (T (k)). Their precise
form will be written below.
Another expression for the normalised character is
χλ(τ, 0, 0) = e
−2πiτ(hλ−c/24)TrL(λ) e
−2πiτL0 , (2.10)
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where L0 is the zero-mode of the Sugawara stress tensor. In [1], Kac and Wakimoto
defined the concept of a modular-invariant representation (of a complex Lie algebra g), by
isolating the features of this last expression that result in the nice modular properties above.
Suppose there exists a fixed element E of a complex Lie algebra g that is diagonalisable
in a representation V of g, so that V = ⊕E∈SpecE VE , with VE a finite-dimensional fixed
E-eigenvalue (= E) subspace of V . If, furthermore, for some complex number a,
e−2πiτaTrV e
−2πiτE (2.11)
is a modular function in τ for some principal congruence subgroup of PSL(2,Z), then V
is a modular-invariant representation.
The integrable representations are clearly modular-invariant representations of Xr,k,
with E = L0, and a = hλ − c/24. The subspaces VE are the horizontal subspaces of the
affine representation at fixed L0 eigenvalue. They represent the horizontal subalgebra Xr,
and because the highest weight has non-negative integer Dynkin labels, the representations
are indeed finite-dimensional.
2.4. Admissible representations
But Kac and Wakimoto [1] found other highest-weight representations of Xr,k that
are modular invariant. The general class they found, which includes the integrable repre-
sentations, they dubbed the admissible representations. They have levels that are rational,
in general: (K|λ) = k = t/u, with u ∈ N, t ∈ Z and gcd(t, u) = 1. Consequently, they have
some Dynkin labels that are fractional (i.e. rational but not integer), when the level is not
integer. In particular, there are admissible representations with highest weights having
some horizontal Dynkin indices that are not integer. This means that the horizontal sub-
spaces of these representations are not finite-dimensional, so that L0 can not be identified
with the energy operator E appropriate to them. It is a curious feature of these admissible
representations that the operator E differs for different representations, in contrast with
the special case of the integrable representations.
Kac and Wakimoto also derived a generalisation of the Weyl-Kac formula that applies
to admissible representations:
chλ =
∑
w∈Wλ det(w) e
w.λ∏
α∈∆+
(1− e−α)mult(α)
, (2.12)
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which should perhaps be called the Weyl-Kac-Wakimoto formula. In it the affine Weyl
group W of the Weyl-Kac formula is replaced by the group Wλ. The associated Weyl
group Wλ of the admissible weight λ is determined by those real coroots that have integer
inner product with λ:
Wλ := < rα : α ∈ ∆
∨ re
+ , (α|λ) ∈ Z > . (2.13)
2.5. Principal admissible representations
We will restrict here to the subclass of the admissible representations that are known
as the principal admissible representations [2]. In that case, the level k = t/u must be
principal admissible, meaning it satisfies
gcd(u, r∨) = 1 , r∨ := maxi{ai/a
∨
i } (2.14)
and
u(k + h∨) =: k0 + h∨ , k0 ∈ Z+, (2.15)
so that k0 is an integrable level. The reason for this condition will become clear later. We
also have Wλ ∼=W , for all principal admissible highest weights, although the action ofWλ
on a weight λ is certainly different from the action of W .
To introduce the principal admissible highest weights, first notice that the description
of integrable highest weights begins with the set (2.1) of simple coroots. Define the affine
Weyl vector using the dual of Π∨:
ρ :=
∑
Λ∈Ψ
Λ =
r∑
i=0
Λi , (2.16)
and let the shifted highest weight be λ+ ρ. Let vλ denote the highest-weight state in the
Verma module of highest weight λ. The integrable condition (α|λ+ ρ) ∈ N guarantees the
existence of a primitive null vector
f
(α|λ+ρ)
α∨ vλ (2.17)
in the Verma module, for each α ∈ Π∨. (Here fα is the lowering operator corresponding to
the positive root α.) This leads to the characters described by (2.5),(2.6), and so to their
modular properties.
8
A simple modification of Π∨ can be taken as the starting point for the more general
class of principal admissible representations [2]. Consider
Π∨[u] := {uδ − θ, α
∨
1 , . . . , α
∨
r } , (2.18)
so that Π∨[1] = Π
∨. Among the principal admissible representations are those whose highest
weights have the same relation to Π∨[u] that the integrable highest weights have to Π
∨.
To make this precise, we first rewrite the definition (2.2),(2.3) of the set of integrable
weights at level k as
P k+ = { λ : (α|λ+ ρ) ∈ N, ∀α ∈ Π
∨; (K|λ+ ρ) = k + h∨ } . (2.19)
This formula generalises to the principal admissible highest weights in the following way.
First, consider the analogues of K and ρ, defined in terms of the new set of coroots
(2.18). The dual of Π∨[u] is
(Π∨[u])
∗ =: Ψ[u] = {Λ0/u,Λ1 − (u− 1)a
∨
1Λ0/u, . . . ,Λr − (u− 1)a
∨
r Λ0/u }
= {Λ˙j := Λj − (u− 1)a
∨
j Λ0/u : j = 0, 1, . . . , r } .
(2.20)
Then
ρ˙ :=
∑
Λ∈Ψ[u]
Λ = ρ− (u− 1)h∨Λ0/u . (2.21)
If we define α˙∨0 := uδ − θ and α˙
∨
j := α
∨
j for all j 6= 0, so that
Π∨[u] := { α˙
∨
j : j = 0, 1, . . . , r } , (2.22)
we can imitate K =
∑r
i=0 a
∨
i α
∨
i , and write
K˙ :=
r∑
i=0
a∨i α˙
∨
i . (2.23)
A subset P ku,id of the set P
k of principal admissible highest weights is then simply
P ku,id = { λ : (α˙|λ+ ρ˙) ∈ N, ∀α ∈ Π
∨
[u]; (K˙|λ+ ρ˙) = k
0 + h∨ } . (2.24)
The notation P ku,id will be explained shortly. Here k
0 is a non-negative integer, i.e. an
integrable level, by (2.15). So, with respect to the system (2.18), the principal admissible
highest weights of P ku,id are integrable!
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But P ku,id is only a subset of the set P
k of principal admissible weights at a fixed level
k. The important criterion turns out to be that Π∨[u] is contained in the set of positive real
coroots ∆∨ re+ , since α˙
∨
0 = (u− 1)K + α
∨
0 . This generalises to the condition
y˜Π∨[u] ∈ ∆
∨ re
+ , (2.25)
where y˜ is an element of the enlarged affine Weyl group W˜ , that leaves invariant the set of
real coroots ∆∨ re. That is, there is a set of elements Y˜[u] ∈ W˜ one can choose such that
every principal admissible weight λ ∈ P k is related to yΠ∨[u], in the way just outlined for
y˜ = id. The choice of set Y˜[u] is not unique, but the sets P
k
u,y˜ of weights related to the
so-called simple admissible sets y˜Π∨[u] are disjoint for different y˜. In summary, we have
P k = ∪y˜∈Y˜[u] P
k
u,y˜ . (2.26)
We can now rewrite (2.24) and its generalisation in the form given by Kac and Wakimoto:
P ku,y˜ = {λ = y˜.
(
λ0 − (u− 1)(k + h∨)Λ0
)
: λ0 ∈ P k
0
+ } . (2.27)
Of course, in order for the notation P k
0
+ to make sense, we require (2.15), i.e. k
0 =
u(k + h∨)− h∨ ∈ Z+.
Roughly speaking then, principal admissible highest weights are integrable, but with
respect to simple admissible sets y˜Π∨[u], rather than Π
∨ itself. The most important property
of a principal admissible set is that the Cartan matrix it defines is isomorphic to that ofXr,k
(i.e. that of Π∨). This implies, among other things, that the Weyl group Wλ associated
to the principal admissible weight λ is isomorphic to W .
Furthermore, the simplest of the simple admissible sets, Π∨[u] (i.e. the case y˜ = id),
differs from Π∨ only in that the imaginary part δ of the affine simple root α0 gets replaced
by uδ. Now, an affine root with imaginary part uδ corresponds to a current with mode
number u. So, the replacement δ → uδ corresponds to a multiplication of the mode number
by u. The affine algebra has as a so-called winding subalgebra [5], the algebra generated
by the current modes (Jn, say) with mode numbers (n) divisible by u. So, we can say that
principle admissible highest weights are integrable weights for a winding subalgebra, up to
transformation by an element of Y˜[u].
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2.6. The enlarged affine Weyl group
The specification of the set of principal admissible weights P k boils down to a de-
scription of the set of enlarged Weyl group elements Y˜[u]. We will give such a description
in detail, but first we need to discuss the enlarged (affine) Weyl group W˜ itself.
The group W˜ can be described in (at least) two different ways. One will prove useful
in the next section, when we describe the admissible null vectors, and the other is better
suited to the treatment of coset field identifications of section 4.
First, define the group W˜+ containing elements {wj : aj = 1 }, with action wjα0 = αj.
Its action is similar on the fundamental weights, wjΛ0 = Λj , and the sets of principal
admissible weights at fixed level are W˜+-invariant: W˜+P
k = P k. This is a subgroup of the
group of diagram automorphisms of the affine Coxeter-Dynkin diagrams. It is isomorphic
to P¯ /Q¯. For Ar,k, e.g., we have W˜+ ∼= Zr+1, and the relation wirjw
−1
i = ri+j(mod r+1)
holds, where rj is any affine primitive reflection, and w
−1
i = wr+1−i. The enlarged affine
Weyl group is then
W˜ = W˜+ ⋉W . (2.28)
That is, every element y˜ ∈ W˜ can be written as y˜ = y˜+ y, with y˜+ ∈ W˜+ and y ∈ W .
With a similar expression for x˜ ∈ W˜ , we get
x˜ y˜ = (x˜+y˜+)
[
(y˜−1+ xy˜+)y
]
. (2.29)
A second description of W˜ is similar to the description ofW as the semidirect product
of the finite Weyl group W¯ , and a translation group. Define
tβλ := λ+ (λ|δ)β −
[
(λ|β) +
1
2
(β|β)(λ|δ)
]
δ . (2.30)
Then the affine Weyl group is W = tQ¯∨ ⋊ W¯ , where the first factor indicates the group of
translations {tβ : β ∈ Q¯∨ }. The enlarged affine Weyl group is instead
W˜ = tP¯∨ ⋊ W¯ . (2.31)
This means we can write y˜ = tβ y¯ with β ∈ P¯∨ and y¯ ∈ W¯ , for every y˜ ∈ W˜ . The product
of two elements x˜ = tγ x¯, y˜ = tβ y¯ ∈ W˜ has the decomposition
x˜ y˜ =
(
tγtx¯βx¯−1
)
(x¯y¯) . (2.32)
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2.7. The set Y˜[u]: a first description
Now, to describe (a choice of) the set Y˜[u] of elements of W˜ required for the specifi-
cation (2.27) of the set of principal admissible weights, the important condition is (2.25).
First we use the description (2.28). Clearly, if y ∈ W satisfies this criterion, then so does
y˜ = y˜+y, for any y˜+ ∈ W˜+. So, the important task is to describe the set of required affine
Weyl group elements Y[u], such that Y˜[u] = W˜+Y[u].
Now (2.25) with y˜ → y implies
(Λi|yα˙
∨
j ) = (y
−1Λi|α˙
∨
j ) ∈ Z+ , (2.33)
for all i, j ∈ {0, 1, . . . , r }. First examine the case j 6= 0. Then we get
(y−1Λi|α
∨
j ) ∈ Z+, ∀j ∈ {1, . . . , r } , (2.34)
since α˙∨j = α
∨
j , for j 6= 0. Now, the weights {Λi : i = 0, 1, . . . , r } are contained in the set
of integrable highest weights P a+, where a = max {a
∨
i : i = 0, 1, . . . , r }. The horizontal
projection of this set of weights lies in an alcove of horizontal weight space, as Figure 1
illustrates for the case Xr = A2. In that case, (2.34) says that only those elements y ∈W
that label sectors in P¯ (bounded by the dark lines of Figure 1) need be considered. In
other words, we can restrict to consideration of y ∈W/W¯ only.
With j = 0, (2.33) gives (y−1Λi|α˙∨0 ) ∈ Z+. Since α˙
∨
0 = uδ − θ, this translates into
(y−1Λi|θ) ≤ u, ∀i ∈ {0, 1, . . . , r } . (2.35)
For the case Xr = A2, this means that the infinite cone of triangular sectors (labelled
by elements y ∈ W ) of Figure 1 is truncated to the large triangle containing u2 smaller
triangular sectors. This is illustrated in Figure 2, for the case u = 4.
As an aid to understanding how to generate the list Y[4] for A2, given in Figure 2, we
redraw the list as a graph in Figure 3. The nodes are labelled by reduced decompositions
of the elements y, and the lines indicate the action of primitive reflections. The arrows on
the lines give the directions of increasing length. Notice that three distinct arrows arise at
every node, and each node is surrounded by three hexagons. The three types of hexagons
encode the three distinct relations:
(r0r1)
3 = (r0r2)
3 = (r1r2)
3 = 1 . (2.36)
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1
Figure 2. The elements of Y[4] for the algebra A2,k (where k = t/u). They are
indicated, as in Figure 1, by the sectors of P¯ they carry into the dominant
sector.
It is now easy to see how to produce Y[4] for the case of Xr = A2. One need only start
with y = id, and add to the list by multiplying by simple reflections, such that the new
elements are longer (up to a maximum length ℓ(y) = 6) while ensuring the elements are
included in the horizontal dominant sector. For A2, we find cardY[u] = u
2, and 2(u − 1)
as the maximum length of an element.
The length constraint provides a simple algebraic way to generate the elements of
Y[u] for A2. One starts with y = id, and adds elements of increasing length, as long as
one takes care to include only those in the horizontal dominant sector, i.e. only those y
that are representatives ofW/W¯ . There are different ways to characterise these ‘dominant
elements’. For example, they satisfy the constraint
ℓ(yrj) 6< ℓ(y) for j = 1, 2 . (2.37)
Equivalently, we can choose representatives of the coset W/W¯ to have reduced decompo-
sitions y = y′r0 for some y
′ ∈ W . Any y that cannot be so written is not considered.
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But some that can be so written should also be discarded: if there exists another re-
duced decomposition of such a y with “first factor” not r0, it should be discarded. For
instance, since r0r2r0 = r2r0r2, it should not be included in Y[u], since it is equivalent to
(r2r0r2)r2 = r2r0 in the coset W/W¯ . The elements of Y[5] that are not in Y[4] are easily
generated from the algebraic prescription:
A2 : Y[5]\Y[4] = {0120120, 0210210, 1201210, 2101210, 20120120,
10120120, 10210210, 20210210, 21201210 } .
(2.38)
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
...
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.....
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.....
..........................................................................................................................................................................................................................................
..........................................................................................................................................................................................................................................•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...........................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..........................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..........................
...........................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..........................
...........................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
2
1
1
0
2
1
0
2
2
1
0
2
1
0
0
2
1
Figure 3. A graph indicating the elements of Y[4] for A2. The arrows on the
lines indicate the directions of increasing length.
A simple length constraint does not hold in general but a modified one also applies to
the A1 case, for which Y[u] is given by all the elements of W that start with r0 and have
ℓ(y) ≤ u− 1, e.g.
A1 : Y[5] = {id, 0, 10, 010, 1010 } (2.39)
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For the other algebras, no simple characterization has been found. Notice however
that once the condition y ∈W/W¯ , or equivalently
ℓ(yrj) 6< ℓ(y) for j = 1, 2, . . . , r , (2.40)
has been taken into account, (2.25) (with y˜ → y) reduces to the single condition
y [uα∨0 + (u− 1)(α
∨
1 + · · ·+ α
∨
r )] = yα
∨
0 + (u− 1)K ∈ ∆
∨ re
+ , (2.41)
where we have used yK = K. In this way it is easy to generate for instance the set Y[2]
for A3:
A3 : Y[2] = {id, 0, 10, 30, 210, 230, 310, 0310 } . (2.42)
The cases C2 and G2 are treated in an Appendix.
As mentioned above, we will otherwise restrict consideration to the algebras Ar,k. For
them, all admissible highest weights are principal admissible. For other algebras, however,
there are admissible highest weights that are not also principal admissible.
2.8. The set Y˜[u]: a second description
A second description of the set Y˜[u] is obtained using (2.31). With y˜ = tβ y¯, β turns
out to lie in the coset P¯∨/uQ¯∨ centered around the origin, that is, in
C¯ := { β ∈ P¯∨ = P¯ : −u < (β|α) ≤ u, ∀ α ∈ ∆¯∨+ } . (2.43)
Notice that this result determines
card Y˜[u] = |P¯
∨/uQ¯∨| = ur |P¯ /Q¯| = ur |W˜+| . (2.44)
Given a value of β in this set, there is a unique y¯ that ensures (2.25) (as proved in [2]).
Actually, this y¯ is the shortest element of W¯ such that
(y¯−1β|α∨j ) ≤ 0, for j = 1, . . . , r . (2.45)
The subset Y[u] ⊂ Y˜[u] is obtained by restricting β to be an element of Q¯
∨.
To illustrate this second description, consider the elements of Y[3] for A2:
id = t(0,0) r0 = t(1,1) r1r2r1 r1r0 = t(−1,2) r2r1
r2r0 = t(2,−1) r1r2 r1r2r0 = t(−2,1) r2 r2r1r0 = t(1,−2) r1
r0r2r1r0 = t(3,0) r1r2 r0r1r2r0 = t(0,3) r2r1 r1r2r1r0 = t(−1,−1)
(2.46)
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Here we use the notation (β1, β2) = β = β1Λ1 + β2Λ2. All values of β appearing above
span the set (β1, β2) such that
−3 < β1, β2, β1 + β2 ≤ 3 . (2.47)
with the additional constraint that β1 + 2β2 = 0 mod 3 (ensuring that β ∈ Q¯∨). The
above list of elements tβ y¯ could thus have been derived by first specifying those (β1, β2)
that satisfy the above conditions and fixing y¯ from the requirement that y¯−1 be the shortest
element of W¯ that maps a β that has at least one positive label to a weight with its two
labels non-positive.
Most of this section is an account of our understanding of the results of Kac and
Wakimoto [1][2]. What is new are the detailed descriptions of how to obtain the sets of
principal admissible weights. (A different, less natural description was discussed in [3].)
There is some overlap with the treatment in [15][16], where the authors concentrate on the
special case k0 = 0.
3. Malikov-Feigen-Fuchs Null Vectors
The existence of null vectors in a Verma module is responsible for the Weyl symmetry
of the weight diagrams of the corresponding integrable highest-weight module. For exam-
ple, an A1 highest weight λ = λ1Λ1 produces a Verma null vector f
λ1+1
1 vλ if λ1 ∈ Z+,
where we use the notation f1 = fα1 . Then the corresponding integrable highest weight
representation has a Z2 Weyl symmetry, generated by the reflection that takes the highest
weight λ to the lowest weight. If λ1 6∈ Z, however, there are no Verma null vectors and so no
lowest weight; the highest-weight module and Verma module coincide. The highest-weight
representation is infinite-dimensional, and there is no Weyl reflection symmetry.
The Weyl groupWλ associated to a principal admissible highest weight λ is isomorphic
to the affine Weyl group W . This means there are, roughly speaking, just as many null
vectors in a principal admissible representation as there are in an integrable representation
of Xr,k. As already mentioned above (see (2.17)), the null vectors in a Xr,k Verma module
with integrable highest weight λ, are all descendants of r+ 1 primitive null vectors, nj :=
f
λj+1
j vλ, with j = 0, 1, . . . , r. So, the principal admissible repesentations should also have
r + 1 primitive null vectors.
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Malikov, Feigen and Fuchs [18] showed how to write the null vectors of Verma modules
with highest weights that are not integrable, in an unconventional, but beautiful form. Here
we point out a simple, direct way of writing their expressions for the primitive null vectors
of principal admissible representations.
Let {fi, hi, ei : i = 0, 1, . . . , r } denote the Chevalley generators of Xr,k. So
[hi, ej] = Aij ej , [hi, fj] = −Aij fj ,
[ei, fj] = δij hi , ∀ i, j ∈ {0, 1, . . . , r } ,
(3.1)
where Aij = (αi|α∨j ) are the elements of the Cartan matrix. What Malikov-Feigen-Fuchs
(MFF) found was that (2.17) generalises to
fxℓiℓ · · ·f
x2
i2
fx1i1 vλ , (3.2)
but with the exponents {xj } complex, not necessarily integer, depending on the highest
weight λ. For admissible λ, the exponents are rational. Such expressions are meaning-
ful because they can be rewritten in conventional form, i.e. as linear combinations of
expressions of the type (3.2), but with non-negative integer exponents.
The rewriting procedure is straightforward, but tedious. Identities involving integral
powers are derived, and when the coefficients that appear are polynomial, they can be
continued to complex exponents. Such continued relations may be used to re-express the
MFF “continued monomials” in conventional form. For a helpful simple example, see the
Appendix of [19]. For more help, see [20]].
First notice that the integrable null vectors (2.17) are just
Fi vλ , i = 0, 1, . . . , r; Fi := N (f
1+hi
i ) , (3.3)
where the “normal ordering” N simply specifies that the Cartan subalgebra operators
should be moved to the right:
N (hbif
a
i ) = N (f
a
i h
b
i ) = f
a
i h
b
i . (3.4)
Operators like the Fi were considered in [21].
An MFF null vector exists whenever the highest weight λ satisfies (λ+ρ|α∨) = n ∈ N,
for some real root α ∈ ∆∨ re. By definition, a real root α is Weyl equivalent to a simple
root: α = vαj , where αj ∈ Π. Now, for admissible weight λ ∈ P ku,y˜, we have
(λ+ ρ|y˜α˙∨j ) = (y˜
( r∑
ℓ=0
(λ0ℓ + 1
)
Λ˙ℓ)|y˜α˙
∨
j ) = λ
0
j + 1 ∈ N . (3.5)
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We find that the description of the element y˜ ∈ Y˜[u] leads directly to an expression for the
MFF null vectors, in terms of the operators Fj .
Precisely, suppose
y˜ = y˜+ y = y˜+ (riℓ · · · ri1) , (3.6)
with y˜+ ∈ W˜+, and (riℓ · · · ri1) a reduced decomposition of y ∈W . Define
y˜+ Fj y˜
−1
+ := Fℓ , if y˜+αj = αℓ . (3.7)
Then there are MFF null vectors of the form
nj := y˜+ (Fiℓ(· · · (Fi1(Fj)Fi1) · · ·)Fiℓ) y˜
−1
+ vλ , ∀j = 1, . . . , r . (3.8)
The remaining null vector, corresponding to the case j = 0, is only a little more compli-
cated. The difference is that while α˙∨j = α
∨
j for j 6= 0, we have α˙
∨
0 = (u− 1)K+α
∨
0 . How-
ever, since α˙∨0 is real, one always has α˙
∨
0 = zα
∨
q , for some z ∈W , and some q ∈ {0, 1, . . . , r }.
If yz = rps · · · rp1 is a reduced decomposition of yz, then we simply get
n0 := y˜+ (Fps(· · · (Fp1(Fq )Fp1) · · ·)Fps) y˜
−1
+ vλ . (3.9)
Another expression for the operators defined above is
Fi =
∞∑
ℓ=0
1
ℓ!
(logfi)
ℓ (1 + hi)
ℓ , (3.10)
where we use
log fi =
∞∑
n=1
−1
n
(1− fi)
n . (3.11)
With these expansions, it is straightforward to verify that
[hi, Fj] = −AijFj(1 + hj) , (3.12)
for example. This suffices to show that the expressions (3.8) and (3.9) reduce to those
prescribed in [18].
For convenience, we point out that if α
[u]
0 denotes α˙
∨
0 at fixed u, then α
[u+2]
0 = r0rθ α
[u]
0 .
Also, for the case of Xr = Ar, we have
rθ = (r1r2 · · · rr)(r1 · · · rr−1) · · · (r1r2)r1 , (3.13)
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and α
[2]
0 = r0r1r2 · · · rr−1α
∨
r .
As a simple example, consider the four weights [−12 , 0], [−
3
2 , 1], [1,−
3
2 ], [0,−
1
2 ], of
P−
1
2 , for A1,− 12 . The first two can be considered elements of P
− 12
2,id, the third and fourth,
elements of P
− 12
2,w1
. We also need α˙∨0 = K + α
∨
0 = r0α
∨
1 for u = 2. For [−
1
2 , 0], we get the
null vectors
n0 = F0F1F0 v[− 12 ,0] = f
7
2
0 f
2
1 f
1
2
0 v[− 12 ,0] ,
n1 = F1 v[− 12 ,0] = f1 v[−
1
2 ,0]
;
(3.14)
and for [−32 , 1]
n0 = F0F1F0 v[− 32 ,1] = f
5
2
0 f
1
1 f
− 12
0 v[− 32 ,1] ,
n1 = F1 v[− 32 ,1] = f
2
1 v[− 32 ,1] .
(3.15)
The null vectors for highest weights [1,−32 ] and [0,−
1
2 ] can be simply obtained from these
by applying w1, which changes the highest weights and interchanges F0 and F1.
A more compact notation suggests itself. Suppose α is a real root, so that α = w˜αj,
for some w˜ ∈ W˜ , and that w˜ = wmw with w ∈ W having reduced decomposition w =
ri1ri2 · · · riℓ . Then define
F (α) := wm(Fiℓ(· · · (Fi1(Fj)Fi1) · · ·)Fiℓ)w
−1
m . (3.16)
It would be interesting to investigate the properties these operators. What we have just
observed is simply that the MFF null vectors take the form
nj = F (y˜α˙
∨
j ) vλ , (3.17)
for principal admissible highest weights λ ∈ P ku,y˜.
A general feature of the null vector (3.17) is that its inner exponent is just the integer
1 + λ0j . See the A1,− 12 example above, for instance, where for highest weights λ = [−
1
2
, 0],
[−3
2
, 1], [1,−3
2
], [0,−1
2
], the “integrable parts” are λ0 = [1, 0], [0, 1], [0, 1], [1, 0], respec-
tively. Explicitly, we can rewrite (3.17) as
nj = wm(Fiℓ(· · · (Fi1(f
1+λ0j
i )Fi1) · · ·)Fiℓ)w
−1
m vλ , (3.18)
where for j 6= 0, i = j and y˜ = wmri1 · · · riℓ ; and for j = 0, α˙
∨
0 = zα
∨
i and y˜z =
wmri1 · · · riℓ . This is helpful when writing the MFF expressions. For example, for A2,k
with u = 3 and λ = kΛ0, we have λ
0 = k0Λ0 and α˙
∨
0 = r0rθα
∨
0 = r0r1r2r1α
∨
0 . So we can
write
n0 = F0F1F2F1(f
1+k0
0 )F1F2F1F0 vkΛ0
= f13+5k0 f
5+2k
1 f
10+4k
2 f
5+2k
1 f
7+3k
0 f
2+k
1 f
4+2k
2 f
2+k
1 f
1+k
0 vkΛ0 .
(3.19)
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4. Field Identifications in Nonunitary Coset Models
4.1. The problem of field identifications
The Virasoro minimal models have a well-known A1 diagonal coset description:
A1,1 ⊕ A1,k
A1,k+1
. (4.1)
The level k is related to the usual parameters p, p′ (p, p′ coprime and p > p′) that appear
in the expression of the central charge
c = 1−
6(p− p′)2
pp′
(4.2)
by the following relations:
p− p′ = u , k =
3p′ − 2p
p− p′
. (4.3)
These models are unitary when p = p′ + 1 and the Virasoro fields are expressed in terms
of constituent integrable representations {η, λ;λ′} of A1 (at respective levels 1, k, k + 1).
The basic Virasoro field identification
φr,s ∼ φp′−r,p−s (4.4)
(where the labels r, s runs over the range 1 ≤ r ≤ p′−1 , 1 ≤ s ≤ p−1, i.e., r = λ1+1, s =
λ′1 + 1) is simply a translation of the coset field identification
{η, λ;λ′} ∼ {Aη,Aλ;Aλ′} (4.5)
where A is the outer automorphism that interchanges the roots α0 and α1. In coset models,
field identifications generically result from outer automorphisms [22] (exceptions define the
so-called maverick cosets [23]).
From the Virasoro point of view, the distinction between unitary and nonunitary the-
ories (apart from unitarity) is rather smooth. In particular, there is no dramatic increase
in the number of distinct fields when passing from unitary to nonunitary models (for in-
stance, with p+ p′ fixed). However, from the coset perspective, there is quite a difference
in the number of admissible representations (two of the three representations being ad-
missible when p > p′ + 1) when, say, we start with k = k0 and then turn on the value
of u − 1 from 0 to positive integers. Therefore, in the nonunitary case there must be a
much larger number of field identifications than those resulting from the action of the outer
automorphims. Our goal is to unravel this whole set in a systematic way. We show in
particular that these identifications have a natural formulation in terms of the description
of the principal admissible representations presented in section 2.
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4.2. Branching conditions
Let us consider the diagonal coset
Xn,ℓ ⊕Xn,k
Xn,k+ℓ
(4.6)
where ℓ is a non-negative integer and k is admissible. Let η be an integrable weight of
level ℓ, λ and λ′ be two admissible weights at levels k and k + ℓ, respectively:
λ ∈ P ku,y˜ , λ
′ ∈ P k+ℓu,y˜′ . (4.7)
The basic condition for the triplet {η, λ;λ′ } to be a possible label of a coset field is that
the following branching condition be satisfied:
P(γ + λ− λ′) ∈ Q¯ , (4.8)
where, as above, P projects an affine weight onto its horizontal part.
More explicitly, the branching condition reads
P
(
η + y˜.λ0 + y˜((k − k0)Λ0)− y˜
′.(λ′0) + y˜′((k + ℓ− k0 − uℓ)Λ0)
)
∈ Q¯ (4.9)
This requires the cancellation of the fractional parts modulo uQ¯, that is
P(y˜kΛ0 − y˜
′kΛ0) = 0 mod Q¯ . (4.10)
This forces
P(y˜Λ0 − y˜
′Λ0) = 0 mod uQ¯ (4.11)
With y˜ = tβ y¯ and given that y¯ ∈ W¯ (so that y¯Λ0 = Λ0) we have
tβΛ0 = tβ′Λ0 + uγ (4.12)
with γ ∈ Q¯. This implies that
β = β′ + uγ . (4.13)
Since β ∈ P¯∨, it is plain that γ ∈ Q¯∨. Given that β and β′ are associated to admissible
weights, they can be taken to satisfy the condition
−u < (β|α) ≤ u and − u < (β′|α) ≤ u (4.14)
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for any positive root α. Hence the relation β = β′ + uγ can be satisfied only if γ = 0.
Therefore β = β′ and since y¯ is uniquely specified by β, it follows that y¯ = y¯′ and thus
y˜ = y˜′. This simplifies the branching condition substantially, reducing it to
P
(
η + y˜.[λ0 − λ′0 − ℓ(1− u)Λ0]
)
∈ Q¯ . (4.15)
This is clearly equivalent to requiring
P(η + λ0 − λ′0) ∈ Q¯ . (4.16)
Because the Weyl transformation of any weight does not affect the branching condi-
tion, it is clear that if {η, λ;λ′ } labels a coset field, {η, w.λ;w.λ′ } also labels a coset field
provided that w.λ is admissible (which thereby ensures the admissibility of w.λ′). (Of
course there is no point in applying the Weyl transformation to the first weight since in
that way, one can never reach an integrable weight. Also, the above analysis shows that
the same Weyl transformation must be used for the two admissible weights.)
There is another general class of transformations of the coset field that preserve the
branching condition. It involves the action of outer automorphisms. Every outer auto-
morphism A ∈ W˜+ can be put in a 1-1 correspondence with an element of the finite Weyl
group wA via the relation
Aλ = k(A− 1)Λ0 + wAλ (4.17)
It readily follows from this that if {η, λ;λ′ } labels a coset field, {Aη,Aλ;Aλ′ } also labels
a coset field since
P (ℓ(A− 1)Λ0 + wAη + k(A− 1)Λ0 + wAλ− (k + ℓ)(A− 1)Λ0 + wAλ
′) ∈ Q¯ (4.18)
reduces to the condition (4.8).
These transformations are candidates for field identifications, since they do not modify
the branching conditions. To demonstrate that two coset fields can be identified, we must
show that their characters are the same, or equivalently, that their modular transformation
matrices are identical.
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4.3. Field identifications via modular matrices
In terms of the coset components, the coset modular S matrix is
Scoset{η,λ;λ′ }{ξ,µ;µ′ } = S
(ℓ)
ηξ S
(k)
λµ S
(k+ℓ)
λ′µ′
∗
(4.19)
The S matrix entering on the rhs is
S
(k)
λµ = Fke
−2πi[(µ0+ρ|β)+(λ0+ρ|γ)+(k+h∨)(β|γ)]
×
∑
w∈W¯
(detw)e
− 2πi
k+h∨
[(w(λ0+ρ)|µ0+ρ+(k+h∨)γ)]
= Fke
−2πi[(µ+ρ|β)](detx¯)
∑
w∈W¯
(detw)e
− 2πi
k+h∨
[(w(λ0+ρ)|µ+ρ)]
= Fke
−2πi[(λ+ρ|γ)](dety¯)
∑
w∈W¯
(detw)e
− 2πi
k+h∨
[(w(λ+ρ)|µ0+ρ)]
(4.20)
where Fk is a constant fixed by the unitarity of S
(k), and we used the notation
λ = y˜.[λ0 + (k − k0)Λ0], y˜ = tβ y¯
µ = x˜.[µ0 + (k − k0)Λ0], x˜ = tγ x¯ .
(4.21)
For the second line we used
(β|wλ) ≡ (β|λ) (mod 1) , (4.22)
for any λ (i.e., β ∈ P¯∨) and
µ+ ρ = x˜.[µ0 + (k − k0)Λ0] + ρ
= x¯(µ0 + ρ) + (k0 + h∨)γ + (k − k0)[Λ0 + γ]
= x¯(µ0 + ρ) + (k + h∨)γ + (k − k0)Λ0 .
(4.23)
A simple analysis yields the following two relations:
S
(k)
w.λ,µ = (detw)S
(k)
λ,µ
S
(k)
Aλ,µ = S
(k)
λ,µ e
−2πi(AΛ0|µ) e−2πi((wA−1)β|µ+ρ)
(4.24)
The first result follows readily from the third relation in (4.20). To obtain the second one,
we use (4.17) – notice that if k is integer, the second phase factor in it disappears. From
the first of these relations, it follows directly that
Scoset{η,w.λ;w.λ′ }{ξ,µ;µ′ } = S
coset
{η,λ;λ′ }{ξ,µ;µ′ } (4.25)
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The second one implies
Scoset{Aη,Aλ;Aλ′ }{ξ,µ;µ′ } = S
coset
{η,λ;λ′ }{ξ,µ;µ′ } φ (4.26)
with
φ = e−2πi(AΛ0|ξ+µ−µ
′) e−2πi[((wA−1)β|µ+ρ)−((wA−1)β
′|µ′+ρ)] (4.27)
where β′ refers to the weight λ′. But the branching condition requires β′ = β, the second
part of the phase reduces to ((wA − 1)β, µ − µ′). The branching condition for the coset
field {ξ, µ;µ′ } forces µ − µ′ to be an integer weight. Now, because β is a coweight, the
product of (w − 1)β for any Weyl group element w with an integer weight is necessarily
an integer. The second phase factor is thus 1. For the first one, we notice that the finite
part of ξ+ µ− µ′ (the part that contributes to the scalar product) is an element of Q¯ and
since AΛ0 ∈ P¯
∨, the scalar product (AΛ0|ξ + µ − µ
′) is also an integer. Therefore φ = 1
and we have established the S-part of the field identifications.
The analysis of the T -part is much simpler since it relies solely on the behaviour of the
conformal dimensions under the transformations under consideration. For any conformal
field theory, the matrix T takes the following simple form
Tij = e
2πi(hi−c/24)δij , (4.28)
where hi is the ith conformal weight. The conformal weight corresponding to the Xr,k
representation of highest weight λ is defined above, after (2.6).
It is not simple to find an expression for the conformal dimension of the coset field
{η, λ;λ′ } in terms of those of its “components”. But it can only differ by an integer from
the linear combination:
∆h = hη + hλ − hλ′ . (4.29)
This is easily checked to be invariant under the two field transformations considered above
(modulo an integer in the second case). We omit the details.
The S and T invariance proves then the coset field identifications [4]
{η, λ;λ′ } ∼ {η, w.λ;w.λ′ } ∼ {Aη,Aλ;Aλ′ } ∼ {Aη,Aw.λ;Aw.λ′ } . (4.30)
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4.4. Coset representatives
Let us now consider a chain of field identifications that will lead to a canonical choice
of coset field representatives. Let us start with admissible fields corresponding to the
element y˜ = id:
λ ≡ Λ ∈ P ku,id, λ
′ ≡ Λ′ ∈ P k+ℓu,id (4.31)
by picking up two weights λ0 ∈ P k
0
, λ′0 ∈ P k
0+ℓu together with a coset partner η ∈ P ℓ
such that P(η+λ0−λ′0) ∈ Q¯. We now construct a string of w-type field identifications, by
choosing w ∈ Y[u] (the subset of affine and finite Weyl transformations among the whole
set Y˜[u]). This ensures that both w.Λ and w.Λ
′ are admissible. That yields then |Y[u]| field
identifications: {η,Λ;Λ′ } ∼ {η, w.Λ;w.Λ′ }. On each coset field, we then act on the three
weights with all possible elements A of the outer automorphism group. This produces
|W˜+| additional field identifications. Hence, starting from a coset field with y˜ = id, we
generate |Y˜[u]| field identifications. This is necessarily a complete set of field identifications.
Indeed, all admissible weights at level k are generated by y˜.[λ0+(k−k0)Λ0] with y˜ and λ0
spanning respectively the sets Y˜[u] and P
k0/W˜+. Hence, all coset fields with weights having
a nonvanishing finite fractional part are identified with cosets with zero finite fractional
part. This completes the argument of [4]. Moreover, it shows that we can restrict to coset
field representatives that have y˜ = id, a point that was conjectured in [4]. As a result, we
can always take as labels for coset fields, triplets of the form {η,Λ;Λ′ }. That is, we can
choose y˜ = id, with η ∈ P ℓ+, λ
0 ∈ P k
0
+ and λ
′0 ∈ P k
0+ℓu
+ , and keep as the only residual field
identifications those generated by outer automorphisms:
{η,Λ;Λ′ } ∼ {Aη,AΛ;AΛ′ } . (4.32)
The entire analysis can therefore be completed in the y˜ = id sector. This is the canonical
description of the primary fields in these diagonal coset theories.
It might appear somewhat more natural to reformulate the above result in terms of
finite weights Pλ0 and Pλ′0 since these are integrable (i.e., elements of P¯ k
0
+ ) in the y˜ = id
sector. The residual field identification then reads
{Pη,Pλ0;Pλ′
0
} ∼ {PAuη,P(Aλ0);P(Aλ′
0
) } . (4.33)
The power u of A is simply justified by considering the branching conditions.
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5. Conclusion
We have presented a simple, detailed description of the Kac-Wakimoto principal ad-
missible representations, together with two applications in conformal field theory: 1 –
an elegant transcription of the Malikov-Feigen-Fuchs null vectors and 2 – the complete
analysis of the problem of field identifications in nonunitary diagonal cosets.
Coset models in which there are field identifications other than those generated by
outer automorphisms were thought to be extremely rare. Examples are the trivial coset
models associated with conformal embeddings, as well as the maverick cosets found in [23]
(with a further example noticed in [24]). As we have shown, nonunitary coset models are
also special in that respect; they are mavericks. Of course, maverick field identifications
seem to be a generic feature of nonunitary cosets, whereas they are uncommon in unitary
ones.
The results of [3] [4] and of the present paper constitute the coset counterpart to those
obtained [25] from the hamiltonian-reduction point of view. In the few examples where
the correspondence between the two methods is known, they yield equivalent results. It
should be stressed, however, that the relation between hamiltonian reduction and coset
theories is not worked out in general (even though both constructions may be realised as
gauged WZWmodels [26]). For instance, no coset description is known for someW -algebra
models constructed by hamiltonian reduction, and the existence of such coset descriptions
has not yet been settled. This is one of our motivations for pursuing the development of
coset models. Also, we think that the coset description has advantages over the method of
hamiltonian reduction in the analysis of some properties, fusion rules being one example.
We hope to return to this question of fusion rules for (the conjectured) fractional-
level WZW models. Our aim is to unravel the Verlinde formulation of the null-vector
expression for fusion rules and to confront the different results2. One tactic would be to
study their application to coset models, where the final structure of fusion rules ought to
be unambiguous.
Acknowledgements
2 Notice also that the results derived in [11] using cohomology and in [27] using a vertex-
operator algebra agree with those derived by the Verlinde formula when the latter yields positive
fusion coefficients. So they differ from those found in [12].
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Appendix: Principal Admissible Weights for C2 and G2
In this appendix, we describe the set Y[u] for the rank-two simple algebras other than
A2. Let us start with C2. The list of all elements of Y[4] can be read off Figure 4 as
those points in the fundamental domain limited by the dark lines. The different dashed
lines indicate the reduction appropriate to smaller values of u. The two types of octagons
reflect the Weyl group relations (r0r1)
4 = (r1r2)
4 = 1 while the diamond codes the simpler
relation (r0r2)
2 = 1. The whole set of elements of Y˜[u] is obtained by the adjunction of the
action of W˜+ to the elements of Y[u]. For C2, W˜+ is isomorphic to Z2 and its nontrivial
element A has action Aα0 = α2, Aα2 = α0. Here is their decomposition in the form tβ y¯
for the case u = 3:
id = t(0,0) id A = t(1,0) r2r1r2
r0 = t(2,0) r1r2r1 Ar0 = t(2,−1) r1r2
r1r0 = t(−2,2) r2r1 Ar1r0 = t(−2,1) r2
r0r1r0 = t(0,2) r2r1r2 Ar0r1r0 = t(0,−1) id
r2r1r0 = t(2,−2) r1 Ar2r1r0 = t(2,1) r2r1r2r1
r2r0r1r0 = t(4,−2) r1r2 Ar2r0r1r0 = t(4,−1) r1r2r1
r1r2r1r0 = t(−2,0) id Ar1r2r1r0 = t(−2,3) r2r1r2
r1r2r0r1r0 = t(−4,2) r2 Ar1r2r0r1r0 = t(−4,3) r2r1
r2r1r2r0r1r0 = t(0,−2) id Ar2r1r2r0r1r0 = t(0,3) r2r1r2
(5.1)
The values of β span the set −3 < (β, α) ≤ 3 with α ∈ {α1, α2, α1 + α2, 2α1 + α2 } and
β ∈ P¯∨, meaning that β = (β1, β2) with β1 even. The set Y˜[2] is obtained by taking the
first four elements in each column.
Consider now G2. The diagrammatic description of the elements of Y[u] is shown
in Figure 5. Here the dodecagon, the hexagon and the rectangle translate the relations
(r1r2)
6 = (r0r1)
3 = (r0r2)
2 = id, respectively. Every point within the region bounded by
the dark lines is associated to an element of Y[4] and again the dashed lines indicated the
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Figure 4. The graph indicating the elements of Y[4] for C2.
truncations resulting from decreasing u. The decomposition of the elements of Y[3] in the
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form tβ y¯ read
id = t(0,0)id
r0 = t(1,0)r1r2r1r2r1
r1r0 = t(−1,3)r2r1r2r1
r2r1r0 = t(2,−3)r1r2r1
r1r2r1r0 = t(−2,3)r2r1
r2r1r2r1r0 = t(1,−3)id
r0r1r2r1r0 = t(0,3)r2r1r2r1r2
r1r2r1r2r1r0 = t(−1,0)id
r2r0r1r2r1r0 = t(3,−3)r1r2r1r2
(5.2)
The values of β span the set −3 < (β, α) ≤ 3 with α ∈ {α1, α2, α1 + α2, α1 + 2α2, α1 +
3α2, 2α1 + 3α2 } and β = (β1, β2) with β2 ∈ 3Z. If we restrict to the first four element
above, we get Y˜[2] = Y[2].
Notice that for these two examples, there is no simple characterisation of the elements
of Y[u] in terms of the length of y.
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Figure 5. The graph indicating the elements of Y[4] for G2.
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