Governments may have their own business processes to decide to open data, which might be supported by decision-making tools. At the same time, analyzing potential benefits, costs, risks, and other effects-adverse of disclosing data are challenging. In the literature, there are various methods to analyze the potential advantages and disadvantages of opening data. Nevertheless, none of them provides discussion into the comparative studies in terms of strengths and weaknesses. In this study, we compare three methods for disclosing data, namely Bayesian-belief networks, Fuzzy multi-criteria decisionmaking, and Decision tree analysis. The comparative study is a mechanism for further studying the development of a knowledge domain by performing a feature-by-feature at the same level of functionalities. The result of this research shows that the methods have different strengths and weaknesses. The Bayesianbelief Networks has higher accuracy in comparison, and able to construct the causal relationships of the selected variable under uncertainties. Yet, this method is more resource intensive. This study can contribute to the decision-makers and respected researchers to a better comprehend and provide recommendation related to the three methods comparison.
Introduction
The disclosing of public sector information through open government data initiatives can provide numerous advantages to the public domain at a large scale [1, 2] . Opening the various types of dataset might drive high demand from stakeholders like business enablers, researchers, and non-governmental organizations for specific purposes [3, 4] . At this moment, the governments may have their own business process to avoid human or technological system mistakes from open data decisions [5] . In reality, the way to analyze the risks, costs, and other effects-adverse of disclosing data to the potential stakeholders are cumbersome [6] .
There have been works of literature introduce the methods to analyze the potential advantages and disadvantages of opening data and its consequences [6] [7] [8] . Methods like Bayesian-belief networks, Fuzzy multi-criteria decision-making, Decision tree analysis, and privacy risks scoring model were used to analyze the potential risks and benefits of opening data [6, 7, 9] . However, none of them provides insight into the comparative studies in terms of strengths and weaknesses. The comparative method is a mechanism for further studying of a knowledge domain by performing comparison a feature-by-feature of selected parameters at the same level of functionalities [10, 11] .
In this study, the comparison method is divided into three main groups. First, input parameters that consist of three variables, namely experimental data, data type, and posterior probability. Second, output parameters are decomposed into four variables, namely efficiency, easiness, effectiveness, and complexity. Third, output parameters structure into three variables, namely understandability, subjectivity, and accuracy. We use systematic literature as the main sources to compare each parameter.
The goal of a comparative study conducted in this paper is to explain a better comprehension of the causal process in terms of an event, feature, and relationships by presenting together their complexities in the explanatory parameters [10, 11] . This research can contribute to the decision-makers and respected researchers to a better understanding and provide recommendation related to the three methods comparison. This paper decomposes of five main sections. In Section 1, the current issues and problems definitions are described. Section 2 reviews of related literature are provided. Section 3 the comparison methods and its parameter are defined. Section 4 the comparative studies between three methods are presented. Finally, the paper will be summarized in Section 5.
2

Literature review
In this paper, the comparative studies use three approaches namely Bayesian-belief networks, Fuzzy multi-criteria decision-making, and Decision tree analysis. There are several reasons for using the Bayesian-belief Networks method in open data studies. First, the Bayesian-belief networks are able to capture causal knowledge between selected variables [12] . Second, this theory provides an efficient integration between empirical data and expert's judgment [13] . Third, the Bayesian-belief networks can improve a better understanding of the causal relationships and its consequences [14] . Moreover, the use of Fuzzy set theory in the open data domain is aiming to manage problem complexities of the decision alternatives [15] . The main function of the Fuzzy logic is to capture the expertise of open experts and to express it with computational approach [16, 17] . The properness of the alternative compares to the criteria and the priority weights of each criterion can be analyzed and computed using linguistic matrix values reflected by the fuzzy [17, 18] . The scores for each criterion are summed up to rank the importance of the alternatives decision in open data [28, 29] . The use of decision tree analysis, furthermore, is to construct a feasible decision from the complex problems in the open data domain. A decision-tree is a decision support theory that uses a schematic tree-shaped diagram of decisions and their reasonable consequences of the conditional control arguments [19, 20] . In addition, decision tree analysis can serve a number of purposes when complicated problems in the decision-making process of releasing data are found. There are some advantages in using decision tree analysis to the decision-making problems [21] . First, Decision tree analysis is able to create comprehensible rules and easy to interpret. Second, Decision tree analysis is able to take into account both continuous and categorical decision variables. Third, Decision tree analysis can provide a clear indication of which variable is becoming the most priority in predicting the outcome of the alternative decisions. Fourth, Decision tree analysis can perform a classification without requiring a computational background in depth.
From the systematic literature of the three selected approaches in analyzing the risks and benefits of opening data, we summarize the specific functionalities of each parameter. First, Bayesian-belief Networks present a directed cyclic graph based on the probabilities of event occurrence [22, 23] . Besides, Bayesian belief networks can perform quantitative judgments by considering the probability distribution to the degree of belief an event both top-down and bottom-up reasoning [6, 24] . Second, Fuzzy Multi-criteria decision-making constructs a hierarchical structure to adjust many types of problem definitions easily, but not focus on incentive data and its consequences [17] . Third, Decision tree analysis predicts the rate of return of various investment strategies to handle the multi-factors response [19] . The important interaction between decision nodes can determine the worst, best, and expected values for the different cases and their problem complexities [21] .
3
Research Approach
Comparison Parameters
In this study, the comparison parameters will be divided into three main parts. First, the input parameter consists of three variables, namely experimental data, data types, and posterior probability. Second, the process parameter decomposes into four variables, namely efficiency, easiness, effectiveness, and complexity. Third, the output parameter consists of three variables, namely understandability, subjectivity, and accuracy. The three sub-parameters used can be explained in detail, as follows:
1. Input First, experimental data refers to data produced in measurable activities by doing an experimental or quasi-experimental design [25] . The experimental data may be quantitative or qualitative platform using different investigation methods. Second, dataset type refers to a specific type of dataset presented in tabular form and each column of the table represents a specific meaning of values [26] . Third, posterior probabilities define as an uncertainty proposition of the conditional probability that is allocated after the relevant evidence is considered [6] .
Process
It is started from an efficiency parameter refers to the ability to avoid wasting efforts, energy, and time in doing the evaluation process. In a mathematical sense, it is a measurable instrument of the selected variable to ensure the effort to produce and establish a specific outcome with a less or minimum amount of costs and unnecessary endeavor [25] . Second, the easiness of the selected method in analyzing the selected method means the ease of manner and rules of the evaluation process [22] . Third, the effectiveness refers to the capability of generating the desired result, which means it has an expected outcome and a clear impression [10] . Fourth, the complexity of the process refers to the behavior of a system in interacting components into multiple ways and reasonable [25] .
Output
The first sub-parameter considers to the understandability of the process. Understandability means that the process of the evaluation is easy to recognize and being understood. Second, subjectivity refers to a subject's personal insights and judgments influenced by individual feelings, desires, expertise in discovering, and level of beliefs in terms of phenomena [25] . Third, the accuracy of the results in evaluating means the accuracy and precision of measurements [22] . A measurement system in specific could be accurate but not precise and vice versa.
Result
The following Table 1 gives a summary of comparative study using three methods in open data domain. Data is summarized based on the likelihood function from the observe dataset [6, 10] Data is summarized based on the pairwise comparison matrix [7] Data is summarized based on the assign payoffs process of possible investments [19] Data type Numerical and categorical [27] Numerical and categorical [17] Numerical and categorical [20] Probability Posterior probability distribution [10] Posterior probability distribution [17] Posterior and conditional probability distribution [ 
28] Process
Efficiency
Time consuming (maximum) [27] Time consuming (moderate) [18] Time consuming (minimum) [21] Easiness Highly difficult to understand and interpret the model. Ad-Moderately difficult to understand and interpret the model. Ad-Relatively easy to understand and interpret the model. Basic in the vanced in the mathematical background is required [29] vanced in the mathematical background is required [30] mathematical background is required [21] Effectiveness Constructing a causal relationship between variables and provide decision recommendation [25] Constructing a hierarchy of decisions including its alternative and ranking them into best options [16] Constructing a structured decisions estimation and its consequences [28] Complexity Require the size of the belief-network to simulate and construct complex conditional probabilities [6] Require rule base analysis to construct a pairwise comparison matrix [16] Changing variables during the analysis process might be possible to redraw the existing tree. Irrational expectations can lead to flaws and errors in the decision tree [20] Output
Understandability
Require high level to comprehend the process and expected results [22] Require high level to comprehend the process and expected results [31] Require a moderate level to comprehend the process and expected results [19] Subjectivity The elicitation data and information from the experts might possible bias of the quantification process [25] The elicitation data and information from the experts might somewhat bias of the quantification process [17] The elicitation data and information from the experts might possible bias of the quantification process [19] Accuracy The expected of the value is more accurate when there is less uncertainty in the input parameter. The output is distributed over a range of uncertainties [6, 27] The estimation result is more consistent compared to reference data approach [31] The expected result is accurate and able to predict the future outcome [19] Table 1 describes some different characteristics of the three methods in terms of similar parameters. To classify the different and similarity including its consequences, more explanation can be given as follows:
Bayesian-belief Networks requires maximum allocation time in processing the evaluation instead of the other two methods. This approach is noticeably difficult to under-stand and interpret the proposed model. The subjectivity of this method is potentially found during the process because of the limited resources to quantify the risks and benefits factors. The decision-makers of dataset officer require the capability in mathematics background. However, the advantage of using this method is the expected of the result is more accurate in a range of uncertainties.
Fuzzy Multi-criteria Decision Making consumes time in moderate level in evaluating the dataset. This method is relatively difficult to comprehend and interpret the model. The pairwise comparison tasks may also need an advanced level in mathematics because there are some applied calculus formulations to be used. The expected results show moderate bias in the quantification process. The benefits in using this method are the dataset consistently estimates the selected parameter Decision Tree Analysis is summarized based on assign payoffs the number of values of the possible investment. This method has a constraint when decision-makers are changing variables during the analysis process, it might be possible to redraw the existing tree. However, the advantage of using Decision Tree Analysis is relatively easy to understand and interpret the model.
In summary, all models have their pros and cons. Which one is favoured is dependent on the needs.
Conclusion
Currently, various works of literature have introduced the methods to analyze the potential advantages and disadvantages including its consequences in the open data domain. However, none of them provides insight into their strengths and weaknesses. The comparative study in this paper results in some important findings. First, Bayesian-belief Networks is advance in accuracy because of the very tight steps and rules, but in some cases, this method tends to inefficiency and too complex to be used. Second, Fuzzy Multi-criteria Decision-making is successfully constructing decisionmaking alternatives and expects to provide the rank of decision options. This method consumes many times to process the entire evaluation because of the many mathematical works at the same time. Third, Decision Tree Analysis is relatively easy to understand and interpret the model. Yet, changing variables during the analysis process might be possible to require redrawing the existing tree. This paper can contribute to the researchers and decision-makers to a better understanding of the method comparison in analyzing the risks and benefits of opening data. In future work, we recommend adding some other approaches like clustering analysis and artificial neural networks to obtain different insights. In addition, to develop a method based on the best parts of each method are not having its disadvantages. Of such an effort is feasible or utopia has to be researched.
