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DUAL INFINITE WEDGE IS GL∞-EQUIVARIANTLY NOETHERIAN
ILIA NEKRASOV
Abstract. We prove the (equivariant) noetherian property for a wide class of varieties generalizing the class of Plu¨cker
varieties (Theorem 1). It improves previous results of Draisma–Eggermont who treated the case of bounded Plu¨cker
varieties. Key ingredient of our proof is the constructive proof of the equivariant noetherianity for the hyper-Pfaffians
(Theorem 36) which implies the equivariant noetherianity of the dual infinite wedge.
1. Introduction
A Plu¨cker variety is a rule X that assigns to a pair of a nonnegative number p and a vector space V an algebraic
variety Xp(V ). These varieties are required to satisfy some compatibility properties (see Definition 5); for instance,
for every p the assignment Xp(_) is a functor on a category of vector spaces.
Plu¨cker varieties were introduced by Draisma and Eggermont [1]. These varieties give a powerful tool for proving
existence of uniform bounds for degrees of equations for varieties Xp(V ). The most important implications of the
work of Draisma–Eggermont include uniform bounds for degrees of the equations for secant and tangential varieties
of Grassmannians.
More generally, their noetherianity result [1, Theorem 1] implies that the degrees of equations forXp(V ) are bounded
(for all p and V ) for the so-called bounded Plu¨cker varieties X (Definition 14). The boundedness condition for Plu¨cker
varieties originates in the work of Snowden on noetherianity for ∆-modules [2]: ∆-modules are ideals of equations for
symmetric power counterparts of Plu¨cker varieties.
The paper [1] raises the natural question whether the same noetherianity result holds for unbounded Plu¨cker
varieties. Theorem 1, our first main result, answers affirmatively to this question.
Instead of working with general Plu¨cker varieties, we introduce a notion of a
∧
-variety (Definition 6), which
generalizes and at the same time simplifies the notion of a Plu¨cker variety. Our main result (Theorem 1) states the
topological noetherianity result for the class of
∧
-varieties.
The algebraic noetherianity result (a direct analog of the result for ∆-modules) for
∧
-varieties does not hold. It
fails even for the Grassmannian
∧
-variety Gr: there are infinitely many (combinatorially different) types of Plu¨cker
relations. The paper of R. Laudone [23] follows this direction.
Our work fits in the broader context of noetherianity results for large algebraic structures, e.g., [6, 4, 7, 5]. Namely,
the topological noetherianity for algebraic representations of infinite classical groups is proven (originally for GL∞
in [3], and for other groups in [8]). The dual (unrestricted) infinite wedge is a nontrivial inverse limit of algebraic
GL∞-representations. It is one of the most interesting and used in mathematics literature space among non-algebraic
representations of GL∞. Theorem 2, our second main result, states the GL∞-equivariant noetherianity of the infinite
wedge.
After completing this work, we learned that A. Bik, J. Draisma, and R. Eggermont had obtained similar results in
unpublished work. In a forthcoming paper with A. Bik, J. Draisma, and R. Eggermont we consider applications of
the main results of this paper to sequences of varieties with contraction morphisms only.
1.1. Main results. The following theorem is our first main result.
Theorem 1. For any
∧
-variety X there exists a p0 ∈ Z>0 and a finite dimensional vector space V0 such that X
is defined set-theoretically by pullbacks of equations for Xp0(V0). In particular, the degrees of equations defining the
varieties Xp(V ) are bounded.
The crucial statement for the proof is our second main result:
Theorem 2. The dual unrestricted infinite wedge (
∧∞
2 V∞)
∗ is GL∞-equivariant noetherian. Unfolding, any descending
chain of closed GL∞-invariant subsets of (
∧∞
2 V∞)
∗ stabilizes.
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1.2. Plan of the proof. Following the logic of [1], we prove Theorem 1 via the following steps:
(1) We define finite dimensional hyper-Pfaffian varieties HPf(m,l) and their duals HPf(r,s),⋆. Collecting these vari-
eties, we form the Plu¨cker varieties HPf (m,l), HPf (r,s),⋆, and the limiting forms for them HPf (m,l)∞ , HPf
(r,s),⋆
∞ .
Taking into account both constructions, we build up a two-sided hyper-Pfaffian Plu¨cker variety HPf (m,k),(r,s)
and its limiting form HPf (m,k),(r,s)∞ .
(2) We prove (Theorem 31) that for any proper Plu¨cker variety X there exist pairs (m, l), (r, s) such that
X∞ ⊆ HPf
(m,l),(r,s)
∞ .
(3) We prove (Theorem 36) that for any pairs (m, l), (r, s) the limiting variety HPf (m,l),(r,s)∞ is GL∞-noetherian.
(4) Finally, Theorem 2 follows from Theorem 31, Proposition 33, and Theorem 36; Theorem 1 follows from this
result immediately (Corrolary 42).
1.3. Notation and conventions. In what follows, we work over a fixed field K of characteristic 0. Besides algebraic
varieties, more often than not we consider affine cones over projective varieties. For instance, by the Grassmannian
Gr(2, 4) we mean the affine cone over the actual projective variety inside the vector space
∧2
K4.
The vector space generated by set of vectors {ei}i∈I we denote by 〈ei〉i∈I or by K
I when we want to emphasize the
generating set I only. Also, for a vector space V we denote by [V ] the given set of basis vectors, when this makes
sense, e.g., [Kn] = [n] and, more generally, [KI ] = I.
By Z× we denote the set Z\{0}. For pairs of natural numbers we use the following partial order: (n, p) ⊳ (N,P ) if
and only if n < N , p 6 P or n 6 N , p < P .
Acknowledgements. The author thanks Andrew Snowden for extremely useful discussions and countless reviews of
the text.
2.
∧
-varieties and equivariant noetherianity
2.1. Infinite wedge. Consider for any n, p ∈ Z>0 a set [n, p] = {−n, · · · − 1, 1, . . . , p} and a vector space Vn,p =
K[n,p] = 〈e−n, . . . , e−1, e1, . . . ep〉 of dimension n + p. Then by V∞ we denote the direct limit of Vn,p with natural
inclusions:
V∞ := lim
−!
n,p
Vn,p = 〈. . . , e−2, e−1, e1, e2, . . . 〉K.
Let 〈 , 〉 : V∞ × V∞ ! K be a bilinear form on V∞ given by 〈ei, ej〉 = δ−i,j. The restrictions of the form 〈 , 〉 to the
spaces Vn,p identify the dual space V
∗
n,p with Vp,n.
Next, we consider the exterior powers
∧p
Vn,p. We denote the basis vectors for this space by eI = ei1 ∧· · ·∧eip where
I = {i1 < · · · < ip} ⊂ [n, p]. The following maps between the exterior powers are of a particular interest for us:
• in,p :
∧p
Vn,p !֒
∧p
Vn+1,p is induced by a natural inclusion Vn,p !֒ Vn+1,p ;
• jn,p :
∧p
Vn,p !֒
∧p+1
Vn,p+1 is multiplication by ep+1, i.e., jn,p(ω) = ω ∧ ep+1;
• i†n,p :
∧p
Vn+1,p ։
∧p
Vn,p is the dual map to jp,n, i.e., i
†
n,p = (j
∗
p,n);
• j†n,p :
∧p+1
Vn,p+1 ։
∧p
Vn,p is the dual map to ip,n.
Explicit formulas for the maps i†n,p and j
†
n,p are presented in the proof of Lemma 25.
We note that jn+1,p ◦ in,p = in,p+1 ◦ jn,p and j
†
n,p ◦ i
†
n,p+1 = i
†
n,p ◦ j
†
n+1,p or, reformulating, the two diagrams – the
first one with in,p and jn,p maps, and the second one with the corresponding †-maps – are commutative, see Fig.1.
Definition 3. The infinite wedge
∧∞
2 V∞ is the direct limit of the spaces
∧p
Vn,p with respect to the transition maps
in,p and jn,p: ∧∞
2 V∞ := lim
−!
n,p
∧p
Vn,p.
Analogously, we define the (restricted) dual infinite wedge∧∞
2 V ∗∞ := lim
−!
n,p
∧p
V ∗n,p = lim
−!
n,p
∧n
Vp,n.
It is isomorphic to the infinite wedge
∧∞
2 V∞.
The unrestricted dual infinite wedge (
∧∞
2 V∞)
∗ is an uncountable dimensional vector space that is defined with the
inverse limit of the spaces
∧p
Vn,p with respect to the transition maps i
†
n,p and j
†
n,p:
(
∧∞
2 V∞)
∗ := lim
 −
n,p
∧p
Vn,p.
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∧0
V0,0
∧1
V0,1
∧2
V0,2 . . .
∧0
V1,0
∧1
V1,1
∧2
V1,2 . . .
∧0
V2,0
∧1
V2,1
∧2
V2,2 . . .
...
...
...
i0,0 i
†
0,0
j0,0
j
†
0,0
i0,1 i
†
0,1
j0,1
j
†
0,1
i0,2 i
†
0,2
j0,2
j
†
0,2
i1,0 i
†
1,0
j1,0
j
†
1,0
i1,1 i
†
1,1
j1,1
j
†
1,1
i1,2 i
†
1,2
j1,2
j
†
1,2
i2,0 i
†
2,0
j2,0
j
†
2,0
i2,1 i
†
2,1
j2,1
j
†
2,1
i2,2 i
†
2,2
j2,2
j
†
2,2
Figure 1. Two commutative diagrams: the one with i- and j-maps, and the one with i†- and j†-maps
Remark 4. The space
∧∞
2 V∞ was introduced in mathematical physics by Jimbo et al. [14]. We call it the infinite
wedge following [1], but this space has many other names: semi-infinite wedge [22], half-infinite wedge [20], charge-0
fermionic Fock space [17] and others.
By GLn,p and GL∞ we denote the groups GL(Vn,p) and
⋃
n,p∈Z>0 GL(Vn,p) respectively. This group acts on the
spaces V∞,
∧∞
2 V∞,
∧∞
2 V ∗∞, and (
∧∞
2 V∞)
∗ combining actions of GLn,p on Vn,p for all n, p.
From the definition we can see that basis elements of the space
∧∞
2 V∞ have the form
ei1,i2,... := ei1 ∧ ei2 ∧ . . . with ik = k for k ≫ 0.
The space
∧∞
2 V∞ is a proper subspace of (
∧∞
2 V∞)
∗. Indeed, for any element w = (wn,p) of the former space, because
of the identity i†n,p ◦ in,p = j
†
n,p ◦ jn,p = idVn,p , the same set (wn,p) is an element of the latter space. However,
due to the dimension count, the spaces are not equal. For instance, the vector v = (vn,p) ∈ (
∧∞
2 V∞)
∗ with vn,p =
(e1 + e2) ∧ · · · ∧ (ep−1 + ep) ∧ ep for any n > 0 do not belong to the space
∧∞
2 V∞:
v = (e1 + e2) ∧ (e2 + e3) ∧ (e3 + e4) ∧ · · · ∈ (
∧∞
2 V∞)
∗\
∧∞
2 V∞.
2.2. Plu¨cker and
∧
-varieties. First we reproduce the original definition of Plu¨cker variety by Draisma–
Eggermont [1].
Definition 5. A Plu¨cker variety is a sequence (Xp)p∈Z>0 of functors from the category VectK to the category of
varieties VarK satisfying the following axioms:
(1) For all vector spaces V and for all p ∈ Z>0, the variety Xp(V ) is a closed subvariety of
∧p
V .
(2) For all p ∈ Z>0 and for all linear maps φ : V ! W , the map Xp(φ) : Xp(V ) ! Xp(W ) coincides with the
restriction of
∧p
φ.
(3) If V is a vector space of dimension n + p with n, p ∈ Z>0, and ⋆ :
∧p
V !
∧n
V ∗ is the Hodge dual, then the
transformation ⋆ maps Xp(V ) into Xn(V
∗).
Plu¨cker varieties form a category in a natural way; we denote it by PluVarK.
Next we introduce the more general notion of
∧
-variety.
Definition 6. A
∧
-variety X is a set of closed varieties X = {Xn,p ⊆
∧p
Vn,p}n,p∈Z>0 satisfying the following
conditions:
(i) For all p, n ∈ Z>0, the maps in,p and jn,p induce injections ofXn,p intoXn+1,p andXn,p intoXn,p+1 respectively;
(ii) For all p, n ∈ Z>0, the maps i
†
n,p and j
†
n,p induce surjections of Xn+1,p onto Xn,p and Xn,p+1 onto Xn,p
respectively;
(iii) For all p, n ∈ Z>0, the variety Xn,p is GLn,p-invariant.∧
-varieties form a category in a natural way; we denote it by
∧
VarK.
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Remark 7. In the definition, injectivity and surjectivity conditions are automatically satisfied. Indeed, in,p and jn,p
are injective, so are their restrictions to Xn,p. Also, i
†
n,p ◦ in,p = id
∧p
Vn,p
and j†n,p ◦ jn,p = id
∧p
Vn,p
, so the restrictions
of i†n,p and j
†
n,p to the components of
∧
-variety are surjective.
Proposition 8. Every Plu¨cker variety is naturally a
∧
-variety, and PluVarK is a subcategory of
∧
VarK:
PluVarK −֒!
∧
VarK.
Proof. For an arbitrary Plu¨cker variety X = (Xp) we consider the set {Xn,p} where Xn,p := Xp(Vn,p). We prove that
this set is a
∧
-variety.
The conditions for the maps in,p and i
†
n,p follows from condition (2) for Plu¨cker varieties. The conditions for the
maps jn,p and j
†
n,p follows from conditions (2) and (3) for Plu¨cker varieties. In detail, Lemmata 2.3 and 2.4 of [1] and
Remark 7 above give the proof. The GL-invariancy condition follows from condition (2) for Plu¨cker varieties. 
Remark 9. The subcategory PluVarK is not a full subcategory in
∧
VarK.
Pfaffian and hyper-Pfaffian varieties give explicit examples of
∧
-varieties which are not Plu¨cker, see Section 5.3.
Definition 10. The limiting variety X∞ for a
∧
-variety X is the inverse limit of the varieties Xn,p with respect to
the maps i†n,p and j
†
n,p:
X∞ := lim
 −
n,p
Xn,p.
X∞ is an inverse limit of affine schemes, so it is a subscheme of the affine space (
∧∞
2 V∞)
∗. The GL∞-action on X∞ is
inherited from the Xn,p’s; it coincides with the restriction of the GL∞-action on (
∧∞
2 V∞)
∗. The procedure of taking
a limiting variety is a functor (_)∞ :
∧
VarK ! VarK.
2.3. Examples of Plu¨cker and
∧
-varieties. We give several examples and constructions of Plu¨cker and
∧
-varieties:
(1) First examples of Plu¨cker varieties are the trivial ones: Xn,p = ∅ and Xn,p = {0} for all n, p ∈ Z>0. An
opposite example is the ambient Plu¨cker variety with Xn,p =
∧p
Vn,p, n, p ∈ Z>0. The limiting variety of the
ambient Plu¨cker variety coincides with the unrestricted dual infinite wedge (
∧∞
2 V∞)
∗.
(2) The most popular example of a Plu¨cker variety is the Grassmann Plu¨cker variety Gr, defined by the sequence
of Grassmannians Grn,p = Gr(p, n+p)  
∧p
Vn,p, i.e., the sequence of Grassmannians form the Plu¨cker variety
Gr in a natural manner. The limiting variety Gr∞ is classically known as the Sato Grassmannian SGr
[13, 14, 15]. We attentively consider this example in Section 2.5.
(3) The operations of intersection, union, join, and taking tangential variety are defined in the categories PluVarK
and
∧
VarK. So, for example, if two Plu¨cker varieties X,Y are given, we can consider the union X ∪Y, the
intersection X ∩Y, the join X+Y, and the tangential Plu¨cker variety τX.
Pfaffian and, more generally, hyper-Pfaffian
∧
-varieties, except few exceptions (see Section 5.3), are examples of∧
-varieties which are not Plu¨cker; for definitions see Sections 2.7 and 3 respectively.
2.4. Maximal
∧
-varieties. In what follows we will need a notion of the maximal
∧
-variety with some fixed com-
ponent. This section is devoted to the construction of such varieties. In particular, the existence of such varieties
follows.
Let X be a GLn,p-invariant subvariety inside
∧p
Vn,p. We can ask for a description of all
∧
-varieties Y such that
Yn,p = X.
What are the possibilities for Yn+1,p? On the one hand, the (n + 1, p)-component should contain the variety
GLn+1,p · in,p(X); on the other hand, the component should be contained in the variety (i
†
n,p)
−1 (X). The same logic
is applicable for the component Yn,p+1 and j-maps.
Generalizing, we get the following statement.
Proposition 11. For any natural n, p and any
∧
-variety Y, we have the inclusions
a) ⋃
i
i(Yn−1,p) ⊆ Yn,p ⊆
⋂
i†
(i†)−1(Yn−1,p),
where the right intersection runs over the orbit of the map in−1,p under the GLn−1,p × GLn,p-action and the
left union runs over the orbit of i†n−1,p under the same group;
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b) ⋃
j
j(Yn,p−1) ⊆ Yn,p ⊆
⋂
j†
(j†)−1(Yn,p−1),
where the right intersection runs over the orbit of the map jn,p−1 under the GLn,p−1 × GLn,p-action and the
left union runs over the orbit of j†n,p−1 under the same group.
Explicit examples of situations when the left and right sides do not coincide are given in Section 5.
Definition 12. We call a
∧
-variety Y maximal with respect to the (n, p)-coordinate, or just (n, p)-maximal, if for all
pairs (N,P ) ⊲ (n, p) the right inclusions of Proposition 11 are equalities, i.e.,
YN,P =
⋂
i†
(i†)−1(YN−1,P ) and YN,P =
⋂
j†
(j†)−1(YN,P−1).
The equalities are consistent due to the commutativity for i†- and j†-maps.
Note that if the
∧
-variety X is (n, p)-maximal then all components XN,P with N > n or P > p are determined
by the component Xn,p: informally, all these components are given by (combinatorially) the same equations as the
variety Xn,p ⊆
∧p
Vn,p.
The following examples of maximal
∧
-varieties clarify this point of view:
(1) (n, p)-maximal variety X with Xn,p =
∧p
Vn,p satisfies XN,P =
∧P
VN,P for (N,P ) ⊲ (n, p);
(2) (2, 2)-maximal variety with X2,2 = Gr(2, 4) coincides with the Grassmannian
∧
-variety Gr;
(3) generalizing both previous examples, if the
∧
-variety X is (n, p)-maximal and the variety Xn,p is defined by
the ideal In,p, then the ideals IN,P for the varieties XN,P have the following form
IN,P =
⋂
k†
(k†)∗(In,p),
where k† runs over all compositions of i†- and j†-maps of the form XN,P ! Xn,p.
Further examples are given by Pfaffians (Section 2.7) and hyper-Pfaffians (Section 3).
Analogously (n, p)-maximal varieties, we can define the (n, p)-minimal
∧
-variety. However, we emphasize that the
existence of such varieties needs a proof (one such the author knows from a private communication with Jan Draisma).
Using the existence of minimal varieties, it can be proved that in general the j†-image of the
⋂
j†(j
†)−1(Yn,p−1) coincides
with Yn,p. We do not need these facts, so proofs are ommitted.
2.5. Grassmannian is equivariantly noetherian. We are interested in
∧
-varieties that are “equivariantly noether-
ian”. Before formulating this property rigorously, we give a motivating example of equivariantly noetherian Plu¨cker
variety.
It is known [12] that an arbitrary Grassmannian Gr(k, n) can be described set-theoretically as an intersection of all
possible pullbacks (of linear maps) of the smallest (nontrivial) Grassmannian Gr(2, 4):
Gr(k, n) =
⋂
φ: Kn!K4
φ−1(Gr(2, 4)).
So the Plu¨cker variety Gr is defined set-theoretically by pullbacks of equations for Gr2,2 = Gr(2, 4). In other words,
Theorem 1 holds in the case X = Gr with p0 = 2, V0 = K
4.
This description can be rephrased geometrically: a (projective) Grassmann variety coincides with a set of decom-
posable vectors. Equivalently, for any Grassmann variety Grn,p, the set of its K-points is a union of two GLn,p-orbits:
Grn,p = GLn,p · 0 ⊔GLn,p · e1 ∧ · · · ∧ ep.
Indeed, for the equivalence we note that the case (n, p) = (2, 2) is the smallest case when the orbit GLn,p · e1 ∧ · · · ∧ ep
does not coincide with the ambient space
∧p
Vn,p\{0}. For a detailed proof see [12].
The same property can be rephrased in the language of equations as follows. It is classically known [16, p. 211] that
equations for the Grassmannian Gr(2, n) (its K-points) are given by pullbacks of the equation for the Grassmannian
Gr(2, 4). In detail, Gr(2, 4) is given by the unique equation
pf
(2)
{1234} := x12x34 − x13x24 + x14x23,
where xij are coordinates on the space
∧2
K4. This equation is known as the Pfaffian of degree 2. It spans a 1-
dimensional subrepresentation of the GL4-representation Sym
2
Ä∧2
K4
ä
with highest weight (1, 1, 1, 1). In the case
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of an arbitrary Gr(2, n), the equations form a subrepresentation inside Sym2
Ä∧2
Kn
ä
with the same highest weight
(1, 1, 1, 1). This subrepresentation has as a basis the following set of polynomials:
pf
(2)
{ijkl} = xijxkl − xikxjl + xilxjk for all {ijkl} ∈
∧4
[n].
Remark 13. The latter property holds for K-points only, it is wrong on an ideal-theoretic level: the decomposition
of Sym2
Ä∧∞
2 V∞
ä
into irreducible has infinitely many non-isomorphic summands, see [24, Example I.8.9(b)]. Related
results for ideals of secant varieties of Grassmannians are in [23].
All three reformulations (set-theoretic, orbit-theoretic, and equation-theoretic) can be restated for the single variety
Gr∞ instead of the set {Grn,p}n,p∈Z>0 . For example, the Sato Grassmannian Gr∞ = SGr coincides with a union of
the GL∞-orbit of the highest weight vector e1,2,3,... = e1 ∧ e2 ∧ e3 ∧ · · · ∈
∧∞
2 V∞ and the zero vector 0 ∈
∧∞
2 V∞; see
[21] for details and connections to the KP hierarchy (originally appeared in [13]).
2.6. Bounded Plu¨cker varieties. Describing the class of equivariantly noetherian Plu¨cker and, more generally,∧
-varieties is a natural problem. Pursuing this question for Plu¨cker varieties, Draisma–Eggermont introduced the
following definition.
Definition 14. We call a Plu¨cker variety X bounded if there exists a finite dimensional vector space W such that the
variety X2(W ) does not coincide with
∧2
W .
The next theorem is a central result of [1].
Theorem 15. (Equivariant noetherianity for bounded Plu¨cker varieties) Let X be a bounded Plu¨cker variety. Any
closed GL∞-stable subset Z of X∞ is contained in a union of a finite number of GL∞-orbits. Reformulating, there
exists a p0 ∈ Z>0 and a finite dimensional vector space V0 such that X is defined set-theoretically by pullbacks of
equations for Xp0(V0).
2.7. Pfaffian
∧
-varieties. The following generalization of the Grassmann Plu¨cker variety is essential for the proof
of Draisma–Eggermont.
Definition 16. The Pfaffian form pf
(l)
A of degree l on a set A of cardinality 2l is the polynomial form given by the
following formula
pf
(l)
A :=
∑
I1⊔···⊔Il=A
sgn(I1, . . . , Il)xI1 . . . xIl ,
where the summation runs over all unordered partitions A = I1⊔ · · · ⊔ Il into 2-sets Ii, and the sgn(I1, . . . , Il) is a sign
of the permutation given in the one-line form by (I1, . . . , Il).
The Pfaffian variety Pf
(l)
B of degree l on a set B is the closed subvariety of
∧2
KB given by the Pfaffians pf
(l)
A for all
A ⊆ B of cardinality 2l:
Pf
(l)
B = Pf
(l)(KB) :=
⋂
A⊆B,|A|=2l
Pf
(l)
A =
⋂
A⊆B,|A|=2l
{pf
(l)
A = 0}.
Generally, Pf(l)(V ) is a variety given by all degree-l Pfaffian forms inside the vector space
∧2
V .
The Pfaffian
∧
-variety Pf (l) of degree l is the (2l − 2, 2)-maximal
∧
-variety with
Pf
(l)
2l−2,2 = Pf
(l)(V2l−2,2) ⊆
∧2
V2l−2,2.
It will be proven (Theorem 23) that for every l such defined
∧
-variety exists, and it is uniquely defined by the property
above.
In the case l = 2, these definitions produce Grassmannians Pf (2)n,p = Gr(p, n + p), see Section 2.5. So we have the
equality of
∧
-varieties Pf (2) = Gr; in particular, the
∧
-variety Pf (2) is Plu¨cker. The general Pfaffian Pf (l) is also
equivariantly noetherian [1], but for l > 3 they are not Plu¨cker, see Proposition 46.
We note that our notation for Pfaffian varieties Pf(l)(V ) differs from the one of Draisma–Eggermont by the shift of
the argument by one: in our convention the Pfaffian forms of degree l are zero on the Pfaffian variety of degree l.
As mentioned above, Grassmann variety is the set of all decomposable vectors in the corresponding exterior power
of a vector space. Analogously, there exists a geometrical description for all Pfaffian varieties: a vector v ∈
∧2
V
satisfies v ∈ Pf(l+1)(V ) if and only if v has rank at most l. In other words, the rank filtration on the second exterior
power
∧2
V coincides with the one given by Pfaffians:¶
· · · ⊆ Rl(V ) := {v ∈
∧2
V : rk(v) 6 l} ⊆ Rl+1(V ) ⊆ · · · ⊆
∧2
V
©
=
=
¶
· · · ⊆ Pf(l)(V ) ⊆ Pf(l+1)(V ) ⊆ · · · ⊆
∧2
V
©
.
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Using this filtration, we can see that any bounded Plu¨cker variety is contained in some Pfaffian
∧
-variety Pf (l).
Therefore any bounded Plu¨cker variety is equivariantly noetherian.
The goal of this paper is to prove that the Draisma–Eggermont result (equivariant noetherianity) actually holds in
its most general form. Conceptually, we describe the analogous filtration on an arbitrary exterior power
∧p
V via the
so-called hyper-Pfaffian varieties. Description of the filtration in general situation is presented in Section 3.5.
3. Hyper-Pfaffians
In this section we recall a natural generalization of Pfaffians, the so-called hyper-Pfaffian varieties [9, Definition
3.4]. We also present here some useful properties of these varieties and give an explicit example of
∧
-variety which is
not Plu¨cker.
3.1. Definitions.
Definition 17. The hyper-Pfaffian form hpf
(m,l)
A of degree l and width m = 2m1 on a set A of cardinality |A| = ml
is the polynomial form in Syml
Ä∧m
KA
ä
given by the formula
hpf
(m,l)
A = hpf
(m,l)
A (x) :=
∑
I1⊔···⊔Il=A
sgn(I1, . . . , Il) xI1 . . . xIl ,
where the summation runs over all unordered partitions A = I1 ⊔ · · · ⊔ Il into m-sets Ii, the sgn(I1, . . . , Il) is a sign of
the permutation given in the one-line form by (I1, . . . , Il), and x denotes the set of variables {xI , I ∈
∧m
A}. We will
denote the corresponding multilinear form depending on sets of variables x(1), . . . ,x(l) by hpf
(m,l)
A (x
(1), . . . ,x(l)).
The hyper-Pfaffian variety HPf
(m,l)
B of degree l and width m on a set B is the closed subvariety of
∧m
KB given by
the hyper-Pfaffians hpf
(l)
A for all A ⊆ B of cardinality |A| = ml:
HPf
(m,l)
B = HPf
(m,l)(KB) :=
⋂
A⊆B,|A|=ml
HPf
(m,l)
A =
⋂
A⊆B,|A|=ml
{hpf
(m,l)
A = 0}.
We define HPf(m,l)(V ) ⊆
∧m
V as a variety given by all degree-l hyper-Pfaffian forms inside the vector space
∧l
V .
The hyper-Pfaffian
∧
-variety HPf (m,l) of degree l and width m is the (m(l − 1),m)-maximal
∧
-variety with
HPf
(m,l)
m(l−1),m = HPf
(m,l)(Vm(l−1),m) ⊆
∧m
Vm(l−1),m.
Remark 18. We give a couple of remarks about the definitions.
(1) In the case m = 2, we get the Pfaffians:
hpf
(2,l)
A = pf
(l)
A , HPf
(2,l)(V ) = Pf(l)(V ), and HPf (2,l) = Pf (l).
(2) For odd natural number m we can define hyper-Pfaffian forms hpf(m,l), but, because of the sign of the mono-
mials, such forms are identically zero (or not GL-invariant if we take only half of the monomials). However,
this definition gives correctly defined skew-symmetric forms hpf(m,l) ∈
∧l
(
∧m
V ). For instance, for m = 1 we
get the volume form:
hpf
(1,n)
[n]
Ä
(xi)16i6n
ä
= x1 ∧ · · · ∧ xn.
(3) Generalizing the two previous remarks, the hyper-Pfaffian form hpf(m,l) stands for an m-th root of the deter-
minant. Indeed, on a set
∧l
Zml the following equality holds(
hpf
(m,l)
[ml]
)m
= det :
∧l
Zml !
∧ml
Zml.
For the main structural result on a general
∧
-variety (Theorem 31) we will need the dual notion for a hyper-Pfaffian.
Definition 19. The dual hyper-Pfaffian variety HPf(r,s),⋆ is defined as the Hodge-dual of the HPf(r,s) on a dual vector
space:
HPf(r,s),⋆(V ) := ⋆HPf(r,s)(V ∗) ⊆
∧dimV−r
V.
The dual hyper-Pfaffian varieties form the dual hyper-Pfaffian
∧
-variety HPf (r,s),⋆: it is the (r, r(s − 1))-maximal∧
-variety with
HPf
(r,s),⋆
r,r(s−1) = HPf
(r,s),⋆(Vr,r(s−1)) = ⋆
Ä
HPf(r,s)(Vr(s−1),r)
ä
⊆
∧r(s−1)
Vr,r(s−1).
A two-sided hyper-Pfaffian
∧
-variety HPf (m,l),(r,s) is an intersection of the hyper-Pfaffian HPf (m,l) and the dual
hyper-Pfaffian HPf (r,s),⋆:
HPf
(m,l),(r,s) := HPf (m,l) ∩HPf (r,s),⋆.
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The following result shows fundamental role of all (not only Pfaffian, but) hyper-Pfaffian forms for the exterior
algebra.
Proposition 20. Hyper-Pfaffian forms give the structure constants of the exterior algebra. Explicitly, if V is a finite
dimensional K-vector space, then for any v1, . . . , vl ∈
∧m
V we have the equality
v1 ∧ · · · ∧ vl =
∑
A
hpf
(m,l)
A (v1, . . . , vl)eA,
where {eA :=
∧
i∈A
ei, A ∈
∧ml
[V ]} is a basis for
∧m
V .
Proof. If vi =
∑
I∈
∧m
[V ]
ai,IeI , then v1 ∧ · · · ∧ vl is equal to
∑
I1,...,Il
a1,I1 . . . al,IleI1 ∧ · · · ∧ eIl =
∑
A∈
∧ml
[V ]
Ñ ∑
I1⊔···⊔Il=A
a1,I1 . . . al,Ilsgn(I1, . . . , Il)
é
eA.
This expression coincides with the sum
∑
A
hpf
(m,l)
A (v1, . . . , vl)eA. 
Corollary 21. The hyper-Pfaffian variety HPf(m,l)(V ) coincides with the set of nilpotency degree-l vectors in
∧m
V :
HPf(m,l)(V ) = {v ∈
∧m
V : v∧l = 0}.
Analogously, HPf(r,s),⋆(V ) = {v ∈
∧dimV−r
V : (⋆v)∧s = 0}.
Proof. Proposition 20 for v1 = · · · = vl = v proves the statement. 
Remark 22. Morally, Proposition 20 is a restatement of the Grassmann–Berezin (fermionic) calculus [18, 19] in a
coordinate form with use of the hyper-Pfaffian forms.
3.2. Hyper-Pfaffian
∧
-varieties are well-defined. The following theorem provides us with an explicit description
of the components HPf (m,l)n,p of hyper-Pfaffian
∧
-varieties. The construction is consistent with definition 17 (as well
as definition 16 for Pfaffian
∧
-varieties); the theorem proves the existence and uniqueness of the hyper-Pfaffian
∧
-
varieties.
Theorem 23. (Set-theoretical description of HPf(m,l)(V )) We have the following explicit description of the components
HPf
(m,l)
n,p ⊆
∧p
Vn,p:
• If p < m, then HPf (m,l)n,p =
∧p
Vn,p.
• If p = m, then HPf (m,l)n,m is given by the equations hpf
(m;l)
I for all m · l-subsets I of the set [n,m]:
HPf
(m,l)
n,m =


∧m
Vn,m for n < m(l − 1),⋂
A⊆[n,m]
|A|=ml
{hpf
(m,l)
A = 0} for n > m(l − 1).
In particular, HPf
(m,l)
m(l−1),m = {hpf
(m,l)
[m(l−1),m] = 0} is a hyper surface in
∧m
Vm(l−1),m.
• If p > m, then HPf (m,l)n,p = HPf
(m,l)(Vn,p) is an intersection of pullbacks of the hyper-Pfaffians HPf
(m;l)
n,m .
Explicitly,
HPf
(m,l)
n,p =


∧p
Vn,p for n < m(l − 1),⋂
A⊆[n,p]
|A|=ml
{hpf
(m,l)
A|J = 0} for n > m(l − 1),
where
hpf
(m;l)
A|J =
∑
I1⊔···⊔Il=A
sgn(I1, . . . , Il)xI1J . . . xIlJ and J = [n, p]\A.
Remark 24. Classically known that K-points of the Grassmannian Pf (2)n,p = Gr(p, n+ p) can be described by Plu¨cker
relations of the form ∑
j∈J
sgn(j, I)xI∪jxJ\j for all I ∈
∧p−1
[n+ p], J ∈
∧p+1
[n+ p].
However, the ideal generated by these relations (inside Sym
(∧p
Z2p
)
) is not radical, i.e., the set of these relations is
not sufficient to generate Gr(p, n+ p) as a scheme over Spec(Z).
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The same situation happens for the hyper-Pfaffian varieties. The set of equations in Theorem 23 defines only K-
points of the varieties. A description of ideals for the hyper-Pfaffians is a non-trivial problem which is related to an
explicit description of the plethysms Symk ◦
∧p
.
We recall from Example (3) in Section 2.4 that for any (n, p)-maximal
∧
-variety X the ideals defining components
XN,P with (N,P ) ⊲ (n, p) are pullbacks of the ideal for Xn,p. Therefore the statement of the theorem for (n, p) ⊲
(m(l − 1),m) is clear if we prove the rest.
To get other components of the hyper-Pfaffian variety HPf (m,l) we need some computations. Instead of a bulky
technical proof in a general case, we exemplify internal strings of the proof technique via the elementary example
HPf
(4,2).
Lemma 25. Theorem 23 holds for HPf (4,2). Explicitly, for any (n, p) 6⊲ (4, 4) we have the equality HPf (4,2)n,p =
∧p
Vn,p.
The following elementary observation is extremely useful for the proof of the lemma.
Observation 26. Assume that for a vector v =
∑
vIeI ∈
∧4
Vn,4 there exists j ∈ [n, 4] such that vI = 0 if j 6∈ I. Then
v ∈ HPf(4,2)(Vn,4) =
⋂
A⊆[n,4],|A|=8
{hpf
(4,2)
A = 0}.
Proof. The observation follows from the fact that for hpf
(4;2)
A (v) to be nontrivial, we need at least two nonzero
coordinates of v with non-intersecting indices (this is wrong under the assumption for the element j). 
Proof of Lemma 25. We begin with the case n = 4, p = 3. The map j†4,3 :
∧4
V4,4 !
∧3
V4,3 in the coordinate form is
given by
eI 7!
{
(−1)sgn(I,4)eI\e4 if 4 ∈ I;
0 otherwise.
For an arbitrary point (aJ) ∈
∧3
V4,3, the point (AI) ∈
∧4
V4,4, where
AI =
{
aJ if I = J ∪ 4;
0 otherwise,
belongs to the preimage of (aJ) under j
†
4,3. Applying the observation for n = 4, v = (AI) and j = 4, we see that (AI)
belongs to the hyper-Pfaffian HPf(4,2)(V4,4).
Therefore we proved that the variety HPf(4,2)(V4,4) maps surjectively to
∧3
V4,3, i.e., HPf
(4,2)
4,3 =
∧3
V4,3. And, more
generally, HPf
(4,2)
4,p =
∧p
V4,p for p 6 3.
Consider the case of a general n > 4 and p = 3. Again, for any (aI) ∈
∧3
Vn,3 we can consider the point (AI) ∈
∧4
Vn,4
where
AI =
{
aJ if I = J ∪ n;
0 otherwise.
Applying the observation to the case v = (AI) and j = n, we can see that the point (AI) belongs to the variety
HPf(4;2)(Vn,4) = HPf
(4,2)
n,4 . So the projection HPf
(4,2)
n,4 !
∧3
Vn,3 is surjective, i.e., HPf
(4,2)
n,p =
∧p
Vn,p for any n > 0
and p 6 3.
We note that the map i†3,4 :
∧4
V4,4 !
∧4
V3,4 in the coordinate form is given by
eI 7!
{
eI if − 4 6∈ I;
0 otherwise.
The same technique with the map i†3,4 as with j
†
4,3 gives the equality HPf
(4,2)
3,4 =
∧4
V3,4. So HPf
(4,2)
n,4 =
∧4
Vn,4 for
n 6 3. Analogously, for any (n, p) with n 6 3 and p > 4 we get the desired equality. 
3.3. Hyper-Pfaffians and GL-orbits in exterior powers. In this section we talk about GL-orbits in the exterior
powers. This description is crucial for Theorem 31.
Consider the exterior power
∧p
V , where V is a K-vector space of sufficiently high dimension (without loss of
generality, we can assume V = K∞). One can ask about classification of GL(V )-orbits in this space. Theorem 6 of
[10] implies that such orbits are related to the decomposition type of tensors inside the exterior power
∧p
V .
In detail, let π = (π1 > π2 > . . . ) be a partition of p and k be a natural number. We call an element ω ∈
∧p
V of
type (π, k) if ω is equal to a sum of k elements of the space
∧pi1V ∧∧pi2V ∧ . . . and such k is minimal:
(
∧p
V )π,k =
{
ω ∈
∧p
V : ω =
∑
i=1...k
ωi, ωi ∈
∧pi1V ∧∧pi2V ∧ . . . , k is minimal
}
.
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For example, an element ω ∈
∧p
V is of type ((p, 0, . . . ), 1) if and only if ω is decomposable. So the set of elements
of type ((p, 0, . . . ), 1) coincides with the Grassmannian Gr(p, V ), which is GL(V )-invariant. The general statement is
the following.
Proposition 27. [10] Any GL(V )-invariant algebraic subvariety of
∧p
V is contained in a Zariski closure of one of
the spaces (
∧p
V )π,k, where π = (π1 > π2 > . . . ) is a partition of p and the latter space consists of all elements that
can be represented as a sum of k elements from
∧pi1V ∧∧pi2V ∧ . . . .
Remark 28. The result of [10] is far more general: the analogous statement is true for GL(V )-invariant subvarieties
of the space SµV , where Sµ is the Schur functor for a partition µ. The analogous result for Proposition 27 in the case
Sµ = Sym
k is proved in [11].
Definition 29. We call a partition π = (π1 > · · · > πj) even if all of the parts πi are even numbers. Otherwise we
call it odd.
Proposition 30. For any odd partition π and any k ∈ N, the set (
∧p
V )π,k (as well as its Zariski closure) is contained
in the varieties HPf(p,k+1)(V ) and HPf(dimV−p,k+1),⋆(V ∗):
(
∧p
V )π,k ⊆ HPf
(p,k+1)(V ) and (
∧p
V )π,k ⊆ HPf
(dimV−p,k+1),⋆(V ∗).
Proof. We prove the first inclusion only; for the dual variety proof is analogous.
Without loss of generality, we assume that π1 is odd. Then for any α ∈ (
∧p
V )π,k we know that α ∧ α = 0
Indeed, α ∧ α = α1 ∧ α1 ∧ . . . and α1 ∧ α1 = 0 because α1 belongs to
∧pi1V with odd π1. Therefore for any
β = β(1) + · · · + β(k) ∈ (
∧p
V )π,k by the pigeonhole principle β
∧(k+1) = 0. This equality is equivalent to the desired
inclusion due to the geometrical description of the hyper-Pfaffian (Corollary 21).
Hyper-Pfaffian and dual hyper-Pfaffian varieties are closed, so we also have the inclusions (
∧p
V )π,k ⊆ HPf
(p,k+1)(V )
and (
∧p
V )π,k ⊆ HPf
(dimV−p,k+1),⋆(V ∗) for the Zariski closures. 
3.4. Any proper Plu¨cker variety is a subset of a two-sided hyper-Pfaffian.
Theorem 31. For any proper
∧
-variety X there exist natural numbers m, l, r, s such that X∞ is a closed GL∞-stable
subset of HPf (m,l),(r,s)∞ .
Proof. Closedness and GL∞-invariancy follow from the definition ofX∞, so we prove the inclusion X∞ ⊆ HPf
(m,l),(r,s)
∞
only. The idea for the proof is to combine Proposition 27 and 30.
Namely, let (N,P ) be a minimal pair such that XN,P  
∧P
VN,P and N,P are even. Then by Proposition 27 the
variety XN,P is contained in Zariski closure of (
∧P
VN,P )(Λ,K) for some Λ and K. Then XN,P+2 is contained in the
variety (
∧P+2
VN,P+2)Λ∪1∪1,K , where Λ ∪ 1 ∪ 1 is the partition formed out of Λ and two 1’s:
∧P
VN,P
∧P+1
VN,P+1
∧P+2
VN,P+2
(
∧P
VN,P )Λ,K (
∧P+2
VN,P+2)Λ∪1∪1,K
XN,P XN,P+2
_∧eP+1 _∧eP+2
⊆
_∧eP+1∧eP+2
⊆
⊆ ⊆
The partition Λ ∪ 1 ∪ 1 is odd (regardless of the Λ’s parity), so by Proposition 30 we get the chain of inclusions
XN,P+2 ⊆ (
∧P+2
VN,P+2)Λ∪1∪1,K ⊆ HPf
(P,K+1)
N,P+2 .
This inclusion and the (maximality in the) definition of hyper-Pfaffian
∧
-varieties imply the inclusion of the limiting
varieties:
X∞ ⊆ HPf
(P,K+1)
∞ .
For the dual hyper-Pfaffians, we have X∞ ⊆ HPf
(N,K+1),⋆
∞ . Finally, X∞ ⊆ HPf
(P,K+1),(N,K+1)
∞ . 
DUAL INFINITE WEDGE IS GL∞-EQUIVARIANTLY NOETHERIAN 11
3.5. Hyper-Pfaffian filtration. First, we prove an elementary lemma about inclusions for hyper-Pfaffian varieties.
Lemma 32. Consider a vector space V . Then we have an inclusion
HPf(m,l)(V ) ⊆ HPf(m,l+1)(V ).
Proof. For any set A of cardinality m(l + 1) we have the equality
hpf
(m,l+1)
A (x) =
∑
I∋1
±xI · hpf
(m,l)
A\I (x),
where the summation runs over all sets I ∈
∧m
(A) containing the element 1. This equality proves the desired inclusion
of varieties. 
Proposition 33. For any finite dimensional vector space V we have the exhaustive separable filtration
{0} = HPf(m,1)(V ) ⊆ · · · ⊆ HPf(m,l)(V ) ⊆ HPf(m,l+1)(V ) ⊆ · · · ⊆
∧m
V.
Proof. The existence of the filtration follows from Lemma 32.
As mentioned in Remark 18(3), the hyper-Pfaffian form hpf
(m,l)
[ml] is an m-th root from the determinant det[ml] on
the set of completely antisymmetric tensors. So for a sufficiently big L the variety HPf(m,L)(V ) coincides with the
ambient space
∧m
V . The number L depends on dimension of the space V . 
In light of the proposition, Theorem 31 can be reformulated as follows.
Corollary 34. Every proper
∧
-variety has a finite rank, i.e., for any proper X there exists a natural number N such
that all N ×N determinants are identically zero on X∞.
Remark 35. The filtration of Proposition 33 is exhaustive for a finite dimensional vector spaces V only. Indeed, from
Proposition 30 we see that for an odd partition π the space (
∧m
V )π,k is contained in the hyper-Pfaffian HPf
(m,k+1)(V )
as a scheme. However, we do not have such embeddings for even partitions. For instance, even for the simplest case of
π = (2, 2), none of the hyper-Pfaffian forms hpf(4,l) belongs to the ideal corresponding to the affine scheme (
∧4
V )(2,2),1.
4. Noetherianity proof
Theorem 36. For any natural numbers m,k, r, s, the variety HPf (m,l),(r,s)∞ is GL∞-noetherian.
It’s curious that the proof of Draisma–Eggermont with minor changes is applicable in the general situation. Because
of this, here we present a compact version of the proof (keeping the notation of [1]).
Following [1], we use the general lemma.
Lemma 37. Let ω ∈ (
∧∞
2 V∞)
∗ and suppose there exist elements g1, g2 ∈ GL∞ such that F1(g1ω) 6= 0 and F2(g2ω) 6= 0
for some polynomial functions F1,2 on (
∧∞
2 V∞)
∗. Then there exists an element g ∈ GL∞ such that F1(gω) 6= 0 and
F2(gω) 6= 0. Moreover, the element g can be found in the form g = λg1 + µg2 for some λ, µ ∈ K.
Proof. Consider the function g := g(λ, µ) = λg1 + µg2 and the set
F := {(λ, µ) ∈ K2 : g 6∈ GL∞, F1(gω) = 0, and F2(gω) = 0}.
The set F is Zariski-closed by definition. The polynomial F1(gω) in variables λ and µ has a coefficient F1(g1ω) for a
highest degree monomial containing the variable λ only. This coefficient in nonzero by the assumption, therefore the
polynomial F1(gω) is also nonzero. The same logic for the polynomial F2(gω) and the variable µ proves nonzeroness
of this polynomial. Therefore F is a proper Zariski-closed subset of K2.
Any point (λ, µ) 6∈ F gives the desired element g ∈ GL∞. 
Proof of Theorem 36. We fix numbers m and r and proceed by induction on l and s.
The base of the induction, the case l = 1 or s = 1, is clear. Indeed, the GL∞-orbit of the polynomial hpf
(m;1)
[m] (x) =
x12...m contains all coordinate variables xI , I ∈
∧m
N. The intersection of these polynomials is the point 0.
From now on we assume that l, s > 1.
Step 1: decomposition and the variety Z. By Lemma 32 we have the decomposition
HPf(m,l+1),(r,s+1)∞ = HPf
(m,l+1),(r,s)
∞ ∪HPf
(m,l),(r,s+1)
∞ ∪ Z
′
m,r,
where Z ′ := Z ′m,r is the set of all elements ω such that there exist g1, g2 ∈ GL∞ with hpf
(m,l)(g1ω) 6= 0 and
hpf(r,s),⋆(g2ω) 6= 0:
Z ′ := {ω ∈ HPf (m,l+1),(r,s+1)∞ : hpf
(m,l)(g1ω) 6= 0 and hpf
(r,s),⋆(g2ω) 6= 0 for some g1, g2 ∈ GL∞}.
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Applying Lemma 37 for the case F1 = hpf
(m,l) and F2 = hpf
(r,s),⋆, we get that Z ′ = GL∞ · Z where
Z = {ω ∈ HPf (m,l+1),(r,s+1)∞ : hpf
(m,l)(ω) 6= 0 and hpf(r,s),⋆(ω) 6= 0}.
For the induction step it is enough to show the GL∞-noetherianity of the set Z.
Step 2: the subgroup H. We will prove that the set Z is noetherian for a certain subgroup H of GL∞. Let us
define this subgroup H.
For any S ⊆ Z×, let GLS be the subgroup of GL∞ that fixes et ∈ V∞ with t 6∈ S. Then we define the subgroup H
as the following product
H := GL(−∞,−ml+m) ×GL(rs−r,+∞),
where (a, b) stands for the set {x ∈ N : a < x < b}.
The group H stabilizes Z. Indeed, the coordinates xI appearing in the forms hpf
(m,l) and hpf(r,s),⋆ satisfy the
condition I ⊆ [−ml +m, rs− r].
Step 3: A “good” subspace. To prove that Z is H-Noetherian, we embed it into a bigger H-Noetherian subspace of
(
∧∞
2 V∞)
∗.
Definition 38. A subset I ⊆ Z× is good (with respect to (m, l, r, s)) if |I ∩Z<0| and |I
c ∩Z>0| are finite of the same
cardinality, and both I ∩ Z6−ml+m−1 and I
c ∩ Z>rs−r have cardinality at most 1.
We denote by (
∧∞
2 V∞)good the subspace of
∧∞
2 V∞ spanned by good coordinates. The dual space (
∧∞
2 V∞)
∗
good is
naturally H-equivariantly embedded into (
∧∞
2 V∞)
∗.
Lemma 39. The topological space (
∧∞
2 V∞)
∗
good with the Zariski topology is H-Noetherian.
The proof of this Lemma is literally the same as for [1, Lemma 6.5]: we can embed the space (
∧∞
2 V∞)
∗
good into the
space Aa,b,c,d, where
Aa,b,c,d = (MatN×N)
a ×MatN×b ×Matc×N ×K
d.
Then the theorem of Draisma–Eggermont [1, Theorem 1.5] states that the space Aa,b,c,d is GL∞ ×GL∞-noetherian,
so the space (
∧∞
2 V∞)
∗
good is.
Remark 40. General statement with the subspace of
∧∞
2 V∞ spanned by all “S-good” coordinates for some finite
subset S ⊂ N (in the considered case S = [−ml +m, rs− r] ) is true as well. The proof works in the general case.
Step 4: the injective projection Z ! (
∧∞
2 V∞)
∗
good. Finally, we prove that the natural projection from Z to the
good subspace (
∧∞
2 V∞)
∗
good (the projection forgets non-good coordinates) is injective.
Claim 41. On Z, each coordinate xI can be expressed as a rational function of the good coordinates, whose denom-
inator has factors hpf(m,l) and hpf(r,s),⋆ only.
It is classically known that coordinates on the space
∧∞
2 V∞ are in one-to-one correspondence with Young diagrams,
the classical reference is [21, Chapter 9], the more contemporary exposition is in [20]. The idea for the proof is the
induction on coordinates {xI , I ∈
∧∞
2 N} with respect to the partial order < coming from the partial order ≺ on
the set of Young diagrams. For instance, the relation ∅ ≺ (2) ≺ (2, 1) for Young diagrams translates to the relation
x1234... < x−1134... < x−2134... for the coordinates.
In detail, consider a non-good coordinate xI such that all smaller coordinates are good or satisfy the claim.
If |I ∩ Z6−ml+m−1| = 1, then denote by I any subset of Z
× such that the set I is initial subinterval of I (with
respect to the natural order on Z×). Then the hyper-Pfaffian form hpf
(m,l+1)
I looks as follows
hpf
(m,l+1)
I = xI · hpf
(m,l)
I\I +Q
with all coordinates in Q are strictly smaller than xI . The polynomial hpf
(m,l+1)
I is zero on Z (as a shift of the
polynomial hpf(m,l+1)(x) which is identically zero on Z ⊂ HPf (m,l+1),(r,s+1)∞ ), therefore the following equality holds
true on Z:
xI = −
Q
hpf
(m,l)
I\I
.
The case |I ∩ Z>rs−r| = 1 is treated similarly with use of dual hyper-Pfaffian forms. 
Corollary 42. Theorem 1 holds true.
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Proof. Theorem 31 says that for any proper
∧
-variety X the limiting variety X∞ is a subset of a GL∞-noetherian
variety HPf (m,l),(r,s)∞ (Theorem 36). Therefore the GL∞-stable variety X∞ is given by GL∞-orbits of finitely many
polynomial equations inside (
∧∞
2 V∞)
∗.
We can find n0 and p0 such that the GL∞-orbits of the equations of Xn0,p0 define X∞. Therefore using i- and
j-maps we can see that all Xn,p are defined by GL∞-translations of the polynomials for Xn0,p0 . 
5. Examples
5.1. Pf(2). We recall from Proposition 11 that we always have the following inclusions for the (n, p)-component of∧
-variety:
Y
min
n,p :=
⋃
j
j(Yn,p−1) ⊆ Yn,p ⊆
⋂
j†
(j†)−1(Yn,p−1) =: Y
max
n,p ,
where the right intersection runs over the orbit of the map jn,p−1 under the GLn,p−1×GLn,p-action and the left union
runs over the orbit of j†n,p−1 under the same group.
Let us assume that Y4,2 = Pf
(2)(V4,2). The next lemma describes the minimal bound for the (4, 3)-component.
Lemma 43. (a) The variety Ymin4,3 :=
⋃
j j(Y4,2) coincides with
∧2
(2) ∧
∧1
(V4,3), where∧2
(2) ∧
∧1
(V ) := {ω ∈
∧3
(V ) : ω = (ν1 + ν2) ∧ v with ν1,2 ∈ (
∧2
V )(1,1),1 and v ∈
∧1
(V ) = V }.
(b) Generally, if Xn,p = (
∧p
Vn,p)π,k, then X
min
n,P =
∧P
π,k ∧
∧1
∧ · · · ∧
∧1
(Vn,P ) for any P > p.
Proof. We prove the first part only; the proof for the second one uses the same idea.
From the formula j4,2(ν) = ν ∧ e3 the inclusion Y
min
4,3 ⊆
∧2
(2) ∧
∧1
(V4,3) follows.
By one of the definitions of the pf(2)(x) form, ν ∈
∧2
(V4,2) belongs to Pf
(2)(V4,2) if and only if rk(ν) 6 2, i.e.,
ν = ν1 + ν2 with ν1,2 ∈ (
∧2
V )(1,1),1. Also, for any trivector ν ∧ v with ν ∈
∧2
V and v ∈
∧1
V we can assume that
ν ∈
∧2
〈v〉⊥. Therefore any element ω ∈
∧2
(2) ∧
∧1
(V4,3) has the form ν ∧ v with rk(ν) 6 2 and ν ∈
∧2
〈v〉⊥, and we
have the inclusion
∧2
(2) ∧
∧1
(V4,3) ⊆ Y
min
4,3 . 
Proposition 44. If Y4,2 = Pf
(2)(V4,2), then Y
min
4,3  Y
max
4,3 . Moreover, Y
min
4,3  (
∧3
V4,3)(2,1),2 and Y
max
4,3 6=
(
∧3
V4,3)(2,1),2.
Proof. For this proof we denote X := (
∧3
V4,3)(2,1),2. We use the description of Y
min
4,3 from Lemma 43.
The trivector (e−4 ∧ e−3 + e−2 ∧ e−1 + e1 ∧ e2) ∧ e3 belongs to X\Y
max
4,3 and X\Y
min
4,3 . The inclusion Y
min
4,3 ⊂ X
follows from the definitions. Finally, the trivector e−4∧e−3∧e−2+e−1∧e1∧e2 belongs to Y
max
4,3 , but not to Y
min
4,3 . 
5.2. HPf(4,2). From Proposition 11 that we always have the following inclusions for the (n, p)-component:
Z
min
n,p :=
⋃
i
i(Zn−1,p) ⊆ Zn,p ⊆
⋂
i†
(i†)−1(Zn−1,p) =: Z
max
n,p ,
where the right intersection runs over the orbit of the map in−1,p under the GLn−1,p×GLn,p-action and the left union
runs over the orbit of i†n−1,p under the same group.
Let us assume that Z4,4 = HPf
(4,4)(V4,4) = {hpf
(4,2)
[4,4] = 0}, where
hpf
(4,2)
[8] (x) =
∑
I⊔J=[8],|I|=|J |=4
sgn(I, J)xIxJ = x1234x5678 − x1235x4678 + · · ·+ x1678x2345.
This is the smallest “non-Pfaffian” example of a hyper-Pfaffian variety. Due to Proposition 20, the variety HPf(4,2)(V )
is the set of all elements ω in
∧4
V satisfying ω ∧ ω = 0. Therefore the variety Zmax5,4 coincides with HPf
(4,2)(V5,4) =
{ω ∈
∧4
V5,4 : ω ∧ ω = 0}.
Proposition 45. If Z4,4 = HPf
(4,4)(V4,4), then Z
min
5,4  Z
max
5,4 .
Proof. We can see that dimensions of the varieties are different, or instead just argue that
e−5 ∧ e−4 ∧ e−3 ∧ e−2+ e−1 ∧ e1 ∧ e2 ∧ e3+ e−5 ∧ e−4 ∧ e−3 ∧ e−1+ e−2 ∧ e1 ∧ e2 ∧ e3+ e−5 ∧ e−2 ∧ e−1∧ e4 ∈ Z
max
5,4 \Z
min
5,4
via direct computations. 
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5.3.
∧
-varieties which are not Plu¨cker, and unbounded Plu¨cker varieties. The following proposition explains
which of the Pfaffian
∧
-varieties are Plu¨cker.
Proposition 46. (1) The
∧
-varieties Pf (1) and Pf (2) are Plu¨cker, i.e., these varieties are preserved by the ⋆-
symmetry.
(2) The
∧
-variety Pf (r) for r > 3 are not Plu¨cker. In other words, the ⋆-symmetry does not preserve Pf (r) for
r > 3.
Proof. The first statement follows from a direct computation and Lemma 43 (b).
We prove the second statement for r = 3 only; the general case is analogous. From Lemma 43 (b) we see that
η ∈
∧4
V4,3 lies in the (4, 3)-component of Pf
(3) if and only if η = (w1∧w2+w3∧w4+w5∧w6)∧w7 for some wi ∈ V4,3.
A direct calculation shows that
⋆
Ä
(e−4 ∧ e−3 + e−2 ∧ e−1 + e1 ∧ e2) ∧ e3
ä
= e−2 ∧ e−1 ∧ e1 ∧ e2 + e−4 ∧ e−3 ∧ e1 ∧ e2 + e−4 ∧ e−3 ∧ e−2 ∧ e−1
But from the same Lemma we see that ω ∈
∧4
V3,4 belongs to the (3, 4)-component of Pf
(3) if and only if ω =
(v1 ∧ v2 + v3 ∧ v4) ∧ v5 ∧ v6 for some vi ∈ V3,4. A contradiction. 
Generalizing the proposition we can see the following result. We recall that for l = 1 and any m the hyper-Pfaffian
HPf
(m,1) = {0} is trivial.
Theorem 47. A nontrivial hyper-Pfaffian
∧
-variety HPf (m,l) is Plu¨cker if and only if l = 2. Moreover, the only
nontrivial bounded hyper-Pfaffian Plu¨cker variety is HPf (2,2) = Pf (2) = Gr.
Proof. We recall that the
∧
-variety HPf (m,l) is defined as the only (m(l− 1),m)-maximal variety with (m(l− 1),m)-
component equal to the corresponding hyper-Pfaffian (Theorem 23). Then the statement follows: if the hyper-Pfaffian∧
-variety is nontrivial (l 6= 1), then only for l = 2 we have the equality m(l − 1) = m which is equivalent to the
⋆-symmetry for (n, p)-maximal
∧
-varieties.
From Theorem 23 we see that for m > 4 the varieties HPf
(m,2)
n,2 coincide with
∧2
Vn,2. Therefore the corresponding
varieties are unbounded. 
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