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Quantum technologies harness the properties of controlled quantum mechanical
systems for applications in computation, communication and metrology, and enable
us to further our understanding of fundamental physics. Quantum hardware is de-
signed to manipulate complex and fragile many-particle quantum states, which re-
quires exquisite control machinery, advanced software and near-complete isolation
from the surrounding environment. With sufficient capabilities, quantum computers
with large registers of quantum bits will perform classically intractable calculations
such as quantum chemistry simulations. Quantum key distribution will provide
completely secure communications across the world and quantum metrology will
enable measurement precision beyond today’s capabilities. While quantum tech-
nologies are far from surpassing classical hardware today, the vision and potential
impact has sparked a world-wide research effort, both theoretical and experimental,
to develop a quantum computer.
The most sophisticated current quantum technologies have control over small
numbers of quantum bits and are limited by environmental decoherence processes.
While progress in developing quantum hardware is ongoing, designing and demon-
strating new algorithms and protocols for quantum information is a thriving research
field. Photonics provides an ideal platform for small-scale proof-of-concept quantum
experiments, which are the focus of this thesis. In the coming decades, we will see
the realisation of quantum hardware capable of applications that outperform any
classical computer.
In this thesis, I present several protocols and algorithms for quantum information
science and technology, which are implemented in quantum photonic experiments.
The applications of these works include robust quantum tomography, quantum state
relocation, quantum enhanced data recovery and probing fundamental causality in
quantum mechanics. The works presented here are based on two photon experi-
ments from a prototypical spontaneous parametric down-conversion source, which
provides an excellent test-bed for quantum information experiments. Photons can be
used to encode quantum information in a range of different degrees of freedom. This
versatility, along with compatibility with existing technology gives photonics a great
advantage in the development of quantum hardware.
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1.1 Overview
Quantum mechanics provides our most complete description of nature, however,
quantum systems have exponentially many degrees of freedom, making simulations
of large quantum states intractable on classical computers. A natural solution is to
use a controllable quantum state to simulate a quantum mechanical system of in-
terest. Since Feynman proposed this concept (Feynman, 1982), the field of quan-
tum simulation and quantum information has grown rapidly. Quantum chemistry
simulations, such as ground-state search algorithms (Peruzzo et al., 2014; McClean
et al., 2016; O’Malley et al., 2016) and simulating transport in photosynthetic com-
plexes (Mohseni et al., 2008), have attracted significant interest with great promise
for modelling complex chemical systems with applications such as advanced drug
design. Beyond quantum simulations, a wealth of quantum algorithms have been
developed that surpass capabilities of classical computers, notably including Shor’s
algorithm for prime factorisation (Shor, 1994; Shor, 1997), Grover’s algorithm for
searching a database (Grover, 1996), and the H.H.L. algorithm for solving linear sys-
tems of equations (Harrow, Hassidim, and Lloyd, 2009) among many others (Mon-
tanaro, 2016). Quantum communication has promise for totally secure quantum key
distribution (Bennett and Brassard, 2014; Ekert, 1991), quantum state teleportation
(Bennett et al., 1993), and superdense coding for communicating two bits of data
with transmission of only a single bit, provided the parties have access to shared
entanglement. Lastly, quantum metrology enables precision measurements beyond
the standard quantum limit (Giovannetti, Lloyd, and Maccone, 2006; Giovannetti,
Lloyd, and Maccone, 2011) and has applications in ultimate sensitivity phase mea-
surements (Holevo, 2011; Helstrom, 1976; Braunstein and Caves, 1994), such as those
necessary in gravitational wave observatories (Schnabel et al., 2010; LIGO, 2011).
Beyond these benefits of quantum information, quantum computers will have appli-
cations we have not considered and ones we cannot even comprehend today. This
is arguably the most exciting aspect of the field and will be realised once we have a
sufficient level of quantum hardware and control software.
The benefits of a quantum computer stem from its ability to manipulate and pre-
serve quantum states, such as quantum bits (qubits), and prepare entangled states of
multiple qubits with stronger correlations than those possible classically. Quantum
states are extremely fragile and must be kept from interacting with the surrounding
environment to avoid decoherence which strips the quantum characteristics from
the information. This creates a great challenge, as the quantum system should be
fully isolated to avoid detrimental decoherence, however, interactions are necessary
to perform quantum logic gates. Quantum error correcting codes can be used with
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ancilla qubits to implement fault-tolerant quantum computation, which can preserve
quantum information indefinitely. This usually requires quantum logic gates with fi-
delity exceeding 99.9%, which is a daunting task. Nevertheless, there is now a world-
wide race to build a functional quantum computer with several leading, but very
different architectures (Ladd et al., 2010), including superconducting circuits (Clarke
and Wilhelm, 2008; Gambetta, Chow, and Steffen, 2017), trapped ions (Häffner, Roos,
and Blatt, 2008; Blatt and Roos, 2012; Brown, Kim, and Monroe, 2016), photonics (Kok
et al., 2007; O’Brien, Furusawa, and Vucˇkovic´, 2009) and electron-spin states (Kane,
1998; Duan and Kimble, 2004).
1.1.1 Thesis outline
This thesis is concerned with experimentally demonstrating new algorithms and pro-
tocols for applications in quantum information and quantum technology. Each ex-
periment is performed using photonics, however, most can be generalised to other
physical platforms. The introduction aims to give the reader an overview of current
photonic quantum technology, the challenges that limit photonic quantum proces-
sors today and the promising future for this research field. After this overview of
quantum photonic hardware, there is a chapter on quantum algorithms and proto-
cols that pioneered this area. The main body of work consists of four research arti-
cles, addressing different challenges within the field of quantum information. This
thesis concludes with a summary of each chapter and a future outlook for research
in quantum information and quantum photonics.
1.2 Photonic quantum computation
Each platform for quantum computation has its own advantages and disadvantages.
Photonic qubits have significant benefits such as extremely long coherence times,
compatibility with off-the-shelf optics components, several degrees of freedom for
encoding quantum information, and they are flying qubits that can relocate quantum
information over communication links. The most notable disadvantages of photonic
qubits are the fact they travel fast which makes it hard to implement protocols that
require intermediate measurements and active feed-forward. Also, with only linear
optical elements, controlled logic operations necessary to prepare entangled states
are implemented with probabilistic schemes. These scheme require ancilla qubits
that herald the successful operation of the gate and scale poorly as a result. De-
spite these challenges, photonics has been the most successful platform to-date for
demonstrating quantum algorithms and protocols and will play a central role in fu-
ture quantum information technology.
The logic-gate model of a quantum processor can be considered as three distinct
components; qubit preparation, manipulation and measurement. In photonics, qubit
preparation is typically achieved through the generation of single photons that are
pure and either indistinguishable or in a maximally entangled state. Qubit manip-
ulation depends on the degree of freedom that the information is encoded into and
can be implemented with free-space optics or with integrated waveguide circuits.
Finally single qubit projection measurements are achieved using single photon de-
tectors. Time-tagging electronics enable the measurement of correlated photons that
were generated simultaneously.
The first quantum photonic experiments used free-space optics to demonstrate
protocols such as teleportation (Bouwmeester et al., 1997; Boschi et al., 1998) and
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dense coding (Mattle et al., 1996), and to violate Bell’s inequality (Aspect, Grangier,
and Roger, 1981). Still today, free-space optical experiments are performed to demon-
strate large entangled states (Wang et al., 2016b; Chen et al., 2017), multi-qubit logic
gates (Patel et al., 2016) and for quantum key distribution (Wang et al., 2013). To-date,
most quantum photonics experiments have been performed with similar free-space
hardware such as bulk beamsplitters and wave-plates, however, for large scale quan-
tum computation with many qubits, this approach will quickly become impractical
due to instability and the large space requirements. In the past few years, integrated
waveguide circuits have emerged as a promising direction towards scalable quan-
tum information processing using photons (O’Brien, Furusawa, and Vucˇkovic´, 2009;
Politi et al., 2008; Laing et al., 2010; Peruzzo et al., 2010; Shadbolt et al., 2012; Carolan
et al., 2015; Bogdanov et al., 2017).
Almost all quantum photonics experiment can be broken down to three key steps;
single photon generation, quantum state manipulation and single photon detection.
For future quantum photonic technologies, it is crucial these steps can be performed
with high efficiency, scalability and, ideally, on a single integrated platform.
1.3 Single photon sources
1.3.1 Spontaneous parametric down-conversion
The majority of quantum photonic experiments to-date have exploited spontaneous
parametric down-conversion (SPDC) to produce pairs of photons by pumping a
nonlinear crystal (Burnham and Weinberg, 1970). SPDC is a probabilistic process
whereby a very small proportion of the pump photons from a laser are down-converted
to pairs that conserve energy and momentum. The probability of down-conversion,
p must be kept low to ensure multi-photon emission probabilities p2, p3 etc., are near
zero (Takeoka, Jin, and Sasaki, 2015). As a result, SPDC sources are limited in the
emission rate they can achieve before multi-photon emission starts to degrade the
fidelity of the single-photon states.
There are several types of SPDC, defined by the polarisation of the pump and
emitted photons (Christ et al., 2013). Figure 1.1(a) shows a typical type-1 down-
conversion source for 808 nm photon pairs in a bismuth tri-borate (BiB3O6) crys-
tal, generating highly indistinguishable and separable photons, where the polarisa-
tions are orthogonal to the pump laser. Figure 1.1(b) presents a scheme for gen-
erating polarisation entangled photon pairs when measuring in coincidence from
a type-1 down-conversion source. The two photons are generated with horizon-
tal polarisation |H〉 from the BiBO crystal and are rotated in diagonal polarisation
|D〉 = 1√
2
(|H〉+ |V 〉) by a half wave-plate (HWP) at 22.5◦ (pi4 ). Photon one has a polar-
isation phase φ applied by two quarter wave-plates (QWP) and a HWP while photon
two has its state optimised with a polarising beamsplitter. After collection into polari-
sation maintaining fibre (PMF), the two photon state is 12(|H1〉+eiφ |V1〉)(|H2〉+ |V2〉),
where the subscripts correspond to the photon number. The two photons are inci-
dent on the two input faces of a polarising beamsplitter which transmits |H〉 and
reflects |V 〉. When measuring in coincidence, this post-selects the polarisation entan-
gled state 1√
2
(|H1H2〉 + eiφ |V1V2〉) (Chapman et al., 2016). One challenge with this
setup is that PMF decoheres the state as it is highly birefringent and compensation is
necessary to maintain the entangled state over even short lengths of fibre.
Lastly, Figure 1.1(c) shows a source of telecommunication wavelength photon
pairs in a periodically poled potassium titanyl phosphate (KTiOPO4) crystal (often
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FIGURE 1.1: Spontaneous parametric down-conversion photon pair sources. (a)
Type-1 down-conversion of 404 nm continuous-wave laser light to generate indis-
tinguishable and separable photon pairs at 808 nm. (b) Type-1 down-conversion
source for post-selected polarisation entangled states. (c) Type-2 down-conversion
of 775 nm pulsed laser light to generate pairs of 1550 nm photons that have different
polarisations. The photons can be separated with a polarising beamsplitter (PBS).
abbreviated to PPKTP). Periodic poling is necessary to achieve quasi-phase matching
between the 775 nm pump and the 1550 nm photons to ensure high efficiency down-
conversion. This source is designed for type-2 down conversion, where a photon of
each polarisation |H〉 and |V 〉 is produced. These photons can then be separated with
a PBS to give two photons in two fibres that can be injected into a photonic quantum
processor.
Polarisation entangled photon pairs can be produced from type-2 SPDC (Kwiat
et al., 1995), or by concatenating type-1 SPDC crystals and using beam displacers
and retarders to erase the which-crystal information (Kwiat et al., 1999). The photons
emitted by SPDC are always entangled in position and energy, as they must conserve
energy and momentum from the initial pump photon, however, by applying narrow-
band filters and measuring in coincidence, it is possible to generate pairs of highly
indistinguishable and separable photons.
The standard test for the indistinguishability of photons emitted by an SPDC
source is Hong-Ou-Mandel (H.O.M.) interference at a 50:50 beamsplitter where pho-
tons bunch and exit the beamsplitter together (Hong, Ou, and Mandel, 1987). This
is a result of destructive interference between the case where both photons are trans-
mitted and where both photons are reflected. Figure 1.2(a) shows the classically ex-
pected result, where all four output configurations occur with equal probability. This
is also the case when the input photons are distinguishable, for instance, with or-
thogonal polarisations or different arrival times. Figure 1.2(b) shows the quantum
picture; the case when both photons are transmitted has a negative phase and there-
fore cancels the case when both photons are reflected. This requires the photons to be
totally indistinguishable and therefore H.O.M. interference can be a measure of how
indistinguisable two photons are.
It is easy to see mathematically why H.O.M. interference occurs. The input state
of the two photons are
|ψ1〉 =
[
1
0
]
and |ψ2〉 =
[
0
1
]
, (1.1)
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FIGURE 1.2: Hong-Ou-Mandel interference at a 50:50 beamsplitter. (a) The classi-
cal scenario, where the photons are both transmitted, both reflected or one of each,
all with equal probability. (b) The quantum scenario, where the probability ampli-
tude of the both reflected and both transmitted cases cancel. This is due to a phase
collected on reflection from the beamsplitter and the indistinguishability of the pho-
tons and is a uniquely quantum mechanical effect.
where |ψ1〉 represents injecting a photon into port 1 of the beamsplitter and |ψ2〉 into
port 2. The two-photon quantum state is given as
|Ψ〉 = 1√
2
( |ψ1〉 ⊗ |ψ2〉+ |ψ2〉 ⊗ |ψ1〉 ) = 1√
2

0
1
1
0
 . (1.2)
It is necessary to include both |ψ1〉⊗|ψ2〉 and |ψ2〉⊗|ψ1〉 terms with equal probability
as the photons are indistinguishable. The unitary operation of a beamsplitter is given
as
UBS =
1√
2
[
1 i
i 1
]
, (1.3)
and when operating on the two-photon state, the unitary is U⊗2BS . Computing the
output state we find
U⊗2BS |Ψ〉 =
1
2

1 i i 1
i 1 −1 i
i −1 1 i
−1 i i 1
 1√2

0
1
1
0
 = 1√2

i
0
0
i
 ≡ 1√2

1
0
0
1
 . (1.4)
The final step is to remove the global phase from the state, which is immeasur-
able as phase is always relative. The output state is a superposition of both pho-
tons exiting from port 1 and both photons exiting from port 2, generating the state
1√
2
(|20〉+ |02〉), otherwise known as a two-photon N00N state (Kok, Lee, and Dowl-
ing, 2002). H.O.M. interference is a uniquely quantum mechanical effect and lies at
the heart of photonic quantum information processing. The visibility of the interfer-
ence (the photon bunching success) depends on two criteria; the indisinguishability
of the two photons and the reflectivity of the beamsplitter. If the photons are distin-
guishable in any degree of freedom (polarisation, wavelength, arrival time etc.), then
the visibility of the interference is diminished, meaning that with probability > 0 the
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FIGURE 1.3: The prototypical Hong-Ou-Mandel dip. A relative delay is applied
between the two photons before the 50:50 beamsplitter. This controls the distin-
guishability of the two photons. When the delay is zero, the two photons are nearly
indistinguishable and almost always exit the beamsplitter together. This dip has a
visibility of 93.84± 0.44 and is limited by the spectral overlap of the two photons.
two photons exit in different ports. If the beamsplitter has reflectivity 6= 50%, the vis-
ibility of the interference is also reduced. The maximum visibility of a beamsplitter
with reflectivity r can be calculated as 2r(1−r)
r2+(1−r)2 .
Characterising H.O.M. interference typically involves measuring the prototypi-
cal H.O.M. dip, where a delay is applied between the two photons in order to control
their arrival time at the beamsplitter and therefore their distinguishability. Figure 1.3
shows an example H.O.M. dip with a visibility of 93.84±0.44. This measurement has
become the standard method for characterising the quality of single photon sources
(Li et al., 2016; Kim et al., 2016; Silverstone et al., 2014) and linear optics components
(Laing et al., 2010; Politi et al., 2008), and can even be used for unitary characterisa-
tion (Peruzzo et al., 2011).
The ability to produce extremely high quality photon pairs with off-the-shelf op-
tics equipment has made SPDC the leading technology for demonstrations of quan-
tum algorithms and protocols to-date. However, the fundamental drawback of SPDC
is its probabilistic nature, meaning it is impractical to parallelise SPDC sources. N
photons can be simultaneously generated by running N (pulsed) SPDC sources in
parallel, however, the probability of each pulse generating a photon pair from each
source, p, must be kept low, such that there are no higher order emission events. The
probability that allN sources emit at the same time is pN , which exponentially decays
as N increases. This limits the capabilities of SPDC to small experiments with a few
photons, where the record to-date is ten photons from five highly optimised sources
with an entangled ten-photon emission rate of up to 4 events per hour (Wang et al.,
2016b; Chen et al., 2017). These results are impressive, however, the generation rates
are low and ten photons is far from the number necessary to perform post-classical
computation.
An alternative approach is to multiplex SPDC sources. This involves running M
sources in parallel, where M >> N and only use the events when N sources down
convert in unison. This can be achieved by detecting one photon from each source
to herald the presence of the other (its sister photon) as they are always produced in
pairs. The sister photons can then be routed via a fast, reconfigurable switching net-
work to the input of a computation circuit. A conceptual schematic of a multiplexed
source is shown in Figure 1.4. Theoretical (Migdall, Branning, and Castelletto, 2002;
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FIGURE 1.4: Conceptual drawing of a muptiplexed photon source. Many proba-
bilistic photon pair sources are run in parallel, which produce signal and idler pho-
tons. The idler photons are detected, which heralds the presence of the signal pho-
ton. Detection of the idler photon is used to reconfigure a switching network to
route the signal photon to a specific output modes. While the circuit is being re-
configured, the signal photons are held in delay lines. This enables a group of
probabilistic photon pair sources to produce a smaller number of photons deter-
ministically.
Motes, Dowling, and Rohde, 2013) and experimental (Ma et al., 2011; Collins et al.,
2013; Xiong et al., 2016) work has been conducted in this direction for spatial and
temporal multiplexing of SPDC sources, however, several major obstacles still need
to be overcome. These include the fast herald and switching necessary to route the
sister photons to the correct ports, losses in either the waveguide network or in the
fibre delay lines necessary for temporal multiplexing, and high-efficiency detection
of the herald photon.
Many research groups worldwide continue to push the limits of SPDC sources to
generate larger quantum states (Carolan et al., 2015; Wang et al., 2016b; Patel et al.,
2016; Chen et al., 2017), however, the fundamental limitations of a probabilistic pho-
ton source present a great challenge for realising a photonic quantum processor. The
unparalleled success of SPDC for quantum photonic proof-of-principle experiments
has resulted in it being the primary photon source to-date and is used in the exper-
iments detailed later in this thesis. However, full-scale quantum computation will
likely require on-demand sources of single photons.
1.3.2 Semiconductor quantum dots
The leading on-demand source of single photons are semiconductor quantum dots
(QDs), typically formed of a small region (10s of nm) of InAs or InGaAs surrounded
by GaAs for emission around 920 nm and InP for emission around 1310 nm. QDs
behave as artificial atoms with well defined ground and excited states that are opti-
cally active. Excitation with a laser or voltage bias creates a single exciton in the QD
that will spontaneously annihilate to emit a single photon. The QD can be embed-
ded in a cavity that enhances the optical field. This increases the emission rate of the
QD through the Percell effect, or can create a strongly-coupled QD-cavity system,
which is necessary for spin-qubit QDs and enables long-lived states until dephas-
ing destroys the superposition. A cavity can take many forms, including two lenses
with near 100% reflectivity, distributed Bragg reflectors (DBRs) which are layers of
differing refractive index materials, and photonic crystal cavities formed around a
quantum dot by lithography and etching.
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The physics behind QD emission is described by cavity quantum electrodynam-
ics and is explained thoroughly in the review by Reiserer and Rempe (Reiserer and
Rempe, 2015). For reviews of semiconductor QD particularly for nanophotonics, see
(Lodahl, Mahmoodian, and Stobbe, 2015) and (Buckley, Rivoire, and Vucˇkovic´, 2012).
The greatest benefit of QD photon sources is the on-demand nature with fast
emission rates of up to GHz (Hours et al., 2005). The fast rate gives emission with
large zero-phonon line (ZPL) compared to the phonon side-bands, increasing the
purity of the emitted photons. Compared to other quantum emitters, such as NV-
centres in diamond, QDs can have near zero phonon interactions during the decay
process (Aharonovich, Englund, and Toth, 2016). Moreover, if resonantly excited,
where the laser used to generate the exciton in the QD has the same wavelength as
the emitted photon, zero non-radiative decay occurs and the highest purity can be
achieved.
In principle, the on-demand nature enables parallelism of multiple QD sources,
however, each QD has slightly different strain properties and geometry, which is
a result of the growth technique. This leads to emission at different wavelengths
(inhomogeneous broadening), which means photons from different QDs may not in-
terfere. The highest optical-quality QDs are self-assembled and grown by molecular
beam epitaxy (MBE), where a thin ‘wetting’ layer of InAs or InGaAs is deposited
between layers of GaAs or InP. There are techniques to tune the emission from QDs
such as temperature (Kim et al., 2016), Stark-shift (Lee et al., 2017) and strain (Chen
et al., 2016), however, the tuning range is often small and insufficient to match dif-
ferent QDs. Another challenge with parallelising QDs is the random positioning of
each source. Techniques have been developed to deterministically position the QDs
through etching a pattern between MBE layers, however, the optical properties of
these QDs are typically inferior (Schneider et al., 2009). Alternatively, randomly po-
sitioned QDs can be optically pre-characterised and their location marked for future
fabrication of photonic structures (Dousse et al., 2008; He et al., 2017; Liu et al., 2017).
This enables selective fabrication at the location of each QD, however, for fabricating
a large circuit with many QDs, the random positioning will still lead to challenges.
The method of excitation is central to the benefits of QD single photon sources
(Iles-Smith et al., 2017). When non-resonantly excited, using a laser pulse of shorter
wavelength than the emitted photon, emission of phonons occurs before the exci-
ton recombines in the QD. These phonon decay processes reduce the purity of the
emitted photon and thus reduce the visibility of quantum interference. However,
with non-resonant excitation it is easy to spectrally filter the pump laser and, for
this reason, most experiments to-date focus on non-resonant excitation (Kim et al.,
2016). Quasi-resonant excitation uses a wavelength that is very close to that of the
QD emission. This reduces the non-radiative decay, however, still limits the photon
purity.
In order to achieve near-unit purity, resonant excitation is necessary where the
laser wavelength matches exactly the photon emission. In this regime, the laser res-
onantly creates an exciton pair in the QD that decays without any phonon-mediated
processes. This, however, presents a great challenge in filtering out the laser pump.
The highest quality QD sources in terms of photon purity and extraction efficiency
are currently from micro-pillar cavities (Lanco and Senellart, 2015; Gazzano et al.,
2013; Loredo et al., 2016). Here, the QD is fabricated with a DBR above and below
the dot (where the DBR above has fewer layers). After locating the QD, a micro-
pillar is etched around the QD to create a low volume cavity that can efficiently be
coupled to optical fibre. In this configuration, resonant excitation is possibly by using
cross-polarisation to filter the pump, where the pump is polarised at 45◦ to the QD
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emission and a PBS at 90◦ to the pump polarisation used to select only the QD emis-
sion. This gives very high suppression of the pump laser, however, also filters half
of the emitted photons. While this configuration has been used to demonstrate very
high purity (g2(0) = 0.0028 ± 0.0012) and high efficiency photon extraction (bright-
ness = 0.154±0.015) (Somaschi et al., 2016), it still requires coupling into optical fibre
which limits scalability.
Waveguide coupled QD sources have been developed and typically use photonic
crystals to enhance coupling into the waveguide mode. These structures are usu-
ally under-etched to further enhance the confinement. Photonic crystal cavities have
been developed that are coupled with free-space optics for single photon generation
(Kim et al., 2016) and photonic crystal waveguides for deterministic on-chip emis-
sion (Arcari et al., 2014; Javadi et al., 2015; Daveau et al., 2017). Hybrid approaches,
where a semiconductor QD is coupled to a different waveguide platform has been
demonstrated and opens many options for combining the optimal QD and waveg-
uide platforms (Davanco et al., 2016; Zadeh et al., 2016a). Resonant excitation of on-
chip QDs that emit into a waveguide has been demonstrated, however, with limited
purity (Makhonin et al., 2014). Further work is needed in pump filtering to enable
high-purity on-demand single photon generation on-chip.
For applications in future quantum information applications, several advance-
ments need to be made, namely, improved coupling efficiency, reduced inhomoge-
neous broadening and effective pump rejection for resonant excitation. Beyond sin-
gle photon sources, charged QDs can be used as spin qubits, where the spin state
of an additional electron or hole is used to encode quantum information and en-
able strong light-matter interactions (Lodahl et al., 2017). Numerous research groups
have demonstrated coherent spin-control, however, there are also many challenges
involved, such as the short spin coherence time, efficiency spin control and single-
shot readout (Kim et al., 2013; Söllner et al., 2015; Sun et al., 2016; Sun and Waks,
2016; Sun and Waks, 2014).
1.3.3 Two-dimensional nano-materials
An emerging area of research is the use of defects in two-dimensional nano-materials
as single photon sources, such as defects in monolayer transition metal dichalco-
genides (specifically WSe2 and MoS2). These emitters are similar to a quantum dot,
where a local exciton is generated with a laser pulse and which recombines to emit
a single photon. The defects necessary for the quantum confinement are naturally
found at edges of the nano-material (Kumar, Kaczmarczyk, and Gerardot, 2015),
however, recently it has been shown that site-controlled quantum dots can be cre-
ated by locally straining the nano-material (Palacios-Berraquero et al., 2017; Branny
et al., 2017). This has been achieved with nano-fabricated pillars that strain the ma-
terial, creating a defect. The nano-material is atomically thin (three atomic layers
in the case of transition metal dichalcogenides) and deforms to follow the shape of
the pillar which impacts the photoluminescence spectrum. To-date, there have been
limited results in the area and significant advancements are necessary in both op-
timising the optical properties and improving integrability before two-dimensional
nano-materials can compete with semiconductor quantum dots, however, it is still a
relatively new field of research with great potential. Beyond photon emission, spin
properties of two-dimensional nano-materials are yet to be explored and this may be
a promising platform for encoding quantum information.
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1.4 Encoding quantum information in single photons
One of the key reasons why photonics is an appealing platform for quantum tech-
nologies is the ability to encode in many degrees of freedom enabling diverse appli-
cability.
1.4.1 Polarisation encoding
The polarisation of light has been studied for centuries and is an obvious choice for
encoding quantum information as it is intrinsically binary—each pure polarisation
state has exactly one orthogonal state. These are for instance, horizontal and vertical
polarisations, where the electric field directions are perpendicular, or right and left
circularly polarised, where the electric field direction rotates in opposite directions.
It is possible to prepare and project onto any pure basis with linear optical elements
such as wave-plates and polarising beamsplitters (PBSs). For this reason, polarisa-
tion has been extensively used for quantum photonic experiments with bench-top
optical elements to demonstrate the entangling CNOT (O’Brien et al., 2003; Okamoto
et al., 2005; Kiesel et al., 2005; Langford et al., 2005) and Fredkin gates (Patel et al.,
2016), for generating up to ten-photon entangled states (Wang et al., 2016b) and po-
larisation is often used for controlling the spin-state of charged QDs (Sun et al., 2016).
Polarisation, however, is challenging to control on-chip as waveguides are typically
birefringent and thus the state rotates and decoheres polarisation states. Despite this
challenge, there has been work to implement waveplate operations on-chip (Crespi
et al., 2011).
Free-space polarisation experiments dominated early quantum photonics and is
still used today as a test-bed for demonstrations of quantum algorithms (Chapman,
Ferrie, and Peruzzo, 2016), protocols (Bell et al., 2014) and preparation of large and
complex quantum states (Wang et al., 2016b), however, this approach is fundamen-
tally unscalable due to the space requirements for bulk-optics components and the
need for continual realignment.
1.4.2 Path encoding
Path encoding, where the photon is in a superposition of location across two or more
spatial modes, is the most common degree of freedom for waveguide circuits (Lobino
and O’Brien, 2011; Shadbolt et al., 2012). This is because it is straightforward to
prepare superposition states by utilising the evanescent coupling between closely
spaced waveguides. Two coupled waveguides is called a directional coupler which
prepares photonic qubits, where the length of the coupling region controls the super-
position state. Before and after the directional coupler, the waveguides bend to be far
separated and no longer couple, as shown in Figure 1.5(a). The phase of the qubit can
be controlled with an electrically controlled phase shifter that changes the refractive
index of one waveguide, changing the speed of light in that waveguide. A phase
shifter, shown in Figure 1.5(b), typically makes use of the thermo-optic or electro-
optic effects, where heating the waveguide or applying an electric-field changes the
refractive index. A Mach-Zehnder Interferometer (MZI) can prepare any single qubit
state and is formed of two directional couplers and two phase shifters, as shown in
Figure 1.5(c). The MZI is the main building block in most waveguide circuits.
Path encoded photonic qubits have been generated on-chip and probabilistic en-
tangling gates have been demonstrated, requiring only directional couplers and phase
shifters (Politi et al., 2008; Shadbolt et al., 2012; Silverstone et al., 2014; Carolan et al.,
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FIGURE 1.5: Basic components for path encoded qubit manipulation. (a) A di-
rectional coupler for preparing a superposition across two waveguide modes. The
splitting ratio is controlled by the length and separation of the waveguides in the
coupling region. (b) A phase shift can be applied to one component of the superpo-
sition by changing the waveguide refractive index. (c) A Mach-Zehnder interferom-
eter, composed of two directional couplers and two phase shifters can prepare any
single qubit state.
2015). Higher dimensional path encoded states have been generated using on-chip
quantum walks with many coupled waveguide modes (Peruzzo et al., 2010; Crespi
et al., 2013b). The hybridisation of on-chip photonic qubits and solid state single pho-
ton sources and spin-qubits is an interesting and promising future direction towards
quantum information processing using photons.
Waveguide circuits are a natural choice for path-encoding quantum information
and have many promising benefits. Waveguide devices are intrinsically stable as
they are monolithically fabricated, typically via photo-lithography or electron-beam-
lithography and etching or doping processes, whereas free-space optical elements
require regular re-alignment. Integrated waveguide circuits are orders of magnitude
more compact that their free-space counterparts, enabling scalability and can be fab-
ricated with additional electrical control for reconfigurability, such that a single de-
vice can have many applications (Shadbolt et al., 2012; Peruzzo et al., 2012; Peruzzo
et al., 2014; Carolan et al., 2015). Waveguides are typically categorised as high-index-
and low-index-contrast. High-index-contrast waveguides have a large difference in
refractive index between the wave-guiding material and the surrounding cladding.
This includes platforms such as silicon-on-insulator (Bruel, Aspar, and Auberton-
Hervé, 1997; Tong, 2014; Silverstone et al., 2014), silicon nitride (Bauters et al., 2011)
and lithium niobate-on-insulator (Wang et al., 2017a; Krasnokutska et al., 2017) and
enables extremely compact circuits, however, at the cost of higher scattering losses
from surface roughness and difficulty interfacing with optical fibres. Low-index-
contrast waveguides have a small refractive index difference between the waveg-
uide and cladding and includes materials such as silica-on-silicon (Politi et al., 2008;
Shadbolt et al., 2012), titanium-indiffused (Alferness, 1988; Bonneau et al., 2012) or
proton-exchanged lithium niobate (Lenzini et al., 2015; Lenzini et al., 2017) and laser-
written silica waveguides (Osellame et al., 2008; Crespi et al., 2013c). Waveguide
circuits in low-index contrast materials typically have much lower scattering losses
and interface well with optical fibre, however, the circuits are orders of magnitude
larger than the high-index-contrast platforms.
1.4.3 Other degrees of freedom
There are several other degrees of freedom for single photons to carry quantum
information, including orbital angular moment (Yao and Padgett, 2011), time-bin
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(Humphreys et al., 2013) and frequency (Lukens and Lougovski, 2017). Continu-
ous variable quantum information makes use of an infinite dimension Hilbert space,
such as phase-space, for encoding and manipulating quantum information (Gottes-
man, Kitaev, and Preskill, 2001). Continuous variables are outside the scope of this
thesis, however, for a review on the topic, see (Braunstein and Loock, 2005).
1.5 Single photon detection
The final requirement for any quantum photonic technology is the capability of mea-
suring single photons with high efficiency and precise time-resolution. Detection ef-
ficiency is critical for quantum photonic applications as the overall system efficiency
decays exponentially with the number of photons. The jitter is the time between
detection of a single photon and generation of an output electrical signal. The jit-
ter defines the time-resolution of the detector, which is critical for time-correlated
measurements. Single photon detectors typically have a dead-time after absorption
of a photon, when they are insensitive and can have timescales from nanoseconds
to hundreds of microseconds depending on the technology. Another key parame-
ter for a single photon detector is the dark count rate, which is the probability of a
detection event without any signal photons. The dark count rate can be reduced by
simply operating in an environment without stray ambient light, or by filtering the
signal before detection. Most current single photon detectors are not photon-number
resolving and can therefore only distinguish between zero and one or more pho-
tons. For some quantum information protocols, photon-number resolving detectors
are necessary, however, many protocols are designed with this limitation in mind. A
simple way to create a photon-number resolving detector is to probabilistically de-
multiplex using beamsplitters. With a sufficiently large number of beamsplitters and
detectors, it is possible to create a photon-number resolving detection setup, how-
ever, the resource overhead is large.
1.5.1 Silicon avalanche photo diodes
Most quantum photonic experiments to date have used single photons with wave-
lengths around 800 nm, which are generated from SPDC of around 400 nm laser light.
Photons around 800 nm are energetic enough to be detected with silicon avalanche
photodiodes (APDs). A silicon APD is formed of a p-n (or p-i-n) junction which
is biased just above the breakdown voltage such that absorbing a single photon
causes an avalanche of electrons to be generated. APDs are commercially avail-
able for relatively low cost, however, are limited to visible and near infrared wave-
length ranges, making them unsuitable for telecommunication wavelengths (around
1550 nm). Telecommunication wavelengths are desirable for interfacing with exist-
ing technology and because optical fibre are least lossy around 1550 nm, at around
0.2 dB/km. Nevertheless, APDs are widely used as they are cheap to install and
easy to use and can operate at room temperature. Stray light can cause major degra-
dation to APDs by continuously causing breakdown of the p-n junction. This can
lead to reduced efficiency and therefore they must be kept in dark conditions during
operation. Silicon APDs have a wide range of efficiencies up to around 70%.
For detecting telecommunication wavelength single photons, III-V semiconduc-
tors can be used such as InGaAs, InAs and InP. These detectors are typically cooled
to around −100◦C and have low quantum efficiency of up to around 25%.
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1.5.2 Superconducting nano-wires
Another platform is superconducting nano-wire single photon detectors (SNSPDs).
These are usually based on meandering nano-wires of WSi or NbN that are super-
conducting at temperatures around a few Kelvin. These detectors can be designed
for operation at a wide range of wavelengths and achieve very high efficiency,> 90%
in the literature (Marsili et al., 2013; Zadeh et al., 2016b) and around 80% commer-
cially available. Naturally, however, these detectors need to operate in a cryostat to
be superconducting and therefore are expensive to install and run.
Combining SNSPDs with waveguide devices is the goal of many research groups
worldwide and represents a large step-forward in the field. This would enable high-
efficiency detection on-chip, removing the need to coupling from chip to optical fibre,
which is typically very lossy. Typically these SNSPDs form a hair-pin shape on top
of a waveguide, which enables high efficiency extraction due to a large interaction
length (Najafi et al., 2015).
1.5.3 Coincidence counting
Coincidence counting is a key part of photonic quantum experiments as it enables
us to post-select data when two or more photons are detected simultaneously at dif-
ferent detectors. As SPDC sources produce pairs of photons, coincidence counting is
used to avoid cases where one photon of the pair is lost and to remove background
noise. Single photon detectors generally create an electrical pulse when a photon is
recorded. This pulse is routed to a timing card that assigns a very precise timestamp
to each photon. By comparing the timestamps from two different detectors, we can
post-select the cases when both photons arrived together. This post-selection can be
performed for more than two photons, for example, when four photons are produced
by a pair of SPDC sources.
1.6 Models of photonic quantum computation
1.6.1 Linear-optical quantum computing
Linear-optical quantum computing (LOQC) is a scheme for universal quantum com-
putation proposed by Knill, Laflamme and Milburn (K.L.M.) using only linear optical
elements, deterministic photon sources, high-efficiency photon detectors and active
feedforward (Knill, Laflamme, and Milburn, 2001). A conceptual drawing of LOQC
hardware is shown in Figure 1.6. Single-qubit rotations can be implemented with
linear optics, however, two-qubit entangling gates can only be performed probabilis-
tically. The controlled-not and controlled-phase gates, which are locally equivalent,
have been proposed and implemented using linear optics (Ralph et al., 2002; O’Brien
et al., 2003). This scheme is post-selected as successful with the detection of the out-
put photons in the correct spatial modes and has a success rate of 19 . These gates can
only be used in parallel with additional ancilla photons to herald the successful op-
eration of each gate, however, this dramatically increases the resource overhead. The
K.L.M. scheme for LOQC uses heralded entangling gates with active feed-forward to
implement universal quantum computation. Taking into account the low probability
of entangling gate success with additional acilla photons, realistic photon sources,
inefficient detectors and waveguide losses, the resource overhead to implement the
K.L.M. approach to quantum computation is overwhelming. The requirements are
on the order of 105 detectors per qubit and 1011 detectors for a 1000 logical qubit
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FIGURE 1.6: Conceptual hardware drawing of a linear-optical quantum computer.
A linear-optical quantum computer will require deterministic single photon gener-
ation, single qubit rotations, single photon detection and active feed-forward. (a)
A ring-resonantor heralded single photon source. Rings are also used to filter the
pump and to extract the herald photon. (b) High-speed electro-optic switch for rout-
ing single photons. (c) Single photon detectors. The CPU provides classical control
for the hardware.
quantum computer with error rates below 10−5 (Li et al., 2015). Full LOQC is hard
to imagine practically, however, it may be feasible with a source of entangled cluster
states (Rudolph, 2016).
Despite the daunting requirement for full scale quantum computation, linear op-
tics has enabled demonstrations of the fundamental building-blocks of a quantum
computer and continues to be a useful test-bed for quantum protocols and for prob-
ing fundamental quantum mechanics.
1.6.2 Optical quantum computing with deterministic entangling gates
The Duan and Kimble model for universal quantum computation uses photonics to
interconnect solid-state qubits, such as quantum dot spins (Duan and Kimble, 2004).
This scheme defines a genetic single trapped-atom in an optical cavity, where the
hyperfine spin-state of the atom defines the phase accumulated by a photon. When
the photon is in a polarisation superposition and the atom in a spin superposition,
the interaction of the photon with the cavity creates an entangled state between the
photon polarisation and the atomic spin. By interacting a second photon with the
cavity and applying a spin-rotation to the atom, a two photon entangled state can be
prepared. This enables deterministic generation of entangled states, which is one of
the major road-blocks in the development in LOQC.
This is the basis for using cavity-coupled spin-qubits to create entangled states
between single photons. It is a highly non-linear process and is not possible with
linear-optical elements alone. Experimental implementations of this entangling pro-
tocol have been limited (Sun et al., 2016), however, this is arguably the most promis-
ing method for implementing photonic based quantum computation.
1.6.3 Boson sampling
A simplified model of quantum computation that is envisaged to be the first example
of post-classical computing is boson sampling (Aaronson and Arkhipov, 2011; Gard
et al., 2015; Lund, Bremner, and Ralph, 2017). The resource requirements to imple-
ment boson sampling are dramatically smaller than the requirements of fully fledged
universal quantum computation and is conveniently suited for implementation with
linear optics and single photons.
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FIGURE 1.7: Conceptual hardware drawing of an integrated photonic boson sam-
pler. (a) The complete device, including a classical computer for controlling photon
sources, the implemented unitary and reading detection events. (b) A periodically
poled SPDC photon source where one photon is injected into the boson sampler
while the other is heralded. (c) The reconfigurable waveguide interferometer. Bo-
son sampling can be performed with a static interferometer with a unitary from the
Haar random class. (d) Single photon detection performed on-chip, this is likely to
use superconducting nanowire single photon detectors.
A boson sampler is a device that takes an N -boson input, performs a set of lin-
ear operations and measure the output bosonic statistics. Phrased in terms of lin-
ear optics, this equates to injecting N single photons into an M -mode interferomet-
ric circuit (free-space optics or integrated waveguides) containing beamsplitters and
phase shifters that implements a unitary Ubs. The output distribution of photons is
measured with M single photon detectors, one for each waveguide. A conceptual
hardware drawing of a boson sampler is shown in Figure 1.7(a). Boson sampling
is considered post-classical computation because to classically simulate the output
probability distribution requires calculating the permanent of the unitary Ubs, which
is in the complexity class #P and thus intractable . In the physical implementa-
tion of boson sampling there are no calculations performed. Photon detection events
are gathered directly and an estimate of the output probability distribution is con-
structed.
There are some additional requirements for a boson sampler to fulfil. Firstly, the
implemented unitary must be from the class of Haar random unitaries to ensure
the computational difficulty for calculating the matrix permanent. The size of the
boson sampler is critical to any claim of post-classical computation as small systems
are trivial to simulate classically. The size relates to two key quantities, the number
of photons N and the number of modes in the interferometer M . The number of
modes is often related to the number of photons as M = N2, which is sufficient to
ensure the probability that two photons exit in the same mode is negligible. This
removes the need for photon number resolving detectors. The estimated number
of photons N varies and is often quoted as ∼ 20, however, classical simulations of
boson sampling were recently performed for up to 30 photons using a Markov Chain
Monte Carlo sampling technique running on a standard laptop and for 50 photons
using a supercomputer for ten days (Neville et al., 2017). This work addresses the
problem that the community must not only focus on the quantum hardware, but
also on developing the best classical boson sampling simulator such that future boson
samplers can convincingly perform post-classical computation.
There are significant challenges to face in order to implement a boson sampler.
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Firstly, generating large numbers of indistinguishable single photons in independent
modes is challenging, especially with probabilistic sources such as SPDC. Scatter shot
boson sampling is a variation that is designed to use probabilistic photon sources
and is still classically hard to simulate (Lund et al., 2014). Figure 1.7(b) shows a pe-
riodically poled SPDC source where one photon is detected to herald the presence
of the other, which is injected into the boson sampler. A waveguide circuit, shown
in Figure 1.7(c), is a scalable approach for boson sampling and fabricating hundreds
of modes is not infeasible, however, waveguide losses are highly detrimental. De-
velopment of ultra-low-loss waveguides is an active area of research (Bauters et al.,
2011; Lee et al., 2012; Heck et al., 2014) and will be critical for all quantum photonic
technology, including boson sampling. Finally, efficient single photon detection is
necessary. Most experiments involve coupling photons off-chip to optical fibre in or-
der to use external single photon detectors which is a lossy process. For full scale
boson sampling, on-chip detectors, such as superconducting nano-wires shown in
Figure 1.7(d), will be highly desirable and present the only practical way to detect
photons in hundreds of waveguide modes. In Figure 1.7(a) there is a classical CPU
for controlling the phase shifts throughout the interferometric circuit. While active
control is not required for boson sampling, it is likely that one would include such
control to allow the tuning of the implemented unitary.
Boson sampling has attracted a wealth of interest from the theoretical commu-
nity (Rohde and Ralph, 2012; Motes, Dowling, and Rohde, 2013; Motes et al., 2014;
Rohde, 2015; Huh et al., 2015; Drummond et al., 2016; Alexander et al., 2017; Rus-
sell et al., 2017) and numerous research teams have demonstrated boson sampling
(Spring et al., 2013; Broome et al., 2013; Tillmann et al., 2013; Crespi et al., 2013c;
Crespi et al., 2013a; Wang et al., 2013; Spagnolo et al., 2014; Carolan et al., 2014; Car-
olan et al., 2015; Bentivegna et al., 2015; Wang et al., 2016a; Loredo et al., 2017; Wang
et al., 2017b), however, always as proof-of-concept experiments with small numbers
of photons and optical modes. Today we lack the technology to implement post-
classical boson sampling, however, given the dramatically smaller resource require-
ments than LOQC (tens or hundreds of photons vs. thousands or millions), we can
be optimistic that such experiments will be realised in the coming years. This will
represent a paradigm shift in quantum technology and we will enter a post-classical
era of computation.
1.6.4 Conclusion
This chapter aims to give the reader an overview of current quantum photonic tech-
nology, the state-of-the-art and what we can hope for in the near-future. While quan-
tum computation is far from an imminent realisation, the development of the key
components is a thriving research topic. A key future goal is the hybridisation of all
the necessary components; solid-state photon sources, low-loss waveguide circuits
and superconducting detectors onto a single chip.
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Chapter 2
Algorithms and protocols for
quantum information
2.1 Overview
The focus of this thesis is the development and demonstration of algorithms and
protocols for quantum information technology. In this chapter, I summarise some
of the pioneering quantum algorithms and protocols. This includes algorithms that
demonstrate quantum enhancements, as well as protocols such as quantum telepor-
tation and repeaters that will likely play a key role in future quantum technology.
2.2 Notable quantum algorithms
A wealth of algorithms have been designed for quantum hardware, displaying ad-
vantages over classical approaches. The quantum enhancement can often be quan-
tified by the number of function calls during an algorithm or by other efficiency im-
provements that are unobtainable with classical hardware. The efficiency of an algo-
rithm is usually measured by the scaling with the size of the problem being tackled.
An algorithm solving a problem of size N , for instance the size of a database, will
takeO(f(N)) time to complete. If the function f(N) is exponential, then the problem
becomes intractable to solve. Many researchers are focused on finding problems that
are intractable on a classical computer, but which can be efficiently solved with quan-
tum hardware. Not all these problems have clear applications, for example boson
sampling and Deutsch’s algorithm, however, they still exhibit a quantum advantage.
On the other hand, efficient algorithms for quantum chemistry can enable simula-
tions of molecules far greater than can be achieved with classical approximations.
Complexity classes are used to categorise the difficulty of solving a particular prob-
lem. A multitude of new complexity classes have been created with the development
of quantum information (Bernstein and Vazirani, 1997).
2.2.1 Deutsch’s algorithm
Developed by David Deutsch in 1985, Deutsch’s algorithm is one of the first examples
of a quantum enhanced algorithm (Deutsch, 1985). Despite being of little practical
applicability, Deutsch’s algorithm sparked an entire research field with the goal of
developing quantum algorithms that outperform classical ones. Deutsch’s algorithm
achieves an advantage by requiring fewer iterations to determine if a function f is
constant or balanced than the best classical approach.
A ‘black box’ function f : {0, 1} → {0, 1} is either constant whereby the result
is always 0 or 1, or balanced, where the function implements identity (f(0) = 0 and
f(1) = 1) or a NOT gate (f(0) = 1 and f(1) = 0). The task is to determine whether
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FIGURE 2.1: Circuit schematic of Deutsch’s algorithm. Deutsch’s algorithm uses
a quantum oracle Uf to determine if the function f : {0, 1} → {0, 1} is balanced or
constant in a single step.
f is constant or balanced with the minimum number of function calls. Classically, it
would be necessary call f twice (f(0) and f(1)) to determine whether the function is
constant or balanced.
Using quantum states it is possible to determine the nature of f with only one call
of the function. This is made possible using a quantum oracle Uf that implements the
mapping
|x〉 |y〉 Uf−−→ |x〉 |y ⊕ f(x)〉 , (2.1)
where f(x) is the black box function and ⊕ is addition modulo 2.
The two qubits, |x〉 |y〉 are initialised in the state |0〉 |1〉 and a Hadamard gate
applied to both, preparing the superposition state |+〉 |−〉, where |±〉 = 1√
2
(|0〉 ± |1〉).
The oracle is applied next. If f is constant (f(0) = f(1)), then the state |+〉 |−〉 is
prepared and if f is balanced(f(0) 6= f(1)), then the state |−〉 |−〉 is prepared (with
the global phase removed). The first qubit is rotated back into the computational
basis before measuring. The resulting state |0〉 indicates a constant function and |1〉
indicates a balanced function. The circuit for Deutsch’s algorithm is shown in Figure
2.1.
This historically significant algorithm was one of the first examples of a quantum
enhancement, where only one function call is required to perform a task that would
classically require two. This advancement sparked a world-wide research effort to
develop algorithms using quantum states that offer a speed-up over the best classical
approach. Naturally, experimental groups have implemented Deutsch’s algorithm
in various architectures (Chuang et al., 1998; Gulde et al., 2003; Bianucci et al., 2004;
Scholz et al., 2006; Tame et al., 2007; Zhang et al., 2010).
2.2.2 Deutsch-Jozsa algorithm
Deutsch’s algorithm was generalised by Deutsch and Jozsa to functions that take
larger registers fdj : {0, 1}n → {0, 1}, where n is the length of the register (Deutsch
and Jozsa, 1992). The process is similar to Deutsch’s algorithm, however, the quan-
tum advantage is dramatically greater. Classically, if the first two calls of fdj return
different results then it is known that the function is balanced, however, in the worst
case, it would require 2n−1 + 1 calls to determine with certainty whether the function
is constant or balanced. In the quantum case, however, it still only requires one call
of the oracle Udjf .
The algorithm starts with the state |0〉⊗n |1〉 and applies a Hadamard transform
to all the qubits, preparing the state |+〉⊗n |−〉. This state can be re-written as
1
2n
∑
x∈{0,1}n
|x〉 |−〉 . (2.2)
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FIGURE 2.2: Circuit schematic of the Deutsch-Jozsa algorithm. The Deutsch-Jozsa
algorithm uses a quantum oracle Udjf to determine if the function fdj : {0, 1}n →
{0, 1} is balanced or constant with a single step.
Applying the oracle prepares the state
1
2n
∑
x∈{0,1}n
(−1)f(x) |x〉 |−〉 . (2.3)
By rotating the qubit register with Hadamard gates and measuring in the compu-
tational basis, it is possible to determine fdj . If fdj is constant, the resister will be
measured as the state |0〉 and if the function is balanced, the result will be |1〉 (with
the global phase removed). The circuit representation of the Deutsch-Jozsa algorithm
is shown in Figure 2.2.
Despite the apparent ‘quantum advantage’ of the Deutsch-Jozsa algorithm, it is
important to note that only in the worst case scenario would a classical computer
require 2n−1 + 1 function calls and would typically be far fewer. We also assume
here that implementing fdj and U
dj
f have an equal cost. The Deutsch-Jozsa algorithm
has no known uses, however, it is an excellent example of the potential power of
quantum over classical information. Experimental implementations of the Deutsch-
Jozsa algorithm have been performed for up to three qubits (Vala et al., 2002).
2.2.3 Grover’s search algorithm
Grover’s algorithm searches an N entry unstructured database for a particular entry
using O(√N) iterations (Grover, 1996). In contrast, it would classically take O(N)
iterations (N2 on average) if searching entry by entry. Grover’s algorithm therefore
gives a polynomial speedup over its classical counterpart and is asymptotically opti-
mal (Bennett et al., 1997; Boyer et al., 1998; Zalka, 1999).
The task is to find a particular entry n∗ from a database with N elements {n1, n2,
. . . , nN}. We can define a function f : x→ {0, 1}where f(x) = 0 for all entries of the
database except when f(x = n∗) = 1. Classically, searching each ni in turn would
take on average N2 trials to find n
∗.
In Grover’s algorithm, we replace the function f with a quantum oracleO±f where
O±f |x〉 = (−1)f(x) |x〉. The algorithm starts with a uniform superposition across all
the possible states |s〉. At each iteration, the oracle reflects the state around a hyper-
plane orthogonal to n∗ and the unitary Us = 2 〈s| |s〉 − 1 is applied, which reflects
the state back and increases the amplitude of the n∗ term. Each iteration can be sim-
ply written as |psij+1〉 = UsO±f |psij〉 and with each reflection, the overlap of the
algorithm state |psij〉 and the target state |n∗〉 increases.
Grover’s algorithm is an early demonstration of the capability of quantum in-
formation for important computational tasks. While this speedup over a classical
search is not exponential, a polynomial improvement for a large database is still a
substantial improvement. Since its proposal, a multitude of experimental groups
have implemented Grover’s algorithm (Ermakov and Fung, 2002; Das, Mahesh, and
Kumar, 2003; Dodd, Ralph, and Milburn, 2003).
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2.2.4 Shor’s factoring algorithm
Shor’s algorithm for prime factorisation in polynomial time has been pivotal in the
development of quantum computation and quantum algorithms (Shor, 1994). Cur-
rent Internet security is based on communication keys calculated as the product of
two large prime numbers (Rivest, Shamir, and Adleman, 1978). Shor’s algorithm
therefore has the potential to hack current Internet security and has, partly as a re-
sult, attracted a wealth of attention from the quantum information as well as the
telecommunication community.
Shor’s algorithm is based on the quantum Fourier transform (QFT), which imple-
ments the mapping from the state
∑
i ai |i〉 to the state
∑
i bi |i〉 and is given as
|x〉 →
2n−1∑
y=0
e2piixy/2
n |y〉 . (2.4)
Shor’s algorithm could run entirely on a quantum computer, however, includes steps
that can run on classical hardware. Broadly, the algorithm comprises the following
steps to factorise a number N :
1. Choose a random integer (a < N ) and calculate the greatest common divisor
gcd(a,N).
2. Use the quantum period finding subroutine, based on the QFT, to find the pe-
riod (r) of the function f(x) = axmodN such that f(r) = f(x+ r).
3. If r is odd, return to step 1.
4. If ar/2 ≡ −1modN , return to step 1.
5. If p = gcd(ar/2 + 1, N) and q = gcd(ar/2− 1, N) are nontrivial (not 1 or N ), then
p and q are the two prime factors.
The QFT can be efficiently run on a quantum computer and is at the heart of Shor’s
algorithm. Despite several experimental implementations (Vandersypen et al., 2001;
Lanyon et al., 2007; Martín-López et al., 2012), today we have control of too few
qubits to threaten any current Internet security.
2.2.5 Quantum variational eigensolver
Quantum hardware can efficiently solve important problems in quantum chemistry
that are intractable with classical computers. A key challenge is finding the eigenval-
ues and eigenvectors of a particular system’s Hamiltonian. The quantum variational
eigensolver (QVE) uses a quantum processor in conjunction with a classical com-
puter to achieve an exponential speedup (Peruzzo et al., 2014; McClean et al., 2016;
O’Malley et al., 2016).
The quantum processor in the QVE efficiently calculates the expectation value of
a Hamiltonian, which is the basis of the exponential advantage. The classical proces-
sor is used simply as an optimiser and therefore, the QVE is an example of hybrid
quantum-classical computation. For the QVE to be efficient, a polynomial number of
parameters must be sufficient to characterise the quantum state |ψ〉 that corresponds
to the lowest eigenvalue of the Hamiltonian H. This means that only a polynomial
number of variables are required to be optimised by the classical processor. The uni-
tary coupled cluster (Taube and Bartlett, 2006) is a quantum state parameterisation
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that requires only a polynomial number of terms and has been used for simulating
molecular energies (Shen et al., 2017a; Romero et al., 2017).
The quantum processor computes the expectation value of the Hamiltonian, from
which the classical processor optimises the input state |ψ〉 to minimise the expecta-
tion value and find the ground state. By running the classically intractable step on
a quantum processor, an exponential speed increase can be achieved. This approach
of combining classical and quantum hardware to achieve a computation speedup is
a promising direction for early quantum computation.
2.2.6 Conclusion
In this section I have given an overview of some notable quantum algorithms that
provide a speedup over classical approaches. While demonstrations have been lim-
ited to proof-of-concept experiments with few qubits, these algorithms nevertheless
show the potential for quantum information to surpass the capabilities of classical
computers.
2.3 Notable protocols for quantum information
2.3.1 Quantum teleportation
The teleportation of an unknown quantum state represents a profound advancement
in quantum information. Quantum teleportation enables Alice to transmit an arbi-
trary qubit |ψa〉 to Bob with only classical communication and a shared maximally
entangled Bell-state. Quantum teleportation has applications throughout quantum
technology for relocating quantum information without need to physically trans-
port quantum states. This protocol could also be used for quantum communication,
where a large collection of entangled states are shared between two locations.
Quantum teleportation was first developed in 1993 (Bennett et al., 1993) and ex-
perimentally demonstrated in 1997 (Bouwmeester et al., 1997; Furusawa et al., 1998;
Boschi et al., 1998; Braunstein and Kimble, 1998). Still today, quantum teleportation
is frequently used as a demonstration of quantum hardware capabilities (Gao et al.,
2013; Metcalf et al., 2014; Pirandola et al., 2015; Valivarthi et al., 2016).
The protocol operates as follows. Alice and Bob share a Bell state |Ψ−AB〉 =
1√
2
(|0A〉 |1B〉− |1A〉 |0B〉), where subscripts represent who the qubit belongs to. Next,
Alice takes the state she wants to communicate |ψa〉 = α |0a〉 + β |1a〉 and performs
a Bell-state measurement on her two qubits. The collective quantum state can be
rewritten as a superposition of Bell-states
|Ψ−AB〉 ⊗ |ψa〉 = |Ψ−Aa〉 ⊗ (α |0B〉+ β |1B〉)
+ |Ψ+Aa〉 ⊗ (α |0B〉 − β |1B〉)
+ |Φ−Aa〉 ⊗ (β |0B〉+ α |1B〉)
+ |Φ+Aa〉 ⊗ (β |0B〉 − α |1B〉), (2.5)
where |Ψ−〉, |Ψ+〉, |Φ−〉 and |Φ+〉 are the four orthogonal Bell states. Alice now per-
forms a measurement in the Bell-basis and classically communicates the result to
Bob. This instructs Bob which local operation he should apply to his qubit to recover
the state |ψa〉. Following Alice’s measurement result from the set {|Ψ−Aa〉 , |Ψ+Aa〉 ,
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FIGURE 2.3: Conceptual drawing of a quantum repeater based on trapped ions.
(a) Both ions are optically excited. When one decays and emits a photon, the which-
ion information is erased by the 50:50 beamsplitter. This creates an entangled state
between the two ions (b) Here, there are three separate ion-traps, each with a pair of
optically excited ions. By repeating the process in (a) and performing entanglement
swapping operations, an entangled state between ion 1 and ion 6 is prepared.
|Φ−Aa〉 , |Φ+Aa〉}, Bob performs the corresponding operation {I, σz, σx, iσy}, where σj
are the Pauli matrices.
Once Bob has performed his operation, the state in his possession is now identical
to the state |ψa〉. The state has been ‘teleported’ as Alice did not physically transmit
her qubit to Bob, they only communicate classically after preparing their shared en-
tangled state. This protocol had a huge impact in the research community due to
both its fundamental implications and practical importance.
2.3.2 Quantum repeaters
Preparing long-distance entangled states is a key challenge in quantum information.
One can consider either preparing an ensemble of entangled qubits stored in a quan-
tum memory that can be physically transported between locations, or transmitting
photonic qubits down optical fibres. The former is extremely challenging due to fast
decoherence of quantum states, even in the best quantum memories, making it im-
practical to physically relocate an entangled quantum memory. Transmitting quan-
tum information through optical fibres is highly appealing, however, fibres have
losses. Optical fibres used for classical communication have ∼ 0.2dB/km loss at
telecommunication wavelengths (∼ 1550 nm). Repeaters are necessary to transmit
classical information over thousands of kilometres of fibre, which amplify the signal
and perform signal processing. However, it is impossible to duplicate quantum states
due to the no-cloning theorem and therefore a quantum state cannot be simply ampli-
fied (Wootters and Zurek, 1982). It is possible to amplify quantum states through
probabilistic techniques that require heralding (Xiang et al., 2010; Zavatta, Fiurášek,
and Bellini, 2010; Kocsis et al., 2012; Osorio et al., 2012; Chrzanowski et al., 2014).
These techniques will likely be important in the development of quantum networks.
Quantum repeaters are necessary to generate long-distance entangled states. A
quantum repeater works by entangling pairs of remote solid-state qubits, such as
trapped ions, via detection of a spontaneously emitted single photon (Duan et al.,
2001). Specifically, a quantum repeater starts with two separate trapped ions, both
in the excited state |e1e2〉 where |e〉 is the excited state and |g〉 is the ground state.
When one ion decays and emits a photon, the which-ion information can be erased
with a 50:50 beamsplitter, as shown in Figure 2.3(a), which prepares the entangled
state 1√
2
(|e1g2〉 + |g1e2〉). If two ions are present in each trap and this process is
repeated, it is possible to generate a long chain of entangled pairs of ions, as shown
in Figure 2.3(b). By performing entanglement swapping operations in each ion-trap,
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a long-distance entangled state can be prepared between the ions at the far ends of
the chain.
Many research groups have invested heavily in demonstrating and developing
quantum repeaters (see review (Sangouard et al., 2011)) and while only small scale
repeaters have been demonstrated to-date (Zhao et al., 2003; Yuan et al., 2008; La-
plane et al., 2017; Kutluer, Mazzera, and Riedmatten, 2017; Seri et al., 2017), it seems
likely this is the most promising method to enable long-distance shared entangle-
ment. A large number of practical challenges still remain in this area. For example,
currently the most long-lived trapped-ion qubits are ytterbium that emit photons at
369 nm, which is highly lossy in optical fibre. Entanglement swapping between yt-
terbium and barium has been recently demonstrated, however, barium emits at 493
and 650 nm, which are still lossy wavelengths (Inlek et al., 2017). Future work into
using high-efficiency frequency conversion between the emitted single photon and a
telecommunication wavelength photon is necessary to enable longer distance quan-
tum repeaters (Bradford and Shen, 2012; Bradford, Obi, and Shen, 2012; Clark et al.,
2013; Yan, Huang, and Fan, 2013; Blum et al., 2013; Li, Davanço, and Srinivasan,
2016).
2.3.3 Conclusion
In this section, I have introduced two pioneering quantum protocols; quantum tele-
portation and quantum repeaters. Both of these protocols and others, such as quan-
tum key distribution, are set to be fundamental in future quantum technology. I
next move onto the growing topic of machine learning and, in particular, using these
techniques for quantum information applications.
2.4 Machine learning for quantum photonics and quantum
information
2.4.1 Classical machine learning
Machine learning (ML) techniques have developed significantly in the last few years,
with applications ranging from image and sound recognition to language translation
and even board game tactics (Silver et al., 2016). ML algorithms have parameters that
update depending on the data being processed. In this way, the algorithm improves
its accuracy and reliability with the more data it receives. The complexity of the al-
gorithm will depend on the number of parameters that can be reconfigured. The out-
come of the algorithm may be as simple as a yes/no result, for instance recognising
if a photograph contains a flower. Such an algorithm could have many parameters
that are updated each time the algorithm is run, improving the success rate. A multi-
output algorithm would, for instance, identify different species of flower and would
require a far greater quantity of training data (Maglogiannis, 2007).
ML has become a focus of computer science recently to search for trends in data-
sets that are too large to process manually. It has enabled the development of algo-
rithms far superior than could be developed by hand, due to vasts amount of training
data available. ML will continue to improve and find new, wide ranging application,
for instance in analysing medical and financial data, speech recognition and text-to-
speech software.
Supervised learning is a model of ML using a training data setXT = {x1,x2, . . . ,xN}
where each training data point has a range of parameters xi = {x1i , x2i , . . . , xmi }. This
training data set is accompanied by a training classification set Y = {y1, y2, . . . , yN}
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which might, for instance, be True or False for whether a photo contains a flower. The
parameters of the classification algorithm are optimised using this training data set
and then are fixed. The algorithm can now be applied to new data for classification
(Kotsiantis, 2007).
Reinforced learning is similar to supervised learning, however, there is no initial
training data set. Instead, the parameters are updated at each execution of the al-
gorithm, giving continuously improving performance.
Unsupervised learning is used when the training classification set Y is not avail-
able. In this technique, the algorithm searches for structure in the data, often using
techniques such as clustering, where the algorithm can find natural correlations. This
could be used where there is no expected correlations, for instance, to find new causal
influences in medical data.
There are several categories of ML algorithms commonly used in computer sci-
ence. Artificial neural networks (ANNs) are a common machine learning algorithm,
where a network of neurons are connected by synapses. The input neurons represent
the input data and the output neurons are the classifications. Between the input and
output there may be multiple layers of hidden neurons. Each synapse has a weight
defining its importance to the network. Deep learning algorithms use multiple lay-
ers of neurons to construct complex networks and can achieve fast and high accuracy
learning for application such as image recognition.
Bayesian networks (BN) are directed acyclic graphs, often used to describe causal
models (Spirtes, Glymour, and Scheines, 2001; Pearl, 2009; Chaves et al., 2015; Harper
et al., 2017). As well as describing causal relationships, BNs can be used to used to
predict the success rate of ML algorithms. The graph of nodes is directed, meaning
a node can only depend on its parents and not visa versa. The value of each link
defines the strength of that causal influence.
2.4.2 Quantum machine learning
Recently, quantum physicists have started to apply ML techniques to quantum infor-
mation problems in several different ways (Adcock et al., 2015). The are three broad
categories for applying ML to quantum experiments, which relate to the hardware
involved.
Firstly, classical ML algorithms can be run using data from quantum experiments.
This can be either using a pre-generated data set, or by dynamically using mea-
surement on-the-fly. In this type, there is no ‘quantumness’ to the ML algorithm,
however, there will likely be many application for ML algorithms for the control of
complex quantum systems, for instance, where the number of control parameters to
prepare a quantum state is impractically large. This has already proposed for de-
signing driving control sequences using reinforced learning techniques (Bukov et al.,
2017).
Secondly, a classical ML algorithm can be designed where specific subroutines
run on a quantum processor. Similar to variational quantum eigensolvers described
in Section 2.2.5, this is a quantum-classical hybrid approach. By using a quantum
processor for certain parts of the algorithm, the efficiency can be improved, however,
the core ML algorithm is still run on a classical processor.
Lastly, full quantum machine learning runs only on a quantum computer. Here,
both the generation of the training data and the execution of the ML algorithm on
that data takes place using quantum hardware. This is a quite separate research
topic from the previous two examples and has attracted a wealth of interest in the
community (Biamonte et al., 2016).
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In the short-term, it is foreseeable that the first two methods (and particularly the
second) of ML with access to quantum hardware will be of great help when design-
ing increasingly complex quantum architecture, characterising quantum devices and
improving quantum control.
2.4.3 Applications of machine learning for quantum information
There have been several recent demonstrations of applying ML in quantum informa-
tion and quantum photonics research.
ML has been demonstrated as a useful technique to ‘design’ new quantum ex-
periments (Krenn et al., 2016). In this work, a ML algorithm uses a toolbox of optical
components to design an experimental setup to generate particular quantum states of
interest. For instance, given the task of generating a high-dimensional Greenberger-
Horne-Zeilinger state, the ML found a circuit based on standard components avail-
able in the optics toolbox that is later optimised for compactness. In another demon-
stration multi-photon entangled states are prepared using a reinforced learning algo-
rithm (Melnikov et al., 2017).
Deep learning has been performed on quantum photonics hardware, demonstrat-
ing an energy cost improvement over running the equivalent protocol on electronic
hardware (Shen et al., 2017b). Here, the efficiency of optical elements to perform op-
erations such as Fourier transforms and matrix multiplication have been exploited
on a silicon photonics platform to improve the efficiency in terms of energy con-
sumed. This device was used to demonstrate vowel recognition by implementing
deep learning on this photonics processor. While this experiment does not require
quantum states of light, the hardware is based on the same architecture as most inte-
grated quantum photonics hardware.
Deep learning has wide reaching applications and has already been used for pre-
dicting ground state energies (Mills, Spanner, and Tamblyn, 2017), entanglement
classification (Lu et al., 2017; Ma and Yung, 2017) and for Hamiltonian characteri-
sation (Granade et al., 2012; Wang et al., 2017).
As the complexity and size of quantum hardware increases, the need for more
powerful control will grow rapidly. Incorporating ML and quantum ML is vital for
the future of this technology, where ultimately, smaller quantum processors will be
required simply to run the larger ones.
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Chapter 3
Research questions and research
output
3.1 Research questions
3.1.1 Perfect state transfer protocol
For over a decade since its initial proposal (Bose, 2003; Christandl et al., 2004), the
perfect state transfer protocol for relocating quantum information has featured in
a wealth of theoretical publications (Kay, 2010). Perfect state transfer uses an engi-
neered ‘spin-chain’ to transfer the state of the first spin to the final spin without active
control of the spin couplings. Arrays of coupled waveguides can be used to simulate
a chain of coupled spins as they share the same Hamiltonian. The perfect state trans-
fer has only been demonstrated in a setup that avoided use of fragile quantum states
(Perez-Leija et al., 2013b; Perez-Leija et al., 2013a). It is therefore highly relevant and
timely to perform a quantum experiment implementing the perfect state transfer.
The research question for this section is: How can we experimentally demonstrate
the perfect state transfer protocol for relocating photonic qubits and can we extend
the protocol to relocate an entangled qubit? This research question is addressed in
Chapter 4.
3.1.2 Self-guided quantum tomography
Tomography of quantum states is of practical importance for future quantum tech-
nologies (Banaszek, Cramer, and Gross, 2013). In particular, quantum tomography
enables us to characterise quantum processes in order to verify that a quantum pro-
cessor is performing the correct operations. Standard methods of tomography have
significant drawbacks, such as exponential scaling in the number of measurements
and post-processing necessary. In addition, standard tomography is not robust to
noisy measurements or measurement errors, leading to reduced measurement fi-
delity. Self-guided quantum tomography (Ferrie, 2014) circumvents many of the
drawbacks of standard tomography by using a gradient ascent algorithm, remov-
ing the need for any classical post-processing. Theoretically, self-guided quantum
tomography is robust to noise as has been numerically studied, however, it has
not been bench-marked against standard tomography and has not been experimen-
tally implemented. The research question for this section is: Can we experimentally
demonstrate the robustness of self-guided quantum tomography and how does it
compare to standard tomography? This research question is addressed in Chapter 5.
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3.1.3 Causality in quantum mechanics
Causality is central to all physical sciences and any experiment should be explainable
with causal-and-effect relationships. Causal relationships in quantum systems, how-
ever, can be incompatible with our notions of locality and therefore, finding suitable
cause-and-effect relationships for quantum systems is an active area of research. It
has been demonstrated that a computational model, with only input data and with-
out any knowledge of the physical system, can construct the equations of motion
for a double pendulum (Schmidt and Lipson, 2009). Applying a similar technique
to quantum systems could enable the empirical ‘discovery’ of quantum mechanics
without prior knowledge of quantum theory. The research question for this section
is: Can we use a computational algorithm, without any knowledge of quantum me-
chanics, to distil information about the causal structure of a quantum experiment
from data alone? This research question is addressed in Chapter 6.
3.1.4 Amplitude damping channel
One of the central noise channels in quantum information is the amplitude damping
channel. This noise mechanism represents damping in atomic systems (Blinov et al.,
2004; Gerardot et al., 2008), relaxation in superconducting circuits that limit qubit
lifetimes (Friis et al., 2015; Takita et al., 2017) and finite squeezing in measurement
based quantum computation (Alexander et al., 2017). Physically implemented quan-
tum enhanced communication over an amplitude damping channel with minimal
resources has not been investigated and given the importance of the noise processes,
this represents a large knowledge gap in the field. The research question for this sec-
tion is: Is there a quantum enhancement possible for transmitting data with few uses
of the amplitude damping channel and can it be experimentally demonstrated? This
research question is addressed in Chapter 7.
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4.1 Overview
The transfer of data is a fundamental task in information systems. Microprocessors
contain dedicated data buses that transmit bits across different locations and imple-
ment sophisticated routing protocols. Transferring quantum information with high
fidelity is a challenging task, due to the intrinsic fragility of quantum states. Here we
report on the implementation of the perfect state transfer protocol applied to a pho-
tonic qubit entangled with another qubit at a different location. On a single device we
perform three routing procedures on entangled states, preserving the encoded quan-
tum state with an average fidelity of 97.1%, measuring in the coincidence basis. Our
protocol extends the regular perfect state transfer by maintaining quantum informa-
tion encoded in the polarisation state of the photonic qubit. Our results demonstrate
the key principle of perfect state transfer, opening a route towards data transfer for
quantum computing systems.
4.2 Introduction
Transferring quantum information between locations without disrupting the encoded
information en route is crucial for future quantum technologies (Nielsen and Chuang,
2011; Bose, 2003; Christandl et al., 2004; Plenio, Hartley, and Eisert, 2004; Gordon,
2004; Nikolopoulos, Petrosyan, and Lambropoulos, 2004b; Nikolopoulos, Petrosyan,
and Lambropoulos, 2004a; DiVincenzo, 2000). Routing quantum information is nec-
essary for communication between quantum processors, addressing single qubits in
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FIGURE 4.1: Illustration of a one-dimensional perfect state transfer lattice con-
necting two quantum processors. Through engineering the Hamiltonian of a lat-
tice, the state at the first site is transferred to the last site after a specific time.
This Hamiltonian defines the perfect state transfer protocol (Christandl et al., 2004),
which can be used for routing quantum information inside a quantum processor.
topological surface architectures, and for quantum memories as well as many other
applications.
Coupling between stationary qubits and mobile qubits via cavity and circuit quan-
tum electrodynamics has been an active area of research with promise for long dis-
tance quantum communication (Wallraff et al., 2004; Majer et al., 2007; Herskind et
al., 2009; Paik et al., 2011), however, coupling between different quantum information
platforms is challenging as unwanted degrees of freedom lead to increased decoher-
ence (Schoelkopf and Girvin, 2008). Quantum teleportation between distant qubits
allows long distance quantum communication via shared entangled states (Bennett
et al., 1993; Bouwmeester et al., 1997; Furusawa et al., 1998; Braunstein and Kimble,
1998), however, in most quantum information platforms this would again require
coupling between stationary and mobile qubits. Physically relocating trapped ion
qubits has also been demonstrated (Kielpinski, Monroe, and Wineland, 2002; Sei-
delin et al., 2006), however, with additional decoherence incurred during transport.
By taking advantage of coupling between neighbouring qubits, it is possible to
transport quantum information across a stationary lattice (Bose, 2003). This has the
benefits that one physical platform is being used and the lattice sites remain at fixed
locations. The most basic method is to apply a series of SWAP operations between
neighbouring sites such that, with enough iterations, the state of the first qubit is relo-
cated to the last. This method requires a high level of active control on the coupling
and is inherently weak as individual errors accumulate after each operation, lead-
ing to an exponential decay in fidelity as the number of operations increases (Yung,
2006).
The perfect state transfer (PST) protocol utilises an engineered but fixed coupled
lattice. Quantum states are transferred between sites through Hamiltonian evolution
for a specified time (Bose, 2003; Christandl et al., 2004; Plenio, Hartley, and Eisert,
4.3. Results 47
2004; Gordon, 2004; Nikolopoulos, Petrosyan, and Lambropoulos, 2004b; Nikolopou-
los, Petrosyan, and Lambropoulos, 2004a). For a one-dimensional system with N
sites, the state intially at site n is transferred to site N − n+ 1 with 100% probability
without need for active control on the coupling (Christandl et al., 2005). PST can be
performed on any quantum computing architecture where coupling between sites
can be engineered, such as ion traps (Kielpinski, Monroe, and Wineland, 2002) and
quantum dots (Loss and DiVincenzo, 1998). Figure 4.1 presents an illustration of the
PST protocol. The encoded quantum state, initially at the first site, is recovered at
the final site after a specific time. In the intermediate stages, the qubit is in a super-
position across the lattice. Aside from qubit relocation, the PST framework can be
applied to entangled W-state preparation (Kay, 2010), state amplification (Kay, 2007)
and even quantum computation (Raussendorf and Briegel, 2001; Zhou et al., 2002;
Benjamin and Bose, 2004; Kay, 2008; Mkrtchian, 2008).
To date, most research on PST has been theoretical (Bose, 2003; Christandl et al.,
2004; Plenio, Hartley, and Eisert, 2004; Gordon, 2004; Nikolopoulos, Petrosyan, and
Lambropoulos, 2004b; Nikolopoulos, Petrosyan, and Lambropoulos, 2004a; Cook
and Shore, 1979; Burgarth and Bose, 2005; Burgarth, Giovannetti, and Bose, 2005;
Yung and Bose, 2005; Christandl et al., 2005; Plenio and Semião, 2005; Zhang et al.,
2005; Kay, 2006; Yung, 2006; Bose, 2007; Kay, 2007; Kostak, Nikolopoulos, and Jex,
2007; Di Franco, Paternostro, and Kim, 2008; Gualdi et al., 2008; Kay, 2008; Paz-Silva
et al., 2009; Kay, 2010; Perez-Leija et al., 2013b) with experiments being limited to
demonstrations where no quantum information is transferred and do not incorporate
entanglement (Bellec, Nikolopoulos, and Tzortzakis, 2012; Perez-Leija et al., 2013a),
often considered the defining feature of quantum mechanics (Einstein, Podolsky, and
Rosen, 1935). Here, we present the implementation of a protocol that extends PST for
relocating a polarisation encoded photonic qubit across a one-dimensional lattice, re-
alised as an array of 11 evanescently coupled waveguides (Perets et al., 2008; Rai,
Agarwal, and Perk, 2008; Peruzzo et al., 2010). We show that the entanglement be-
tween a photon propagating through the PST waveguide array and another photon
at a different location is preserved.
4.3 Results
4.3.1 Perfect state transfer Hamiltonian
The Hamiltonian for our system in the nearest-neighbour approximation is given by
the tight binding formalism
Hˆ =
∑
σ∈{H,V }
N−1∑
n=1
Cn,n+1
(
aˆ†n+1,σaˆn,σ + aˆ
†
n,σaˆn+1,σ
)
, (4.1)
where Cn,n+1 is the coupling coefficient between waveguides n and n + 1, and aˆn,σ
(aˆ†n,σ) is the annihilation (creation) operator applied to waveguide n and polarisation
σ (horizontal or vertical). Hamiltonian evolution of a state |ψ0〉 for a time t is cal-
culated via the Schrödinger equation giving the final state |ψ(t)〉 = exp(−iHˆt~ ) |ψ(0)〉
(Bromberg et al., 2009). Equation (4.1) is constructed of independent tight-binding
Hamiltonians acting on each orthogonal polarisation. This requires there to be no
cross-talk terms aˆ†n,H aˆm,V or aˆ
†
n,V aˆm,H ∀ m,n. The spectrum of coupling coefficients
Cn,n+1 is crucial for successful PST. Evolution of this Hamiltonian with a uniform
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FIGURE 4.2: Propagation simulations with different coupling coefficient spectra.
(a) A photon is injected into the first waveguide of an 11 waveguide array with
the Hamiltonian in Equation (4.1) and a uniform coupling coefficient spectrum.
With the constraint that reflections off boundaries are not allowed, we calculate a
maximum probability of transferring the photon to waveguide 11 of 78.1% (Bose,
2003). (b) A photon is injected into the first waveguide of an 11 waveguide ar-
ray, this time with the coupling coefficient spectrum of Equation (4.2). After evolu-
tion for a pre-determined time, the photon is received at waveguide 11 with 100%
probability (Christandl et al., 2004; Plenio, Hartley, and Eisert, 2004; Gordon, 2004;
Nikolopoulos, Petrosyan, and Lambropoulos, 2004b; Nikolopoulos, Petrosyan, and
Lambropoulos, 2004a).
coupling coefficient spectrum, equivalent to equally spaced waveguides, is not suffi-
cient for PST with over three lattice sites as simulated in Figure 4.2(a). PST requires
the coupling coefficient spectrum to follow the function
Cn,n+1 = C0
√
n(N − n), (4.2)
where C0 is a constant, N is the total number of lattice sites and evolution is for a
specific time tPST = pi2C0 (Plenio, Hartley, and Eisert, 2004; Christandl et al., 2004).
This enables arbitrary length PST as simulated in Figure 4.2(b) for 11 sites. The cou-
pling coefficient spectrum for each polarisation must be equal and follow Equation
(4.2) for the qubit to be faithfully relocated and the polarisation encoded quantum
information to be preserved. The distance between waveguides dictates the cou-
pling coefficient, however, for planar systems, the coupling coefficient of each po-
larisation will in general be unequal due to the waveguide birefringence. In order
to achieve equal coupling between polarisations, the waveguide array is fabricated
along a tilted plane in the substrate (Sansoni et al., 2012). This is made possible
by the unique three-dimensional capabilities of the femtosecond laser writing tech-
nique (see Section 4.5.3 for further fabrication and device details). We measure a total
propagation loss of 1.8 ± 0.2dB, however, our figure of merit is how well preserved
the polarisation quantum state is after the transfer protocol. Therefore we calculate
fidelity without loss. Ideally the PST protocol exhibits unit fidelity and efficiency,
where the quantum state is reliably transferred and the encoded state is preserved.
Due to loss in our experiment, we have less than unit efficiency, however, this loss
is largely unrelated to the PST Hamiltonian in Equation 4.1. Further optimising the
fabrication process could reduce the level of propagation loss (see Section 4.5.1).
We inject photons into waveguides 1, 6 and 10 of the array which after time tPST
transfer to waveguides 11, 6 and 2, respectively. Figures 4.3(a-c) present propagation
4.3. Results 49
01 tupnI TSP6 tupnI TSP1 tupnI TSP
1 6 10
Input waveguide number
1 6 10
Input waveguide number
1 6 10
Input waveguide number
(a) (b) (c)
Ti
m
e
Ti
m
e
Ti
m
e
Horizontal Vertical
Pr
ob
ab
ili
ty
Output waveguide number
1 2 3 4 5 6 7 8 9 10 11 1 2 3 4 5 6 7 8 9 10 11
Pr
ob
ab
ili
ty
Pr
ob
ab
ili
ty
0.5
1.0
0.5
1.0
0.0
0.5
1.0(d) (e) (f)
Output waveguide number
1 2 3 4 5 6 7 8 9 10 11
Output waveguide number
0.0 0.0
 -1.0
 0.0
 1.0
   I    X     Y      Z  I    
X    
Y   Z
 
   I    X     Y      Z  I    
X    
Y   Z
 
   I    X     Y      Z  I    
X    
Y   Z
 
   I    X     Y      Z  I    
X    
Y   Z
 
   I    X     Y      Z  I    
X    
Y   Z
 
   I    X     Y      Z  I    
X    
Y   Z
 
 -1.0
 0.0
 1.0
 -1.0
 0.0
 1.0
 -1.0
 0.0
 1.0
 -1.0
 0.0
 1.0
 -1.0
 0.0
 1.0(g) (h) (i)
Real Imaginary Imaginary ImaginaryReal Real
(j) (k) (l)Fidelity = 0.991 ± 0.005
Similarity = 0.986 ± 0.005
Fidelity = 0.957 ± 0.011
Similarity = 0.985 ± 0.011
Fidelity = 0.965 ± 0.007
Similarity = 0.990 ± 0.007
H V1 2 +( )1√2 V H1 2 H V1 2 +( )1√2 V H1 2 H V1 2 +( )1√2 V H1 2
HH      HV      VH      VV HH
   H
V   V
H   V
V
0.0
0.25
0.5
HH      HV      VH      VV HH
   H
V   V
H   V
V
0.0
0.25
0.5
HH      HV      VH      VV HH
   H
V   V
H   V
V
0.0
0.25
0.5
FIGURE 4.3: Perfect state transfer probability distribution characterisation, quan-
tum process tomography and entangled state transfer. (a)-(c) Propagation simula-
tions showing the device implementation to enable specific waveguide input. (d)-(f)
Output probability distributions for each input of the PST array for horizontally and
vertically polarised laser light. (g)-(i) Quantum process matrix for each transfer in
the PST array measured with single photon quantum process tomography. (j)-(l)
Two photon quantum state tomography is performed after photon 1 of the polarisa-
tion entangled Bell state 1√
2
(|H1V2〉+ |V1H2〉) has been relocated. Results have had
the small imaginary components removed for brevity.
simulations for each transfer. Input waveguides extend to the end of the device to
allow selective injection.
4.3.2 Transfer characterisation
In order to characterise the coupling coefficient spectra, we inject horizontally and
vertically polarised laser light at 808 nm into each input waveguide. Laser light is
more robust to noise than single photons and we can monitor the output with a CCD
camera to fast gather results. Using laser light at the same wavelength as our single
photons will give an output intensity distribution equivalent to the output probabil-
ity distribution for detecting single photons (Perets et al., 2008). Ideally light injected
into waveguide n will output the device only in waveguide N − n + 1, however,
this assumes an approximate model of nearest-neighbour coupling only. Taking into
account coupling between further separated waveguides reduces the transfer prob-
ability. This decrease is greater for light injected closer to the centre of the array (see
Section 4.5.3). Figures 4.3(d-f) present our measured output probability distribution
for horizontally (PHn ) and vertically (P Vn ) polarised laser light injected into each input
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waveguide, where n is the output waveguide number. Fidelity between the proba-
bility distributions for each polarisation is given by Fdistribution =
∑
n
√
PHn P
V
n . This
fidelity is closely related to how similar the two coupling coefficient spectra are. We
measure an average probability distribution fidelity for all transfers of 0.976 ± 0.006
(see Table 4.1 in Section 4.5.2 for all fidelity values). We encode quantum informa-
tion in the polarisation state of the photon and are interested in reliably relocating
this qubit. We use a single optical fibre to capture photons from the designed output
waveguide which, in all cases, is the waveguide with the greatest output probability.
4.3.3 Quantum process tomography
We perform quantum process tomography to understand the operation performed
on the single photon polarisation state during each PST transfer. We inject single
photon states |ψin〉 = (αaˆ†S,H + βaˆ†S,V ) |0〉 into each input waveguide S ∈ {1, 6, 10},
where α (β) is the probability amplitude of the horizontal (vertical) component of
the photon and |α|2 + |β|2 = 1. From quantum process tomography on the output
polarisation states, we can generate a process matrix χpol for each transfer (Nielsen
and Chuang, 2011; O’Brien et al., 2004). We aim to perform identity so the quantum
information encoded in the polarisation can be recovered after relocation. We mea-
sure a polarisation phase shift associated with each transfer. This phase shift can be
compensated for with a local polarisation rotation applied before injection (see Table
4.2 in Section 4.5.2 for details of the compensation angles). Figures 4.3(g-i) present
our measured process matrix for each transfer. Across all transfers we demonstrate
an average fidelity of the polarisation process including compensation to identity of
0.982 ± 0.003 (see Table 4.2 in Section 4.5.2 for all fidelities). Process fidelity is cal-
culated as Fprocess = Tr{χ1χpol+comp} (Gilchrist, Langford, and Nielsen, 2005) where
χ1 is the process matrix for the identity operation and χpol+comp is the combined
polarisation operation and compensation process matrix.
Ideally the output state for each transfer is |ψout〉 = (αaˆ†T,H + βaˆ†T,V ) |0〉 where
T ∈ {11, 6, 2} and the probability amplitude of each polarisation component remains
equal to the input state. Our high fidelity measurements on single photon reloca-
tion demonstrate that we can route a polarisation encoded photonic qubit across our
device and faithfully recover the quantum information.
4.3.4 Entangled state transfer
Entanglement is likely to be a defining feature of quantum computing and preserv-
ing entanglement is therefore critical to the success of any qubit relocation protocol.
We prepare the Bell state 1√
2
(|H1V2〉 + |V1H2〉) using spontaneous parametric down
conversion process. The polarisation is controlled using rotatable waveplates and po-
larising beamsplitters as shown in Figure 4.4 (Matthews et al., 2013) (see Section 4.5.1
for full details). This setup prepares a general state α |H1V2〉 + β |V1H2〉 when mea-
suring in coincidence, where |α|2 + |β|2 = 1. Photon 1 is injected into the waveguide
array while photon 2 propagates through a polarisation maintaining fibre (PMF). In
terms of waveguide occupancy, our input state is |Ψin〉 = 1√2(aˆ
†
S,H aˆ
†
0,V +aˆ
†
S,V aˆ
†
0,H) |00〉
for each input waveguide S ∈ {1, 6, 10}, where aˆ†0,σ denotes the creation operator act-
ing on polarisation σ in PMF. Full two qubit polarisation tomography (James et al.,
2001) is performed on the output and the fidelity calculated as
Fquantum =
(
Tr
{√√
ρinputρoutput
√
ρinput
})2
, (4.3)
4.3. Results 51
Coincidence
Counter
BiBO
HWP 
(pi/8)
QWP(pi/4)
QWP(pi/4)
HWP(-(φ+ε)/4)
PBS (pi/4)
Lens
Lens
PBS
QWP
HWP
Photon
Detector
PMF
PMF
Prism Mirrors
PBS
Polarization entangled photon pair source Perfect state transfer array
Polarization state tomography
404nm
808n
m
808nm
Photon 2
Photon 1
Tuneable
delay
FIGURE 4.4: Perfect state transfer experimental setup. Polarisation entangled pho-
tons are generated in free space before coupling into polarisation maintaining fi-
bre (PMF). Photon 1 is injected into the perfect state transfer array while photon 2
travels through PMF. Full two qubit polarisation tomography is performed on the
output. See Section 4.5.1 for experimental setup details.
where ρoutput is the density matrix after the PST protocol has been applied and ρinput
is the density matrix after propagation through a reference straight waveguide (Jozsa,
1994). After all qubit relocations we measure an average polarisation state fidelity of
0.971 ± 0.014. Fidelity is measured in the two photon coincidence basis. This value
is therefore the fidelity on the quantum state transferred without loss taken into ac-
count (see Section 4.5.1). We can use the results from quantum process tomography
to generate a characterised model of our device. We can now use this model to calcu-
late the similarity between the predicted output state and our measured output state
as
Squantum =
(
Tr
{√√
ρpredictedρoutput
√
ρpredicted
})2
. (4.4)
We calculate an average similarity of 0.987±0.014 across all transfers (see Table 4.3 in
Section 4.5.2 for all fidelities and similarities). Figures 4.3(j-l) present our measured
density matrix after each entangled state transfer.
Ideally, the output state for each transfer is |Ψout〉 = 1√2(aˆ
†
T,H aˆ
†
0,V + aˆ
†
T,V aˆ
†
0,H) |00〉
where T ∈ {11, 6, 2}. With high fidelity the probability amplitude of each component
is preserved and the state remains almost pure. This result demonstrates that with
our device we can relocate a polarisation qubit between distant sites and preserve
entanglement with another qubit at a different location. In principle our device could
route qubits from any waveguide n to waveguideN−n+1. Quantum error correction
protocols require sophisticated interconnection in order to access individual qubits
for control and measurement within large, highly entangled surface code geometries
(Devitt, Munro, and Nemoto, 2013). PST is a clear gateway towards accessing qubits
in such systems without disrupting quantum states and entanglement throughout
the surface code.
4.3.5 Decohered state transfer
Decoherence has applications in quantum simulation to emulate systems in nature
(Lloyd, 1996) and it is therefore important to note that this approach for relocating
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FIGURE 4.5: Perfect state transfer of entangled states with varying purity. Photon
1 of the state 1√
2
(|H1V2〉 + |V1H2〉) is injected into waveguide 1 of the PST array. A
delay is applied to the vertical component in order to control the purity of the state.
(a) Relative delay of 0 µm, (b) 50 µm, (c) 100 µm and (d) 150 µm. Results have had
the small imaginary components removed for brevity.
quantum information can be applied to states of any purity (Christandl et al., 2004).
We prepare decohered states by introducing a time delay between the horizontal and
vertical components of the polarisation qubit. We implement this delay by extending
one arm of the source which reduces the overlap of the photons after they are both in-
cident on the polarising beamsplitter, as shown in Figure 4.4. This delay extends the
state into a time-bin basis which we trace over on measurement, leading to a mixed
state. The purity of the state can be calculated as the convolution of the horizontal
and vertical components with a time delay τ
Purity(τ) ≡
∫ ∞
−∞
H(t)V (τ − t)dt, (4.5)
where τ is controlled by altering the path length of the vertical component of the
state. H (V ) is the horizontal (vertical) component of the photon. Figure 4.5 presents
density matrices for PST from waveguide 1 to waveguide 11 applied to entangled
states of varying purity. The injected states are recovered with an average fidelity of
0.971± 0.019 and average similarity of 0.978± 0.019 (see Table 4.4 in Section 4.5.2 for
all values).
4.4 Discussion
We have proposed and experimentally demonstrated a protocol for relocating a pho-
tonic qubit across 11 discrete sites maintaining the quantum state with high fidelity
and preserving entanglement with another qubit at a different location. We can aim
to improve our fidelity by reducing next-nearest-neighbour coupling via further sep-
arating the waveguides and having a longer device. This would increase the contrast
between nearest- and next-nearest-neighbour coupling to better fit the Hamiltonian
in Equation (4.1). A bi-product of longer devices, however, is an increase in propaga-
tion loss. Depth-dependent spherical aberrations in the laser irradiation process may
also affect the homogeneity of the three-dimensional waveguide array. Additional
optics in the laser writing setup could be employed to reduce this effect. Protocols
for relocating quantum information across discrete sites are essential for future quan-
tum technologies. Our protocol builds on the perfect state transfer with extension to
include an additional degree of freedom for encoding quantum information. This
demonstration opens pathways toward faithful quantum state relocation in quan-
tum computing systems.
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4.5 Methods
4.5.1 Experimental setup
Horizontally polarised photon pairs at 807.5 nm are generated via type 1 sponta-
neous parametric down conversion in a 1 mm thick BiBO crystal, pumped by an 80
mW, 403.75 nm continuous-wave (CW) diode laser. Both photons are rotated into a
diagonal state 1√
2
(|H〉+ |V 〉) by a half waveplate (HWP) with fast axis at 22.5◦ from
vertical. One photon has a phase applied by two 45◦ quarter waveplates (QWP) ei-
ther side of a HWP at θ◦. The second photon has its diagonal state optimised with a
polarising beamsplitter (PBS) at ∼ 45◦.
Both photons are collected in polarisation maintaining fibre (PMF) and are inci-
dent on both faces of a fibre pigtailed PBS. When measuring in the coincidence basis,
this post-selects the entangled state 1√
2
(|H1V2〉 + eiφ |V1H2〉) where φ = 4(θ + ) and
 is the intrinsic phase applied by the whole system. The experimental setup is illus-
trated in Figure 4.4.
PMF is highly birefringent, resulting in full decoherence of the polarisation state
after∼ 1 m of fibre giving a mixed state. In order to maintain polarisation superposi-
tion over several meters of fibre we use 90◦ connections to ensure both polarisations
propagate through equal proportions of fast and slow axis fibre. Slight length dif-
ferences between fibres and temperature variations mean the whole system applies
a residual phase  to the state, which can be compensated for in the source using the
phase controlling HWP.
Polarisation state tomography combines statistics from projection measurements
to generate the density matrix of a state. Single photon rotations are applied by a
QWP and HWP before a PBS. Single qubit tomography requires four measurements
and two qubit tomography requires 16. Accidental counts are removed by taking
each reading with and without an electronic delay. This helps reduce noise in our
measurements.
In our experiment, we prepare polarisation Bell states with a count rate of∼ 2x103
per second. After the PST array we measure a count rate of ∼ 102. The propaga-
tion loss of the array is only 1.8dB. Most of the total loss (∼ 13dB) is indeed due to
mode-mismatch between the waveguides and fibres, imperfect coupling, reflections
at interfaces, and non-unit relocation efficiency. We integrate our measurements for
30 seconds in order to reduce the statistical noise due to the Poisson distribution of
the photon count rate.
4.5.2 Fidelity measurements
In this section we give complete tables of the fidelity measurements for each compo-
nents of the experiment. These are the classical characterisation of the output prob-
ability distribution, the fidelity of the process matrix to the identity operation, the
quantum state fidelity of a Bell state after one qubit has been relocated and the fi-
delity of Bell states that have been decohered.
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Input Waveguide Distribution Fidelity
1 0.956± 0.007
6 0.982± 0.005
10 0.989± 0.006
TABLE 4.1: Output probability distribution fidelities. Horizontally and vertically
polarised laser light is injected into each input waveguide of the PST array. The
output probability distributions are measured with a CCD camera. The fidelity be-
tween the probability distribution of each polarisation is calculated for each transfer
using Equation 4.10 in Section 4.5.3. This describes how similar coupling is between
waveguides for each polarisation.
Input HWP Phase Fidelity to
Waveguide (degrees) (degrees) χ1
1 0.438 -68.5 0.986± 0.002
6 0.349 44.7 0.975± 0.002
10 0.453 45.3 0.984± 0.002
TABLE 4.2: Polarisation phase compensation. Each transfer imparts a polarisation
phase and small linear rotation on the photonic qubit. This rotation is static for each
transfer and thus can be characterised and compensated for. The compensation
is achieved with a half-wave plate (HWP) that compensates for the small linear
polarisation rotation, and a polarisation phase rotation.
Input Waveguide Fidelity Similarity
1 0.991± 0.005 0.986± 0.005
6 0.957± 0.011 0.985± 0.011
10 0.965± 0.007 0.990± 0.007
TABLE 4.3: Entangled state transfer. Photon 1 of a polarisation entangled Bell state
is injected into the PST array, while photon 2 has its polarisation preserved in po-
larisation maintaining fibre. Two qubit polarisation state tomography is performed
after photon 1 has propagated though the PST array. The fidelity between these
two measurements gives the fidelity of the PST operation on the polarisation state,
which ideally would be the identity operator. Fidelity is calculated with Equation
4.3. The similarity (Equation 4.4) is calculated between the measured output state
and the predicted state using a characterised model from quantum process tomog-
raphy.
Delay (µm) Fidelity Similarity
0 0.964± 0.010 0.971± 0.010
50 0.963± 0.012 0.981± 0.012
100 0.984± 0.005 0.978± 0.005
150 0.971± 0.011 0.981± 0.011
TABLE 4.4: Decohered state transfer. We demonstrate the transfer of decohered
Bell states. Decohered states are prepared by introducing a delay between the two
diagonally polarised photons before they are incident on both input faces of a po-
larising beamsplitter (see Figure 4.4). Introducing a delay between the photons, a
Bell state with reduced coherence is prepared. With zero delay the state is a pure
Bell state 1√
2
(|HV 〉+ |V H〉), and with a delay of 150µm (half the photon coherence
length), the state is a mixture of the components 12 (|HV 〉 〈HV |+ |V H〉 〈V H|).
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4.5.3 Technical fabrication details
Waveguide fabrication Integrated photonic waveguides with single mode propa-
gation at 808 nm are fabricated by focusing femtosecond laser pulses with an energy
of 300 nJ/pulse, at the repetition rate of 1 MHz, in the bulk of a borosilicate substrate
(Eagle2000, Corning) by means of a 20×microscope objective (NA = 0.45, Achroplan)
and translating the sample at the constant speed of 40 mm/s.
The resulting waveguides exhibit relatively low propagation losses (0.8 dB/cm) and
elliptical guided mode (1/e2 diameters measured as 9.4 µm × 15.1 µm).
Design of the array The inter-waveguide distances are not uniform and are spe-
cially tailored in order to implement the correct couplings expressed by Equation 4.2,
which allow the perfect state transfer protocol. The coupling between waveguides is
a function of their separation d, according to the formula
C(d) = ae−bd, (4.6)
where a and b are constants whose values have been measured as a = 3.6mm−1 and
b = 0.19µm−1. The distance dn between waveguide n and waveguide n + 1 of the
array can be parametrised as follows:
dn = dmin +
1
b
log
[
1
2
√
N2 − 1
n (N − n)
]
, (4.7)
where dmin is a free fabrication parameter that represents the minimum distance in
the array and N (odd for this equation) is the total number of waveguides. With this
parametrisation, the state transfer distance zPST can be expressed as:
zPST =
pi
√
N2 − 1
4Cmax
, (4.8)
where Cmax = C(dmin). The values of N and dmin must be chosen to minimise
the array non-idealities such as propagation losses, array inhomogeneity and para-
sitic couplings between non adjacent sites. In our design we have chosen the values
N = 11 and dmin = 12µm. Consequently, we fabricated 16 arrays with different
lengths, spanning around the theoretical refocusing distance zthPST = 23 mm, ranging
from 21.5 to 29 mm, and the best results were observed for an array length of 22.5
mm. In order to ensure that the inter-waveguide couplings for horizontally and ver-
tically polarised light are the same, the arrays extend diagonally into the substrate, at
an angle of≈ 60◦. The central waveguide of each array, corresponding to waveguide
6, is situated 170 µm below the sample top surface. Finally, in order to couple light
selectively in a given waveguide of the array, only waveguides identified by label 1,
6 and 10 reach the input facet of the devices, as depicted in Figures 4.3(a-c).
Nearest neighbour approximation The PST protocol assumes the lattice has only
nearest-neighbour interaction. The coupling between waveguides decays exponen-
tially with distance and, therefore, higher-order coupling is observed, reducing the
transfer success probability. Using a model with next-nearest-neighbour coupling,
we calculate the expected transfer success from waveguide 1-11 to be 0.955, from
waveguide 6-6 to be 0.604 and from waveguide 10-2 to be 0.901. This reduces the
probability of transferring the photon to the correct output waveguide, however, the
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polarisation state is preserved as the coupling for both polarisations are very well
matched.
Classical characterisation In order to characterise the performances of the fabri-
cated structures, we injected laser light in each of the available input ports and we
measured the corresponding near field intensity profiles Iσn at the arrays output via
a CCD camera and suitable imaging optics (label n indicates the waveguide num-
ber and σ the polarisation). We used laser light at 808 nm, which is very close to
the wavelength employed in the single photon experiments. The output probability
distribution P σn for polarisation σ is then defined as:
P σn =
Iσn∑
n I
σ
n
. (4.9)
We repeated the experiment for both horizontally and vertically polarised light and
the output probability distributions are shown in Figures 4.3(d-f). We normalise the
output intensity distribution and calculate the fidelity between the two polarisation
probability distributions as:
Fdistribution =
∑
n
√
PHn P
V
n . (4.10)
Table 4.1 gives the values of the distribution fidelities corresponding to each input
waveguide.
4.6 Conclusion
The research question for this project was: How can we experimentally demonstrate
the perfect state transfer protocol for relocating photonic qubits and can we extend
the protocol to relocate an entangled qubit?
We have demonstrated the perfect state transfer protocols using an array of cou-
pled waveguides. This platform has been used previously, however, with only clas-
sical states of light. In our experiment, we extend the protocol by encoding quantum
information in the polarisation state of the single photon. The perfect state transfer
is applied to this polarisation state and we demonstrate relocation with high fidelity.
Beyond this, we prepare a polarisation entangled state, where the perfect state trans-
fer is applied to one photon while the second propagates through optical fibre.
We have successfully demonstrated the protocol with high fidelity. Future work
will improve the waveguide device by taking into account coupling between next-
nearest-neighbour waveguides, as this decreases the success probability, especially
for inputs 6 and 10.
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5.1 Overview
Traditional methods of quantum state characterisation are impractical for systems
of more than a few qubits due to exponentially expensive postprocessing and data
storage and lack of robustness against errors and noise. Here, we experimentally
demonstrate self-guided quantum tomography performed on polarisation photonic
qubits. The quantum state is iteratively learned by optimising a projection measure-
ment without any data storage or postprocessing. We experimentally demonstrate
robustness against statistical noise and measurement errors on single-qubit and en-
tangled two-qubit states.
5.2 Introduction
Quantum technologies require high-fidelity preparation, control and characterisation
of quantum states, for application in quantum metrology (Giovannetti, Lloyd, and
Maccone, 2011), simulators (Lloyd, 1996), and computers (Ladd et al., 2010). Recent
advances in the control of several qubits have enabled demonstrations of quantum
error correction (Nigg et al., 2014) and boson sampling (Broome et al., 2013; Spring
et al., 2013). Standard quantum tomography (SQT) has been the cornerstone of quan-
tum state characterisation for decades (Stokes, 1851; Fano, 1957; Banaszek, Cramer,
and Gross, 2013) and requires performing and storing data from an exponentially
large number of projection measurements. Additionally, SQT has an exponential
postprocessing cost to perform a state-estimation inverse calculation which requires,
for example, maximum likelihood estimation to avoid unphysical results. The scal-
ing and additional postprocessing cost make SQT impractical for the size of quantum
states being prepared today (Vlastakis et al., 2013; Haas et al., 2014). The reliability of
SQT for all system sizes is limited by sensitivity to statistical noise and experimental
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errors. Unless modified at additional resource cost (Bran´czyk et al., 2012), SQT fails
in the presence of measurement errors (Enk and Blume-Kohout, 2013).
Adaptive quantum tomography (AQT) has demonstrated improved efficiency
and precision by using state-dependent tomographic measurements (Fischer, Kienle,
and Freyberger, 2000; Huszár and Houlsby, 2012; Hannemann et al., 2002; Mahler
et al., 2013; Kravtsov et al., 2013; Struchalin et al., 2016; Qi et al., 2000). AQT relies on
solving an optimisation problem using previous results to select the next measure-
ment to be performed. As a result, AQT is as computationally expensive as SQT and
likewise is sensitive to statistical noise and experimental errors.
Self-guided quantum tomography (SGQT) is an autonomous, robust and precise
method for characterising quantum states (Ferrie, 2014). Here, we demonstrate the
performance and robustness of SGQT in several one- and two-qubit experiments.
SGQT treats tomography as a projection measurement optimisation problem using
an iterative stochastic gradient ascent algorithm (Spall, 1992). SGQT is therefore ro-
bust against both statistical noise and experimental errors, does not require the stor-
age of exponentially large data sets, and does not require any data postprocessing.
SGQT avoids many of the pitfalls of SQT and AQT at the small added cost in the
number of different measurement settings required.
SGQT iteratively learns the quantum state through maximising the expectation
value of a projection measurement. The algorithm is graphically illustrated in Figure
5.1. The unknown quantum state ρf is shown as a red Bloch vector and the current
estimate of the state at iteration k is |φk〉, shown as a blue Bloch vector in Figure
5.1(a). A direction ∆k is chosen stochastically and the expectation values of projectors
|φk ± βk∆k〉 are measured, shown as green and purple Bloch vectors in Figure 5.1(b).
The expectation values are measured as
E(ρf , |φk ± βk∆k〉) = 〈φk ± βk∆k| ρf |φk ± βk∆k〉 , (5.1)
where βk = b(k+1)t controls the gradient estimation step size, with b and t as algorithm
parameters. The expectation value gradient in the direction ∆k is estimated as
gk =
E(ρf , |φk + βk∆k〉)− E(ρf , |φk − βk∆k〉)
2βk
. (5.2)
Next, the estimate of the state is updated to |φk+1〉 = |φk + αkgk∆k〉 in the direction
of highest expectation value, where αk = a(k+1+A)s is the step size which decreases
with iteration number k and A, a and s are algorithm parameters. The state |φk+1〉
is shown as a blue Bloch vector in Figure 5.1(c) and this process is repeated until
termination at a set number of iterations. The final estimate of the state is the final
projection |φN 〉, where the number of iterations N is chosen from numerical simula-
tion and experimental trials; however, in principle one could predict the necessary
number of iterations from the required fidelity, size of the quantum system and the
level of noise. Here, we have not implemented such a method; however, it will be
included in future work. The algorithm parameters A, a, b, s and t can be asymp-
totically optimised off-line. The asymptotically optimal values are s = 1 and t = 16 ;
however it was often found that s = 0.602 and t = 0.101 performed well. In general,
the other parameters we kept as a = 3, b = 0.1 and A = 0. The algorithm is ro-
bust against noisy gradient estimates, and, as such, SGQT is robust against statistical
noise and measurement errors.
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FIGURE 5.1: Illustration of self-guided quantum tomography. (a) The unknown
quantum state that we want to characterise is shown as a red Bloch vector and the
current estimation is shown as a blue Bloch vector. (b) The algorithm estimates
the gradient in a stochastically chosen direction by performing expectation value
measurements with the green and purple projectors. (c) The algorithm steps in the
direction of the highest expectation value and the current estimate of the state is
updated. (d-f) The gradient is estimated again and the process repeated for a set
number of iterations.
5.3 One-qubit self-guided quantum tomography
We experimentally demonstrate SGQT using polarisation encoded photonic qubits.
We generate pairs of indistinguishable photons from a spontaneous parametric down-
conversion source (Burnham and Weinberg, 1970) and prepare heralded single-qubit
and entangled two-qubit states using motor-controlled rotating wave plates. Projec-
tion onto any one- or two-qubit separable state is implemented using further motor-
controlled wave plates and polarising beamsplitters (see Section 5.6.1 for full exper-
imental details). We calculate the expectation value in Equation (5.1) by measuring
the number of photons recorded as a proportion of the total photon flux for a fixed
integration time.
5.3.1 Robustness against statistical noise
We first demonstrate the robustness of one-qubit SGQT against statistical noise by re-
ducing our photon count rate such that, with the minimum integration time, we use
on average seven photons per iteration of the algorithm. In this regime, Poissonian
noise on the photon count is very high (Glauber, 1963). We perform SGQT on three
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FIGURE 5.2: One-qubit self-guided quantum tomography with high levels of sta-
tistical noise. We perform SGQT in a regime where only seven photons on average
are used per iteration of the algorithm. (a) A single SGQT route for each target state
is plotted on the Bloch sphere. (b) The red, green and purple points show the av-
erage fidelity of SGQT for each target state. The red line shows the average fidelity
across all target states. The blue points show the average fidelity of SQT across all
target states for different total photon count. (c) The table compares fidelity of SGQT
with ∼ 280 photons to SQT with ∼ 280, ∼ 3.9x103 and ∼ 2x105 photons used.
target states using the minimum integration time and repeat each run ten times. On
the same target states, we perform SQT with a range of integration times to control
the total number of photons used, repeating each measurement ten times.
In order to benchmark our results, we obtain a high-precision estimate of the
target state using SQT with a high count rate and long integration time to reduce
Poissonian noise. The total photon count is ∼ 2x105 and we calculate an expected
precision of 99.9% ± 0.1%. To benchmark the performance of SGQT and SQT with
a low photon count rate, we calculated the fidelity to this high precision estimate
(Nielsen and Chuang, 2011). We emphasise that we do not expect to see optimal
convergence in the fidelity to the benchmark state since our estimate is converging
toward the true physical state.
Figure 5.2(a) shows the route of one SGQT run for each target state plotted on the
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FIGURE 5.3: One-qubit self-guided quantum tomography with engineered mea-
surement errors. (a) Fidelity of SGQT with varying levels of experimental error.
Points are the average of ten repetitions and the band gives one standard deviation
of error. SQT is performed with the same levels of experimental error, repeated ten
times and the fidelities shown as solid lines. (b) Table comparing fidelity values for
SQT after ten repetitions (40 measurements) and SGQT after 40 iterations.
Bloch sphere. We set the starting estimate to be |0〉, but this can be any state. Fig-
ure 5.2(b) shows a log-log plot with fidelity of SGQT and SQT against the number
of photons used. The red, green and purple points are the average fidelity of SGQT
for each target state. The red line is the average fidelity across all target states and
the band gives one standard deviation of error. The blue dots are the average fidelity
of SQT across all target states. SQT on one qubit requires four measurements, and
therefore a minimum of 28 photons are used. For all points, SGQT records a greater
fidelity than SQT, demonstrating enhanced robustness against high levels of statisti-
cal noise. At the final iteration after ∼ 280 photons have been used, SGQT achieves a
fidelity of 99.3%±0.2%, whereas SQT records a fidelity of 96.7%±0.6%. To reach the
same fidelity, SQT requires an order of magnitude more photons. Figure 5.2(c) shows
a table comparing fidelity against number of photons used for SGQT and SQT. In a
high noise regime, this result demonstrates that SGQT is far more resource efficient
than SQT.
5.3.2 Robustness against measurement errors
To compare robustness against one-qubit measurement errors, we perform SGQT
and SQT in a regime where we have large uncertainty in the projection measure-
ment. We engineer this level of uncertainty by applying random errors to the wave
plate settings. SQT and AQT require high precision of each projection measurement
setting, whereas SGQT is robust against independent measurement errors. We apply
four levels of wave plate uncertainty and perform SGQT and SQT ten times each,
and measure the average fidelities, again benchmarked against long integration SQT
without applied errors.
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Figure 5.3 presents the average fidelity of SGQT and SQT for each level of error.
The results show that SGQT outperforms SQT after only ∼ 10 iterations and after 40
iterations the infidelity [1-fidelity (F )] of SGQT is up to 89% lower than SQT, calcu-
lated as FSGQT−FSQT1−FSQT , and will continue to decrease as numerically studied in (Ferrie,
2014). These results demonstrate the robustness of SGQT to significant measurement
errors. For this demonstration, we reduce statistical noise by increasing the photon
count rate to ∼ 5x103 per iteration; however, in the presence of both significant sta-
tistical noise and measurement errors, SGQT will still converge with high fidelity.
5.4 Two-qubit self-guided quantum tomography
Extending SGQT to a greater number of qubits simply requires a parametrisation of
the projection measurement, which the algorithm can optimise to find the maximum
overlap with the physical state. In order to be universal, the algorithm requires any
projection measurement, including entangling measurements, to estimate the gra-
dient from Equations (5.1) and (5.2) (Ferrie, 2014). We next demonstrate the perfor-
mance and robustness of SGQT to characterise a two-qubit entangled state. However,
in this experiment we use only local measurements which are available in our setup,
and, therefore, we cannot use the expectation value calculated in Equation (5.1) to
estimate the gradient. Instead we perform a subset of Pauli measurement M at each
iteration of the algorithm, which is insufficient for SQT but gives partial knowledge
of the target state ρf from which we calculate the fidelity to the current estimate of
the state |Φk〉 as
F˜ (ρf , |Φk〉) = 1|M |
∑
i∈{M}
Tr(ρfP
(2)
i )
〈Φk|P (2)i |Φk〉
, (5.3)
where |M | is the number of Pauli measurements per iteration and P (2) = {σI ⊗
σI , σI⊗σX , σI⊗σY , . . . , σZ⊗σZ} are the two-qubit Pauli matrices (Flammia and Liu,
2011; Silva, Landon-Cardinal, and Poulin, 2011). F˜ (ρf , ·) replaces E(ρf , ·) in Equa-
tion (5.2) to estimate the gradient. In this context, existing AQT techniques would se-
lect measurements based on the solution of an optimisation problem, whereas SGQT
selects a random set of measurements at each iteration and is thus much more com-
putationally efficient.
We experimentally demonstrate SGQT on a two-qubit maximally entangled Bell
state |Ψ−〉 = 1√
2
(|01〉 − |10〉). We run the algorithm taking a random subset of Pauli
measurements per iteration. Figure 5.4 presents the results of the algorithm. Fig-
ures 5.4(a-e) show the state estimate throughout the algorithm using eight measure-
ments per iteration, presented as Pauli measurement expectation values. Figure 5.4(f)
shows the target state as measured with long integration SQT, and the fidelity to the
final SGQT estimate is 99.6% ± 0.2%. Figure 5.4(g) presents the fidelity of SGQT
against iteration number for a range of measurements per iteration. It is clear that
with eight, six and four measurements per iteration (red, blue and green lines, re-
spectively) the algorithm converges with high fidelity after 100 iterations; however,
with two Pauli measurements per iteration the algorithm appears not to converge,
which could be a result of an insufficient number of iterations or insufficient fidelity
precision from Equation (5.3). Figure 5.4(j) presents the final fidelities.
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FIGURE 5.4: Two-qubit self-guided quantum tomography of an entangled quan-
tum state. We perform SGQT on two qubit states by taking a random subset
of Pauli measurements at each iteration. We present the state in terms of Pauli
measurement expectation values, where element i, j = 14 〈Φk|P (1)i ⊗ P (1)j |Φk〉 and
P (1) = {σI , σX , σY , σZ} are the one-qubit Pauli matrices. (a)-(e) The estimate of the
state at different points of the algorithm run with eight measurements per iteration.
The fidelity is measured against high precision SQT. (f) The high-precision estimate
of the state measured with SQT using a long integration time to reduce statistical
noise. (g) The algorithm was run with eight, six, four and two measurements per
iteration and the fidelity of the state estimate is plotted. The table below compares
fidelities. (h) We compare performance of SGQT and SQT in the presence of high
levels of statistical noise and measure fidelity against the number of photons used.
(i) We engineer measurement errors in wave plate rotations and measure the fidelity
of SGQT and SQT with four levels of error. We repeat SQT to match the number of
measurements of SGQT and average the results. Both (h) and (i) use eight measure-
ments per iteration.
5.4.1 Robustness against statistical noise
We demonstrate the robustness of two-qubit SGQT against statistical noise by again
reducing the photon count rate to a regime where on average seven photons are
used per measurement. We also perform SQT using an equivalent total number of
photons to allow direct resource comparison. Figure 5.4(h) presents the fidelity of
SGQT where eight measurements are used per iteration and SQT using the same
total number of photons. SGQT achieves 68% lower infidelity than SQT, which again
requires around an order of magnitude more photons to achieve the same level of
fidelity. The fidelity values are presented in Figure 5.4(k), demonstrating enhanced
robustness of two-qubit SGQT, while only using local measurements.
5.4.2 Robustness against measurement errors
We finally investigate robustness against measurement errors on two-qubit SGQT by
applying wave plate uncertainty. With the same four levels of error as the one-qubit
case, we perform SGQT and SQT on the entangled Bell state. Figure 5.4(i) presents
the fidelity of SGQT against iteration number with experimental error applied. SQT
is repeated with the same total number of measurements and the results averaged.
The SQT fidelities are plotted in Figure 5.4(i) as horizontal lines for each level of
error. Using the same total number of measurements, SGQT achieves up to a 92%
lower infidelity than SQT, presented in Figure 5.4(l).
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5.5 Discussion
We have demonstrated the advantages of SGQT over standard techniques for char-
acterising quantum states in a range of one- and two-qubit experiments. In experi-
ments where there is a high level of noise or large experimental error, SGQT is shown
to achieve higher fidelity than with SQT measurements alone on both single-qubit
and two-qubit entangled states. This method requires only local projection measure-
ments; however, if entangling projections are available then the original form of the
algorithm can be used. In our implementation, the algorithm finds the pure state
with the greatest overlap to the physical state. In the single-qubit case, the purity can
be calculated by comparing the photon count at the final projection to the photon
count with an orthogonal projection. While, in this experiment, the states we prepare
are highly pure and this additional step is unnecessary to achieve high fidelity, future
work will report on extending this technique to larger systems and demonstrate the
performance of SGQT on arbitrary mixed states.
While the cost of SGQT is still exponential with the system size in the number of
measurements, it does not require data storage or computationally expensive post-
processing and maximum likelihood estimation to characterise an unknown quan-
tum state. This algorithm can also be applied to state preparation and quantum de-
vice control (Ferrie and Moussa, 2015). SGQT opens future pathways toward robust
characterisation of quantum systems with dimensions where standard tomographic
techniques have already become impractical.
5.6 Methods
5.6.1 Experimental setup
Horizontally polarised photon pairs at 807.5 nm are generated via type 1 sponta-
neous parametric down conversion (SPDC) in a 1 mm thick BiBO crystal, pumped
by an 80 mW, 403.75 nm CW diode laser. Single photons are detected in coincidence
using silicon avalanche photo-diodes. To reduce noise we subtract accidental counts
by measuring uncorrelated two photon events with an applied electronic delay on
one channel.
Heralded polarisation encoded single photon source As shown in Figure 5.5(a),
one photon is detected and triggers the presence of the other. The second photon has
its polarisation prepared with a half- (HWP) and quarter-wave plate (QWP). Single
qubit projective measurements can be performed with a QWP, HWP and polarising
beamsplitter (PBS). This enables projection onto any pure single qubit state.
Polarisation entangled photon pair source As shown in Figure 5.5(b), both pho-
tons are rotated into a diagonal state 1√
2
(|H〉+ |V 〉) by a HWP with fast axis at 22.5◦
from vertical. One photon has a phase applied by two 45◦ QWPs either side of a
HWP at an angle φ◦. The second photon has its diagonal state optimised with a PBS
at ∼ 45◦.
Both photons are collected in polarisation maintaining fibre (PMF) and are inci-
dent on both faces of a fibre pigtailed PBS. When measuring in the coincidence basis,
this post-selects the entangled state 1√
2
(|H1V2〉 + eiφ |V1H2〉) where φ = 4(θ + ) and
 is the intrinsic phase applied by the whole system.
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FIGURE 5.5: Polarisation photonic setup for self-guided quantum tomography. (a)
Photon pairs are generated by SPDC. One photon is detected directly, this heralds
the existence of the other. The second photon is prepared in a polarisation state by
a half- and quarter-wave plate. Polarisation projection measurement is performed
with an HWP, QWP and polarising beamsplitter. (b) Polarisation entangled photons
are prepared by using SPDC, controlling the polarisation and post selecting after
both photons are incident on a PBS. Two qubit local projection measurements are
performed with wave plates and polarising beamsplitters.
PMF is highly birefringent, resulting in full decoherence of the polarisation state
after∼ 1 m of fibre giving a mixed state. In order to maintain polarisation superposi-
tion over several meters of fibre we use 90◦ connections to ensure both polarisations
propagate through equal proportions of fast and slow axis fibre. Slight length dif-
ferences between fibres and temperature variations mean the whole system applies
a residual phase  to the state, which can be compensated for in the source using the
phase controlling HWP.
Projection onto any separable two qubit state is possible with QWPs, HWPs and
PBSs.
5.7 Conclusion
The research question for this project was: Can we experimentally demonstrate the
robustness of self-guided quantum tomography and how does it compare to stan-
dard tomography?
We have demonstrated self-guided quantum tomography on both single qubit
and two-qubit entangled states. Our demonstration used polarisation encoded pho-
tonic qubits and motorised wave-plates to control each projection in the algorithm.
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We next wanted to explore the robustness of self-guided quantum tomography
against the robustness of standard quantum tomography. We first demonstrate ro-
bustness against noise by reducing the photon count rate such that the level of Pois-
sonian statistical noise is very high. In this regime, we perform self-guided and
standard quantum tomography and compare fidelity against the best estimate of the
state. For both one- and two-qubit states, self-guided quantum tomography achieves
dramatically greater fidelity than standard quantum tomography.
Next, we compare robustness to measurement errors by implementing randomised
errors to the wave-plate angles. With four different levels of error, we perform both
self-guided and standard quantum tomography. Again, we measure dramatically
greater robustness for self-guided quantum tomography in all cases.
We have demonstrated the robustness of self-guided quantum tomography. Fu-
ture work involves determining the limits of self-guided quantum tomography, as
the number of measurements still grows exponentially with the number of qubits.
The current record for standard tomography is 14 qubits, is it possible to do self-
guided tomography on 20 qubits, or even 50?
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Explaining quantum correlations
through evolution of causal models
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6.1 Overview
We propose a framework for the systematic and quantitative generalisation of Bell’s
theorem using causal networks. We first consider the multiobjective optimisation
problem of matching observed data while minimising the causal effect of nonlocal
variables and prove an inequality for the optimal region that both strengthens and
generalises Bell’s theorem. To solve the optimisation problem (rather than simply
bound it), we develop a genetic algorithm treating as individuals causal networks.
By applying our algorithm to a photonic Bell experiment, we show that the trade-off
between the quantitative relaxation of one or more local causality assumptions, and
the ability to match quantum correlations, appears linear.
6.2 Introduction
While it seems conceptually obvious that causality lies at the heart of physics, its
exact nature has been the subject of constant debate. The fundamental implications
of quantum theory shed new light on this debate. It is thought these implications
may lead to new insights into the foundations of quantum theory, and possibly even
quantum theories of gravity (Leifer, 2007; Leifer and Poulin, 2008; Fritz, 2012; Leifer
and Spekkens, 2013; Leifer and Spekkens, 2014; Brukner, 2014; Cavalcanti and Lal,
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FIGURE 6.1: Sketch of the concept of Pareto optimality for demarcating the
boundary between local causality and quantum correlations. In this picture, Bell’s
theorem rules out the origin only. Our results rule out an entire region of possible
models in the presence of relaxations of Bell’s assumptions. We rule out this region
both rigorously with Theorem 6.1 and numerically with the evolutionary algorithm
that we developed specifically for this task.
2014; Fitzsimons, Jones, and Vedral, 2015; Wood and Spekkens, 2015; Ried et al.,
2015).
These realisations have their roots in the Einstein-Podolski- Rosen thought exper-
iment (Einstein, Podolsky, and Rosen, 1935) and the fundamental theorems of Bell
(Bell, 1964) and of Kochen and Specker (Kochen and Specker, 1975). A cornerstone
of modern physics, Bell’s theorem, rigorously excludes classical concepts of causal-
ity. Roughly speaking Bell’s theorem states that the following concepts are mutually
inconsistent: (1) reality, (2) locality, (3) measurement independence, and (4) quantum
mechanics.
In philosophical discussions, typically one rejects (1) or (2), which together are
often referred to as local causality, though the other options have been considered as
well. In studies with an operational bent, however, one often considers relaxations of
(2) or (3) which is what we concern ourselves with here. These relaxations have been
addressed from different perspectives, but only regarding specific causal influences
in isolation (Toner and Bacon, 2003; Barrett and Gisin, 2011; Hall, 2010a; Hall, 2010b;
Hall, 2011; Koh et al., 2012; Banik, 2013; Thinh, Sheridan, and Scarani, 2013; Pütz et
al., 2014; Maxwell and Chitambar, 2014), whereas here we wish to study all possible
relaxations of the causal assumptions implied by (2) and (3) simultaneously.
The framework of causal networks (Pearl, 2009; Spirtes, Glymour, and Scheines,
2001) is highly successful within the field of machine learning and has led some
physicists to utilise them to elucidate the tension between causality and Bell’s the-
orem. Recently, Wood and Spekkens have shown that existing principles behind
causal discovery algorithms (namely, the absence of fine-tuning) still cannot be rec-
onciled with entanglement induced quantum correlations even if one admits nonlo-
cal models (Wood and Spekkens, 2015). However, such results only hold for the exact
distributions, and would not necessarily apply to experimental data due to measure-
ment noise, or a relaxation of the demand of reproducing exactly the quantum cor-
relations. Clearly, the further away from the quantum correlations one is allowed to
stray, the more likely a locally causal model can be found.
Here we propose a framework for systematic and quantitative generalisations of
Bell’s theorem by using causal networks. The idea, depicted in Figure 6.1, is to con-
sider the multiobjective optimisation problem of matching the observed data from
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FIGURE 6.2: Causal networks for Bell-type experiments. On the left is the local
hidden variable model, which respects the assumptions going into Bell’s famous
no-go theorem. Such a model cannot account for certain correlations obtained from
measuring entangled particles. The graph in the middle contains a causal link be-
tween the measurement settings. Such a model exploits the detection loophole and
violates measurement independence. Finally, on the right is a superluminal model
which contains a causal link between the outcomes of the experiments.
an experiment while minimising the causal effect of nonlocal variables. It is in this
sense of matching experimental data that we are explaining the quantum correla-
tions. Our first contribution is a rigorous lower bound for this optimisation problem,
demonstrating a generalisation of Bell’s theorem. Theorem 6.1 below establishes that
there must exist a trade-off between the goodness of fit to experimental data and the
quantitative amount of causal influence for any model.
This theorem rules out a portion of the space allowed by this new framework, but
the bounds are not tight. To solve the optimisation problem, and hence numerically
find the optimal bounds, we develop a type of genetic algorithm called a multiob-
jective evolutionary algorithm (MOEA) to quantify the relaxations necessary to re-
produce the data generated by experiments on entangled quantum systems (Hensen
et al., 2015; Giustina et al., 2015; Shalm et al., 2015). Our genetic algorithm treats as
individuals causal networks and we develop genetic operators which represent the
evolution of these networks. By applying our algorithm to a photonic Bell experi-
ment, we show that the trade-off between the quantitative relaxation of one or more
local causality assumptions and the ability to match quantum correlations appears
linear.
6.3 Causal models for Bell experiments
The formalism of causal models allows us to quantify the relaxations necessary to
avoid the contradiction in Bell’s theorem and, more importantly, explore the trade-
offs necessary in minimising the amount by which the assumptions are violated.
Building on the work of Chaves et al. (Chaves et al., 2015), we make all this con-
crete through a quantification of the relaxation of each assumption in the context of
causal models. The task of minimising the amount of the relaxation is a multiobjec-
tive optimisation problem. Bell’s theorem is recast as the statement that all objectives
cannot be simultaneously minimised. We explore the trade-offs through the concept
of Pareto optimality.
The prototypical “Bell experiment” has two distant parties, often named Alice
and Bob. We suppose that Alice and Bob each have devices with binary measure-
ment settings, respectively labeled x and y. Conditioned on these measurement set-
tings, their devices also record binary events, labeled a (Alice) and b (Bob). Suppose
it is empirically observed that a and b are correlated. Bell defined a locally causal
model of such correlations as follows: there exists a “hidden variable” λ which is the
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common cause both of a conditioned on x, and of b conditioned on y. We write these
random variables as a | x and b | y, respectively. Formally, the general conditional
distribution is assumed to satisfy
Pr(a, b|x, y, λ) = Pr(a|x, λ) Pr(b|y, λ). (6.1)
Moreover, it is assumed that the choices of settings can be made such that each of x
and y can be set independently of the hidden variable λ,
Pr(x, y|λ) = Pr(x|λ) Pr(y|λ) = Pr(x) Pr(y). (6.2)
Such an assumption is often motivated by the injection of randomness into the mea-
surement settings or the free will of Alice and Bob. Bell’s theorem can be stated
succinctly as follows: the conditional distributions describing the outcomes of some
experiments on quantum systems cannot be factorised as in Equations (6.1) and (6.2).
A causal network is a directed acyclic graph with nodes representing random
variables and edges denoting causal relationships between variables. The defining
feature of such networks is the factorisation of joint probabilities. Generally, suppose
we have nodes {x0, x1, . . . , xK}, each of which represents a random variable in our
model. We will assume that each such random variable is discrete, and without loss
of generality will assume integer labels xi ∈ {0, . . . ,dimxi−1} for its possible values.
The edges in the causal network of these variables are defined such that
Pr(x0, x1, . . . , xK) =
K∏
i=0
Pr(xi|pai), (6.3)
where pai denotes the parents of node i.
Take, for example, the causal network in Figure 6.2(a). In general, we can decom-
pose the joint distribution Pr(a, b, x, y, λ) in terms of conditional distributions as
Pr(a, b, x, y, λ) =
Pr(a|b, x, y, λ) Pr(b|x, y, λ) Pr(x|y, λ) Pr(y|λ) Pr(λ). (6.4)
Using the causal network to eliminate conditionals, Equation (6.3) implies
Pr(a, b, x, y, λ) =
Pr(a|x, λ) Pr(b|y, λ) Pr(x) Pr(y) Pr(λ), (6.5)
which are identical to Bell’s assumptions on local hidden variable models. Thus Bell’s
theorem is equivalent to the statement that certain quantum correlations cannot be
realised by the causal network in Figure 6.2(a).
6.4 Relaxing Bell’s assumptions
It is known that quantum mechanical correlation arising in a Bell-type experiment
can however be explained by adding a new causal link to the local hidden variable
network (Barrett and Gisin, 2011; Hall, 2011). Two examples are shown in Figure
6.2. In many practical cases, these causal links are not entirely unphysical from the
standpoint of respecting relativity and free will, for example, the reason being that
experiments do not actually conform to the exact assumptions Bell made—there are
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noisy detectors, nonrandom number generation, losses, inability to spacelike sepa-
rate “Alice” and “Bob,” and so on. When this is the case, such causal models are said
to be exploiting loopholes.
In Figure 6.2(b), a causal model that allows correlations between the measure-
ment settings is shown. In the same spirit, we could have had either x or y be
causally dependent on λ or another hidden variable. Such models are often called
superdeterministic and are ruled out by the assumption that Alice and Bob are not
colluding and have free will or access to independent randomness. If the experi-
ment only approximately satisfies these assumptions—perhaps due to low detection
efficiency—one can still model the data with a local hidden variable said to be ex-
ploiting the detection loophole (Pearle, 1970). The question of quantifying the amount
of independence of the measurement settings necessary has been addressed from
multiple perspectives and has practical quantum cryptographic consequences (Bar-
rett and Gisin, 2011; Hall, 2010a; Hall, 2010b; Hall, 2011; Koh et al., 2012; Banik, 2013;
Thinh, Sheridan, and Scarani, 2013; Pütz et al., 2014).
In Figure 6.2(c), a causal model which allows correlations between the measure-
ment outcomes is shown. This is, and similar models are, called nonlocal and could
potentially even allow for superluminal signaling. A quintessential example of a
nonlocal model which reproduces the predictions of quantum theory is Bohmian
mechanics. Toner and Bacon studied the amount of nonlocality necessary to sim-
ulate quantum correlation in the context of classical communication costs (Toner and
Bacon, 2003; Maxwell and Chitambar, 2014), while Wolf has expressed nonlocality in
terms of the compressibility of experimental observations (Wolf, 2015).
The current studies, mentioned above, quantifying the relaxations of the causal
assumption necessary to replicate quantum correlations are rather disjointed. Re-
cently, Chaves et al. placed the question in context of causal networks and found
that some measures of these relaxations can be cast as efficiently solvable linear pro-
grams (Chaves et al., 2015). We build on this idea and consider a completely abstract
framework amenable to any set of random variables using a single measure of the
causal influence of one variable on another. This allows us to consider all possi-
ble relaxations simultaneously and thus explore the trade-offs necessary to simulate
quantum correlations with hidden variable models.
We will now state our model more technically. For consistency we formulate the
problem in the context of the two-party Bell experiment, but we emphasise that this
approach generalises in an obvious way to any set of random variables. A model, M ,
is specified by a joint distribution
Pr(a, b, x, y, λ|M). (6.6)
We label the empirical frequencies F (a, b, x, y) and denote the total variational dis-
tance (TVD) of a model to these frequencies by
TVD(M) = ‖Pr(a, b, x, y|M)− F (a, b, x, y)‖1, (6.7)
where the vector being normed is labeled by (a, b, x, y). Here the 1-norm of a vector
x is simply ‖x‖1 =
∑
i |xi|.
The causal influence is defined for a general graph as follows:
Cxi→xj (M) := max
*
xi,x′i,paj
‖Pr(xj |x′i, paj \ pa2j ,M)
−Pr(xj |xi, paj \ pa2j ,M)‖1, (6.8)
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where paj \ pa2j is the set of parents of xj that are not also grandparents of xj , and
where max* indicates that the maximisation over xi, x′i and paj is restricted to feasible
assignments. That is, the maximisation does not consider assignments outside the
support of M . In other words, the causal influence is nonzero when changing xi
leads to a change in xj . It is quantified by maximising over latent variables of the
target that are not also latent variables of the control.
For example, if we want to minimise the causal influence between two variables
a to b in Figure 6.2(c) we consider
Ca→b(M) := max*
a,a′,y
‖Pr(b|a, y,M)− Pr(b|a′, y,M)‖1. (6.9)
We include the conditions Pr(a),Pr(a′) 6= 0 to prevent the causal influence being
maximised by an assignment outside the support of the random variableA; the max-
imisation should be taken over all feasible assignments.
Intuitively, this definition represents how distinguishable the different settings of
a are when viewed through measurements of b. That is, if a does not causally af-
fect b, then it is not possible for a change in a to be detectable through b alone. We
adopt this definition in lieu of the traditional approach of using interventions, wherein
an external agent imposes a particular value of a while holding all else fixed, effec-
tively cutting out any causal links incident on a other than one originating from the
experimentalist themselves. Though some experiments have been performed using
intervention to reason about quantum mechanics (Ringbauer et al., 2016), we can-
not intervene on quantum mechanical models in general, such that we must instead
maximise over conditions for the experiment, here represented by the maximisation
over a and y.
The task then is to find a model M which minimises TVD and Cα→β for each
α → β ruled out by local causality and measurement independence. If the empiri-
cal frequencies contain some causal dependence between two variables, then either
the model must also contain such causal dependence or the observed frequencies
from the model must be different from the empirical frequencies. Perhaps interest-
ingly, one might be able to “trade” unwanted causal influence between one pair of
variables for another, while maintaining the same TVD. Thus the problem of deter-
mining “how much” relaxation of Bell’s causal assumptions is necessary to match an
empirical observed frequency becomes much more interesting and nuanced.
Suppose two modelsM1 andM2 both match the data equally well—i.e., TVD(M1) =
TVD(M2)—but M2 has some unwanted causal influence a → b, say, and M1 does
not—that is, 0 = Ca→b(M1) < Ca→b(M2). Clearly, M1 is preferred and we say M2
is dominated by M1. For many objectives, the situation is more complex but can be
handled by the concept of Pareto optimality.
Let M be the set of all models. Let each model’s fitness be represented by the
function f : M → Rn, where n is the number of objectives. Define the partial order
≺ as follows:
M <M ′ ⇔ f(M)k ≥ f(M ′)k, (6.10)
for all k ∈ {0, n − 1}. If M < M ′, we say M ′ dominates M (or is equivalent to M , if
M ′ < M holds as well). The set P ⊂ M of Pareto optimal models is now defined as
follows:
P = {M ∈M : {M ′ ∈M : M <M ′,M ′ 6= M} = ∅}. (6.11)
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This says that a model is Pareto optimal if the set of other models which dominate it
is empty. In other words, the Pareto optimal is the set of nondominated models.
6.5 Analytic bounds
In this section, we provide analytical bounds which relate the amount of causal in-
fluences exhibited by any model M to its agreement with the empirical frequencies
F (a, b, x, y). For the sake of simplicity, we restrict ourselves to analysing the causal
influence between the variables a and b—see Figure 6.2(c). However, we emphasise
that analogous statements are valid for causal influences between any two variables.
For the variables a and b, the empirical frequencies themselves admit a causal influ-
ence
Ca→b(F ) = max*
a,a′,y
‖F (b|a, y)− F (b|a′, y)‖1 (6.12)
which is defined in complete analogy to Equation (6.9). To state our theorem, we
must define two more quantities. Let Mτ = Mτ (F ) be the set of models having
TVD(M) ≤ τ with respect to the empirical frequencies F , and denote by f∗ =
mina F (a) the minimum empirical marginal frequency.
Theorem 6.1. For all models M ∈Mτ and τ < 2f∗,
|Ca→b(F )− Ca→b(M)| ≤ 2τ(4f
∗ − τ)
f∗(2f∗ − τ) . (6.13)
We point out that the bound Equation (6.13) becomes loose and eventually di-
verges if the minimum empirical marginal frequency f∗ approaches zero or if the
TVD of the class of models becomes too large relative to f∗.
The proof of Theorem 6.1 can be found in Section 6.10.1.
6.6 Bell experiment and data
As input for the MOEA we use data from a polarisation photonic Bell experiment,
shown in Figure 6.3 (Chapman et al., 2016). Indistinguishable horizontally polarised
(|H〉) photon pairs are generated via type-1 spontaneous parametric down-conversion.
Both polarisation qubits are rotated into a diagonal state 1√
2
(|H〉+|V 〉) by a half wave
plate (HWP) with fast axis at pi8 from vertical, where |V 〉 denotes vertical polarisa-
tion. A polarisation phase rotation is applied to photon 1 by two quarter wave plates
(QWPs) and a HWP, while photon 2 has its state optimised by a polarising beamsplit-
ter (PBS). Both photons are collected in polarisation maintaining optical fibre (PMF)
and are incident on the two input faces of a fibre-coupled PBS, which transmits |H〉
and reflects |V 〉, preparing Alice’s and Bob’s qubits. The configuration of the optical
fibres results in a σx operation applied to Alice’s qubit. By measuring in the coinci-
dence basis, we postselect the state
ρ =
1 + γ
2
|Φ+〉 〈Φ+|+ 1− γ
2
|Φ−〉 〈Φ−| , (6.14)
where |Φ±〉 are the Bell states 1√
2
(|HAVB〉 ± |VAHB〉) with subscript A (B) corre-
sponding to Alice’s (Bob’s) qubit. The parameter γ defines the coherence of the
state which depends on the overlap of the two photons after the fibre-coupled PBS
and is controlled by the optical delay line (ODL). The state prepared when γ = 1
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FIGURE 6.3: SPDC photon pair source. Photon pairs at 808 nm are emitted via
spontaneous parametric down-conversion from a 404 nm pumped bismuth tribo-
rate (BiBO) crystal and we prepare polarisation enabled photons, labeled “Alice’s
qubit” and “Bob’s qubit.” The components used are half wave plates (HWP), quar-
ter wave plates (QWP), polarising beamsplitters (PBS), polarisation maintaining fi-
bres (PMF), and an optical delay line (ODL). Once the state is prepared a polarisa-
tion tomography setup enables projection of each qubit onto any pure polarisation
state, which is sufficient to perform two-qubit tomography.
is a maximally entangled Bell state |Φ+〉 and when γ = 0 is an incoherent mixture
1
2(|HAVB〉 〈HAVB| + |VAHB〉 〈VAHB|). The polarisation tomography setup in Fig-
ure 6.3 enables projection onto any pure state and can be used for two-qubit state
tomography (James et al., 2001). The photons are detected with silicon avalanche
photodiodes and coincidence counts recorded by a timing card.
Our input for the MOEA is a normalised frequency distributionF (a, b, x, y) across
binary measurement settings for Alice (x = {x1, x2}) and Bob (y = {y1, y2}), and bi-
nary measurement outcomes a = {|HA〉 , |VA〉} and b = {|HB〉 , |VB〉} respectively.
The measurement settings are controlled by wave plate angles in the tomography
and the measurement outcome is the collapse of the state onto one of the four ba-
sis state |HAHB〉, |HAVB〉, |VAHB〉 or |VAVB〉. A single measurement is the number
of photon pairs recorded for a fixed integration time and can be written as Nxyab =
N τ 〈ab|UxyρUxy† |ab〉 for measurement settings x, y and measurement outcomes a, b.
N is the total photon flux, τ is the integration time and Uxy is the operation of the
wave plates. We calculate F (a, b, x, y) by measuring all combinations of x, y, a and b,
and normalising by the total number of photon pairs recorded. We note that this ex-
periment is not performed in a loophole-free way, but nonetheless provides us with
the quantum correlations we wish to analyse.
Typically, Bell experiments aim to violate the CHSH inequality (Clauser et al.,
1969), confirming that quantum mechanical systems cannot be described with local
hidden variable models. The CHSH inequality is calculated as
|S| ≤ 2, where (6.15a)
S = E[x1y1]− E[x2y1] + E[x1y2] + E[x2y2], (6.15b)
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FIGURE 6.4: Results of the MOEA run on states with varying values of γ. (a) Real
component of experimentally measured density matrices for a range γ values mea-
sured via two-qubit state tomography. (b) The results of the MOEA (run as an EA)
on a local model see Figure 6.2(a) to generate the best achievable TVD for various
values of γ from a Bell-like experiment described in Section 6.6. As theoretically pre-
dicted above a certain threshold (γ =
√
2− 1) the local model can no longer explain
the measurement results with zero TVD. This threshold corresponds to violating the
CHSH inequality in Equation (6.15). The linear increase in TVD corresponds to the
linear increase in S as discussed in Section 6.6.
where E[xy] defines the correlation between Alice’s (x = {x1, x2}) and Bob’s (y =
{y1, y2}) measurements, given as
E[xy] =
NxyHAHB −N
xy
HAVB
−NxyVAHB +N
xy
VAVB
N τ . (6.16)
While the CHSH inequality holds for systems which respect local causality, a pair
of quantum entangled particles can achieve a maximum value of |S| = 2√2. By
tuning the γ parameter in Equation (6.14), then for measurement settings fixed to
be optimal for the case γ = 1, we can prepare states that obey the CHSH inequality
when γ ≤ √2−1 and states that violate it. In order to achieve the maximum violation
of the CHSH inequality, it is necessary to chose specific wave plate angles for x and
y. Here, we are not interested in violating the CHSH inequality; however, we can use
it to benchmark our results from the MOEA (See Figure 6.4).
6.7 Edge of reality
Using the experimental data (where γ = 0.984), we searched for the Pareto optimal
models by developing a multiobjective evolutionary algorithm to find the best under-
lying probability distributions for a causal network. Since this represents a trade-off
between a local realistic model and real-world correlations, we call the Pareto opti-
mal surface the “edge” of reality.
An individual of the population is a probability distribution over the nodes of a
given causal network (each such individual is a causal model, M ) and its multiobjec-
tive fitness depends on how close the model can reproduce the experimental data and
the amount of causal influences between nonlocally separated variables.
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FIGURE 6.5: The Pareto front for the causal network in Figure 6.2(c) using the
data from a photonic Bell experiment. The vertical axis labels the causal influence
(Equation (6.9)) while the horizontal axis labels the closeness to experimental data
(Equation (6.7)). The blue circles are the values for the non-dominated models found
by the evolutionary algorithm. For comparison purposes, the straight line is a linear
fit to these data.
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FIGURE 6.6: The Pareto front for a local causal network with added a → b and
x → λ edges using the data from a photonic Bell experiment. The vertical axis
labels the closeness to experimental data (Equation (6.7)). The two horizontal axes
label the causal influences (Equation (6.9)) for the added edges. The blue circles are
the values for the non-dominated models found by the evolutionary algorithm. The
flat surface is a linear fit to these data.
As an initial step, we examined relaxing one causal edge at a time, beginning with
a causal influence from a to b—that is, Alice’s outcome is allowed to influence Bob’s.
The Pareto front (the numerical approximation to the Pareto optimal) is shown below
in Figure 6.5. Like the theoretical bounds (which while not linear, are nearly so in the
considered domain), the front appears to be linear (Pearson’s ρ2 value of 0.997, with
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bisquare robust fitting). That is, increasing locality violations allows observed (quan-
tum) correlations to be more exactly matched, the trade-off being approximately lin-
ear in nature. Next, we relax the causal edges a → b and x → λ simultaneously. The
found Pareto front is shown in Figure 6.6. Again, we see that the front appears linear
(ρ2 = 0.9902). We have also used our algorithm to test other causal networks and
found the results to be quantitatively identical to these two cases.
6.8 The evolutionary algorithm
In order to find the Pareto front of solutions, it is necessary to find feasible probability
distributions that give rise to the required TVD with the required causal violations(s).
There is no known way of doing this analytically. Even in simple single edge causal
models the search space is prohibitively large and the objective is non-convex. This
search space grows rapidly with additional causal edges. Evolutionary Algorithms
are known methods for finding such Pareto fronts where there is only limited knowl-
edge of the underlying search landscape. We wish to numerically find the Pareto
optimal set of models representing Bell experiment data. To do so, we use evolution-
ary computation (Holland, 1992).
Such algorithms are generally well studied for functions of the form f : Rm → Rn.
However, here the domain of our objective function f isM, i.e. the probability distri-
butions on the causal network. Consequently, there are implicit constraints on the rel-
ative values these distribution can take (for instance, in each node they need to sum
to 1) and so we have devised a set of evolutionary operators that allow the probabil-
ity distribution of an arbitrary causal network to be evolved. With this we combine
several evolutionary computation strategies to evolve and explore the Pareto front of
a given arbitrary network.
6.8.1 Evolutionary algorithm overview
As the cornerstone of our multiobjective evolutionary algorithm (MOEA) we utilise
the well-known and well-understood NSGA-II algorithm (Deb et al., 2002). Although
the NSGA-II algorithm specifies both the generation and selection procedures, we
utilise the the DEAP software library (Fortin et al., 2012) which provides the NSGA-
II algorithm only for the “select” stage. The method by which we proceed is to use
the (µ+ λ) algorithm (detailed in Algorithm 6.1) where we set λ = µ to be the popu-
lation size. For the purposes of avoiding confusion we note that the (µ + λ) is more
properly an algorithm used with a subset of evolutionary algorithms known as evo-
lutionary strategies, and thus is not part of the toolkit of the separate branch known
as genetic algorithms. Consequently, our algorithm is not strictly a genetic algorithm
but is an evolutionary algorithm. Although we use an implementation of (µ+ λ), by
setting λ = µ the algorithm is functionally equivalent to the generation algorithms
used in genetic algorithms. In this paper we make no distinction between genetic
algorithms and the more general term evolutionary algorithm in the classification of
the algorithms used. The overall implementation of the algorithm is thus function-
ally identical to the original NSGA-II algorithm, save that the selection of parents is
random rather than by binary tournament selection.
Consequently this evolutionary algorithm proceeds in generations, each of which
consists of producing λ offspring from the previous generation’s population, then se-
lecting µ individuals from the combination of the previous population and the new
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Algorithm 6.1 Evolutionary Algorithm
Input: Population sizes µ, λ ∈ N, crossover and mutation probabilities p×, pµ
Input: an initial population P0, a number of generations Ngen.
Input: A genetic operator EVALUATE(I) that annotates individuals with their fitness
~f(I).
Input: A genetic operator MUTATE(I) that mutates an individual in-place.
Input: A genetic operator CROSSOVER(I1, I2) that crosses over two individuals in-
place.
Input: A genetic operator SELECT(P, µ) that selects µ individuals from the popula-
tion P .
Output: A Pareto front P∗ of individuals with respect to the fitness functions imple-
mented by EVALUATE.
. In this Algorithm, we follow the DEAP (Fortin et al., 2012) convention of storing
an individuals’ fitness as metadata. This prevents having to re-evaluate fitnesses for
every comparison.
P ← P0
P∗ ← KDTREE({}) . Initialise the Pareto front to an empty k-d tree (Bentley,
1975).
EVALUATE(P ) . Evaluate each individual in the initial population.
for igen ← 1, . . . , Ngen do
Poffspring ← {}
while |Poffspring| < λ do
Draw two individuals uniformly at random from P and copy them as I1
and I2.
switch u ∼ Uni(0, 1)
case u ∈ [0, p×)
CROSSOVER(I1, I2)
case u ∈ [p×, p× + pµ)
MUTATE(I1)
case u ∈ [p× + pµ, 1]
. Leave I1 and I2 unmodified.
end switch
Poffspring ← Poffspring ∪ {I1}
end while
EVALUATE(Poffspring)
P ←SELECT(P ∪ Poffspring, µ) . Using the NSGA-II
crowding operator, order the individuals and select the next generation from this
one and the new offspring.
for I ∈ P do
if there does not exist I ′ ∈ P∗ such that I ′  I then . Average time
complexity O(log |P∗|) for k-d trees.
P∗ ← P∗ ∪ {I}
end if
end for
if any individuals were added to P∗ this generation then
P∗ ← {I|I ∈ P∗ such that ∀I ′ ∈ P∗, I ′ 6 I} . Remove dominated
individuals from the Pareto front.
Rebalance P∗.
end if
end for
return P∗
6.8. The evolutionary algorithm 85
offspring to form the new population. As detailed in Algorithm 6.1 the (µ+ λ) algo-
rithm is expressed abstractly in terms of genetic operators that create, crossover, eval-
uate and select individuals within each population. Thus, we form our algorithm
by specifying what an individual is, the fitness functions that we use in evaluating
individuals, and by providing suitable genetic operators to create “children” causal
networks.
6.8.2 Representation of individuals
Effectively, our genetic algorithm searches for Pareto optimal modelsM ∈M by rep-
resenting M as an assignment of conditional distributions to each node in a causal
network with a fixed structure. Since the random variables at each node are con-
strained to be discrete, we represent the conditional distributions by tensors, such
that finding arbitrary joint, marginal and conditional distributions over subsets of
the nodes is then an exercise in standard tensor contractions.
In particular, consider a node xi with n causal parents pai = {xi1 , xi2 , . . . , xin}.
Then, the distribution Pr(xi|pai) = Pr(xi|xi1 , . . . , xin) is given by the tensor
X[j0, j1, . . . , jn] := Pr(xi = j0|xi1 = j1, . . . , jn), (6.17)
where we have used square brackets to indicate indices (similar to C- or Python-style
notation).
We can contract repeated indices of two such tensors with the tensor at a corre-
sponding third node to perform expectation values. For example, let A be the tensor
for Pr(a|x, λ),B be the tensor for Pr(b|y, λ) and Λ be the tensor for Pr(λ) in the model
of Figure 6.2(c). Then, to find Pr(a, b|x, y), we compute
Pr(a, b|x, y) =
∑
λ
A[a, x, λ]B[b, y, λ]Λ[λ]. (6.18)
The general case, allowing for arbitrary numbers of random variables and conditions,
is given as Algorithm 6.2.
Algorithm 6.2 Joint and Conditional Distribution Tensors from Individuals
Input: Individual I , random variables x1, . . . , xn, random variables y1, . . . , ym.
Output: Tensor J [i1, . . . , in, ji, . . . , jm] = Pr(x1 = i1, . . . , xn = in|y1 = j1, . . . , ym =
jm) for the distribution represented by I .
X ′ ← {x1, . . . , xn} . X ′ holds those rvs we must still include.
F ← {} . F holds those tensor factors we include in the final contraction.
while X ′ is not empty do
F ← F ∪X ′
X ′ ← ⋃x∈X′ pax \ F . Add in any parents that we have not already added.
end while
J ← Einstein sum over of F , holding indices {x1, . . . , xn, y1, . . . , ym}. .
Marginalise over parents not appearing as x or y.
return J
6.8.3 Fitness functions
Our algorithm uses two different kinds of fitness functions:
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FIGURE 6.7: Example of the causal influence measure Ca→b(I) given by Equation
(6.9) applied to a more complicated graph. The random variable y is conditioned
on and maximised over, as it is a parent of b but not of a. By contrast, the variable x
is also a parent of a and so it is marginalised over, resulting in the causal influence
definition at right.
1. The total variational distance (TVD) between the joint distribution computed
from an individual and the observed frequencies.
2. Causal influences along penalised edges, as generalised from the definition
given by Equation (6.9) in Section 6.4.
Dealing with each in turn, the TVD is calculated by taking the vector 1-norm
between the flattened joint distribution tensor the observable variables calculated as
in Section 6.8.2 and the flattened observed frequencies,
fTVD(I) = ‖J [obs(I)− F [‖1, (6.19)
where I is an individual with joint distribution tensor Jobs(I) over all observables,
F is the tensor of observed frequencies, and where [ indicates flattening—that is,
reduction of an arbitrary-rank tensor to a rank-1 tensor.
As discussed in Section 6.4, we adopt a definition of causal influence that allows
us to reason even in lieu of interventions. Our definition of the causal influence
Ca→b(I) for an individual I proceeds in three steps. First, we maximise over pairs of
settings of a to find which are most distinguishable through observations of b alone.
We then maximise over the conditions under which these observations are made,
represented by maximising over feasible assignments to the parents of b. Finally, we
marginalise over those nodes which are also parents of a to prevent “hiding” causal
influence; this is illustrated in Figure 6.7.
6.8.4 Genetic operators
Having defined the mapping from models to individuals, we complete the specifica-
tion of our algorithm by detailing the various genetic operators which act on these
individuals.
Creation In order to create a new individual I , we must specify a new conditional
distribution at each node of the causal graph. We do so randomly by assigning a ten-
sor Xi(I) with entries drawn uniformly from [0, 1] to each node, then renormalising
to ensure∑
xi
Pr(xi|pai) = 1. Using the tensor notation defined above,
Xi(I)[j0, j1, . . . , j|pai|] =
X˜i(I)[j0, j1, . . . , j|pai|]∑
j′0
X˜i(I)[j′0, j1, . . . , j|pai|]
, (6.20)
where X˜i(I)[j0, . . . , j|pai|] ∼ Uni(0, 1) is the unnormalised tensor of I at Xi.
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Crossover/mating Given two individuals I1 and I2, we mate them to produce two
new individuals I ′1 and I ′2 by swapping the tensors at each node with probability
pχ = 0.5. That is, for each node xi, the corresponding tensor Xi(I ′1) of I ′1 is given by
Xi(I
′
1) =
{
Xi(I2) with probability pχ
Xi(I1) with probability 1− pχ
. (6.21)
Mutation Given a single individual that has been selected for mutation, we proceed
by first picking a node xµ on the causal graph uniformly at random, with correspond-
ing tensor (assuming n parents) Xµ[i0, . . . , in].
One of the conditional events represented by Xµ (that is, a single element of the
tensor) is selected at random and the value (and hence the probability assigned to
the selected outcome) is randomly increased or decreased by a sample from a zero-
mean Gaussian distribution, where the variance is a user supplied parameter. The
mutated element of Xµ is then clipped to the interval [0, 1], and the relevant tensor
index renormalised such that Equation (6.20) holds.
By way of example, if we had a node a with binary values, which in turn had one
parent x also with binary values, then the information pertaining to that node would
be stored in a 2× 2 tensor A[a, x] corresponding to the probability distribution
Pr(A = a|X = x) = A[a, x] =
( x=0 x=1
a=0 α β
a=1 γ δ
)
, (6.22)
where α represents the probability of a being 0 given x is 0 and so on. From this it
can be seen that it is necessary that α + γ = β + δ = 1. One of α, β, γ or δ would be
modified as discussed above, and the remaining values renormalised to ensure that
the relevant probabilities continue to sum to 1.
Selection For selection we used an unmodified version of the NSGA-II algorithm
(Deb et al., 2002). NSGA-II uses a fast sort algorithm to locate the non-dominated
individuals and then applies a crowding distance sorting algorithm to prefer those
individuals that explore different parts of the pareto front. The “best” µ individuals
are retained for the next generation.
6.8.5 Decomposition of the multi-objective optimisation
Here we present an enhancement to the basic genetic algorithm discussed above that
aids the discovery of the global Pareto front in multidimensional scenarios, where—
as is the case here—it is possible to evolve populations to occupy the extremes of any
particular front.
As discussed in Section 6.8.7 it is well known that the NSGA-II crowding becomes
less effective with the exponential increase in the size of the front and with the num-
ber of dimensions. However, in our case are we able to force the population to start
at extreme points of the Pareto front by pre-evolving the population on structurally
reduced graphs or with reduced fitness criteria. These populations are able to seed
the graph we wish to explore and spread over the front, fleshing it out over multiple
runs. This can then be repeated as we increase the dimensions of the fronts. This is
not dissimilar to the mechanism used in NeuroEvolution of Augmenting Topologies
(NEAT) (Stanley and Miikkulainen, 2002) where populations are evolved on small
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FIGURE 6.8: Island model diagram showing the steps in evolving a three-
dimensional Pareto front. This allows the edges of the Pareto front to be found
by exploring lower dimensional graphs with lower populations. Multiple runs in
each of step 1 and step 2 can be done concurrently.
neural networks prior to allowing additional links to be added. A similar idea of
decomposing the objectives is explored in (Liu, Gu, and Zhang, 2014). Effectively,
where a multiple dimension Pareto front needs to be explored, different populations
are evolved on all permutations of the simpler graphs (on separate “islands”) before
being brought together for evolution over the full graph. This is illustrated in Figure
6.8.
This technique allows us to find a three-dimensional Pareto front based on a
graph with two causal edges, from x → λ as well as a → b. This was evolved using
five runs of the “island model” detailed above. For each run the initial islands had
a population of 300 and comprised 4 runs of 400 generations. The initial runs found
populations clustered around the three extremes: (1) min(TVD), hold Cx→λ = 0,
Ca→b = 0; (2) min(Ca→b), hold TVD = 0, Cx→λ = 0; and (3) min(Cx→λ), hold TVD
= 0, Ca→b = 0.
The second set of islands take the relevant individuals generated above, reduce
them to the best 400 individuals representing the extreme of the Pareto fronts for that
island and transplant them to expanded causal network graphs. In this case there are
two second generation islands: one generating the two-dimensional Pareto front for
{TVD and Ca→b}, with Cx→λ held to be 0 (i.e. no causal x → λ link); and the second
the two-dimensional Pareto front {TVD and Cx→λ}, with Ca→b held to be 0. These
populations are then evolved on the respective causal networks generating two di-
mensional Pareto Fronts similar to Figure 6.10. These populations are placed in an -
dominance archive. (In other-words they are only kept if they dominate all previous
individuals by at least , where in this implementation was 10−8+10−5∗|value|). The
entire process so far is repeated several times (in this experiment 5 times) to ensure
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FIGURE 6.9: Comparison with and without the Island Model 3D Pareto front for
a → b and x → λ violations found using the “Island Model” is shown in blue. Be-
neath it is a linear mesh which fits the Pareto front with a Pearson’s ρ2 of 0.9902. By
Comparison the non-optimal Pareto front found by combining the best individuals
from 8 runs using the basic algorithm (i.e. no pre-evolution) on the full graph is
shown in red. The front shown in blue took a fraction of the computing time to find
compared to the non-optimal red runs.
we have 2000 suitable individuals in the archive. These individuals are, effectively,
clustered on the two dimensional fronts specified in the second set of islands. This
final population is used to generate the 3-dimensional Pareto front shown in Figure
6.9. The final island had a population of 2000 individuals (extracted initially from the
-Dominance archive), evolved for 800 generations. This constituted one run of the
island model. The Model was run 5 times, with every individual generated by the
model being submitted to (but not necessarily accepted by) the global -dominance
archive.
To illustrate the advantage of using this model, we have also plotted (in red) the
best Pareto front found using just the basic algorithm (i.e. evolving only over the
full graph). These additional points were collected over 8 runs, using a high popula-
tion (6,000) and represented five times the computing power required for the Island
Model. As can be seen the global -dominance archive for the basic algorithm con-
tained few individuals on the best global Pareto front found by the Island Model.
The Pareto front for the Island Model (plotted blue) does appear to be a viable can-
didate for the actual global front, indicating that—for this model—the trade-offs in
the different causality violations considered is linear. The front fits a linear plane
with a Pearson’s ρ2 value of 0.9902, the non-fitting points being those with extremely
low TVD values (the points which appear on the horizontal part of the mesh). While
this still needs to be investigated further we believe it is related to experimental noise
which might require increased causal violation to match the noisy data exactly. So far
as we are aware this is the first evidence that trade-offs in multiple causal violations
are also linear for such graphs.
6.8.6 Previous work and design decisions
Although there has been previous work in using genetic algorithms to explore Bayesian
causal networks (Sá and Pappa, 2013), (Muruzábal and Cotta, 2007) and (Larrañaga
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et al., 2013), the focus of such works has been to create the network and the links
therein. For instance, (Ross and Zuviria, 2007) uses a multiobjective genetic algo-
rithm (MOGA) to evolve dynamic Bayesian networks. There the multiobjectives ex-
plored were the ability of the evolved networks to explain the data, compared with
the complexity of the network in question. The MOGA was used instead of, for
instance, a minimum description length (MDL) constraint. In all of these cases the
network is being used to model something of interest and then, given some observed
values, infer the likely causes. The genetic algorithms are used to construct different
models which are then trained, typically the success (or otherwise) of a particular
model being its performance on withheld data.
Our work differs because of the way we wish to utilise the Bayesian causal net-
works, in particular we specify the networks we are interested in, namely those
which model a physical view of “reality” with specified local causality violation.
Training such networks to replicate observed correlations is of limited interest be-
cause successful training results in one specific probability distribution that explains
the data. What we are interested in finding are all the relevant probability distri-
butions where the ability to match the observed correlations is contrasted with the
strength of the local causality violations. The evolutionary algorithm is used, not to
evolve networks, but rather to find these probability distributions given the network.
The MOEA is used to guide evolution along these Pareto fronts.
In order to explore the Pareto front some type of MOEA algorithm is required.
MOEA on two or three dimensions are relatively well understood. Algorithms to
explore large dimensions are still an active area of research (Yuan, Xu, and Wang,
2014). Since our initial experiments (reported here) would only require causal net-
works with no penalised edges (a single-value optimisation), one penalised edge (a
MOEA with a two-dimensional Pareto front) or two penalised edges (a MOEA with
a three-dimensional Pareto front), we decided to use the well understood NSGA-II
(Deb et al., 2002). Although NSGA-II attempts to return the whole of the Pareto front
in a single run it was quite clear that the search space (being the required proba-
bility assignments for all the nodes in the network) was not smooth, even though
the Pareto fronts may be (and, in fact, turned out to be) smooth. Given this an -
dominance Archive (Laumanns et al., 2002) was maintained and updated through
multiple runs. In order to maintain diversity between runs the archive was not used
to guide the evolution, but rather served as an updated archive of the best Pareto
front found so far. After completing multiple runs, the individuals in the archive thus
represent the Pareto front for the entire procedure, rather than for each run taken in
isolation.
In Section 6.8.5 we describe how the -dominance Archive generated from a lower
dimension front can be used to seed evolution when a higher dimensional Pareto
front is explored, in a manner not dissimilar to the algorithm presented in (Liu, Gu,
and Zhang, 2014) and (Stanley and Miikkulainen, 2002).
6.8.7 Implementation methodology and details
Our initial runs with the EA (i.e., the MOEA with a single objective, being to min-
imise the TVD) were used to verify that the EA could match known results. In this
case we start with a causal network that reflects Bell’s non-locality assumptions [as
shown in Figure 6.2(a)] and for various values of γ in Equation (6.14) use the EA
to try and match the experimentally observed joint probability distribution. This is
a single-objective EA, with fitness being governed solely by the TVD, i.e., by how
closely the observed probability distribution of the Model (being the observed joint
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probability distribution for an individual over the local causal graphs) matches the
experimental data. It is known that when γ is less than
√
2 − 1 the observed data
can be modeled with a local causal network. The TVD values should increase as γ
increases to 1 since the empirical distribution no longer factorises into a locally causal
distribution.
An initial population of 300 (µ = 300, λ = 300) was chosen, with the probability
of crossover, being 0.1 (and mutation 0.9). The mutation operator used a standard
deviation of 0.1 (see Section 6.8.4). As is typical for experiments using genetic algo-
rithms no systematic attempt was made to find the “best” parameters for the algo-
rithm. Rather during the course of some initial testing runs, runs with variations of
parameters were tried and the parameters of the ones that seemed to find solutions
quickest were used. Population sizes reflected those minimum populations required
to avoid runs being trapped early on in local minima. The parameters reported are
not reported in a claim of optimality, but rather are reported for the purposes of re-
producibility. In any case, once a solution is obtained, its validity does not depend
on the means by which it was found.
Figure 6.4(a) shows experimentally measured density matrices for a range of state
γ values. The reduction in coherence is observed as decreasing off-diagonal terms.
Figure 6.4(b) shows the minimum TVD values emerging from 20 runs of the graph
for various γ values together with a linear line fitting the data, running from the
known y-intercept of 0 TVD for γ = (
√
2−1). As can be seen the EA fits the expected
linear results (Pearson’s ρ2 = 0.9952).
Having ensured that the algorithm could correctly match the known results on a
causal network consistent with Bell’s non-locality assumptions, the next stage is to
require a relaxation of local causality to allow the EA (now operating as a MOEA)
to match the correlations present in entangled states. As an initial step, we exam-
ined relaxing one causal edge at a time, beginning with a causal influence from a to
b—that is, Alice’s outcome is allowed to influence Bob’s. This is illustrated in Fig-
ure 6.2(c). This becomes a multi-objective problem with a two-dimensional Pareto
front, ostensibly well within the capabilities of NSGA-II. The tensor contractions re-
quired are not overly complex but with increasing numbers of hidden variables (as
a result of additional causal links) each run takes a non-trivial amount of time. As
is typical where the search landscape (being the underlying conditional probability
distributions) is not smooth (even though the fitnesses such distributions reduce to
are smooth) a number of runs failed to converge to any part of the Pareto front, with
most runs finding part, but not all of the Pareto front. In Figure 6.10(a) we show the
individual results of 40 such runs. As can be seen from the figure just under half of
the 40 runs had a large percentage of their front non-optimal, with approximately
half the runs being plotted on top of each other on the Pareto Front. To generate the
final Pareto front each of the individuals in the -dominance archive from each of the
40 runs are submitted to the global -dominance archive, so that the best estimate of
the true Pareto front can emerge, as shown in Figure 6.10(b).
Two points arise from these results. The first is that the front appears to be lin-
ear, that is increasing locality violations allows observed (quantum) correlations to
be more exactly matched, the trade-off being linear in nature. As far as we are aware
this was not previously known. The second arises from the number of failed or only
partially successful runs. In particular we note that while in the majority of runs
the MOEA was able to find many points on (or close to) the Pareto front, other runs
could be trapped and all runs had difficulty at either extreme of the front. It is clear
that the search landscape in general is not smooth - the interplay between the con-
ditioning on the hidden local variable and the other probability distributions allow
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FIGURE 6.10: Results of 40 typical runs of the EA with a causal graph allowing
“Alice to Bob” local causality violations, see Figure 6.2(c). (a) For the purpose of
producing this graph, each run had its own -dominance archive. As can be seen
several runs failed to find the correct front at all, indicating that the interplay be-
tween hidden nodes and conditioned variables results in a non-trivial search when
attempting to match the observed distributions of observable variables. (b) At the
conclusion of these 40 runs the -dominances archive are combined to form the gobal
-dominance archive generating the best estimate of the actual Pareto. The front is
well fit by a straight line (Pearson’s ρ2 value of 0.997, with bisquare robust fitting).
Exact fitting of the distribution (very low TVD) requires additional causality viola-
tion. Experimental noise might be reason for this. Although around 100 runs were
conducted to produce the reported results (Figure 6.5) very few additional points
were found on the Pareto Front.
the MOEA to become trapped in some local minima. The larger front (in this case a
two-dimensional line) allowed the population to “slide” away from the edge cases.
In addition as observed in (Wood and Spekkens, 2015) it is likely the edge cases rep-
resent very specific distributions. Whilst some of these observed difficulties could, in
part, be ameliorated by using a larger population and relying on the NSGA-II crowd-
ing mechanism to prevent such slippage, as is known this will not be feasible if the
front consists of three (or more) dimensions. The front grows exponentially with the
number of dimensions, requiring an exponential increase in population size. An al-
ternative MOEA such as NSGA-III may help but each alternative comes with their
own difficulties and assumptions. It is, however, possible to use the specifics of the
problem space to address these concerns. We know we can evolve the population
on a more limited graph (such as the purely local graph) and force the population to
find the lowest TVD with a causal violation of zero (i.e., in the local graph Ca→b = 0,
since there is no link a→ b). This evolved population can then be “transplanted” on
to a graph that does have an a → b link [e.g., Figure 6.2(c)]. The other extreme (i.e.
lowest Ca→b violation for TVD= 0) can be found with a small alteration to the fit-
ness function. To find this point we evolve the population on the graph representing
Figure 6.2(c) but with a single-objective fitness function, implemented as minimising
the TVD, but where two individuals have the same TVD, the one with the lowest
causality violation is preferred. This drives the population towards zero TVD and
then minimises the causality. Even with this the observed correlations were unable
to achieve an exact TVD = 0, it is speculated this is a result of experimental noise.
The ability to generate populations (distributions) that sat at the extreme points of
the Pareto front allowed the entire two-dimensional front to be revealed and, as dis-
cussed below, can similarly be utilised to reveal the three-dimensional front created
by two simultaneously relaxed local causality constraints.
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6.9 Discussion
In this work, we have developed a method to allow the study of several relaxations of
local hidden variables models simultaneously in a single framework using the tools
of causal networks and genetic algorithms.
With further refinement, we hope that our approach can shed light on other sce-
narios where quantum correlations display richer structure than classical systems
would allow. For example, generalisations of the standard Bell scenario to more sta-
tions (Werner and Wolf, 2001; Z˙ukowski et al., 2002) and more outcomes (Collins et
al., 2002; Collins and Gisin, 2004), as well as multiple hidden variables (Branciard,
Gisin, and Pironio, 2010; Fritz, 2012; Henson, Lal, and Pusey, 2014). In the latter
scenario, very little is known since classical correlations are no longer given by lin-
ear constraints. Very recently, Chaves has used the framework of causal networks to
systematically study such higher-order constraints (Chaves, 2016). Such measured
quantities will be particularly useful to our approach as they can be seen as highly
relevant coarse grainings of the exponentially growing data space. Such dimension
reduction techniques will be crucial for scaling up our numerical algorithm to the
analysis of multi-party quantum correlations.
In addition, there is nothing specifically “quantum” about our core numerical
methods. Thus, our approach should find application outside of the problem of un-
derstanding quantum correlations. Recently Lee and Spekkens have also used inspi-
ration from the causal analysis of quantum correlations to develop new causal dis-
covery protocols (Lee and Spekkens, 2017). Like Lee and Spekkens, we depart from
the usual considerations of observed correlation to considering the entire joint prob-
ability distribution. Our goals differ, however; whereas the aim of Lee and Spekkens
is to find all causal models consistent with data, our goal is to find non-dominated
models of the plausible correlations. These two approaches are likely to find a har-
monious union in the future.
6.10 Methods
6.10.1 Derivation of the inequality presented in Section 6.5
For the sake of being self-contained, let us start this section with reviewing some ba-
sic facts about discrete probability distributions and introduce some notation. Through-
out this section, we focus on the empirical frequencies F (a, b, x, y) and the probability
distribution Pr(a, b, x, y|M) associated to a fixed model M . Here a, b are the special
nodes whose causal relationship is of interest, y will denote the parents that are not
grandparents of b, and x is any set of additional random variables which might in-
clude hidden variables λ as well as additional measurement outcomes. Therefore,
the discussion is completely general and not specific to the models considered, e.g.,
in the experiment.
If we marginalise these distributions over any variable, say y, we produce new
distributions
F (a, b, x) =
∑
y
F (a, b, x, y) and Pr(a, b, x|M) =
∑
y
Pr(a, b, x, y|M), (6.23)
respectively. As outlined in Equation (6.23), we indicate marginalisation over any
variable, by simply omitting the corresponding variable in the description. Having
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such a notation at hand, the product rule (for discrete probability distribution) assures
that as an immediate consequence of the definition of conditional distributions,
F (a, b, x, y) = F (a, b, x|y)F (y) and Pr(a, b, x, y|M) = Pr(a, b, x|y,M) Pr(y|M)
(6.24)
for the variable y. Analogous formulas are true for any combination of the variables
present in the distributions (i.e. {a, b, x, y} for F (·) and {a, b, x, y} for Pr(·|M)).
With these rules and notational concepts at hand, the following statement is an
immediate consequence of the triangle inequality.
Lemma 6.1. Let F (a, b, x, y) and Pr(a, b, x, y|M) be as above. Then
‖Pr(b|M)− F (b)‖1 ≤‖Pr(a, b|M)− F (a, b)‖1
≤‖Pr(a, b, x, y|M)− F (a, b, x, y)‖1
=TVD(M). (6.25)
This Lemma encapsulates two particular instance of the well-known fact that
marginalisation contracts the total variational distance. Since the latter is a measure
of how well two probability distributions can be distinguished and marginalisation
corresponds to ignoring certain variables, Lemma 6.1 can be intuitively paraphrased
as: “knowing more doesn’t hurt”.
Proof of Lemma 6.1. Inserting the definitions of marginalisation and total variational
distance yields
‖Pr(b|M)− F (b)‖1 =
∑
b
∣∣∣∣∣∑
a
(Pr(a, b|M)− F (a, b))
∣∣∣∣∣
≤
∑
a,b
|Pr(a, b|M)− F (a, b)|
= ‖Pr(a, b|M)− F (a, b)‖1 (6.26)
upon employing the triangle inequality. The second inequality can be established in
complete analogy.
We are now ready to establish the main auxiliary result necessary to establish
Theorem 6.1. It requires the concept of the harmonic mean for two variables. For
x1, x2 > 0 the harmonic mean is defined as H(x1, x2) = 2x1x2x1+x2 .
Lemma 6.2. Consider two bivariate probability distributions p(u, v) and q(u, v) over finitely
many elements labeled by u and v, respectively. Then, the following inequality is valid for
any fixed variable v:
‖p(u|v)− q(u|v)‖1 ≤
∑
u |p(u, v)− q(u, v)|+ |p(v)− q(v)|
H (p(v), q(v))
(6.27)
We point out that this estimate is responsible for introducing the on first sight
unfavorable scaling of the bounds Equation (6.13). However, inequality Equation
(6.27) is actually tight, making the aforementioned behavior essentially unavoidable.
To see this, let u, v,∈ {0, 1} be binary variables and let p be the uniform probability
distribution over the four possible joint instances. If one chooses q to be a perfectly
correlated bivariate distribution—i.e. q(0, 0) = q(1, 1) = 1/2—it is easy to see that
equality is attained in the assertion of Lemma 6.2.
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Proof of Lemma 6.2. Fix an arbitrary label v. Inverting the product rule allows us to
rewrite the left hand side of Equation (6.27) as
‖p(u|v)− q(u|v)‖1 =
∥∥∥∥p(u, v)p(v) − q(u, v)q(v)
∥∥∥∥
1
=
1
p(v)q(v)
∑
u
|q(v)p(u, v)− p(v)q(u, v)| .
(6.28)
For p(v) and q(v) we now define
µ :=
1
2
(p(v) + q(v)) and δ :=
1
2
(p(v)− q(v))
which obey p(v) = µ + δ as well as q(v) = µ − δ by construction. Inserting these
decompositions into Equation (6.28) reveals
p(v)q(v)‖p(u|v)− q(u|v)‖1 =
∑
u
|(µ− δ)p(u, v)− (µ+ δ)q(u, v)|
=
∑
u
|µ (p(u, v)− q(u, v))− δ (p(u, v) + q(u, v))|
≤µ
∑
x
|p(u, v)− q(u, v)|+ |δ|
∑
u
(p(u, v) + q(u, v))
=µ
∑
u
|p(u, v)− q(u, v)|+ |δ|(p(v) + q(v))
=µ
(∑
u
|p(u, v)− q(u, v)|+ 2|δ|
)
,
where we have employed the triangle inequality and the definition of marginalisa-
tion. Replacing µ and δ with the original expressions then yields
‖p(u|v)− q(u|v)‖1 ≤p(v) + q(v)
2p(v)q(v)
(∑
u
|p(u, v)− q(u, v)|+ |p(v)− q(v)|
)
.
The desired statement then follows from this estimate by identifying the pre-
factor as 1/H
(
p(v), q(v)
)
.
We can now show that a bound holds that relates the maximum deviation be-
tween the causal influence of any fixed model M and the frequencies F .
Lemma 6.3. For any fixed model M ∈ M and fixed set of empirical frequencies F , let y
denote the parents that are not grandparents of the random variable b. Then the following
inequality holds
|Ca→b(F )− Ca→b(M)| ≤ 4 TVD(M)
min*a,yH
(
Pr(a, y|M), F (a, y)) , (6.29)
where min* denotes the minimisation over feasible assignments to the variables a, y.
Proof. Choose an arbitrary model M ∈ M. To ease notation, denote by y the par-
ents that are not grandparents of the variable b. In order to derive the upper bound
presented in Equation (6.13), we start with inserting the definition Equation (6.9) of
Ca→b(M) and observe
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Ca→b(M) = max*
a,a′,y
∥∥Pr(b|a, y,M)− Pr(b|a′, y,M)∥∥
1
= max*
a,a′,y
∥∥Pr(b|a, y,M)− F (b|a, y)− Pr(b|a′, y,M) + F (b|a′, y) + F (b|a, y)− F (b|a′, y)∥∥
1
≤max*
a,a′,y
‖Pr(b|a, y,M)− F (b|a, y)‖1
+ max*
a,a′,y
∥∥Pr(b|a′, y,M)− F (b|a′, y)∥∥
1
+ max*
a,a′,y
∥∥F (b|a, y)− F (b|a′, y)∥∥
1
=2 max*
a,y
‖Pr(b|a, y,M)− F (b|a, y)‖1 + Ca→b(F ), (6.30)
where we have identified the last term as the empirical average causal effect defined
in Equation (6.12). As a simple bookkeeping device, let us define v = (a, y) to be the
cartesian product of the random variables a and y. The first term in Equation (6.30)
can be bounded by invoking Lemma 6.2 and Lemma 6.1. Doing so results in
Ca→b(M)− Ca→b(F ) ≤2 max*
v
‖Pr(b|v,M)− F (b|v)‖1 (6.31)
≤2 max*
v
∑
b |Pr(v, b|M)− F (v, b)|+ |Pr(v|M)− F (v)|
H
(
Pr(v|M), F (v)) (6.32)
≤4 max*
v
‖Pr(v, b|M)− F (v, b)‖1
H
(
Pr(v|M), F (v)) (6.33)
≤4 max*
v
TVD(M)
H
(
Pr(v|M), F (v)) (6.34)
which is equivalent to the upper bound presented in Equation (6.29). The corre-
sponding lower bound can be derived in a completely analogous fashion by starting
off with Ca→b(F ) instead of Ca→b(M).
This bound is not yet useful because the right hand side still depends on the
unknown model. We seek an inequality that is independent of the model as long as
the model has a fixed and sufficiently small value of TVD(M) with respect to the
empirical frequencies. The bound in Section 6.5 is a way to avoid this difficulty, and
we have now assembled all prerequisites necessary to prove it. We restate the main
theorem for completeness.
Theorem 6.1. Let M denote any model and let TVD(M), Ca→b(M) and Ca→b(F ) be as
in Equation (6.7), Equation (6.9) and Equation (6.12), respectively. Denote byMτ the set
of models having TVD(M) ≤ τ with respect to the empirical frequencies F , and let f∗ =
mina,y F (a, y), where y denotes all parents of the variable b that are not grandparents of b.
Then for all M ∈Mτ and τ < 2f∗ we have
|Ca→b(F )− Ca→b(M)| ≤ 2τ(4f
∗ − τ)
f∗(2f∗ − τ) . (6.35)
Proof of Theorem 6.1. Again for the sake of bookkeeping we introduce a variable v =
(a, y). We begin with the inequality from Lemma 6.3 and note that we can simply
maximise the right-hand side over all M ∈Mτ to get a universal bound. We have
max
M∈Mτ
4 TVD(M)
min*vH
(
Pr(v|M), F (v)) ≤ 4 τminM∈Mτ min*vH(Pr(v|M), F (v)) . (6.36)
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Therefore we must establish a lower bound on the denominator. Plugging in the defi-
nition of the harmonic mean, a simple calculation confirms that ∂xH(x, y) = 2y
2
(x+y)2
≥
0, so the denominator is bounded from below as
min
M∈Mτ
min*
v
2 Pr(v|M)F (v)
Pr(v|M) + F (v) ≥ minM∈Mτ min
*
v
2 Pr(v|M)f∗
Pr(v|M) + f∗ . (6.37)
Now we relax slightly to allow all possible probability distributions (not necessarily
ones coming from a causal model M , and denote Pτ to be the set of all probability
distributions p with ‖p − F‖1 ≤ τ . Minimising over a potentially larger set Pτ may
only decrease the function (or keep its minimum unchanged). We find the denomi-
nator is now bounded by
min
M∈Mτ
min*
v
2 Pr(v|M)f∗
Pr(v|M) + f∗ ≥ minp∈Pτ min
*
v
2p(v)f∗
p(v) + f∗
≥ min
p∈Pτ
2p∗f∗
p∗ + f∗
. (6.38)
Here in the second inequality we have used the same monotonicity argument for the
harmonic mean above (since it is a symmetric function) and replaced the minimum
over v with p∗ = min*v p(v).
Now we appeal to the monotonicity result of Lemma 6.1, so that p ∈ Pτ implies
that ‖p(v) − F (v)‖1 ≤ τ . The claim then follows if we can establish the following
result,
min
p∈Pτ
p∗ ≥ f∗ − τ
2
. (6.39)
A weaker result, that minp∈Pτ p∗ ≥ f∗ − τ , is easy to see if we relax the requirement
that p is normalised and add the more stringent requirement that τ < f∗. Begin with
the choice p(a) = F (a), and then subtract τ from the smallest component, keeping all
other components fixed. This achieves the least value of this relaxed problem. This is
a valid solution since the resulting vector is still nonnegative, owing to the constraint
τ < f∗. The slightly tighter result follows from reasserting the constraint that the
entries of p must sum to 1, and allows us to weaken the constraint on τ to τ < 2f∗.
With the normalisation condition in place, subtracting any deviation of size δ from a
component of p must be compensated by adding δ elsewhere in the vector, and this
contributes a total of 2δ to the TVD between these differing vectors. The largest such
a deviation can be is half of τ , and to minimise our objective function we put this
deviation on the smallest component. This component remains positive because of
the condition τ < 2f∗, so this remains a valid probability distribution.
Again by the monotonicity of the harmonic mean, this minimal value can be used
to lower bound the denominator. The final inequality is obtained by plugging in the
value of Equation (6.39) into the denominator expression and simplifying.
We remark that the maximum possible value for f∗ in a Bell experiment where a
takes d possible outcomes is 1/d. Because this inequality is monotonically decreasing
with f∗, the bound becomes weaker as the number of outcomes increases, and the
requirement that τ < 2f∗ becomes more demanding.
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6.11 Conclusion
The research question for this project was: Can we use a computational algorithm,
without any knowledge of quantum mechanics, to distil information about the causal
structure of a quantum experiment from data alone?
We have developed a genetic algorithm that finds causal networks that can re-
produce data from a quantum Bell experiment on entangled photonic qubits. The
algorithm finds the optimal trade-off between how well the causal network fits the
data, and ‘unwanted’ causal influences, such as superluminal communication. The
class of causal networks can be specified by the user and the algorithm finds a range
of optimal causal networks.
In this work, we only demonstrated minimising of one and two unwanted causal
influences, however, the algorithm can be extended to more. Future work will look
into more complex causal networks, applying this method to greater numbers of
qubits where even ‘entanglement’ has a less clear definition, and to other systems,
such as medical or financial causal models.
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7.1 Overview
Encoding schemes and error-correcting codes are widely used in information tech-
nology to improve the reliability of data transmission over real-world communica-
tion channels. Quantum information protocols can further enhance the performance
in data transmission by encoding a message in quantum states, however, most pro-
posals to date have focused on the regime of a large number of uses of the noisy
channel, which is unfeasible with current quantum technology. We experimentally
demonstrate quantum enhanced communication over an amplitude damping noisy
channel with only two uses of the channel per bit and a single entangling gate at the
decoder. By simulating the channel using a photonic interferometric setup, we ex-
perimentally increase the reliability of transmitting a data bit by greater than 20% for
a certain damping range over classically sending the message twice. We show how
our methodology can be extended to larger systems by simulating the transmission
of a single bit with up to eight uses of the channel and a two-bit message with three
uses of the channel, predicting a quantum enhancement in all cases.
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7.2 Introduction
Data transmission is an indispensable resource in information technology and re-
quires reliable communication over realistic, noisy channels. Information can be pro-
tected against noise by adding redundancy—for example, sending multiple copies
of each bit—at the cost of reducing the data transmission rate (in transmitted bits per
use of the channel). Encoding each bit in an optimal basis can increase the trans-
mission rate up to the channel capacity, where the information can be decoded with
negligible error, however, this usually requires large numbers of uses of the chan-
nel (Shannon, 1948). To increase the transmission rate beyond the channel capacity,
we can encode information in quantum states and perform coherent joint measure-
ment across all the qubits (Guha, 2011; Buck, Enk, and Fuchs, 2000; Sasaki et al.,
1998; Tomamichel and Tan, 2015; Chubb, Tan, and Tomamichel, 2017; Cheng and
Hsieh, 2017; Wilde, Renes, and Guha, 2015; Chen et al., 2012; Nair, Guha, and Tan,
2014; Lloyd, Giovannetti, and Maccone, 2011; Rosati and Giovannetti, 2016; Wang
and Renner, 2012; Brandao et al., 2011) to reach the Holevo capacity (Holevo, 1973;
Schumacher and Westmoreland, 1997; Holevo, 1998).
The quantum capacity of a noisy channel is only applicable in the regime of
asymptotically many uses of the channel, which requires coherent control of asymp-
totically many qubits (Tomamichel, Berta, and Renes, 2016). This is unrealistic for
current quantum technology and, therefore, a different approach is necessary to find
quantum enhanced robustness to noisy channels with limited resources. In this set-
ting, we can no longer seek error-free communication, but work to minimise the
probability of inevitable errors. While the advantages of quantum states to increase
the channel capacity has been reported for the amplitude damping channel (Giovan-
netti and Fazio, 2005; D’Arrigo et al., 2013; D’Arrigo et al., 2015; Jahangir, Arshed,
and Toor, 2015) and other noisy channels, it is less well known whether such a quan-
tum enhancement exists when operating far from the asymptotic regime. General
bounds in the one-shot regime like those given in (Wang and Renner, 2012) are not
tight for only a few uses of the amplitude damping channel.
Moreover, to date most work in this direction considers quantum schemes where
a portion of the system is immune to the noisy channel, for example a noiseless
shared entangled state (Prevedel et al., 2011; Hemenway et al., 2013; Williams and
Bourdon, 2011), or a noiseless ancilla qubit to assist a noisy one (Ghalaii et al., 2016).
Quantum enhancement has been numerically demonstrated for transmitting a one-
bit message with two uses of a Pauli channel (Bennett, Fuchs, and Smolin, 1997).
Here, we propose and experimentally demonstrate a scheme for quantum en-
hanced transmission over an amplitude damping channel, where each bit is trans-
mitted as duplicate qubits that are entangled at the decoder after the channel. We im-
plement the amplitude damping channel and entangling decoder using polarisation
photonic qubits and we experimentally demonstrate a greater than 20% enhance-
ment in the success probability of message recovery compared to a corresponding
classical scheme. We numerically investigate encoding each bit in up to eight qubits
and demonstrate that a fully quantum, entangling decoder in all cases improves the
message recovery over the same number of classical or coherent but separable chan-
nel uses. Finally, we extend our methodology by transmitting a two-bit message with
three uses of the noisy channel and demonstrate that an entangling decoder enables
us to beat the best classical strategy (with optimal mapping between the message
and physically transmitted codeword) by more than 50%, and the optimal coherent
scheme by more than 10% for a certain damping parameter range. Our results offer a
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practical approach to quantum-enhanced data transmission in the regime of minimal
resources, showing an improvement over equivalent classical resources.
7.2.1 Amplitude damping channel
Amplitude damping is the process of asymmetric relaxation in a quantum system,
such as spontaneous emission observed in trapped ions (Blinov et al., 2004), quan-
tum dots (Gerardot et al., 2008), and is a key noise process in quantum information
(Nielsen and Chuang, 2011). The single-qubit amplitude damping channel (ADC) is
given as
Eγad(ρ) =
∑
i
EiρE
†
i , (7.1)
where the Kraus operators Ei for the channel are
E0 =
[
1 0
0
√
1− γ
]
, E1 =
[
0
√
γ
0 0
]
.
The channel Eγad incoherently damps the state |1〉 to |0〉with probability γ (the damp-
ing parameter), but leaves the state |0〉 unaffected. Relaxation in superconducting
circuits is observed as amplitude damping (Friis et al., 2015) and can limit the usable
lifetime of the qubits (Takita et al., 2017). An ADC can also describe finite squeezing
in measurement-based quantum computing (Alexander et al., 2017) and infidelity in
the perfect state transfer protocol (Bose, 2003).
7.3 Numerical results for transmission of a one-bit message
7.3.1 Classical scheme
A classical (incoherent) bit {(0), (1)}with a uniform prior has a 1− γ2 average proba-
bility of being read correctly after transmission over an ADC. Transmitting M copies
of each bit increases the probability of success at the cost of reduced information
transmission rate. The maximum classical success probability for a single bit is pclass =
1− γM2 , which requires a final measurement mapping where if any of the M bits are
measured as (1), then the original data bit is known to by (1). This is the best map-
ping as the channel is asymmetric in the computational basis and therefore this is the
optimal classical scheme. We have shown this in Figure 7.1(a) and the probability of
success for M = 1, 2, 4 and 8 plotted in green in Figures 7.1(d-g).
7.3.2 Coherent scheme
Using coherent states, i.e. separable states such as the polarisation of laser light, the
M duplicate bits can be encoded locally into the most robust basis {|ψ0〉⊗M , |ψ1〉⊗M}
(here, we use qubit notation for separable coherent states). We use numerical opti-
misation to find the optimal encoding rotation θγ for each γ value. This rotation is
applied before the channel to encode the message and after the channel to decode the
data before a Z-basis projection measurement and finally a mapping, where if any of
the qubits are measured as |1〉, then it is known that the original bit message was (1).
This scheme is shown in Figure 7.1(b) and the success probabilities plotted in blue in
Figures 7.1(d-g). The optimal coherent scheme increases the success probability over
classical schemes for all γ values and all M , achieving a maximum gain of 20.71%
104
Chapter 7. Quantum enhanced communication over an amplitude damping
channel
a)
b)
c)
d)
e)
f)
g)Input:single bit
codeword
Lo
cal
en
co
de
r
Am
pli
tud
e
Da
mp
ing
Op
tim
al
de
co
de
r
Op
tim
al
me
asu
re
Optimal
mappingADC
ADC
ADC
Duplicate bit
to M qubits θ
θ D
θ
Output:
Recover 
codeword
Optimal success probability
calculated by the trace distance
(for a one-bit message only)
Input:
single bit
codeword
Output:
Recover 
codeword
Duplicate bit
to M qubits
Map result
to single bit
Lo
cal
en
co
de
r
Lo
cal
de
co
de
r
Am
pli
tud
e
Da
mp
ing
θ
θ
ADC
ADC
θ
θ
θ
θADC
Me
asu
re
Z-
ba
sis
Input:
single bit
codeword
Output:
Recover 
codeword
Duplicate bit
to M bits
Map result
to single bit
Am
pli
tud
e
Da
mp
ing
ADC
ADC
ADC
Me
asu
re
Z-
ba
sis
Classical scheme without an encoder and decoder
Coherent scheme with a local encoder and local decoder
Quantum scheme with a local encoder and general entangling decoder
Max. coherence gain = 20.71%
at γ = 0.830  
Max. quantum gain = 20.20%
at γ = 0.918  
Max. coherence gain = 18.11%
at γ = 0.918  
Max. quantum gain = 20.39%
at γ = 0.957  
Max. coherence gain = 17.10%
at γ = 0.960 
Max. quantum gain = 20.53%
at γ = 0.977  
Max. coherence gain = 16.65%
at γ = 0.980  
Eight channel uses
Four channel uses
Two channel uses
One channel use
a) Classical scheme
b) Coherent scheme
c) Quantum scheme
a) Classical scheme
b) Coherent scheme
c) Quantum scheme
a) Classical scheme
b) Coherent scheme
c) Quantum scheme
a) Classical scheme
b) Coherent scheme
FIGURE 7.1: Numerical simulations for transmitting one bit over an amplitude
damping channel encoded in the state of 1, 2, 4 and 8 qubits (a) The classical
scheme of duplicating a bit M times before transmission over an ADC. (b) The co-
herent scheme that uses separable coherent quantum states to encode the data with
a local rotation θγ , which is numerically optimised for each γ value. (c) The quan-
tum scheme with local encoding and an entangling measurement at the decoder.
For this one-bit (two codeword) case, the trace distance between codewords after
the ADC yields the maximum success probability of an optimal quantum decoder,
measurement and mapping. (d-g) The success probability for the classical, coherent
and quantum schemes for γ = [0, 1] and M = 1, 2, 4 and 8.
with a single channel use (M = 1) at γ = 0.830, where the optimal encoding rotation
is a Hadamard gate. The gain is calculated as (pcohere − pclass)(pclass)−1 where pcohere
is the success probability of the coherent scheme.
7.3.3 Quantum scheme
Finally, we consider all possible decoders, including entangling decoders, to max-
imise the success probability. It is key that the decoder can discriminate between
the basis states after the ADC, which have been damped to {ρ⊗M0 , ρ⊗M1 } and are
no longer orthogonal. The problem of differentiating quantum states has been ad-
dressed theoretically (Helstrom, 1976) and experimentally (Higgins et al., 2009) for a
depolarising channel using only local measurements, i.e. a coherent scheme. The dis-
tinguishability of two quantum states can be calculated as the trace distance (Nielsen
and Chuang, 2011; Gilchrist, Langford, and Nielsen, 2005; Bennett, Fuchs, and Smolin,
1997)
D(ρ0, ρ1) =
Tr|ρ0 − ρ1|
2
, (7.2)
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from which the probability of successfully decoding the encoded bit is calculated as
pquant =
1 +D(ρ0, ρ1)
2
. (7.3)
To achieve this success probability requires the optimal entangling measurement,
which will differ for all γ values. We use a numerically optimised local encoder and
the trace distance to find the optimal quantum scheme as shown in Figure 7.1(c) with
success probabilities plotted in red in Figures 7.1(d-g). The quantum decoder enables
an even higher success probability than the classical and coherent schemes for all γ
values and all M . The maximum gain increases with M and for M = 8, we calculate
a gain of 20.53% over the classical scheme at γ = 0.977.
7.4 Experimentally implemented entangling decoder
We have shown that using an entangling decoder after an ADC can enhance success-
ful message recovery over the optimal classical and coherent schemes, however, in
this numerical study we have used the optimal trace distance to calculate the suc-
cess probability which may require projective measurements that are greater than
rank-one and thus impractical experimentally. In order to experimentally achieve, or
approximate, the optimal success probability, we must design a suitable entangling
decoder and projection measurement that can be implemented in the laboratory.
We use numerical optimisation to find a gate sequence for transmitting each bit as
two duplicate qubits which is near optimal for large-γ as this is the regime of great-
est quantum gain (see Section 7.7.1 for further details). The circuit designed is shown
in Figure 7.2(a) and consists of encoding both qubits with Hadamard gates before
the ADC and decoding with a controlled phase gate along with local rotations. It
is important to note that this decoder only requires the first qubit to be measured
to recover the encoded information, however, in general the optimal decoder will
require all qubits to be measured. We experimentally construct this circuit for po-
larisation photonic qubits as shown in Figure 7.2(b), where we prepare horizontally
polarised photons from a type-1 spontaneous parametric down-conversion source
and we follow the convention that horizontal (vertical) polarisation corresponding
to the state |0〉 (|1〉) (see Section 7.7.3 for details of the source). We apply Hadamard
encoding with half-wave plates (HWPs) and the ADC using an unbalanced interfer-
ometer, where a controllable portion of the photon wave-packet is delayed beyond its
coherence length and rotated to horizontal polarisation. This operation implements
an ADC on the photonic polarisation state (see (Fisher et al., 2012; Qing, Jian, and
Guang-Can, 2007; Lee et al., 2011) for other optical implementations). The entan-
gling decoder is constructed with HWP rotations and a polarisation controlled phase
gate which works in post-selection with 19 success probability, however, is heralded
as successful when both photons are detected at the output (Langford et al., 2005;
Kiesel et al., 2005; Okamoto et al., 2005). We characterise the ADC by performing
polarisation tomography after the channel on a range of input states and measure
the average fidelity to the expected states of 96.6 ± 0.2%. Repeating this process for
the whole circuit including ADC and entangling decoder, we measure an average
fidelity of 93.4± 1.5%. The reduced fidelity of the ADC can be attributed to impreci-
sion of each wave plate as well as imperfect mode overlap of the main and delayed
portions of the wave-packet. For the entangling decoder, the main impact is from
imperfect reflectivites of each partially polarising beamsplitter (PPBS) and the align-
ment of the two photons on the first PPBS leading to reduced quantum interference.
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FIGURE 7.2: Experimentally implemented quantum scheme for transmitting one
bit over an amplitude damping channel encoded in the state of two qubits (a)
The circuit schematic for the entangling decoder we implement. This circuit is ap-
proximately optimal for large γ. (b) Our experimental implementation based on
polarisation photonic qubits. The components used are: HWP-half wave plate,
PBS-polarising beamsplitter, BS-50/50 beamsplitter, BB-beam block, PPBS-partially
polarising beamsplitter (100% horizontal transmission, 66% vertical transmission).
The ϕ rotation is a
√
H gate. (c) Experimental results for the classical, coherent and
quantum schemes. The points are experimentally measured results and lines are cal-
culated from circuit simulations. We also plot the theoretical maximum as a black
dashed line and the shaded area is where we measure a quantum enhancement in
message recovery.
A Z-basis projection is performed with a polarising beamsplitter (PBS) on one pho-
ton before detection with silicon avalanche photo-diodes and time correlated with a
counting card. The second photon is detected to herald the successful operation of
the controlled-phase gate (see Section 7.7.4 for full details of the experimental setup).
Figure 7.2(c) presents the results with error bars calculated by repeating each γ
value five time where each measurement uses around 2000 samples. The green points
show the experimental classical scheme success probability when simply duplicating
the message twice and the green curve is the expected result. The blue points are the
experimental results for encoding the data in the optimal one-qubit coherent state
over the ADC. We use the same experimental setup with single photons for the clas-
sical and coherent schemes. The red points show the results for the implemented
quantum scheme and the curve is the expected result from an ideal circuit simula-
tion. Including error bars, our decoder surpasses the classical scheme for γ > 0.6
and achieves a maximum relative increase of 20.1 ± 1.2% at γ = 0.9. We also sur-
pass the coherent scheme by 10.2 ± 0.6% at γ = 0.9, however, this coherent scheme
only uses the channel once whereas our quantum scheme uses the channel twice.
In Figure 7.2(c) we have also plotted the two-qubit maximum success probability,
7.5. Numerical results for transmission of a two-bit message with three uses of the
channel
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calculated via the trace distance, as a black dashed line and our decoder matches
the analytic maximum in the large-γ regime. A result of approximating the optimal
quantum decoder in the large-γ regime is that our simplified decoder is sub-optimal
at small-γ, and drops below the classical scheme.
We have experimentally demonstrated that entangling two copies of a data qubit
after an ADC can enhance the probability of recovering the encoded classical in-
formation. Using adaptive techniques, where the result of projecting the first qubit
influences the projective measurement of the second qubit, can further enhance the
success probability with the coherent scheme, however, this assumes additional con-
trol on the measurement which we leave for future work. Our decoder only requires
a single entangling gate beyond the coherent scheme, and a total of six gates beyond
the classical scheme. This resource overhead is modest given that we can achieve
greater than 20% gain over the classical scheme for a certain γ range. We have also
considered entangling the qubits before the ADC using a numerically optimised en-
coder, however, this gave no improvement over using just an entangling decoder (see
Section 7.7.5 for further details).
7.5 Numerical results for transmission of a two-bit message
with three uses of the channel
We next expand our methodology to enhance the success probability of sending a
two-bit message {(00), (01), (10), (11)} over an ADC with three uses of the channel.
We again consider 4 schemes; a classical scheme shown in Figure 7.3(a) where the
input and output mapping has been optimised, a coherent scheme shown in Fig-
ure 7.3(b) with optimised mapping and local rotations, the optimal quantum scheme
shown in Figure 7.3(c) where a semi definite program is solved to find the success
probability of the optimal entangling decoder, measurement and mapping, and fi-
nally a gate sequence with an entangling decoder that approximates the optimal
scheme for large-γ, shown in Figure 7.3(d). The success probabilities for all schemes
are plotted in Figure 7.3(e), showing that the quantum scheme achieves the analytic
maximum for large-γ, beats the classical scheme for γ > 0.079 and the coherent
scheme for γ > 0.55. The maximum gain of our quantum decoder over the clas-
sical scheme is 53.4% at γ = 0.9 and 10.5% over the coherent scheme at γ = 0.925.
For these schemes, the mapping between the input message and transmitted code-
words is less trivial than the earlier one-bit case. In these calculations we try all
combinations of input and output mappings to find the optimum, however, this is
time consuming and is more challenging for larger codewords. For further expan-
sion with larger codewords and greater numbers of qubits, a more efficient method
for finding the optimal input and output mappings will be necessary.
7.6 Discussion
We have proposed and experimentally demonstrated a scheme for enhancing mes-
sage recovery over an ADC by using a small amount of redundancy and an entan-
gling decoder after the noisy channel. Our protocol does not require the sender and
receiver to share entanglement, or have access to additional noiseless channels, and
only the receiver is required to have entangling capabilities. Superconducting qubits
are currently limited by both relaxation (T1) and coherence (T2) times (Takita et al.,
2017). We anticipate a methodology such as the one we propose here could enhance
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FIGURE 7.3: Numerical simulations for transmitting two bits over an amplitude
damping channel encoded in the state of three qubits (a) The optimal classical
scheme for transmitting a two bit message with three channel uses. (b) The optimal
coherent scheme, where local encoding and decoding is used. (c) The maximum
success probability with a quantum decoder. As there are more than two code-
words, the trace distance no longer directly calculates the optimal success probabil-
ity. Therefore, a semi-definite program is solved to find the success probability for
the optimal quantum decoder across all codewords. (d) A designed quantum de-
coder that approximates the optimal decoder for large γ. (e) The success probability
of each scheme. The entangling decoder surpasses the coherent scheme for γ > 0.55
and achieves the theoretical maximum for large γ.
robustness and improve lifetimes in these quantum systems. Our methodology can
also be extended to larger codewords, more qubits and to other noise channels and
an important avenue for future work is to explore the feasibility of this technique in
this more general setting.
7.7 Methods
7.7.1 Theoretical derivations
This section discusses our theoretical contribution. Firstly, we give an upper bound
on the success probability of any coding scheme that encodes and decodes for each
quantum channel separately, and thus effectively embeds the quantum channel into
the framework of classical information theory. Secondly, we discuss how one can
beat this bound on the success probability by using a quantum decoding scheme
jointly measuring two channel outputs.
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A bound on the optimal success probability
The following formula is from (Polyanskiy, 2010, Thm. 40), and corresponds to the
sphere-packing bound (Gallager, 1968, Equation. 5.8.19). Consider a BSC with crossover
probability δ. Consider any (n,M)-code, whereM is the number of distinct messages
we want to send and n is the number of channel uses. Then the probability of decod-
ing failure, ε, must satisfy the following:
(1− λ)βL + λβL+1 ≤ 1
M
, β` =
∑`
k=0
(
n
k
)
2−n (7.4)
where the constants λ and L are determined by the relation
1− ε = (1− λ)αL + λαL+1, (7.5)
α` =
∑`
k=0
(
n
k
)
(1− δ)n−kδk . (7.6)
Let us restate this for our case whereM is fixed, as is the case in our analysis here.
In this case, Equation (7.4) determines λ and L, i.e. we want to find λ and L such that
Equation (7.4) holds with equality. This is simple, since βL gradually increases with
L, we simply need to find L such that βL ≤ 1M ≤ βL+1. Then, the (optimal) trade-off
between ε and δ is given by Equation (7.5) for the λ and L we have determined.
Here we want to transmit a 1 bit messages over 2 uses of the channel. We can
neatly arrange all the possible channel inputs, {(00), (01), (10), (11)} on corners of
a rectangle so that codewords with distance 1 are connected by an edge. We now
choose 2 codewords that lie mutually diagonal from each other, for example
{M0,M1} = {(00), (11)} . (7.7)
These are convenient because they have Hamming distance 2 from each other. The
channel will act as follows: it will flip each bit with probability δ. For example, if we
start at (00) the probability of arriving at (01) is δ(1−δ) and the probability of arriving
at (11) is δ2. Our decoding procedure is very simple. When the channel output is Mi,
then we will decode to i. If the channel output is not one of the codewords, then we
will decode to 1 of the 2 codewords with Hamming distance 1 of the channel output
uniformly at random.
Clearly, this scheme always succeeds if no error occurs on the channel, and it
succeeds with probability 12 if exactly one error occurs. The failure probability thus
satisfies
ε = 1− (1− δ)2 − 2 · 1
2
δ(1− δ) = δ . (7.8)
But is this optimal? Going back to the calculation of the previous section, let us
first note that (β0, β1, β2) = (14 ,
3
4 , 1) in this case. So, in order to satisfy Equation (7.4)
for M = 2, we need to set L = 0 and λ = 12 . Hence, we can evaluate
ε ≥ 1− (1− δ)2 − δ(1− δ) = δ . (7.9)
Hence we have shown that this code is optimal for n = M = 2.
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7.7.2 Finding an efficient quantum coding scheme
A coding scheme consists of two parts, an encoder preparing an input state depend-
ing on the message that is to be sent, and a decoder that attempts a state discrimina-
tion between the respective output states in order to decode the message.
The encoder: finding suitable input states
In this work we consider only coding schemes using two independently prepared
(product) input states. Schumacher and Westmoreland (Schumacher and Westmore-
land, 2001) determined the pair of input states that achieve capacity (for asymptoti-
cally many uses) of the amplitude damping channel. These are of the form
|±〉α =
√
α |0〉 ± √1− α |1〉 (7.10)
where α ∈ [12 , 1) and is usually very close to 12 . These states remain optimal even
when we consider a second order correction of the capacity formula (Tomamichel
and Tan, 2015) that takes into account the finite size of the decoder. On the other
hand, for a single use of the channel, we found in the previous section that α = 12 is
optimal. To see this, we just note that the trace distance between the outputs of the
amplitude damping channel is maximised for the diagonal states, which we simply
denote by |±〉 hereafter.
For our setup with two channel uses we find that the choice α = 12 is sufficiently
close to optimal. We thus fix our encoder to be the following map:
(0) 7→ |φ0〉 = |+〉 ⊗ |+〉 (7.11)
(1) 7→ |φ1〉 = |−〉 ⊗ |−〉 . (7.12)
This means that if we want to transmit the message (0) we will prepare the state |φ0〉
and if we want to send the message (1) we will prepare the state |φ1〉.
The amplitude damping channel, Eγad , is then applied to these states. The output
states are denoted
ρ± = Eγad
( |±〉〈±| ) (7.13)
and the joint states corresponding to the messages (0) and (1) are ρ0 = ρ+ ⊗ ρ+ and
ρ1 = ρ− ⊗ ρ−.
The decoder: approximately optimal decoder
The task of the decoder is to distinguish between the states ρ0 and ρ1. In the most
general framework of positive operator valued measures (POVMs), the decoder is
determined by a positive semi-definite operator 0 ≤M0 ≤ 1 acting on the two qubits.
Let us say that M0 indicates that the ρ0 was detected (and thus (0) was sent). We will
also define M1 = 1−M0 as its complement.
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The success probability of the decoder, if the two messages are chosen uniformly
at random, is given by
psucc(M) =
1
2
(
tr(ρ0M0) + tr(ρ1M1)
)
(7.14)
=
1
2
+
1
2
tr
(
M0(ρ0 − ρ1)
)
(7.15)
≤ 1
2
+
1
2
‖ρ0 − ρ1‖tr . (7.16)
Here, we used the trace norm to bound the maximal success probability from above (Hel-
strom, 1976).
The optimal decoding POVM to distinguish this set of states can be found quite
easily by solving a semidefinite program. Namely, we need to find the maximum
overM0 of the expression in Equation (7.15) subject to the constraint 0 ≤M0 ≤ 1. The
optimal POVM elements do not have a simply analytical form, making them difficult
to implement in the lab. Generally, the optimal quantum decoder also depends on
the amplitude damping parameter γ.
However, we find that the optimal decoder can be approximated very well, at
least for sufficiently large values of γ, by a simple decoding circuit. The simpler,
approximately optimal decoder is determined by the following set of projectors:
Pk = |v0,k〉〈v0,k|+ |v1,k〉〈v1,k| (7.17)
with |vj,k〉 = U(k)|vj〉 for j ∈ {0, 1}, and
|v0〉 = 1√
2
|00〉+ 1
2
(|01〉+ |10〉) , (7.18)
|v1〉 = 1√
2
|11〉+ 1
2
(|01〉 − |10〉) .
We have seen that this nearly optimal rank-1 POVM decoder simply needs to
measure in the basis given in Equation (7.18). This measurement acts on two qubits
and is thus non-trivial to implement experimentally. Here we show that such a mea-
surement can be decomposed into simple gates. Let us first define an operator V ,
specified via the following circuit:
V =
H • pi8
H
pi
8
(7.19)
Namely if we take the top-most qubit to be the most significant one, we find
V †|00〉 = |v0〉, V †|11〉 = Z ⊗ Z|v0〉 (7.20)
V †|01〉 = |v1〉, V †|10〉 = Z ⊗ Z|v1〉 (7.21)
Now, it is evident that if we feed the output of our damping channel in this circuit
from the left-hand side and then measure the top-most qubit (and ignore the bottom-
most qubit), this in fact exactly implements the decoding measurement in Equation
(7.18). So the nearly optimal decoder is simply the circuit displayed in Figure 7.2(a).
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7.7.3 Spontaneous parametric down conversion photon pair source
Horizontally polarised photon pairs at 807.5 nm are generated via type 1 sponta-
neous parametric down conversion (SPDC) in a 1 mm thick BiBO crystal, pumped by
an 80 mW, 403.75 nm CW diode laser (Burnham and Weinberg, 1970). 3 nm FWHM
filters are used on both photons to ensure near perfect indistinguishability in wave-
length before coupling into polarisation maintaining fibre. One fibre port is posi-
tioned on a motorised stage to enable the photon path lengths to be matched which
is crucial for the controlled phase gate which relies on photon bunching at the first
partially polarising beamsplitter. Figure 7.4 shows a schematic of the photon pair
source.
7.7.4 Polarisation ADC and controlled phase gate setup
We implement an ADC on the polarisation state of the photon, where the |V 〉 com-
ponent damps to |H〉. The SDPC source prepares pairs of |H〉 polarised photons,
which are injected as |HH〉 to the ADC if we want to transmit a bit state (0) and
as |V V 〉 if we want to transmit (1). Local Hadamard encoding is implemented for
each photon with a half-wave plate (HWP). The polarisation ADC for each photon is
constructed of HWPs, a polarising beamsplitter (PBS) and a 50/50 beamsplitter (BS).
The first HWP controls the polarisation of the photon before the PBS which spatially
separates horizontal (transmission) and vertical (reflection). This forms the two arms
of an unbalanced interferometer where the reflected component has a longer path
length than the transmitted component before they are recombined at the BS. The
path length difference is greater than the coherence length of the photon, however,
short enough that on detection this degree of freedom is traced out. By suitably
choosing the angles of the three HWPs in the ADC, it is possible to implement am-
plitude damping with any γ value on the polarisation photonic state.
The entangling decoder is based on HWPs and partially polarising beamsplitters
(PPBSs) which transmit 100% of horizontal polarisation and 33% of vertical. The two
photons are both incident at the first PPBS, causing partial Hong-Ou-Mandel interfer-
ence. After the first PPBS, each photon has a Pauli-X operation applied with a HWP
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FIGURE 7.5: Comparing an entangling encoder and entangling decoder for an
amplitude damping channel (a) A quantum scheme including local encoder and
entangling decoder for transmitting a one bit message over two qubits. (b) A scheme
including an entangling encoder and decoder. (c) The success probability for each
of these schemes, demonstrating that the entangling encoder adds no benefit to the
success probability.
before a second PPBS. This PPBS is necessary to balance the probabilities of each
component of the controlled-phase transfer matrix and the reflected components are
removed with beam blocks. In post-selection, when both photons are detected, this
operation implements a polarisation controlled-phase gate. As with all linear-optical
entangling gates, this operation is probabilistic and has a success rate of 19 , however,
post-selection ensures successful operation for all recorded events (Ralph et al., 2002).
This physically reduced the success rate of our decoding protocol, however, this is a
manifestation of entangling gates in linear optics and is not a feature of the decoder.
A polarisation Z-basis projection measurement is implemented with a PBS before
silicon avalanche photo-diodes. In our protocol the second qubit measurement is not
required, however, we detect the second photon to herald the successful operation of
the controlled-phase gate.
7.7.5 Entangling encoders vs. entangling decoders
We have performed initial simulations on the benefit of including an entangling en-
coder as well as a decoder. For this investigation we focus on the case of sending
one bit over the ADC with two qubits. We use the trace distance and optimised lo-
cal encoding as per the scheme shown in Figure 7.5(a) which is equivalent to Figure
7.1(c). We also include an entangling encoder, which we form with four local rota-
tions surrounding a CNOT gate, as shown in Figure 7.5(b). In Figure 7.5(c) we plot
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FIGURE 7.6: Comparing an entangling encoder and entangling decoder with lo-
cal rotations for an amplitude damping channel (a) A quantum encoding scheme
with a local decoder. (b) A local encoding scheme with a quantum decoder. (c)
The success probability for each of these schemes where we optimise for all γ val-
ues simultaneously, to maximise the average success probability. (d) The success
probability where we have optimised for each γ value independently.
the success probability for each of these schemes, where the local rotations are nu-
merically optimised for each γ value. We find that the success probability is identical
for both schemes, demonstrating that this entangling encoder adds no benefit to the
communication scheme.
We next numerically compare having one entangling gate at either the encoder or
decoder. For the entangling encoder, we consider the scheme shown in Figure 7.6(a),
where the encoder is a CNOT gate surrounded by four local rotations. The decoder
is a local rotation of each qubit before a Z-basis measurement and a mapping where
if either qubit is measured as |1〉, then the original bit is decoded as (1). The entan-
gling decoder scheme is shown in Figure 7.6(b), where the encoder is now local and
decoder is a CNOT and local rotations. We first numerically optimise the six local
rotations in each scheme to find the maximum average success probability across the
full range of γ. The success probability of the optimal fixed schemes are shown in
Figure 7.6(c). There is clearly little difference between the two schemes, however, the
decoder achieves a slightly higher success probability for γ & 0.3. For the optimi-
sation where we consider each γ value individually shown in 7.6(d), the entangling
decoder achieves higher than the encoder for larger γ values. The difference is still
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small, however, larger than the case for fixed schemes.
7.8 Conclusion
The research question for this project was: Is there a quantum enhancement possible
for transmitting data over an amplitude damping channel and can it be experimen-
tally demonstrated?
We have found there is a quantum advantage for transmitting data over an am-
plitude damping channel using small resources. For the equivalent number of chan-
nel uses, a quantum decoder always achieves the highest success probability over
classical and coherent schemes for transmission of one data bit. We explore this both
analytically by using the trace distance to calculate code-word distinguishability, and
numerically, by using optimisation of the encoder and decoder to maximise the suc-
cess probability.
For two uses of the channel, we design a set of quantum logic gates that can
achieve a quantum enhancement and demonstrate this with polarisation photonic
qubits. The quantum scheme uses an entangled decoder and achieves the analytic
maximum for high levels of damping. We extend our search by calculating success
probabilities for transmitting a two-bit message with three uses of the amplitude
damping channel. Again we see a quantum enhancement, which is greater than
that for the one bit message. This suggests that an additional channel use and an
entangling decoder will always give an advantage over classical coding schemes.
Future work will extend this protocol to larger numbers of bits and channel uses,
and will aim to find general solutions for an N bit message with M uses of the chan-
nel. Translating our approach to other noisy channels is another clear path, to im-
prove lifetimes of memories and robustness of communication. Application of our
protocol to other quantum systems, such as extending the qubit lifetime in supercon-
ducting circuits, where relaxation (described by amplitude damping) is currently a
major limitation, will demonstrate the real value in this work.
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Chapter 8
Conclusion
8.1 Overview
Quantum information technologies promise to revolutionise methods of computa-
tion, communication, measurement and sensing. Quantum algorithms can achieve
speed-ups over their classical counterpart which, in some cases, can enable compu-
tations that are intractable on classical computers. Beyond computation, controllable
quantum states can enable secure communication key distribution, ultimate preci-
sion measurements, and allow physicists to probe the fundamental properties of
quantum mechanics. While today’s quantum processors are far from outperforming
classical computers, photonics provides an excellent test-bed for one- and two-qubit
implementations of quantum algorithms and protocols.
8.2 Research summary
Chapter 1 of this thesis gave the reader an overview of current quantum photonic
technology, the promise for post-classical computation and challenges involved with
achieving this goal. The most pressing challenge currently is the development of
on-demand sources of single photons that are totally indistinguishable from each
other. To date, this challenge has been addressed by multiplexing spontaneous para-
metric down-conversion sources and by using solid-state quantum systems, such as
quantum dots. Thus far, neither platform has demonstrated a large number of single
photons, with the record being a ten-photon state from down-conversion sources.
Boson sampling will likely be the first demonstration of post-classical computation
using photonics, due to the heavily reduced resource requirements compared to lin-
ear optical quantum computation.
Chapter 2 introduced some foundational quantum algorithms and protocols. This
Chapter intends to give the reader an introduction to quantum algorithms, demon-
strating where the quantum advantage originates, and present some of the key pro-
tocols for future quantum technology. Chapter 3 gave an outline of the thesis, pre-
sented the research questions and listed the journal publication and conferences orig-
inating from this doctorate.
Chapter 4 presented the first demonstration of the perfect state transfer protocol
for relocating fragile quantum states between distant locations. The experiment here
uses photonic qubits and an integrated array of coupled waveguides to implement
the perfect state transfer Hamiltonian. Beyond the original proposal of a coupled
spin-chain, here, quantum information is encoded in the polarisation state of a pho-
tonic qubit and this state is relocated across the array with high fidelity and preserv-
ing entanglement with another qubit at a different location. The perfect state transfer
protocol is a promising method to relocate quantum information between different
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quantum processors. The protocol relies on the ability to tailor the coupling between
neighbouring qubits, however, does not require active control.
Chapter 5 implemented an iterative algorithm for characterising a quantum state:
self-guided quantum tomography. Unlike standard quantum tomography, self-guided
quantum tomography does not require the storage and post-processing of exponen-
tially large data sets, significantly reducing the resource overhead. In this work, the
robustness of these two tomography techniques are directly compared by increasing
the statistical noise in the experiment and by engineering measurement errors. For
both one- and two-qubit states, self-guided quantum tomography exhibited greater
robustness than standard tomography to noise and errors, achieving significantly
higher measurement fidelity. Quantum tomography is inherently unscalable due to
the exponential growth in the number of parameters necessary to describe a quan-
tum state. Nevertheless, by removing the need for storage and post-processing of
exponentially large data sets, self-guided quantum tomography provides a method
to characterise quantum systems beyond what is possible with standard quantum
tomography.
Chapter 6 developed a genetic algorithm to describe possible causal models of
a two-qubit Bell experiment. Causality in quantum mechanics is a significant area
of research as entangled quantum systems exhibit correlations stronger than those
possible with local models of reality. The genetic algorithm is designed to produce
a family of optimal causal networks that can reproduce measurement results from a
quantum experiments. In this work, different causal models are explored where cer-
tain non-localities are allowed, however, these are minimised such that the optimal
trade-off is found between the fidelity of the model and any non-locality in the causal
network. The evolutionary algorithm has a myriad of different applications such as
finding causal relationships in financial and medical data.
Chapter 7 considered using quantum states to transfer classical data over an am-
plitude damping channel with enhanced robustness to noise. In most works, the
capacity of a quantum channel is measured against a classical counterpart which
applies in an asymptotic regime of many channel uses. Here, a minimal resource
scheme is developed requiring few uses of the channel. In this work, the task of
transferring a bit of data with few uses of an amplitude damping channel is studied.
It is found that by encoding data in quantum states and entangling multiple uses of
the channel, it is possible to enhance the probability of data recovery over the opti-
mal classical approach. This work analytically investigates up to eight channel uses
to transfer a single bit of data, and implements a two qubit experiment to demon-
strate this enhancement. Further work will develop this protocol in a general setting
for transmitting larger codewords.
8.3 Future outlook
Quantum information has the promise to revolutionise methods of computation and
communication. The development and demonstration of alogrithms and protocols
for quantum information is one key area in the progression of this emerging research
field. While most experiments in this thesis are based on bulk-optics setups that
are unscalable, integrated waveguide circuits provide a path towards larger, more
complex quantum photonic circuits.
In the field of quantum photonics, the necessity for deterministic single photon
sources, integrated waveguide circuits and on-chip photon detection are central to
the success of the technology. Single photon sources currently pose some of the
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greatest challenges, where it is still not clear which technology will provide all the
necessary attributes. Currently, semiconductor quantum dots have made the greatest
progress in demonstrating efficient, on-demand source of high purity single photons.
However, the inhomogeneous broadening still creates great challenges in developing
arrays of single photon sources at identical wavelengths. Controlling the emission
wavelength by selective tuning, or by controlling the geometry will be critical for
future quantum dot sources.
High contrast, low loss waveguide circuits with capability of fast switching is
another great challenge in this research field. One of the best materials for fast
switching is lithium niobate, which has been used in telecommunication modula-
tors for decades, however, these devices are impractical for large-scale photonic cir-
cuits. High index contrast etched lithium niobate ridge waveguides are currently the
most promising option for future circuits due to the high χ(2) nonlinearity, enabling
fast modulation. However, these waveguides are often lossy due to rough waveg-
uide sidewalls, a result of the difficulty in etching lithium niobate. Future work will
see the development of lower loss etched lithium niobate waveguides. Researchers
are in continuous pursuit of reducing waveguide loss, however, a key question for
future quantum technology is; how low does the loss have to be to perform true
post-classical computation?
On-chip single photon detectors have been developed using superconducting
nano-wire devices to achieve high efficiency. Superconducting nano-wires have of-
ten been coupled to optical fibres to enable emission from outside a cryostat to be
detected within. Developing on-chip detectors coupled directly to waveguides is an
active area of research with great promise. Future quantum photonic circuits with
integrated detectors will be fabricated alongside the electronics for signal amplifica-
tions, logic control circuits and feed-forward.
While the development of quantum photonic technology is ongoing, the platform
provides an ideal test-bed for demonstration, refining and bench-marking quan-
tum algorithms and protocols. With linear optical elements and probabilistic down-
conversion sources we are limited to experiments on pairs of entangled photons,
which often is the smallest system necessary to achieve a quantum advantage. This
ability to generate pairs of entangled photons is key to the success of photonics over
the past decades as a quantum information platform, however, as other technologies
advance to more qubits, quantum photonic technology will also have to develop be-
yond photon pairs.
Quantum photonics in the coming years will see increasingly complex circuits,
faster reconfigurability, greater numbers of photons, high-efficiency detectors and
deterministic entangling gates via spin-photon interactions. While demonstrating
post-classical computation with a photonic quantum processor is still far from reality,
building a scalable architecture is the necessary first step to accomplish this goal.
