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Abstract
A strongly polynomial algorithm is developed for finding an integer-valued feasible st-flow of
given flow-amount which is decreasingly minimal on a specified subset F of edges in the sense
that the largest flow-value on F is as small as possible, within this, the second largest flow-value
on F is as small as possible, within this, the third largest flow-value on F is as small as possible,
and so on. A characterization of the set of these st-flows gives rise to an algorithm to compute
a cheapest F-decreasingly minimal integer-valued feasible st-flow of given flow-amount. A view
from discrete convex analysis is also provided.
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1 Introduction
N. Megiddo [11], [12] introduced and solved the problem of finding a (possibly fractional) maximum
flow which is ‘lexicographically optimal’ on the set of edges leaving the source node. The problem,
in equivalent terms, is as follows. Let D = (V, A) be a digraph with a source-node s and a sink-node
t, and let S A denote the set of edges leaving s. We assume that no edge enters s and no edge leaves
t. Let g : A → R+ be a non-negative capacity function on the edge-set. By the standard definition,
an st-flow, or just a flow, is a function x : A → R+ for which ̺x(v) = δx(v) holds for every node
v ∈ V − {s, t}. (Here ̺x(v) :=
∑
[x(uv) : uv ∈ A] and δx(v) :=
∑
[x(vu) : vu ∈ A].) The flow is called
feasible if x ≤ g. The flow-amount of x is δx(s) which is known to be equal to ̺x(t). We refer to a
feasible flow with maximum flow-amount as amax-flow.
Megiddo solved the problem of finding a feasible flow x which is lexicographically optimal on S A
in the sense that the smallest x-value on S A is as large as possible, within this, the second smallest
(though not necessarily distinct) x-value on S A is as large as possible, and so on. It is a known fact
(implied, for example, by the max-flow algorithm of Ford and Fulkerson [3]) that a lexicographically
optimal flow is a max-flow. It is a basic property of flows that for an integral capacity function g
there always exists a max-flow which is integer-valued. On the other hand, an easy example was
shown in [6] in which g is integer-valued (actually identically 1) and the unique max-flow which is
lexicographically optimal on S A is not integer-valued.
In [6] and [7], we called a member x of a set Q of vectors a decreasingly minimal (dec-min, for
short) element of Q if the largest (but not necessarily distinct) component of x is as small as possible,
within this, the next largest component of x is as small as possible, and so on. Analogously, x is
an increasingly maximal (inc-max) element of Q if its smallest component is as large as possible,
within this, the next smallest component of x is as large as possible, and so on. Therefore increasing
maximality is the same as Megiddo’s lexicographic optimality.
In [6] and [7], we solved the discrete counterpart of Megiddo’s problem when the capacity func-
tion g is integral and one is interested in finding an integral max-flow whose restriction to the set S A of
edges leaving s is increasingly maximal. This was actually a consequence of the more general result
concerning dec-min elements of an M-convex set (where an M-convex set, by definition, is the set of
integral elements of an integral base-polyhedron). Among others, we proved that an element z is de-
creasingly minimal if and only if z is increasingly maximal. We also developed a strongly polynomial
algorithm for finding a dec-min element. Since the restrictions of max-flows to S A form a base-
polyhedron, we obtained in this way an algorithm to find an integral max-flow which is decreasingly
minimal (and increasingly maximal) when restricted to S A.
A closely related previous work is due to Kaibel, Onn, and Sarrabezolles [10]. They considered
(in an equivalent formulation) the problem of finding an integer-valued uncapacitated st-flow with
specified flow-amount K which is decreasingly minimal on the whole edge-set A. They developed an
algorithm which is polynomial in the size of D plus the value of K but not polynomial in the size of
number K (which is roughly ⌈logK⌉). This is analogous to the well-known characteristic of the classic
Ford–Fulkerson max-flow algorithm [3], where the running time is proportional to the largest value
gmax of the capacity function g, and therefore this algorithm is not polynomial (unless gmax is small
in the sense that it is bounded by a polynomial of |A|). It should also be mentioned that Kaibel et al.
considered only the uncapacitated st-flow problem, where no capacity (upper-bound) restrictions are
imposed on the edges. (For example, the flow-value on any edge is allowed to be K.)
In the present work, we consider the more general question when F ⊆ A is an arbitrarily specified
subset of edges, and we are interested in finding a feasible integral max-flow whose restriction to F
is decreasingly minimal. This problem substantially differs from its special case mentioned above
when F = S A in that the set of restrictions of max-flows to F is not necessarily a base-polyhedron.
Therefore, a dec-min max-flow is not necessarily inc-max. Our main goal is to provide a description
of the set of integral max-flows which are dec-min on F as well as a strongly polynomial algorithm to
find such a max-flow. The description makes it possible to solve algorithmically even the minimum
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cost dec-min max-flow problem.
Instead of maximum st-flows, we consider the formally more general (though equivalent) setting
of modular flows which, however, allows a technically simpler discussion.
2 Decreasingly-minimal integer-valued feasible modular flows
2.1 Modular flows
Let D = (V, A) be a digraph endowed with integer-valued functions f : A → Z ∪ {−∞} and g : A →
Z∪ {+∞} for which f ≤ g. Here f and g are serving as lower and upper bound functions, respectively.
An edge e is called tight if f (e) = g(e). The polyhedron T ( f , g) := {x : f ≤ x ≤ g} is called a box.
We are given a finite integer-valued function m on V for which m˜(V) = 0. (Here and throughout,
m˜(X) :=
∑
[m(v) : v ∈ X].) A modular flow (with respect to m) or, for short, a mod-flow x is a
finite-valued function on A (or a vector in RA) for which ̺x(v) − δx(v) = m(v) for each node v ∈ V .
When we want to emphasize the defining vector m, we speak of an m-flow.
A mod-flow x is called ( f , g)-bounded or feasible if f ≤ x ≤ g. A circulation is an m-flow with
respect to m ≡ 0, and an st-flow of given flow-amount K is also an m-flow with respect to m defined
by
m(v) :=

0 if v ∈ V − {s, t},
K if v = t,
−K if v = s.
(2.1)
Circulations form a subspace of RA while the set of mod-flows is an affine space. The set of fea-
sible mod-flows, which is called a feasible mod-flow polyhedron, may be viewed as the intersection
of this affine subspace with the box T ( f , g). It follows from this definition that the face of such a
polyhedron is also a feasible m-flow polyhedron. We note, however, that the projection along axes is
not necessarily a feasible mod-flow polyhedron since its description may need an exponential number
of inequalities while a feasible mod-flow polyhedron is described by at most 2|A| + |V | inequalities.
Suppose that there is an integer-valued ( f , g)-bounded m-flow. By Hoffman’s theorem [9], this is
equivalent to requiring that the Hoffman-condition ̺g − δ f ≥ m˜ holds, that is,
̺g(Z) − δ f (Z) ≥ m˜(Z) whenever Z ⊆ V. (2.2)
It is well-known that there are strongly polynomial algorithms that find a feasible m-flow when it
exists or find a subset Z violating (2.2) (see, for example, appropriate variations of the algorithms by
Edmonds and Karp [2], Dinits [1], or Goldberg and Tarjan [8]). Actually, when no feasible m-flow
exists, not only a violating subset can be computed but the most violating set as well, that is, a set
Z∗ maximizing m˜(Z) − ̺g(Z) + δ f (Z). Note that this latter function is fully supermodular, and there
is a general algorithm to maximize an arbitrary supermodular function. The point here is that for
finding Z∗ we do not have to rely on this general algorithm since much simpler (and more efficient)
flow-techniques do the job.
Let Q = Q( f , g;m) denote the set of ( f , g)-bounded m-flows. It is well-known that Q is an integral
polyhedron whenever f , g, and m are integral vectors. Let
....
Q =
....
Q( f , g;m) denote the set of integral
elements of Q. The notion of decreasing minimality was introduced in Section 1 but we work through-
out the paper with the following slightly extended definition. Let F be a specified subset of A. We
say that z ∈
....
Q( f , g;m) is decreasingly minimal on F (or F-dec-min for short) if the restriction of z
to F is decreasingly minimal. One of our main goals is to prove the following characterization of the
subset of elements of
....
Q which are decreasingly minimal on F.
Theorem 2.1. Let D = (V, A) be a digraph endowed with integer-valued lower and upper bound
functions f : A → Z ∪ {−∞} and g : A → Z ∪ {+∞} for which f ≤ g. Let m : V → Z be a function
4
on V with m˜(V) = 0 such that there exists an ( f , g)-bounded m-flow. Let F ⊆ A be a specified subset
of edges such that both f and g are finite-valued on F. There exists a pair ( f ∗, g∗) of integer-valued
functions on A with f ≤ f ∗ ≤ g∗ ≤ g (allowing f ∗(e) = −∞ and g∗(e) = +∞ for e ∈ A − F) such that
an integral ( f , g)-bounded m-flow z is decreasingly minimal on F if and only if z is an integral ( f ∗, g∗)-
bounded m-flow. Moreover, the box T ( f ∗, g∗) is narrow on F in the sense that 0 ≤ g∗(e) − f ∗(e) ≤ 1
for every e ∈ F.
Our second main goal is to describe a strongly polynomial algorithm to compute f ∗ and g∗. Once
these bounds are available, one is able to compute not only a single ( f , g)-bounded integer-valued m-
flow which is dec-min on F but a minimum cost dec-min m-flow as well (with the help of a standard
min-cost circulation algorithm).
Remark 2.1. In Section 9, we shall consider the general case when f and g are not required to be
finite-valued on F. In this case, an F-dec-min ( f , g)-feasible m-flow may not exist, and we shall
provide a characterization for the existence. In Theorem 9.6, we shall show how Theorem 2.1 can be
extended to the case when only the existence of an F-dec-min ( f , g)-feasible m-flow is assumed.
Remark 2.2. One may also be interested in finding an (integral) ( f , g)-bounded m-flow z which is
increasingly maximal (inc-max) on F in the sense that the smallest z-value on F is as large as possi-
ble, within this, the second smallest (but not necessarily distinct) z-value on F is as large as possible,
and so on. (Megiddo [11], [12], for example, considered the fractional inc-max problem for st-flows
when F was the set of edges leaving s.) But an ( f , g)-bounded m-flow z is increasingly maximal on
F precisely if −z is a (−g,− f )-bounded (−m)-flow which is dec-min on F, implying that the inc-max
and the dec-min problems are equivalent for modular flows. Hence we concentrate throughout only
on decreasing minimality. Note that in [6] and [7] we investigated these problems for M-convex sets
and proved that the two problems are not only equivalent but they are one and the same in the sense
that an element z of an M-convex set is dec-min if and only if z is inc-max. (As mentioned earlier, an
M-convex set, by definition, is nothing but the set of integral elements of an integral base-polyhedron).
2.2 Approach of the proof of Theorem 2.1
By tightening an edge ewemean the operation that replaces the bounding pair ( f (e), g(e)) by ( f ′(e), g′(e))
where f (e) ≤ f ′(e) ≤ g′(e) ≤ g(e) and g′(e) − f ′(e) < g(e) − f (e). The approach of the proof is that
we tighten edges as long as possible without loosing any integral m-flow which is dec-min on F, and
prove that when no more tightening step is available for the current ( f ∗, g∗) then every ( f ∗, g∗)-bounded
integral m-flow is dec-min on F.
A natural reduction step consists of removing a tight edge e from F (where e could be tight orig-
inally or may have become tight during a tightening step). This simply means that we replace F by
F′ := F − e (but keep e in the digraph itself). Obviously, an m-flow z is F-dec-min if and only if z is
F′-dec-min. Therefore, we may always assume that F contains no tight edges.
We say that an integral ( f , g)-bounded m-flow z is an F-max minimizer if the largest component
of z in F is as small as possible. Clearly, every F-dec-min m-flow z ∈
....
Q( f , g;m) is F-max minimizer.
Let βF denote this smallest maximum value, that is,
βF := min{max{z(a) : a ∈ F} : z ∈
....
Q( f , g;m)}. (2.3)
Note that βF may be interpreted as the smallest integer for which there is an integer-valued feasible
m-flow after decreasing g(e) to βF for each e ∈ F with g(e) > βF . In Section 7, we shall describe how
βF can be computed in strongly polynomial time with the help of the Newton–Dinkelbach algorithm
and a standard max-flow algorithm, but for the proof of Theorem 2.1 we assume that βF is available.
Therefore, we can assume that max{g(e) : e ∈ F} = βF which is equivalent to requiring that Q( f , g;m)
is nonempty but Q( f , g−;m) = ∅ where g− arises from g by subtracting 1 from g(e) for each e ∈ F
with g(e) = βF .
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3 Covering a supermodular function by a smallest subgraph
We say that a digraph D = (V, A) (or its edge-set A) covers a set-function p if ̺D(Z) ≥ p(Z) for every
subset Z ⊆ V , where ̺D is the in-degree function of D. Let p : 2
V → Z ∪ {−∞} be an intersecting
supermodular set-function on V and let DL = (V, L) be a digraph covering p. We are interested in the
minimum cardinality subset of edges of DL that covers p. Let AL denote the (0, 1)-matrix whose rows
correspond to subsets X of V for which p(X) > −∞ and the columns correspond to the edges in L.
An entry of AL corresponding to Z and e is 1 if e enters Z and 0 otherwise. The following result was
proved in [4] (see, also, Theorem 17.1.1 in the book [5]).
Theorem 3.1. Let p be an intersecting supermodular set-function on V. The linear inequality system
{ALxL ≥ p, xL ≤ 1, xL ≥ 0} is totally dual integral (TDI). (Hence) the primal linear program
min{1xL : ALxL ≥ p, xL ≤ 1, xL ≥ 0} (3.1)
and the dual linear program
max{yp − 1z : yAL − z ≤ 1, (y, z) ≥ 0} (3.2)
have integer-valued optimal solutions (where 1 denotes the everywhere 1 vector of dimension |L|.)
Moreover, there is an integer-valued dual optimum (y∗, z∗) for which its support family L := {Z :
y∗(Z) > 0} is laminar.
For a family L of subsets, let ̺L(L) denote the number of edges entering at least one member of
L. The min-max theorem arising from Theorem 3.1 is as follows.
Theorem 3.2. Given a digraph DL = (V, L) covering an intersecting supermodular function p, the
minimum number of edges of DL covering p is equal to
max{̺L(L) −
∑
[̺L(Z) − p(Z) : Z ∈ L]} (3.3)
where the maximum is taken over all laminar families L of subsets Z of V with p(Z) > −∞. When p
is fully supermodular, the optimal laminar family L∗ may be chosen as a chain of subsets V1 ⊃ V2 ⊃
· · · ⊃ Vq of V.
Proof. Suppose that we remove some edges from L so that the set X of the remaining edges continues
to cover p. For each Z ∈ L, the number of removed edges entering Z is bounded by ̺L(Z) − p(Z),
and hence the number of removed edges entering at least one member of L is bounded from above
by
∑
[̺L(Z) − p(Z) : Z ∈ L]. On the other hand, the number of removed edges entering at least one
member of L is bounded from below by ̺L(L) − |X|. Therefore we have
̺L(L) − |X| ≤
∑
[̺L(Z) − p(Z) : Z ∈ L],
from which the trivial direction max ≤ min follows.
To see the reverse inequality, we have to find a covering X∗ ⊆ L of p and a laminar family L∗ for
which equality holds. To this end, let x∗ be a (0, 1)-valued optimal solution of the primal problem (3.1)
in Theorem 3.1 and let (y∗, z∗) be an integer-valued optimal solution of the dual problem for which
its support family L∗ is laminar. Then the subset X∗ := {e ∈ L : x∗(e) = 1} is a smallest subset of L
covering p.
Observe that y∗ uniquely determines z∗, namely, z∗(e) = 0 when e enters no member of L∗ and
z∗(e) =
∑
[y∗(Z) : Z ∈ L∗, e enters Z] − 1 (3.4)
when e enters at least one member of L∗.
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Claim 3.3. The optimal y∗ may be chosen (0, 1)-valued.
Proof. Suppose that (y∗, z∗) is an integer-valued dual optimum in which the sum of y∗-components is
as small as possible. We show that y∗ is (0, 1)-valued. Suppose indirectly that y∗(Z) ≥ 2 for some set
Z. In this case z∗(e) ≥ 1 for every edge e entering Z. If we decrease y∗(Z) by 1 and decrease z∗(e) by
1 on every edge e entering Z, then the resulting (y′, z′) is also a dual feasible solution for which
y∗p − 1z∗ ≥ y′p − 1z′ = y∗p − 1z∗ − p(Z) + ̺L(Z) ≥ y
∗p − 1z∗,
where the last inequality follows from the assumption that DL covers p and hence ̺L(Z) ≥ p(Z).
Therefore we have equality throughout and hence (y′, z′) is also an optimal dual solution, contradicting
the minimal choice of y∗.
By the claim, (3.4) simplifies as follows:
z∗(e) = [the number of members of L entered by e] − 1. (3.5)
Now the dual optimum value is:
y∗p − 1z∗
=
∑
[p(Z) : Z ∈ L∗] −
∑
[z∗(e) : e ∈ L enters a member of L∗]
=
∑
[p(Z) : Z ∈ L∗]
−
∑
[(the number of members of L∗entered by e) − 1 : e enters a member of L∗]
=
∑
[p(Z) : Z ∈ L∗] −
∑
[̺L(Z) : Z ∈ L
∗] + ̺L(L
∗)
= ̺L(L
∗) −
∑
[̺L(Z) − p(Z) : Z ∈ L
∗]}. (3.6)
Therefore |X∗| is equal to the value in (3.6), from which the non-trivial direction max ≥ min follows,
implying the requested min = max.
To see the last statement of the theorem, consider an optimal laminar family L with a minimum
number of members. We claim that L is a chain of subsets when p is fully supermodular. Suppose,
indirectly, that L has two disjoint members and let X and Y be disjoint members of L whose union
is maximal. Then the family L′ obtained from L by replacing X and Y with their union X ∪ Y is
also laminar. By the full supermodularity of p, we have
∑
[p(Z) : Z ∈ L] ≤
∑
[p(Z) : Z ∈ L′].
Furthermore,
̺L(L) −
∑
[̺L(Z) : Z ∈ L] = ̺L(L
′) −
∑
[̺L(Z) : Z ∈ L
′].
Therefore L′ is also a dual optimal laminar family, contradicting the minimal choice of L.
Theorem 3.4. Let DL = (V, L) be a digraph covering a fully supermodular function p. There is a
chain C∗ of subsets V1 ⊃ V2 ⊃ · · · ⊃ Vq of V with p(Vi) > −∞ such that a subset X ⊆ L is a minimum
cardinality subset of edges covering p if and only if the following three optimality criteria hold.
(A) For every Vi, ̺X(Vi) = p(Vi).
(B) Every edge in X enters at least one Vi. (Equivalently, if e ∈ L enters no Vi, then e < X.)
(C) Every edge in L − X enters at most one Vi. (Equivalently, if e ∈ L enters at least two Vi’s, then
e ∈ X.)
Proof. Let C∗ denote the optimal chain of subsets V1 ⊃ V2 ⊃ · · · ⊃ Vq given in Theorem 3.2. This
corresponded to a special integer-valued solution (y∗, z∗) to the dual linear program (3.2) where y∗ was
actually (0, 1)-valued and y∗ (or its support family C∗) determined uniquely z∗. Namely, z∗(e) was 0
when e did not enter any Vi, and z
∗(e) was the number of Vi’s entered by e minus 1 when e entered at
least one Vi.
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Since both the primal and the dual variables in the linear programs in Theorem 3.1 are non-
negative, the optimality criteria (= complementary slackness conditions) of linear programming re-
quire that if a primal variable is positive, then the corresponding dual inequality holds with equality,
and symmetrically, if a dual variable is positive, then the corresponding primal inequality holds with
equality.
Let x∗ be a (0, 1)-valued primal solution and let X∗ := {e ∈ L : x∗(e) = 1} be the corresponding
set of edges that covers p. The optimality criterion concerning the dual variable y∗, requires that if
y∗(Z) = 1 (that is, if Z is one of the sets Vi), then the corresponding primal inequality holds with
equality. That is, ̺X∗(Vi) = ̺x∗ (Vi) = p(Vi), which is just Criterion (A).
The optimality criterion concerning the primal variable x∗ requires that if x∗(e) = 1 for an edge e
(that is, if e ∈ X∗), then the corresponding dual inequality holds with equality. Hence e must enter at
least one Vi (as z
∗(e) ≥ 0), which is just Criterion (B).
Finally, the optimality criterion concerning the dual variable z∗(e) requires that if z∗(e) > 0 (that
is, if e enters at least two Vi’s), then the corresponding primal inequality is met by equality, that is,
x∗(e) = 1 or equivalently e ∈ X∗, which is just Criterion (C).
4 L-upper-minimal m-flows
Let D = (V, A) be a digraph and m : V → Z a function with m˜(V) = 0. Let f : A → Z ∪ {−∞}
and g : A → Z ∪ {+∞} be bounding functions with f ≤ g. Let L be a subset of A for which
−∞ < f (e) < g(e) < +∞ for every e ∈ L. (That is, f (e) may be −∞ and g(e) may be +∞ only if
e ∈ A − L.) We say that an ( f , g)-bounded integer-valued m-flow x is L-upper-minimal or that x is
an L-upper-minimizer if the number of g-saturated edges in L is as small as possible, where an edge
e ∈ L is called g-saturated if x(e) = g(e). In this section, we are interested in characterizing the
L-upper-minimizer integral ( f , g)-bounded m-flows. For the proof of Theorem 2.1, however, we will
use this characterization only in the special case when L := {e : e ∈ F, g(e) = βF}, that is, g(e) is the
same value for each element e of L. The only reason for this more general setting is to get a clearer
picture of the background.
Theorem 4.1. The minimum number of g-saturated L-edges in an ( f , g)-bounded integer-valued m-
flow is equal to
max{̺L(C) −
∑
[̺g(Z) − δ f (Z) − m˜(Z) : Z ∈ C]}, (4.1)
where the maximum is taken over all chains C of subsets Z of V with ̺g(Z) − δ f (Z) < +∞, and ̺L(C)
denotes the number of L-edges entering at least one member of C. In particular, if the minimum is
zero, the maximum is attained at the empty chain.
Proof. Let g− := g − χL, that is,
g−(e) :=
g(e) − 1 if e ∈ Lg(e) if e ∈ A − L. (4.2)
Since g(e) < +∞ for e ∈ L, g− , g. By the hypothesis, L contains no tight edges and hence f ≤ g−.
Define a set-function p as follows:
p := m˜ − ̺g− + δ f . (4.3)
Since g− ≥ f , the function ̺g− − δ f is fully submodular and hence p is fully supermodular.
Furthermore, p(Z) > −∞ precisely if ̺g(Z) − δ f (Z) < +∞.
Lemma 4.2. An integer-valued ( f , g)-bounded m-flow x is an L-upper-minimizer if and only if X :=
{e ∈ L : x(e) = g(e)} is a smallest subset of L covering p.
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Proof.
Claim 4.3. (A) If x is an integer-valued ( f , g)-bounded m-flow, and X ⊆ L is the set of g-saturated
L-edges, (that is, X := {e ∈ L : x(e) = g(e)}), then X covers p. (B) If a subset X ⊆ L covers p, then
there is an integer-valued m-flow which is ( f , g− + χX)-bounded.
Proof. (A) For every subset Z ⊆ V , we have
m˜(Z) = ̺x(Z) − δx(Z) ≤ [̺g− (Z) + ̺X(Z)] − δ f (Z),
from which
̺X(Z) ≥ m˜(Z) − ̺g−(Z) + δ f (Z) = p(Z),
as required.
(B) It follows form the hypothesis ̺X ≥ p = m˜− ̺g− + δ f that ̺g− + ̺X − δ f ≥ m˜. Then Hoffman’s
theorem implies that there is an integer-valued ( f , g− + χX)-bounded m-flow.
Claim 4.4. If x is an L-upper-minimizer ( f , g)-bounded m-flow, then X := {e ∈ L : x(e) = g(e)} is a
smallest subset of L covering p.
Proof. By Part (A) of Claim 4.3, we know that X covers p. Let X′ ⊆ L be an arbitrary cover of p, that
is,
̺X′ ≥ m˜ − ̺g− + δ f ,
or equivalently,
̺X′ + ̺g− − δ f ≥ m˜.
By Part (B) of Claim 4.3, there exists an integer-valued m-flow x′ which is ( f , g− + χX′)-bounded.
Hence every g-saturated L-edge (with respect to x′) belongs to X′. Since x is an L-upper-minimizer, it
follows that |X| ≤ |X′|, that is, X is indeed a smallest subset of L covering p.
Claim 4.5. If X∗ ⊆ L is a smallest subset of L covering p, then every integer-valued ( f , g− + χX∗)-
bounded m-flow x∗ is an L-upper-minimizer ( f , g)-bounded m-flow.
Proof. Let X′ := {e ∈ L : x∗(e) = g(e)}. By Claim 4.3, X′ covers p and hence |X∗| ≤ |X′|. Since
x∗ is ( f , g− + χX∗)-bounded, it follows that x
∗ admits at most |X∗| g-saturated L-edges from which
|X∗| ≥ |X′|. Therefore |X∗| = |X′| and thus x∗ saturates a minimum number of elements of L, that is, x∗
is an L-upper-minimizer.
From Claims 4.4 and 4.5, the lemma immediately follows.
Let us turn to the proof of Theorem 4.1. Let x be an ( f , g)-bounded integer-valued m-flow with
a minimum number of g-saturated L-edges. Let X = {e ∈ L : x(e) = g(e)}, that is, X is the set of
g-saturated L-edges. By Lemma 4.2, X is a smallest subset of L covering p.
Apply Theorem 3.2 to the digraph DL = (V, L) and to the set-function p defined in (4.3). In this
case, p is fully supermodular from which we obtain that
|X| = max{̺L(C) −
∑
[̺L(Z) − p(Z) : Z ∈ C] : C a chain of subsets of V}
= max{̺L(C) −
∑
[̺g(Z) − δ f (Z) − m˜(Z) : Z ∈ C] : C a chain of subsets of V},
as required.
Our next goal is to obtain optimality criteria for L-upper-minimizer m-flows.
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Theorem 4.6. Let L be a subset of A such that −∞ < f (e) < g(e) < +∞ for every e ∈ L. There is a
chain C∗ of subsets V1 ⊃ V2 ⊃ · · · ⊃ Vq of V with ̺g(Vi) − δ f (Vi) < +∞ such that an integer-valued
( f , g)-bounded m-flow z is an L-upper-minimizer if and only if the following optimality criteria hold.
(O1) z(e) = f (e) for every edge e ∈ A leaving a set Vi,
(O2) z(e) = g(e) for every edge e ∈ A − L entering a set Vi,
(O3) g(e) − 1 ≤ z(e) ≤ g(e) for every edge e ∈ L entering exactly one Vi,
(O4) z(e) = g(e) for every edge e ∈ L entering at least two Vi’s,
(O5) f (e) ≤ z(e) ≤ g(e) − 1 for every edge e ∈ L neither entering nor leaving any Vi.
Proof. Apply Theorem 3.4 to the digraph DL = (V, L) and to the set-function p defined in (4.3), and
consider the chain C∗ = {V1, . . . ,Vq} ensured by the theorem where V1 ⊃ · · · ⊃ Vq. Since p(Vi) is
finite for each i = 1, . . . , q, so is ̺g(Vi) − δ f (Vi). Note that both f (e) and g(e) are finite for each edge
e ∈ L and for each edge leaving or entering a member of C∗.
To see the necessity of the conditions, suppose that x∗ is an integer-valued ( f , g)-bounded m-flow
which is an L-upper-minimizer. By Lemma 4.2, the set X∗ := {e ∈ L : x∗(e) = g(e)} is a smallest
subset of L covering p. Hence the optimality criteria (A), (B), and (C) in Theorem 3.4 hold.
By Property (A), ̺X∗(Vi) = p(Vi) for every Vi, which is equivalent to
̺g−(Vi) + ̺X∗(Vi) − δ f (Vi) = m˜(Vi), (4.4)
from which
m˜(Vi) = ̺x∗ (Vi) − δx∗ (Vi) ≤ ̺g−(Vi) + ̺X∗(Vi) − δ f (Vi) = m˜(Vi).
Hence we have equality throughout, in particular,
̺x∗ (Vi) = ̺g−(Vi) + ̺X∗(Vi) [= m˜(Vi) + δ f (Vi)] (4.5)
and
δx∗ (Vi) = δ f (Vi). (4.6)
The equality in (4.6) shows that (O1) holds. Condition (4.5) implies for an edge e ∈ A−L entering
a Vi that x
∗(e) = g−(e) = g(e) and hence (O2) holds. Condition (4.5) implies for an edge e ∈ L entering
a Vi that g(e) − 1 ≤ x
∗(e) ≤ g(e) and hence (O3) holds.
By Property (C), if an edge e ∈ L enters at least two Vi’s, then e ∈ X
∗ and hence x∗(e) = g(e), that
is, (O4) holds.
To see (O5), let e ∈ L be an edge neither entering nor leaving any Vi. By Property (B), e < X
∗ and
hence x∗(e) ≤ g(e) − 1, from which (O5) follows.
To see the sufficiency of the conditions, let z be an integer-valued ( f , g)-bounded m-flow satisfying
the five conditions in the theorem. Let X := {e ∈ L : z(e) = g(e)}. By Part (A) of Claim 4.3, X covers
p. We claim that X meets the three optimality criteria in Theorem 3.4. Let Vi be a member of chain
C∗.
(O2) implies that∑
[z(e) : e ∈ A − L, e enters Vi] =
∑
[g(e) : e ∈ A − L, e enters Vi].
From the definition of X, we have∑
[z(e) : e ∈ X, e enters Vi] =
∑
[g(e) : e ∈ X, e enters Vi].
(O3) implies that∑
[z(e) : e ∈ L − X, e enters Vi] =
∑
[g(e) − 1 : e ∈ L − X, e enters Vi].
By merging these three equalities, we obtain
̺z(Vi) = ̺g−(Vi) + ̺X(Vi).
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Furthermore, (O1) implies that
δz(Vi) = δ f (Vi),
from which
m˜(Vi) = ̺z(Vi) − δz(Vi) = ̺g−(Vi) + ̺X(Vi) − δ f (Vi),
that is,
̺X(Vi) = m˜(Vi) − ̺g− (Vi) + δ f (Vi) = p(Vi),
showing that Property (A) in Theorem 3.4 holds indeed.
To see Property (B), let e ∈ X (⊆ L) be an edge. Then z(e) = g(e) and, by (O5), e enters or leaves
a Vi. But e cannot leave any Vi since if it did, then (O1) would imply z(e) = f (e) and this would
contradict the assumption that L contains no tight edge. Therefore e must enter a Vi, that is, (B) holds
indeed.
To see Property (C), let e be an edge in L which enters at least two Vi’s. By (O4), z(e) = g(e) and
hence e ∈ X, that is, (C) holds.
By Theorem 3.4, X is a smallest subset of L covering p. By Lemma 4.2, x is an L-upper-minimizer
( f , g)-bounded m-flow, as stated in the theorem.
In Section 8, we describe an algorithmic proof of Theorem 4.6. The algorithm will compute in
strongly polynomial time an ( f , g)-bounded L-upper-minimizer integral m-flow along with the optimal
chain described in the theorem.
5 Description of dec-min m-flows: Proof of Theorem 2.1
After preparations in Sections 3 and 4, we turn to our main goal of proving Theorem 2.1. As before,
let D = (V, A) be a digraph and F ⊆ A a specified subset of edges. We assume that the underlying
undirected graph of D is connected. Let f : A → Z ∪ {−∞} and g : A → Z ∪ {+∞} be bounding
functions with f ≤ g. We require −∞ < f (e) ≤ g(e) < +∞ for every e ∈ F. Let m : V → Z be a
function on the node-set for which there is an integer-valued ( f , g)-bounded m-flow (that is, m˜(V) = 0
and Hoffman’s condition (2.2) holds). Recall that
....
Q =
....
Q( f , g;m) denoted the set of integer-valued
( f , g)-bounded m-flows.
In the proof we shall use induction on |F|. Since f ∗ := f and g∗ = g clearly meet the requirements
of the theorem when F = ∅, we can assume that F is nonempty. We observed already in Section 2.2
that it suffices to prove Theorem 2.1 in the special case when F contains no tight edge, therefore we
assume throughout that f (e) < g(e) for each edge e ∈ F.
Let β = βF denote the smallest integer for which
....
Q has an element z satisfying z(e) ≤ β for every
edge e ∈ F. In the next section, we shall work out an algorithm to compute βF in strongly polynomial
time. Since we are interested in F-dec-min members of
....
Q, we may assume that the largest g-value of
the edges in F is this β. Let L := {e ∈ F : g(e) = β}. Now Hoffman’s condition (2.2) holds but, since F
contains no tight edges and since β is minimal, after decreasing the g-value of the elements of L from
β to β − 1, the resulting function g− := g− χL violates (2.2), that is, Q( f , g
−;m) = ∅. Summing up, we
shall rely on the following notation and assumptions:
F is nonempty and contains no ( f , g)-tight edges,
β := max{g(e) : e ∈ F},
L := {e ∈ F : g(e) = β},
g− := g − χL,
....
Q =
....
Q( f , g;m) is nonempty,
....
Q( f , g−;m) is empty.
(5.1)
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As a preparation for deriving the main result Theorem 2.1, we need the following relaxation of
decreasing minimality. We call a member z of
....
Q pre-decreasingly minimal (pre-dec-min, for short)
on F if the number µ of edges e in L with z(e) = β is as small as possible. Obviously, if z is F-dec-
min, then z is pre-dec-min on F. By applying Theorem 4.6 to the present special case, we obtain the
following characterization of pre-dec-min elements.
Theorem 5.1. Given (5.1), there is a chain C′ of nonempty proper subsets V1 ⊃ V2 ⊃ · · · ⊃ Vq of V
with ̺g(Vi) − δ f (Vi) < +∞ such that a member z of
....
Q is pre-dec-min on F if and only if the following
optimality criteria hold:
(O1) z(e) = f (e) for every edge e ∈ A leaving a member of C′,
(O2) z(e) = g(e) for every edge e ∈ A − L entering a member of C′,
(O3) β − 1 ≤ z(e) ≤ β for every edge e ∈ L entering exactly one member of C′,
(O4) z(e) = β for every edge e ∈ L entering at least two members of C′,
(O5) f (e) ≤ z(e) ≤ β − 1 for every edge e ∈ L neither entering nor leaving any member of C′.
Define the bounding pair ( f ′(e), g′(e)) for each edge e, as follows. For e ∈ L, let
( f ′(e), g′(e)) :=

(β, β) if e enters at least two members of C′,
(β − 1, β) if e enters exactly one member of C′,
( f (e), f (e)) if e leaves a member of C′,
( f (e), β − 1) if e neither leaves nor enters any member of C′.
(5.2)
For e ∈ A − L, let
( f ′(e), g′(e)) :=

(g(e), g(e)) if e enters a member of C′,
( f (e), f (e)) if e leaves a member of C′,
( f (e), g(e)) if e neither leaves nor enters any member of C′.
(5.3)
It follows from this definition that f ≤ f ′ ≤ g′ ≤ g. Let
....
Q′ :=
....
Q( f ′, g′;m). (5.4)
Lemma 5.2. (A) An m-flow z ∈
....
Q is pre-dec-min on F if and only if z ∈
....
Q′. (B) An m-flow z ∈
....
Q is
F-dec-min if and only if z is an F-dec-min element of
....
Q′.
Proof. Theorem 5.1 immediately implies the equivalence in Part (A). To see Part (B), suppose first
that z is an F-dec-min element of
....
Q. Then z is surely F-pre-dec-min in
....
Q and hence, by Part (A), z
is in
....
Q′. If, indirectly,
....
Q′ had an element z′ which is decreasingly smaller on F than z, then z could
not have been an F-dec-min element of
....
Q. Conversely, let z′ be an F-dec-min element of
....
Q′ and
suppose indirectly that z′ is not an F-dec-min element of
....
Q. Then any F-dec-min element z of
....
Q is
decreasingly smaller on F than z′. But any F-dec-min element of
....
Q is pre-dec-min on F and hence,
by Part (A), z is in
....
Q′, contradicting the assumption that z′ was an F-dec-min element of
....
Q′.
Theorem 2.1 will be an immediate consequence of the following result.
Theorem 5.3. Given (5.1), there is a pair ( f ′, g′) of integral functions on A with f ≤ f ′ ≤ g′ ≤ g and
there is a set F′ ⊂ F for which an element z of
....
Q is an F-dec-min member of
....
Q if and only if z is an
F′-dec-min member of
....
Q′ =
....
Q( f ′, g′;m). In addition, the box T ( f ′, g′) is narrow on F − F′ in the
sense that 0 ≤ g′(e) − f ′(e) ≤ 1 holds for every e ∈ F − F′.
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Proof. Let C′ be the chain ensured by Theorem 5.1, let ( f ′, g′) be the pair of bounding functions
defined in (5.2) and (5.3), and let
....
Q′ :=
....
Q( f ′, g′;m).
Let L′ denote the subset of L consisting of those elements of L that enter at least one member of
C′.
Claim 5.4. The set L′ ⊆ L is nonempty.
Proof. Let z be an element of
....
Q which is pre-dec-min on F. By Part (A) of Lemma 5.2, z ∈
....
Q′. By
(5.1), there is an edge e in F for which z(e) = β = g(e), and hence e ∈ L. Since g(e) = z(e) ≤ g′(e) ≤
g(e) and F contains no ( f , g)-tight edges, we have f (e) < g(e) = g′(e) = β. This and definition (5.2)
imply that e enters at least one member of C′.
Since L′ , ∅ by the claim, we have
F′ := F − L′ is a proper subset of F.
We are going to show that ( f ′, g′) and F′ meet the requirements of the theorem. Call two vectors in ZA
value-equivalent on L′ if their restrictions to L′ (that is, their projection to ZL
′
), when both arranged
in a decreasing order, are equal.
Lemma 5.5. The members of
....
Q′ are value-equivalent on L′.
Proof. By Part (A) of Lemma 5.2, the members of
....
Q′ are exactly those elements of
....
Q which are
pre-dec-min on F. Hence each member z of
....
Q′ has the same number µ of edges in L for which
z(e) = β.
As F contains no ( f , g)-tight edges, we have z(e) ≤ g′(e) ≤ β − 1 for every edge e ∈ L − L′ and
hence each element e of L with z(e) = β belongs to L′, from which
|{e ∈ L′ : z(e) = β}| = µ.
Furthermore, we have f ′(e) ≥ β − 1 for every element e of L′ from which L′ has exactly |L′| − µ
edges with z(e) = β − 1, implying that the members of
....
Q′ are indeed value-equivalent on L′.
Part (B) of Lemma 5.2 implies that the F-dec-min elements of
....
Q are exactly the F-dec-min ele-
ments of
....
Q′, and hence it suffices to prove that an element z of
....
Q′ is an F-dec-min member of
....
Q′ if
and only if z is an F′-dec-min member of
....
Q′. But this latter equivalence is an immediate consequence
of Lemma 5.5.
To prove the last part of Theorem 5.3, recall that F − F′ = L′ and L′ consisted of those elements
of L that enter at least one member of C′. But the definition of ( f ′, g′) in (5.2) implies that β − 1 ≤
f ′(e) ≤ g′(e) = β for every element e of L′, that is, the box T ( f ′, g′) is indeed narrow on F − F′.
Proof of Theorem 2.1 We use induction on |F|. Since f ∗ := f and g∗ = g clearly meet the
requirements of the theorem when F = ∅, we can assume that F is nonempty. As before, we may
assume that F contains no ( f , g)-tight edges. By Theorem 5.3, it suffices to prove Theorem 2.1 for
....
Q( f ′, g′;m) and F′. But this follows by induction since F′ is a proper subset of F.
Cheapest integral F-dec-min m-flows In Sections 7 and 8, we shall describe an algorithm to com-
pute ( f ∗, g∗) in Theorem 2.1. Once these bounding functions are available, we can immediately solve
the problem of computing a cheapest integral F-dec-min ( f , g)-bounded m-flow with respect to a
cost-function c : A → R. By Theorem 2.1, this latter problem is nothing but a minimum cost ( f ∗, g∗)-
bounded m-flow problem, which can indeed be solved by a minimum cost feasible circulation algo-
rithm. In the literature there are several strongly polynomial algorithms for the cheapest circulation
problem, the first one was due to Tardos [16].
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6 Characterization by improving di-circuits and by feasible potential-
vectors
Let D = (V, A), F, f , g, m be the same as in Theorem 2.1. Let
....
Q =
....
Q( f , g;m) denote the set of integral
( f , g)-bounded m-flows. We assume that
....
Q is nonempty but the properties in (5.1) are not a priori
expected. For an element z ∈
....
Q, let Dz = (V, Az) denote the standard auxiliary digraph associated with
z, that is,
Az := {uv : uv ∈ A, z(uv) < g(uv)} ∪ {vu : uv ∈ A, z(uv) > f (uv)}.
An edge uv ∈ Az is called a forward edge when z(uv) < g(uv) and a backward edge when z(vu) > f (vu).
Theorem 2.1 provided a characterization for the set of F-dec-min elements of
....
Q, namely, an
element z ∈
....
Q is F-dec-min precisely if f ∗ ≤ z ≤ g∗. The goal of this section is to describe a different
characterization for z ∈
....
Q to be decreasingly minimal on F, consisting of two equivalent properties.
(For a comparison of the previous and this new characterizations, see Remark 6.2.) For the first one,
we introduce a simple and natural way to obtain from z a decreasingly smaller feasible m-flow by
improving z along an appropriate di-circuit of Dz. For the second property, by extending the standard
notion of feasible potentials, we introduce feasible potential-vectors. The main result of the section
states (roughly) that the following three properties for z are pairwise equivalent: (A) z is dec-min on
F, (B) no di-circuit improving z exists, and (C) there exists a feasible potential-vector.
6.1 Feasible potential-vectors
Let c : A0 → R be a cost-function defined on the edge-set of a digraph D0 = (V, A0). A di-circuit C
of D0 is called negative (with respect to c) if the total c-cost c˜(C) =
∑
[c(e) : e ∈ C] of C is negative.
In the literature, c is called conservative if D0 admits no negative di-circuit. A function π : V → R is
called a c-feasible potential if π(v) − π(u) ≤ c(uv) holds for every edge uv of D0. A classic result of
Gallai is as follows.
Theorem 6.1 (Gallai). Given a digraph D0 = (V, A0) and a cost-function c : A0 → R, there exists a
c-feasible potential π : V → R if and only if c is conservative. If c is conservative and integer-valued,
then π can be chosen integer-valued, as well.
Given two k-dimensional vectors x = (x1, x2, . . . , xk) and y = (y1, y2, . . . , yk), we say that x is
lexicographically smaller than y, in notation x ≺ y, if x , y and xi < yi where i denotes the first
component in which they differ. We write x  y if x = y or x ≺ y. Note that the relation  is a total
ordering of the elements of Rk.
Let c : A0 → R
k be a vector-valued function on the edge-set of D0 = (V, A0) that assigns a vector
c(e) = (c1(e), c2(e), . . . , ck(e)) to each edge e of D0. We call a vector-valued function π : V → R
k on
the node-set V c-feasible or just feasible if
π(v) − π(u)  c(uv) (6.1)
holds for every edge uv of D0.
A di-circuit C is said to be c-negative if the sum c˜(C) = (˜c1(C), c˜2(C), . . . , c˜k(C)) of the c-vectors
assigned to its edges is lexicographically smaller than the k-dimensional zero vector 0
k
. The vector-
valued function c is conservative if D0 has no c-negative di-circuit.
The following Gallai-type theorem specializes to Theorem 6.1 in case k = 1, but in its proof we
rely on Theorem 6.1.
Theorem 6.2. Given a digraph D0 = (V, A0) and a vector-valued function c : A0 → R
k on its edge-
set, there exists a c-feasible potential-vector π : V → Rk if and only if c is conservative, that is, D0
admits no c-negative di-circuit. If c is integer vector-valued and conservative, then a c-feasible π can
be chosen to be integer vector-valued.
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Proof. Let C be a di-circuit of D0 whose nodes, in cyclic order, are v1, v2, . . . , vq. Accordingly the
edges of C are e1 = v1v2, e2 = v2v3, . . . , eq = vqv1. Let π be a c-feasible potential-vector. Then
0
k
= [π(v2) − π(v1)] + [π(v3) − π(v2)] + · · · + [π(v1) − π(vq)]

∑
[c(ei) : i = 1, . . . , q] = c˜(C).
To see the reverse direction, we apply induction on k. When k = 1, we are back at Theorem 6.1.
Suppose now that k ≥ 2, and assume that D0 admits no c-negative di-circuit.
Consider the functions ci : A0 → R formed by the i-th components of c (i = 1, . . . , k). As c
is conservative, so is c1, that is c˜1(C) ≥ 0 for every di-circuit C. By Theorem 6.1, there exists a c1-
feasible potential π1 : V → R (which is integer-valued when c1 is integer-valued). Let A1 denote the
set of tight edges, that is
A1 = {uv ∈ A0 : π1(v) − π1(u) = c1(uv)}.
Let k′ := k− 1 and c′ := (c2, c3, . . . , ck). Then c
′ is conservative in D1 = (V, A1) since c is conservative
and π1(v) − π1(u) = c1(uv) holds for every edge uv in A1. By induction, there is a (k − 1)-dimensional
potential-vector, π′ = (π2, . . . , πk) which is c
′-feasible on the edges in A1. Let π := (π1, π2, . . . , πk).
Then π is c-feasible on the edges in A1. Moreover, π1(v)− π1(u) < c1(uv) for every edge uv ∈ A0 − A1,
and hence π is c-feasible on these edges, as well.
6.2 Improving di-circuits
Let A+ and A− be two disjoint sets and let A∗ := A+ ∪ A−. Let x be an integer-valued function on A∗.
As a preparatory lemma, we develop an equivalent condition for the function
x′ := x + χA+ − χA− (6.2)
to be decreasingly smaller than x. To this end, define x∗ : A∗ → Z, as follows:
x∗ := x − χA− . (6.3)
Let λ1 > λ2 > · · · > λh denote the distinct values of the components of x
∗. We assign a h-dimensional
vector c′(e) to every element e ∈ A∗, as follows:
c′(e) :=
 ε
′
i
if e ∈ A+ and x
∗(e) = λi,
−ε′
i
if e ∈ A− and x
∗(e) = λi,
(6.4)
where ε′
i
is the h-dimensional unit vector (0, . . . , 0, 1, 0, . . . , 0) whose i-th component is 1.
Lemma 6.3. x′ <dec x if and only if c˜′(A∗) ≺ 0h.
Proof. Induction on |A∗|. If |A∗| = 0, then the statement of the lemma is void, so suppose that A∗ , ∅.
If A− = ∅ and A+ , ∅, then x
′ >dec x and c˜′(A∗) ≻ 0h, and hence neither of the two inequalities in
the lemma holds. If A− , ∅ and A+ = ∅, then x
′ <dec x and c˜′(A∗) ≺ 0h, and hence both of the two
inequalities in the lemma hold. So we can suppose that A− , ∅ and A+ , ∅.
Let e+ be an element of A+ for which λi = x
∗(e+) is maximum, and let e− be an element of A− for
which λ j = x
∗(e−) is maximum. If λi > λ j, then x
′ >dec x and c˜′(A∗) ≻ 0h, and hence neither of the
two inequalities in the lemma holds. If λi < λ j, then x
′ <dec x and c˜′(A∗) ≺ 0h, that is, both of the
inequalities in the lemma hold.
In the remaining case, when λi = λ j, we have x(e+) + 1 = x(e−). Define A
′
+ := A+ − e+, A
′
− :=
A− − e−, and let A
′
∗ := A∗ − {e−, e+}. Observe that the restriction of x
′ to A′∗ is decreasingly smaller
than the restriction of x to A′∗ precisely if x
′ <dec x. On the other hand, c˜′(A
′
∗) = c˜
′(A∗) and hence
c˜′(A′∗) ≺ 0h precisely if c˜
′(A∗) ≺ 0h. Since |A
′
∗| < |A∗|, we are done by induction.
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After this preparation, we return to D = (V, A) with F ⊆ A and z ∈
....
Q =
....
Q( f , g;m). Let Dz = (V, Az)
be the auxiliary digraph associated with z. We call a di-circuit C of Dz z-improving on F (or just z-
improving) if z′ ∈
....
Q is decreasingly smaller than z on F, where z′(uv) is defined for uv ∈ A, as
follows:
z′(uv) :=

z(uv) + 1 if uv is a forward edge of C,
z(uv) − 1 if vu is a backward edge of C,
z(uv) otherwise.
(6.5)
Note that the definition of Dz implies that z
′ is indeed in
....
Q.
Let Fz denote the subset of Az corresponding to F (that is, for uv ∈ F, if z(uv) < g(uv), then the
forward edge uv belongs to Fz, while if z(uv) > f (uv), then the backward edge vu belongs to Fz). The
sets of forward and backward edges in Fz are denoted by Ff and Fb, respectively. (The subscripts f
and b refer to forward and backward.)
Define a function z∗ on Fz, as follows:
z∗(uv) :=
z(uv) if uv ∈ Ff ,z(vu) − 1 if uv ∈ Fb. (6.6)
Let γ1 > γ2 > · · · > γk denote the distinct values of z
∗, where k ≤ 2|F|. Let ε
i
denote the k-dimensional
unit-vector (0, . . . , 0, 1, 0, . . . , 0) whose i-th component is 1. We assign a k-dimensional vector c(e) to
every edge e of Dz, as follows:
c(e) :=

0
k
if e ∈ Az − Fz,
ε
i
if e ∈ Ff and z
∗(e) = γi,
−ε
i
if e ∈ Fb and z
∗(e) = γi.
(6.7)
Lemma 6.4. A di-circuit C of Dz is z-improving on F if and only if c˜(C) ≺ 0k.
Proof. Let A+ := {uv : uv ∈ Ff ∩ C}, A− := {uv : vu ∈ Fb ∩C}, and A∗ := A+ ∪ A−. Note that A∗ ⊆ A.
Let x denote the restriction of z to A∗. Then x
′ defined in (6.2) is the restriction of z′ to A∗, and x
∗
defined in (6.3) is the restriction of z∗ to A∗. Let λ1 > λ2 > · · · > λh denote the distinct values of x
∗, and
consider the vector c′ defined in (6.4). Note that {λ1, λ2, . . . , λh} is a subsequence of {γ1, γ2, . . . , γk}, in
particular, h ≤ k. Observe that C is z-improving if and only if x′ is decreasingly smaller than x. Also
observe that c˜(C) ≺ 0
k
if and only if c˜′(A∗) ≺ 0h. Then we are done by Lemma 6.3.
The main result of this section is as follows.
Theorem 6.5. For an element z ∈
....
Q =
....
Q( f , g;m), the following properties are equivalent.
(A) z is decreasingly minimal on F.
(B) There is no z-improving di-circuit in the auxiliary digraph Dz.
(C) There is an integer-valued potential-vector function π on V which is c-feasible, that is, π(v)−π(u) 
c(uv) for every edge uv ∈ Az, where the dimension of π is bounded by 2|F|.
Proof. For the proof it is convenient to highlight the condition
(B′) There is no di-circuit C with c˜(C) ≺ 0
k
in the auxiliary digraph Dz.
Lemma 6.4 shows the equivalence of (B) and (B′), whereas the equivalence of (B′) and (C) is shown
in Theorem 6.2. The implication “(A)⇒ (B)” is obvious from the definition. The proof is completed
by proving the converse “(B)⇒ (A)” in Section 6.3.
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Remark 6.1. As indicated in Part II [7] of this series of papers, the decreasing minimization on a
discrete set can be formulated as a separable convex function minimization on that set. Accordingly,
discrete convex analysis [13, 14] often offers effective tools for investigating discrete decreasing min-
imization. Indeed, alternative proofs of Theorems 2.1 and 6.5 can be constructed on the basis of the
DCA results summarized in Section 7.3 of Part II [7]. This is discussed in Section 10.
Remark 6.2. From a theoretical computer science point of view, a slight drawback of the character-
ization in Theorem 2.1 is that, in order to be convinced that z is indeed F-dec-min, one must believe
the correctness of ( f ∗, g∗). In this respect, Property (C) in Theorem 6.5 is more convincing since it
provides a certificate for z to be F-dec-min whose validity can be checked immediately.
Just for an analogy to understand better this aspect of certificates, consider the well-known max-
imum weight perfect matching problem in a bipartite graph G = (S , T ; E) endowed with a weight-
function w on E. On one hand, one can prove the characterization that there is a subgraph G′ =
(S , T ; E′) of G such that a perfect matching M of G is of maximum w-weight if and only if M ⊆ E′.
(This result intuitively corresponds to Theorem 2.1). This certificate E′, however, is convincing (for
the optimality of M) only if we can check that it has been correctly computed. On the other hand,
Egerva´ry’s classic theorem provides an immediately checkable certificate for M to be of maximum
w-weight: a function π : S ∪ T → R for which π(s) + π(t) ≥ w(st) for every edge st ∈ E and
π(s) + π(t) = w(st) for every edge st ∈ M. (This result intuitively corresponds to the equivalence of
(A) and (C) in Theorem 6.5).
6.3 Completing the proof of Theorem 6.5
In this section we complete the proof of Theorem 6.5 by proving the implication “(B) ⇒ (A).” First
we prepare some technical properties of pre-dec-min flows that we need in the proof.
6.3.1 Pre-dec-min flows
Let β := max{g(e) : e ∈ F} and let L := {e ∈ F : g(e) = β}. We assume that −∞ < f (e) < β for every
edge e ∈ L, while f (e) = −∞ and g(e) = +∞ are allowed for edges e in A − L. Our first goal is to
characterize ( f , g)-bounded integral m-flows which saturate a minimum number of L-edges.
We need the following standard characterization of cheapest feasible m-flows.
Lemma 6.6. Let D1 = (V, A1) be a digraph endowed with a cost function c1 : A1 → R and a pair
( f1, g1) of bounding-functions on A1. For an ( f1, g1)-bounded integral m-flow x, let Dx = (V, Ax) denote
the auxiliary digraph, endowed with a cost-function cx : Ax → R, in which uv ∈ Ax is a forward edge
if x(uv) < g1(uv), for which cx(uv) := c1(uv), and vu ∈ Ax is a backward edge if x(uv) > f1(uv), for
which cx(vu) := −c1(uv). Then x is a cheapest ( f1, g1)-bounded integral m-flow if and only if there is
no negative di-circuit in Dx (or in other words, cx is conservative).
In order to characterize integral ( f , g)-bounded m-flows for which the number of g-saturated (that
is, β-valued) edges in L is minimum, we introduce a parallel copy e′ of each e ∈ L. Let L′ denote the
set of new edges. Let A1 := A ∪ L
′ and D1 := (V, A1). Define g
− on A by g− := g − χL, that is, we
reduce g(e) from β to β − 1 for each e ∈ L.
Let f1 and g1 be bounding functions on A1 defined by
g1(e) :=
g
−(e) if e ∈ A,
1 if e ∈ L′,
f1(e) :=
 f (e) if e ∈ A,0 if e ∈ L′.
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Let c1 be a (0, 1)-valued cost-function on A1 defined by
c1(e) :=
0 if e ∈ A,1 if e ∈ L′.
Lemma 6.7.
(A) If z is an integral ( f , g)-bounded m-flow in D having µ edges in L with z(e) = β, then there exists
an integral ( f1, g1)-bounded m-flow z1 in D1 for which c1z1 = µ.
(B) If z1 is a minimum c1-cost integer-valued ( f1, g1)-bounded m-flow in D1, then there is an ( f , g)-
bounded m-flow z in D for which the number of edges in L with z(e) = β is c1z1.
Proof. (A) Let z be an m-flow given in Part (A), and let X := {e ∈ L : z(e) = β}. Let X′ denote the
subset of L′ corresponding to X. Define an m-flow z1 in D1 as follows:
z1(e) :=

z(e) if e ∈ A − X,
β − 1 if e ∈ X,
1 if e ∈ X′,
0 if e ∈ L′ − X′.
(6.8)
Then z1 is an ( f1, g1)-bounded m-flow in D1 whose c1-cost is |X| = µ.
(B) Let z1 be an m-flow given in Part (B) of the lemma. Observe that if z1(e
′) = 1 for some e′ ∈ L′,
then z1(e) = g1(e) = β−1 where e is the edge in L corresponding to e
′. Indeed, if we had z1(e) ≤ β−2,
then them-flow obtained from z1 by adding 1 to z1(e) and subtracting 1 from z1(e
′) would be of smaller
cost. It follows that the m-flow z in D defined by
z(e) :=
z1(e) + z1(e
′) if e ∈ L,
z1(e) if e ∈ A − L
(6.9)
is an ( f , g)-bounded m-flow in D, for which the number of β-valued L-edges is exactly the c1-cost of
z1.
Corollary 6.8. For an integral ( f , g)-bounded m-flow z in D with max{z(e) : e ∈ L} ≤ β , the number
of β-valued edges in L is minimum if and only if the ( f1, g1)-bounded m-flow z1 in D1 assigned to z in
(6.8) is a minimum c1-cost ( f1, g1)-bounded m-flow of D1.
Let z be an ( f , g)-bounded m-flow and let Dz be the usual auxiliary digraph belonging to z. The
sets of forward and backward edges in Fz are denoted by Ff and Fb, respectively. Let Lf := {uv ∈ Ff :
uv ∈ L, z(uv) < β} and Lb := {uv ∈ Fb : vu ∈ L, z(vu) > f (vu)}.
Lemma 6.9. An integral ( f , g)-bounded m-flow z with max{z(e) : e ∈ L} ≤ β minimizes the β-valued
(that is, g-saturated) elements of L if and only if, in every di-circuit of Dz, the number of Lf-edges is
at most the number of Lb-edges.
Proof. Suppose first that z is an integral ( f , g)-bounded m-flow for which the auxiliary digraph Dz
belonging to z includes a di-circuit Cz which has more Lb-edges than Lf-edges. Let C denote the
circuit of D corresponding to Cz (that is, C is obtained from Cz by reversing the backward edges of
Cz). Define z
′ as follows:
z′(uv) :=

z(uv) + 1 if uv ∈ Cz is a forward edge,
z(uv) − 1 if vu ∈ Cz is a backward edge,
z(uv) if uv ∈ A −C.
(6.10)
Then z′ is an integral ( f , g)-bounded m-flow that saturates less L-edges than z does.
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To see the converse, suppose that z is an integral ( f , g)-bounded m-flow for which the number of
β-valued (that is, saturated) L-edges is minimum.
Consider the digraph D1 defined above along with the bounding functions ( f1, g1) on its edge-set.
Let z1 be the ( f1, g1)-bounded m-flow assigned to z in (6.8). By Lemma 6.7, z1 is not a minimum
c1-cost ( f1, g1)-bounded m-flow in D1. By applying Lemma 6.6 to x := z1, we obtain that the auxiliary
digraph Dx belonging to x includes a di-circuit Cx whose cx-cost is negative.
Let e = uv be an edge of L. Recall that, to define D1, we added a new edge e
′ parallel to e. Let
e′′ = vu be the edge arising from e′ by reversing it. Then we have the following equivalences:
z(e) < β ⇔ uv ∈ Lf ⊆ Az ⇔ z1(e
′) = 0
⇔ e′ is a forward edge in Dx (and hence cx(e
′) = 1),
z(e) = β ⇔ vu ∈ Lb ⊆ Az ⇔ z1(e
′) = 1
⇔ e′′ = vu is a backward edge in Dx (and hence cx(e
′′) = −1).
These observations imply that the negative di-circuit Cx (with respect to cx) in Dx defines a di-circuit
of Dz which contains more Lb-edges than Lf-edges.
6.3.2 Proof of (A) from (B)
Our goal is to derive Property (A) from Property (B) in Theorem 6.5. To this end, let z be an ( f , g)-
bounded integral m-flow for which there is no z-improving di-circuit in the auxiliary digraph Dz. To
derive that z is F-dec-min, we use induction on |F|. As z is F-dec-min when F is empty, we assume
that |F| ≥ 1. We can assume that F contains no ( f , g)-tight edges, since taking out an ( f , g)-tight edge
from F affects neither the set of z-improving di-circuits, nor the F-dec-minimality of z.
Let β := max{z(e) : e ∈ F}. Then max{z′(e) : e ∈ F} ≤ β holds for any F-dec-min member z′ of
....
Q, therefore we can assume that β = max{g(e) : e ∈ F}. Let L := {e ∈ F, g(e) = β}.
Since Dz admits no z-improving di-circuit, it follows, in particular, that there is no di-circuit
containing more Lb-edges than Lf-edges. By Lemma 6.9, z minimizes the number of F-edges with
z(e) = β, and this means that z is pre-dec-min on F.
Consider the chain C′ used in Theorem 5.1 along with the definition of ( f ′, g′) given in (5.2) and
(5.3)). By (the proof of) Theorem 5.3, z is ( f ′, g′)-bounded. Recall that L′ was defined before Claim
5.4 to be the subset of L consisting of those elements of L that enter at least one member of C′, while
we defined F′ := F − L′. We pointed out that L′ is non-empty, that is, F′ is a proper subset of F.
Furthermore the definitions of ( f ′, g′) and L′ imply that every edge in A − L leaving or entering a
member of C′ is ( f ′, g′)-fixed, every edge in L leaving a member of C′ is ( f ′, g′)-fixed, and every edge
in L entering at least two members of C′ is ( f ′, g′)-fixed.
Let D′z denote the auxiliary digraph belonging to z with respect to ( f
′, g′). Because ( f ′, g′)-fixed
edges of D do not define any edge of D′z, we conclude that, for any member Ci of C
′, if e = uv is a
forward edge of D′z entering Ci, then f
′(e) = β − 1, g′(e) = β, and e does not enter any other member
of C′. Analogously, if e = uv is a backward edge of D′z leaving Ci, then f
′(vu) = β − 1, g′(vu) = β,
and e = uv does not leave any other member of C′. It follows for any di-circuit K′ of D′z that, if K
denotes the circuit of D corresponding to K′, then the number of F-edges e of K with z(e) = β − 1
entering Ci is equal to the number of F-edges of K with z(e) = β leaving Ci. This implies that if K
′ is
a z-improving di-circuit of D′z with respect to F
′, then K′ is z-improving di-circuit in Dz with respect
to F.
By our hypothesis, Dz includes no z-improving di-circuit, and therefore D
′
z includes no z-improving
di-circuit with respect to F′, either. Since |F′| < |F|, we conclude by induction that z is F′-dec-min
with respect to ( f ′, g′), implying, via Theorem 5.3, that z is F-dec-min.
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7 Algorithm for minimizing the largest m-flow value on F
Our remaining task is to describe a strongly polynomial algorithm to compute the bounding pair
( f ∗, g∗) described in Theorem 2.1. To this end, it suffices to compute the bounding pair ( f ′, g′) and the
proper subset F′ of F satisfying the requirements in Theorem 5.3 since after repeating this reduction
at most |F| times we arrive at the trivial case F = ∅.
Since the pair ( f ′, g′) is defined with the help of β and the chain C′ in Lemma 5.1, the computation
of ( f ′, g′) and F′ consists of two parts. The present section describes an algorithm to compute β, the
smallest integer for which
....
Q has an element z satisfying z(e) ≤ β for every edge e ∈ F. The next
section shall include an algorithm for computing the chain C′ in Lemma 5.1.
As before, we suppose that there is an ( f , g)-bounded m-flow, and also that F contains no ( f , g)-
tight edges. Our first goal is to find the smallest integer β such that by decreasing g(e) to β for each
edge e ∈ F for which g(e) > β, the resulting g′ and the unchanged f continue to meet the inequality
f ≤ g′ and the Hoffman-condition. The first requirement implies that β is at least the largest f -value
on the edges in F, which is denoted by f1.
Let g1 > g2 > · · · > gq denote the distinct g-values of the edges in F, and let L := {e ∈ F : g(e) =
g1}. Let β1 := max{ f1, g2}.
By an m-flow feasibility computation, we can check whether the g-value g1 on the elements of L
can be uniformly decreased to β1 without destroying (2.2). If this is the case, then either β1 = f1 in
which case a tight edge arises in F and we can remove this tight edge from F, or β1 = g2 in which
case the number of distinct gi-values becomes one smaller. Clearly, as the total number of distinct
gi-values in F is at most |F|, this kind of reduction may occur at most |F| times.
Therefore, we are at a case when g1 cannot be decreased to β1 without violating (2.2). Let us try
to figure out the lowest integer value β to which g1 can be decreased without violating (2.2).
Recall that L = {e ∈ F : g(e) = g1} and let A0 := A − L (that is, A0 is the complement of L with
respect to the whole edge-set A). Let g′ denote the function arising from g by reducing g(e) on the
elements of L (where g(e) = g1) to β1, that is,
g′ := g − (g1 − β1)χL.
Since g′ ≥ f holds and ̺g′ − δ f is submodular, the set-function p
′ defined by
p′(Z) := m˜(Z) − ̺g′(Z) + δ f (Z)
is supermodular.
Since g1 in the present case cannot be decreased to β1 without violating (2.2), there is a subset Z
∗
violating ̺g′ (Z) − δ f (Z) ≥ m˜(Z), or for short, p
′(Z∗) > 0. The original g meets (2.2), meaning that
̺g − δ f ≥ m˜, which is equivalent to
(g1 − β1)̺L(Z) + ̺g′(Z) − δ f (Z) = ̺g(Z) − δ f (Z) ≥ m˜(Z)
holds for every Z ⊆ V . Therefore our goal is to find the smallest integer µ ≥ 0 for which
µ̺L(Z) + ̺g′(Z) − δ f (Z) ≥ m˜(Z)
for every Z ⊆ V , that is,
µb(Z) ≥ p′(Z)
for every Z ⊆ V , where b(Z) := ̺L(Z). The existence of a non-negative µ with µb ≥ p
′ is guaranteed
by the property that p′(Z) ≤ 0 whenever b(Z) = 0, or equivalently, that ̺g′ (Z)−δ f (Z) ≥ m˜(Z) whenever
̺L(Z) = 0. Indeed this property holds since ̺L(Z) = 0 implies
̺g′(Z) − δ f (Z) = ̺g(Z) −
∑
[g(e) − g′(e) : e ∈ L, e enters Z] − δ f (Z)
= ̺g(Z) − 0 − δ f (Z) ≥ m˜(Z),
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which is equivalent to p′(Z) ≤ 0. We have µ ≥ 1 since p(Z∗) > 0.
Since b is submodular, p′ is supermodular, and we have max{b(Z) : Z ⊆ V} ≤ |L| ≤ |A|, we can
apply the Newton–Dinkelbach algorithm for this case, as described in [6]. That algorithm needs a
subroutine to compute a subset of V maximizing p′(Z) − µb(Z) (Z ⊆ V) for any fixed integer µ ≥ 0.
This subroutine is applied at most M times where M denotes the largest value of b. Since in the present
case of flows, the largest value of b is at most |L| ≤ |A|, the subroutine is applied at most |A| times.
Furthermore, by the definition of p′ and b, the equivalent subroutine to minimize µb(Z) − p′(Z) =
µ̺L(Z) + ̺g′(Z) − δ f (Z) − m˜(Z) can be realized with the help of a straightforward reduction to a
max-flow min-cut computation in a related edge-capacitated digraph on node-set V ∪ {s, t} with extra
source-node s and sink-node t.
Therefore, by relying on an efficient max-flow computation, the smallest µ can be computed in
strongly polynomial time, and hence the smallest β (= β1 + µ) is available for which β > β1 =
max{ f1, g2} and the value g1 can be reduced to β on the edges in L without violating (2.2).
8 Computing an L-upper-minimizerm-flow and the dual optimum chain
In this section, we describe an alternative, algorithmic proof of Theorems 4.1 and 4.6. In this light,
their original proof in Section 4 may seem superfluous but we keep both proofs because the first one
is more transparent and technically simpler than the algorithmic approach to be presented here.
The algorithm computes an integer-valued L-upper-minimizer ( f , g)-bounded m-flow as well as a
maximizer chain C in (4.1) meeting the optimality criteria in Theorem 4.6. As before, D = (V, A) is a
digraph and we assume that L is a subset of A for which −∞ < f (e) < g(e) < ∞ for each edge e ∈ L.
(For edges in A − L, f (e) = −∞ and g(e) = +∞ are allowed.) Our primal goal is to find an integral
( f , g)-bounded m-flow g-saturating a minimum number of elements of L. To this end, we introduce a
parallel copy e′ of each e ∈ L. Let L′ denote the set of new edges. We shall refer to the edges in A
as old or original edges. Let A1 := A ∪ L
′, D′ = (V, L′), and D1 = (V, A ∪ L
′). Define g− on A by
g− := g − χL, that is, we reduce g(e) by 1 for each e ∈ L.
Let f1 and g1 be bounding functions on A1 defined by
g1(e) :=
g
−(e) if e ∈ A,
1 if e ∈ L′,
f1(e) :=
 f (e) if e ∈ A,0 if e ∈ L′.
Let c1 be a (0, 1)-valued cost-function on A1 defined by
c1(e) :=
0 if e ∈ A,1 if e ∈ L′.
Our goal is to find an ( f , g)-bounded integer-valued m-flow in D admitting a minimum number of
g-saturated L-edges. We claim that this problem is equivalent to finding a minimum c1-cost ( f1, g1)-
bounded integer-valued m-flow in D1. Indeed, let x be an ( f , g)-bounded m-flow in D and let X := {e ∈
L : x(e) = g(e)} be the set of g-saturated members of L. Let X′ denote the subset of L′ corresponding
to X. Define an m-flow x1 in D1 as follows:
x1(e) :=

x(e) if e ∈ A − X,
g(e) − 1 if e ∈ X,
1 if e ∈ X′,
0 if e ∈ L′ − X′.
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Then x1 is an ( f1, g1)-bounded m-flow in D1 whose c1-cost is |X|. Conversely, let x1 be a minimum
cost integer-valued ( f1, g1)-bounded m-flow in D1. Observe that if x1(e
′) = 1 for some e′ ∈ L′, then
x1(e) = g1(e) = g(e)−1 where e is the edge in L corresponding to e
′. Indeed, if we had x1(e) ≤ g(e)−2,
then them-flow obtained from x1 by adding 1 to x1(e) and subtracting 1 from x1(e
′) would be of smaller
cost. It follows that the m-flow x in D defined by
x(e) :=
x1(e) + x1(e
′) if e ∈ L,
x1(e) if e ∈ A − L
(8.1)
is an ( f , g)-bounded m-flow in D, for which the number of g-saturated L-edges is exactly the c1-cost
of x1.
Therefore, we concentrate on finding an integer-valued min-cost ( f1, g1)-bounded m-flow in D1. In
order to describe the dual optimization problem, let N denote the node-edge signed incidence matrix
of D, that is, the entry of N corresponding to a node v and to an edge e ∈ A is 1 if e enters v, −1
if e leaves v, and 0 otherwise. Let N′ denote the analogous signed incidence matrix of D′, and let
N1 = [N,N
′]. Note that N1 is the signed incidence matrix of D1 and hence it is totally unimodular.
The primal linear program is as follows:
min{c1x1 : N1x1 = m, x1 ≥ f1, −x1 ≥ −g1}. (8.2)
The dual linear program is as follows:
max{ym + z1 f1 − w1g1 : yN1 + z1 − w1 = c1, z1 ≥ 0, w1 ≥ 0}. (8.3)
Note that the components of z1 = (z, z
′) correspond to the edges in A and in L′, respectively, and the
analogous statement holds for w1 = (w,w
′). Since N1 is totally unimodular, both the primal and the
dual optimal solution can be chosen integer-valued.
If (y, z1,w1) is a dual solution and both z1(e) and w1(e) are positive on an edge e ∈ A1, then
reducing both z1(e) and w1(e) by min{z1(e),w1(e)} we obtain another dual solution whose dual cost is
larger by g1(e) − f1(e) ≥ 0 than the dual cost ym + z1 f1 − w1g1 of (y, z1,w1). Therefore it suffices to
consider only those optimal dual solutions (y, z1,w1) for which min{z1(e),w1(e)} = 0 for every edge
e ∈ A1. Observe that for such an optimal dual solution (y, z1,w1), since z1 and w1 are non-negative, y
uniquely determines z1 and w1. Namely, for an edge e = uv ∈ A, we have c1(e) = 0 and hence
z1(e) :=
0 if y(v) − y(u) ≥ 0,y(u) − y(v) if y(v) − y(u) < 0, (8.4)
w1(e) :=
0 if y(v) − y(u) ≤ 0,y(v) − y(u) if y(v) − y(u) > 0. (8.5)
For an edge e′ = uv ∈ L′, we have c1(e
′) = 1 and hence
z1(e
′) :=
0 if y(v) − y(u) ≥ 1,y(u) − y(v) + 1 if y(v) − y(u) < 1, (8.6)
w1(e
′) :=
0 if y(v) − y(u) ≤ 1,y(v) − y(u) − 1 if y(v) − y(u) > 1. (8.7)
Let x1 be an integer-valued primal optimum, that is, x1 is a minimum c1-cost ( f1, g1)-bounded
m-flow in D1. Let x be the ( f , g)-bounded m-flow in D defined in (8.1). As noted above, x is L-upper-
minimizer. Let (y, z1,w1) be an integer-valued dual optimum.
Note that the minimum cost flow algorithm of Ford and Fulkerson [3] computes a minimum-cost
feasible flow of given amount along with the optimal dual solution. This algorithm relies on a max-
flow algorithm as a subroutine. If one uses the strongly polynomial max-flow algorithm of Edmonds
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and Karp [2], that is, if the augmentation is made always along a shortest path in the corresponding
auxiliary digraph, and, furthermore, if the cost-function is (0, 1)-valued, then the min-cost flow algo-
rithm of Ford and Fulkerson is strongly polynomial. (In other words, we do not need to use a more
sophisticated strongly polynomial algorithm—the first one found by Tardos [16]—for the general
min-cost flow problem when the cost-function is arbitrary.) With a standard reduction technique, the
min-cost flow algorithm of Ford and Fulkerson can easily be transformed to one for computing a fea-
sible min-cost m-flow. Therefore, we conclude that the integer-valued optimal solutions to the primal
and dual linear programs above can be computed in strongly polynomial time via the Ford-Fulkerson
min-cost flow algorithm.
Since m˜(V) = 0, by adding a constant to the components of y, we obtain another optimal dual
solution. Therefore we may assume that the smallest component of y is 0. Let 0 = y0 < y1 < y2 < · · · <
yq be the distinct values of the components of y, and consider the chain of subsets V1 ⊃ V2 ⊃ · · · ⊃ Vq
of V where Vi := {v ∈ V : y(v) ≥ yi}. (In the special case when y ≡ 0, the chain in question is empty,
that is, q = 0).
Note that
ym =
q∑
i=1
(yi − yi−1)m˜(Vi). (8.8)
We may assume that the difference of subsequent yi values is 1. Indeed, if yi+1 − yi ≥ 2 for some i,
then by subtracting 1 from y(v) for each v ∈ Vi+1, by subtracting 1 from z1(e) for each e ∈ A1 leaving
Vi+1, and by subtracting 1 from w1(e) for each e ∈ A1 entering Vi+1, we obtain another dual feasible
solution (y′, z′
1
,w′
1
). By (8.8), y′m = ym − m˜(Vi+1). For the revised z
′
1
and w′
1
, we have
z′1 f1 = z1 f1 − δ f1 (Vi+1) = z1 f1 − δ f (Vi+1),
w′1g1 = w1g1 − ̺g1 (Vi+1) = w1g1 − ̺g(Vi+1).
Therefore
y′m + z′1 f1 − w
′
1g1 = ym + z1 f1 − w1g1 − [m˜(Vi+1) + δ f (Vi+1) − ̺g(Vi+1)].
Since ̺g(Vi+1)−δ f (Vi+1) ≥ m˜(Vi+1) by (2.2) and since (y, z1,w1) is an optimal dual solution, we obtain
ym + z1 f1 − w1g1 ≥ y
′m + z′1 f1 − w
′
1g1
= ym + z1 f1 − w1g1 − [m˜(Vi+1) + δ f (Vi+1) − ̺g(Vi+1)] ≥ ym + z1 f1 − w1g1.
Therefore, equality must hold everywhere and hence (y′, z′
1
,w′
1
) is another optimal dual solution. This
reduction technique shows that we can assume that
yi = i for i = 1, . . . , q. (8.9)
Note that from an algorithmic point of view, we get immediately the optimal dual y given in (8.9) once
the chain V1 ⊃ V2 ⊃ · · · ⊃ Vq belonging to an arbitrary optimal dual solution is available.
By (8.9), (8.4), and (8.5), we have for an edge e = uv ∈ A,
z1(e) = the number of Vi’s left by e, (8.10)
w1(e) = the number of Vi’s entered by e. (8.11)
For an edge e′ = uv ∈ L′, by (8.6) and (8.7), we have
z1(e
′) =
0 if e
′ enters a Vi,
[the number of Vi’s left by e
′] + 1 if e′ enters no Vi,
(8.12)
w1(e
′) =
0 if e
′ enters no Vi,
[the number of Vi’s entered by e
′] − 1 if e′ enters a Vi.
(8.13)
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The optimality criteria (complementary slackness conditions) for the primal and dual linear pro-
grams (8.2) and (8.3) are as follows:
if z1(e) > 0 for some e ∈ A1, then x1(e) = f1(e), (8.14)
if w1(e) > 0 for some e ∈ A1, then x1(e) = g1(e). (8.15)
Lemma 8.1. The chain V1 ⊃ V2 ⊃ · · · ⊃ Vq and the m-flow x defined in (8.1) meet the five optimality
criteria in Theorem 4.6. Furthermore, ̺g(Vi) − δ f (Vi) < +∞ holds for each i = 1, . . . , q.
Proof. (O1) Let e ∈ A be an edge leaving a Vi. Then z1(e) > 0 by (8.10). By (8.14), x1(e) = f1(e) =
f (e), from which x(e) = x1(e) = f (e) follows whenever e ∈ A − L. If e ∈ L, then (8.12) implies
z1(e
′) > 0 for the corresponding parallel edge e′ in L′. By (8.14), x1(e
′) = f1(e
′) = 0, and hence
x(e) = x1(e) + x1(e
′) = f (e), as required for Criterion (O1).
(O2) Let e = A − L be an edge entering a Vi. Then w1(e) > 0 by (8.11). By (8.15), we have
x(e) = x1(e) = g1(e) = g(e), as required for Criterion (O2).
(O3) Let e ∈ L be an edge entering Vi and let e
′ be the corresponding parallel edge in L′. Then
w1(e) > 0 by (8.11). By (8.15), we have x1(e) = g1(e) = g(e)− 1. Since 0 = f1(e
′) ≤ x1(e
′) ≤ g1(e
′) =
1 and x(e) = x1(e) + x1(e
′), we obtain that g(e) − 1 ≤ x(e) ≤ g(e), as required for Criterion (O3).
(O4) Let e ∈ L be an edge entering at least two Vi’s, and let e
′ be the corresponding parallel
edge in L′. By (8.11), we have w1(e) > 0, from which (8.15) implies that x1(e) = g1(e) = g(e) − 1.
By (8.13), we have w1(e
′) > 0, from which (8.15) implies x1(e
′) = g1(e
′) = 1. Therefore x(e) =
x1(e) + x1(e
′) = g(e), as required for Criterion (O4).
(O5) Let e ∈ L be an edge neither entering nor leaving any Vi, and let e
′ be the corresponding
parallel edge in L′. Since x is ( f , g)-bounded, we have f (e) ≤ x(e). By (8.12), z1(e
′) = 1, from which
(8.14) implies that x1(e
′) = f1(e
′) = 0. Hence x(e) = x1(e) + x1(e
′) ≤ g1(e) = g(e) − 1, as required for
Criterion (O5).
To see the second part of the lemma, observe that Criterion (O1) implies that δ f (Vi) = δz(Vi) >
−∞. As g(e) < +∞ for every edge e ∈ L, and, by Criterion (O2) g(e) = z(e) < +∞ for every edge
e ∈ A− L entering Vi, we conclude that ̺g(Vi) < +∞, from which ̺g(Vi)− δ f (Vi) < +∞, as required.
9 Existence of an F-dec-min m-flow
In the previous sections, we assumed that the bounding functions f and g were finite-valued on F. In
the more general case, where we allow edges in F as well to have f (e) = −∞ or g(e) = +∞, it may
occur that no dec-min feasible m-flow exists at all. For example, if D is a di-circuit, F = A, m ≡ 0,
f ≡ −∞, and g ≡ 0, then z ≡ k is a feasible m-flow for each integer k ≤ 0, implying that in this case
there is no F-dec-min feasible m-flow. The main goal of this section is to describe a characterization
for the existence of an F-dec-min feasible m-flow. As a consequence of this characterization, we show
how Theorem 2.1 and its algorithmic approach can be extended to this more general case.
As before, let D = (V, A) be a digraph and F ⊆ A a nonempty subset of edges. Let m : V → Z
be a function on V and let f : A → Z ∪ {−∞} and g : A → Z ∪ {+∞} be bounding functions on A
such that there is a feasible (that is, ( f , g)-bounded) m-flow in D. Recall that
....
Q( f , g;m) denoted the
set of integral ( f , g)-bounded m-flows. In what follows, all the occurring functions (bounds, flows) are
assumed to be integer-valued even if this is not mentioned explicitly.
We start by exhibiting an easy reduction by which we can assume that g is finite-valued on F.
Lemma 9.1. There is a function g′ on A which is finite-valued on F such that the (possibly empty) set of
F-dec-min elements of
....
Q :=
....
Q( f , g;m) is equal to the set of F-dec-min elements of
....
Q′ :=
....
Q( f , g′;m).
Proof. Let z1 be an element of
....
Q and let β denote the maximum value of its components. Define g′ as
follows:
g′(e) :=
min{g(e), β} if e ∈ F,g(e) if e ∈ A − F. (9.1)
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As g′ ≤ g, we have
....
Q′ ⊆
....
Q. In particular, an F-dec-min element z′ of
....
Q′ is in
....
Q, and we claim that
z′ is actually F-dec-min in
....
Q. Indeed, if we had an element z′′ ∈
....
Q which is decreasingly smaller on
F than z′, then z′′ is not in
....
Q′, that is, z′′ is not ( f , g′)-bounded. Therefore there is an edge a ∈ F for
which z′′(a) > β, implying that max{z′′(e) : e ∈ F} > β ≥ max{z′(e) : e ∈ F}. But this contradicts the
assumption that z′′ is decreasingly smaller on F than z′.
Conversely, suppose that z is an F-dec-min element of
....
Q. Since the largest component of z1 is
β, the largest component of z is at most β, and hence z ∈
....
Q′. This and
....
Q′ ⊆
....
Q imply that z is an
F-dec-min element of
....
Q′.
Theorem 9.2. Let D = (V, A) be a digraph and F ⊆ A a nonempty subset of edges. Let m : V → Z be
a function on V and let f : A → Z ∪ {−∞} and g : A → Z ∪ {+∞} be bounding functions on A such
that there is a feasible (that is, ( f , g)-bounded) m-flow in D. There exists an F-dec-min ( f , g)-bounded
integral m-flow if and only if there is no di-circuit C with C ∩ F , ∅ in the digraph D∞ = (V, A∞)
defined by
A∞ := {e : e ∈ A, f (e) = −∞} ∪ {vu : uv ∈ A − F, g(uv) = +∞}. (9.2)
Proof. Suppose first that D∞ includes a di-circuit C intersecting F, and assume, indirectly, that there
exists an F-dec-min feasible m-flow z. For uv ∈ A, define z′(uv) as follows:
z′(uv) :=

z(uv) − 1 if uv ∈ C, uv ∈ A,
z(uv) + 1 if vu ∈ C, vu ∈ A − F,
z(uv) otherwise.
(9.3)
Then z′ is also a feasible m-flow in D, which is decreasingly smaller on F than z, a contradiction.
To see the converse, suppose that there is no di-circuit of D∞ intersecting F. We want to prove
that there is an F-dec-min feasible m-flow.
Claim 9.3. The theorem follows from its special case when g(e) is finite for each e ∈ F.
Proof. Consider the function g′ introduced in (9.1). As g′ ≤ g, there is no di-circuit described in
the theorem with respect to ( f , g′). By assuming the truth of the theorem in this case, we have an
F-dec-min ( f , g′)-bounded m-flow z. By Lemma 9.1, z is an F-dec-min ( f , g)-bounded m-flow.
By Claim 9.3, henceforth we can assume that g is finite-valued on F. Note that in this case
A∞ = {e : e ∈ A, f (e) = −∞} ∪ {vu : uv ∈ A, g(uv) = +∞}. (9.4)
Claim 9.4. Let S ⊂ V be a set for which δA∞(S ) = 0, and let e0 ∈ F entering S . Then, for any
( f , g)-feasible m-flow z,
z(e0) ≥ m˜(S ) − [̺g(S ) − g(e0)] + δ f (S ), (9.5)
and the right-hand side is finite.
Proof. Since z ≤ g and e0 enters S , we have
̺z(S ) − z(e0) ≤ ̺g(S ) − g(e0),
from which
m˜(S ) = ̺z(S ) − δz(S ) = z(e0) + [̺z(S ) − z(e0)] − δz(S ) ≤ z(e0) + [̺g(S ) − g(e0)] − δ f (S ),
implying (9.5).
Furthermore, δA∞(S ) = 0 implies that f (e) > −∞ for every edge e of D leaving S and that
g(e) < +∞ for every edge e of D entering S , from which the finiteness of the right-hand side of (9.5)
follows.
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Assume indirectly that no F-dec-min ( f , g)-bounded m-flow exists, that is, for every ( f , g)-bounded
m-flow, there exists another one which is decreasingly smaller on F. This implies that there is an edge
e0 = ts in F for which there is an ( f , g)-bounded m-flow with z(e0) ≤ K for an arbitrarily small integer
K.
Claim 9.5. There exists an st-dipath P in D∞.
Proof. Suppose, indirectly, that the set S of nodes reachable from s in D∞ does not contain t. Since
no edge of D∞ leaves S and e0 enters S , it follows from Claim 9.4 that there is a finite lower bound
for z(e0), a contradiction.
The di-circuit formed by e0 = ts and the st-dipath P ensured by Claim 9.5 meets the requirement
of the theorem.
Extension of Theorem 2.1 With the help of Theorem 9.2 and Lemma 9.1, Theorem 2.1 can be
extended to the case when ( f , g) is not assumed to be finite-valued on F, only the existence of a di-
circuit in D∞ intersecting F is excluded (which is equivalent, by Theorem 9.2, to the existence of an
F-dec-min ( f , g)-bounded m-flow).
Theorem 9.6. Let D = (V, A) be a digraph endowed with integer-valued lower and upper bound
functions f : A → Z ∪ {−∞} and g : A → Z ∪ {+∞} for which f ≤ g. Let m : V → Z be a function
on V with m˜(V) = 0 such that there exists an ( f , g)-bounded m-flow. Let F ⊆ A be a specified subset
of edges. Assume that there exists an F-dec-min ( f , g)-bounded integral m-flow. There exists a pair
( f ∗, g∗) of integer-valued functions on A with f ≤ f ∗ ≤ g∗ ≤ g (allowing f ∗(e) = −∞ and g∗(e) = +∞
for e ∈ A − F, but f ∗(e) and g∗(e) are finite for e ∈ F) such that an integral ( f , g)-bounded m-flow z is
decreasingly minimal on F if and only if z is an integral ( f ∗, g∗)-bounded m-flow. Moreover, the box
T ( f ∗, g∗) is narrow on F in the sense that 0 ≤ g∗(e) − f ∗(e) ≤ 1 for every e ∈ F.
Proof. By Lemma 9.1, we can assume that g is finite-valued on F. Furthermore, the non-existence of
a di-circuit C in D∞ with C ∩ F , ∅ implies that, for every edge e = ts ∈ F, the set S e reachable in
D∞ from s meets the inequality (9.5) for any ( f , g)-bounded m-flow z. As the right-hand side of (9.5)
is finite by Claim 9.4, there is a finite lower bound
f ′(e) := m˜(S e) − [̺g(S e) − g(e)] + δ f (S e) (9.6)
for z(e). In this way, each −∞-valued lower bound on the edges in F can be made finite, and the
original Theorem 2.1 applies.
We emphasize that for each e ∈ F the set S e occurring in the proof is easily computable and hence
so is the finite lower bound f ′(e) given in (9.6). Therefore this reduction to the case when ( f , g) is
finite-valued on F is algorithmic.
10 Discrete convex analysis views on dec-min flows
In this section we shed a light of discrete convex analysis (DCA) [13, 14] on the two main structural
results, Theorems 2.1 and 6.5, obtained in the previous sections. These theorems have been proved
in Sections 5 and 6, respectively, and the proofs are rather independent of each other. In particular,
the proof of Theorem 2.1 makes use of the framework of supermodular covering. In this section we
shall prove Theorems 2.1 and 6.5 in a unified manner, by formulating the dec-min flow problem as a
convex-cost flow problem and by applying the general duality result from DCA.
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10.1 Formulation by convex cost flows
As before, let D = (V, A) be a digraph endowed with integer-valued lower and upper bound functions
f : A → Z ∪ {−∞} and g : A → Z ∪ {+∞} for which f ≤ g. Let m : V → Z be a function on V
with m˜(V) = 0 such that there exists an ( f , g)-bounded m-flow. Let Q = Q( f , g;m) denote the set of
( f , g)-bounded m-flows and
....
Q =
....
Q( f , g;m) the set of integral elements of Q, where Q , ∅ and
....
Q , ∅.
We treat the situation of Theorem 2.1, where f and g are finite-valued on F. It is noted, however,
that this finiteness assumption is not an essential restriction, as is shown by the argument in Section 9
leading to Theorem 9.6. Define fmin = min{ f (e) : e ∈ F} and gmax = max{g(e) : e ∈ F}, and let K
denote the finite integer interval [ fmin, gmax]Z = {k ∈ Z : fmin ≤ k ≤ gmax}.
Let ϕ : Z → Z ∪ {+∞} be a nonnegative integer-valued convex function in one variable defined
on the interval K (that is, domϕ = K and ϕ = +∞ outside of K). We say that ϕ is discrete convex (or
simply convex) if
ϕ(k − 1) + ϕ(k + 1) ≥ 2ϕ(k) (k ∈ K), (10.1)
and strictly (discrete) convex if 1
ϕ(k − 1) + ϕ(k + 1) > 2ϕ(k) (k ∈ K). (10.2)
Using a convex function ϕ we define a separable convex cost function
Φ(x) = ΦF(x) =
∑
e∈F
ϕ(x(e)), (10.3)
which is a sum over all edges in the specified edge-set F ⊆ A and is symmetric when restricted to ZF .
All edges in F are associated with the same convex cost function ϕ.
As in Section 3.1 of Part II [7], we say that a positive-valued function ϕ is N-increasing on K,
where N ≥ 1, if
ϕ(k + 1) ≥ N ϕ(k) > 0 for all k ∈ K. (10.4)
This formal definition is a quantitative formulation of the intuitive notion of a “rapidly increasing
function.” An N-increasing function ϕ with N ≥ 2 is strictly convex, since ϕ(k − 1) + ϕ(k + 1) >
ϕ(k+ 1) ≥ Nϕ(k) ≥ 2ϕ(k). For any integer N ≥ 1, there exists an integer-valued N-increasing function
ϕ, since K is finite by assumption; for example, ϕ(k) = Nk− fmin .
As a slight variant of Proposition 3.3 of Part II [7] we have the following.
Proposition 10.1. Assume |F| ≥ 2 and that ϕ is |F|-increasing. A vector x ∈ ZA is decreasingly-
smaller on F than a vector y ∈ ZA if and only if Φ(x) < Φ(y).
With this proposition the dec-min flow problem is reduced to an integral min-cost flow problem of
the following form, in which the cost Φ(x) of flow x is given by the sum of the convex costs ϕ(x(e))
over edges e in F.
Min-cost flow problem (P)
Minimize Φ(x) =
∑
e∈F
ϕ(x(e)) (10.5)
subject to ̺x(v) − δx(v) = m(v) (v ∈ V), (10.6)
f (e) ≤ x(e) ≤ g(e) (e ∈ A), (10.7)
x(e) ∈ Z (e ∈ A). (10.8)
Problem (P) is feasible, that is, Φ(x) is finite for some x ∈ ZA satisfying the conditions (10.6) and
(10.7), since
....
Q , ∅ and ϕ(k) < +∞ for any k with fmin ≤ k ≤ gmax. Then Problem (P) has obviously
an optimal solution, since f and g are assumed to be finite-valued on F.
1When k is the smallest or the largest element of K, inequality (10.2) is satisfied since the left-hand side is equal to +∞
and the right-hand side is finite.
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If the cost function ϕ is |F|-increasing, the optimal solution of Problem (P) coincides with F-dec-
min flows.
Proposition 10.2. Assume |F| ≥ 2 and that ϕ is |F|-increasing. An ( f , g)-bounded integral m-flow x is
decreasingly-minimal on F if and only if it is a minimizer of Φ(x) in Problem (P).
10.2 Duality
We introduce the problem dual to the min-cost flow problem (P). In formulating the duality we assume
that the function ϕ : Z → Z ∪ {+∞} is an integer-valued convex function with dom ϕ being a finite
integer interval. However, we do not impose the condition (10.4) on the speed of increase of ϕ.
Let ψ : Z → Z ∪ {+∞} denote the conjugate function of ϕ, that is,
ψ(ℓ) = max{kℓ − ϕ(k) : k ∈ Z} (ℓ ∈ Z). (10.9)
Note that ψ(ℓ) is finite for all ℓ ∈ Z, since dom ϕ is a finite interval. By specializing the general result
presented in Section 7.3 of Part II [7], we can obtain the following dual problem (see Remark 10.2 for
the derivation).
Dual problem (D):
Maximize Ψ(π, τ1, τ2) = πm −
∑
e∈F
ψ(τ1(e)) −
∑
e∈A
max{ f (e)τ2(e), g(e)τ2(e)} (10.10)
subject to π(v) − π(u) = τ1(e) + τ2(e) (e = uv ∈ F), (10.11)
π(v) − π(u) = τ2(e) (e = uv ∈ A − F), (10.12)
π(v) ∈ Z (v ∈ V), (10.13)
τ1(e) ∈ Z (e ∈ F), (10.14)
τ2(e) ∈ Z (e ∈ A). (10.15)
The dual variables consist of an integer-valued potential π : V → Z on V , an integer-valued function
τ1 : F → Z on F, and an integer-valued function τ2 : A → Z on A. The constraint (10.12) says that
the potential difference is equal to tension τ2 on edges in A − F, whereas (10.11) says that, on F, the
potential difference is equal to the sum of two tensions τ1 and τ2.
Remark 10.1. To derive the above dual problem we refer to “Convex cost flow problem (2)” and
“Dual to the convex cost flow problem (2)” in Section 7.3 of Part II [7]. To formulate Problem (P) in
this general form we define ϕe : Z → Z ∪ {+∞} for e ∈ A by
ϕe =
{
ϕ (e ∈ F),
0 (e ∈ A − F).
The conjugate function ψe : Z → Z ∪ {+∞} of ϕe is given by
ψe =
{
ψ (e ∈ F),
ψ0 (e ∈ A − F),
where ψ is defined in (10.9) and
ψ0(ℓ) = max{kℓ − 0 : k ∈ Z} =
{
0 (ℓ = 0),
+∞ (ℓ ∈ Z \ {0}).
In the general form in Section 7.3 of Part II [7], the dual objective function Ψ involves terms ψe(τ1(e))
for e ∈ A − F in addition to those for e ∈ F. However, since domψ0 = {0}, we must have τ1(e) = 0
for e ∈ A− F, and therefore, these variables can be eliminated from the dual problem. Thus we obtain
(10.10)–(10.15) above.
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The following discrete min-max formula is a special case of Theorem 7.11 of Part II [7]. It is
emphasized that this min-max formula holds for any discrete convex function ϕ, independent of the
speed of increase as in (10.4).
Theorem 10.3. For the min-cost flow problem (P) with Φ(x) =
∑
e∈F ϕ(x(e)) in (10.5) and its dual
problem (D) with Ψ(π, τ1, τ2) in (10.10), we have the min-max relation:
min{Φ(x) : x ∈ ZA satisfies (10.6) and (10.7)}
= max{Ψ(π, τ1, τ2) : (π, τ1, τ2) ∈ Z
V × ZF × ZA satisfies (10.11), (10.12)}. (10.16)
To derive the optimality conditions from Theorem 10.3 it is useful to look into the proof of the
weak duality
Φ(x) ≥ Ψ(π, τ1, τ2), (10.17)
where x and (π, τ1, τ2) are primal and dual feasible solutions. First recall the Fenchel–Young inequality
ϕ(k) + ψ(ℓ) ≥ kℓ (k, ℓ ∈ Z), (10.18)
which is an immediate consequence of the definition (10.9) of the conjugate function, and the funda-
mental relation ∑
e=uv∈A
x(e)(π(v) − π(u)) =
∑
v∈V
π(v)(̺x(v) − δx(v)) (10.19)
between flow x and potential π. Using (10.18), (10.11), (10.12), (10.19), and (10.6) in this order, we
obtain
Φ(x) − Ψ(π, τ1, τ2)
=
∑
e∈F
[ϕ(x(e)) + ψ(τ1(e))] +
∑
e∈A
max{ f (e)τ2(e), g(e)τ2(e)} − πm
≥
∑
e∈F
x(e)τ1(e) +
∑
e∈A
max{ f (e)τ2(e), g(e)τ2(e)} − πm
=
∑
e=uv∈F
x(e)(π(v) − π(u) − τ2(e)) +
∑
e∈A
max{ f (e)τ2(e), g(e)τ2(e)} − πm
=
∑
e=uv∈A
x(e)(π(v) − π(u) − τ2(e)) +
∑
e∈A
max{ f (e)τ2(e), g(e)τ2(e)} − πm
=
∑
e=uv∈A
x(e)(π(v) − π(u)) +
∑
e∈A
[
max{ f (e)τ2(e), g(e)τ2(e)} − x(e)τ2(e)
]
− πm
=
∑
v∈V
π(v)(̺x(v) − δx(v)) − πm
 +∑
e∈A
[
max{ f (e)τ2(e), g(e)τ2(e)} − x(e)τ2(e)
]
=
∑
e∈A
[
max{ f (e)τ2(e), g(e)τ2(e)} − x(e)τ2(e)
]
. (10.20)
For each summand in the last expression we have
max{ f (e)τ2(e), g(e)τ2(e)} − x(e)τ2(e) ≥ 0, (10.21)
since f (e) ≤ x(e) ≤ g(e) by the capacity constraint (10.7). Thus the weak duality (10.17) is established.
The optimality conditions for the primal variable z = x can be obtained as the conditions for the
equality Φ(z) = Ψ(π, τ1, τ2) to hold, which is true if and only if the Fenchel–Young inequality (10.18)
29
with (k, ℓ) = (z(e), τ1(e)) holds in equality for all e ∈ F and (10.21) holds in equality for all e ∈ A, that
is,
ϕ(z(e)) + ψ(τ1(e)) = z(e)τ1(e) (e ∈ F), (10.22)
max{ f (e)τ2(e), g(e)τ2(e)} = z(e)τ2(e) (e ∈ A). (10.23)
These conditions can be solved for the variable z as
z(e) ∈ argmin
k
{ϕ(k) − τ1(e)k} (e ∈ F), (10.24)
z(e) = f (e) if τ2(e) < 0,
f (e) ≤ z(e) ≤ g(e) if τ2(e) = 0,
z(e) = g(e) if τ2(e) > 0
(e ∈ A). (10.25)
The latter condition (10.25) expresses the so-called kilter condition for flow z(e) and tension τ2(e), and
the former condition (10.24) can be regarded as a nonlinear version thereof for flow z(e) and tension
τ1(e).
We thus arrive at optimality conditions for Problem (P).
Proposition 10.4. A feasible solution z for the problem (P) is optimal if and only if there exists
(π, τ1, τ2) satisfying (10.11), (10.12), (10.24), and (10.25).
The following variant of Proposition 10.4 will be used for the proof of Theorem 2.1 in Section
10.3.
Proposition 10.5. Let (π, τ1, τ2) be an arbitrary optimal solution to the dual problem (D). Then a
feasible solution z for the primal problem (P) is optimal if and only if it satisfies (10.24) and (10.25).
In the optimality conditions (10.24) and (10.25), the potential π does not appear explicitly but is
determined from the tensions τ1 and τ2 through the relations (10.11) and (10.12). It is also possible to
feature the potential π to express the same mathematical content as follows, where we use notation
∆ϕ(k) = ϕ(k) − ϕ(k − 1). (10.26)
We shall use Theorem 10.6 below for the proof of Theorem 6.5 in Section 10.4.
Theorem 10.6. A feasible solution z for the primal problem (P) is optimal if and only if there exists
π ∈ ZV such that, for e ∈ F,
∆ϕ(z(e)) ≤ π(v) − π(u) ≤ ∆ϕ(z(e) + 1) if f (e) < z(e) < g(e), (10.27)
π(v) − π(u) ≤ ∆ϕ(z(e) + 1) if z(e) = f (e), (10.28)
π(v) − π(u) ≥ ∆ϕ(z(e)) if z(e) = g(e), (10.29)
and, for e ∈ A − F,
π(v) − π(u) = 0 if f (e) < z(e) < g(e), (10.30)
π(v) − π(u) ≤ 0 if z(e) = f (e), (10.31)
π(v) − π(u) ≥ 0 if z(e) = g(e). (10.32)
Proof. Suppose that z is an optimal solution for (P). By Proposition 10.4 there exists (π, τ1, τ2) satis-
fying (10.11), (10.12), (10.24), and (10.25). We can rewrite the conditions (10.24) and (10.25) as
∆ϕ(z(e)) ≤ τ1(e) ≤ ∆ϕ(z(e) + 1) (e ∈ F), (10.33)
τ2(e)

= 0 if f (e) < z(e) < g(e),
≤ 0 if z(e) = f (e),
≥ 0 if z(e) = g(e)
(e ∈ A), (10.34)
which are solved for the tensions τ1 and τ2. In the following we eliminate the variables τ1 and τ2 from
these conditions to obtain the conditions (10.27)–(10.32) in terms of the potential π.
For e = uv ∈ A − F we have τ2(e) = π(v) − π(u) by (10.12). By substituting this into the condition
(10.34) we obtain (10.30)–(10.32).
For e = uv ∈ F we have π(v)−π(u) = τ1(e)+τ2(e) by (10.11). If f (e) < z(e) < g(e), then τ2(e) = 0
by (10.34) and hence τ1(e) = π(v) − π(u). By substituting this into the condition (10.33) we obtain
∆ϕ(z(e)) ≤ π(v) − π(u) ≤ ∆ϕ(z(e) + 1) in (10.27). If z(e) = f (e), then τ2(e) ≤ 0 by (10.34) and hence
π(v) − π(u) ≤ τ1(e). Combining this with the condition (10.33) we obtain π(v) − π(u) ≤ ∆ϕ(z(e) + 1)
in (10.28). If z(e) = g(e) we arrive at (10.29) in a similar manner.
Conversely, if π satisfies the conditions (10.27)–(10.32), we can easily construct τ1 and τ2 satisfy-
ing (10.11), (10.12), (10.33), and (10.34) as follows: For e = uv ∈ A−F we define τ2(e) = π(v)−π(u),
and for e = uv ∈ F we define
(τ1(e), τ2(e)) =

(π(v) − π(u), 0) if f (e) < z(e) < g(e),
(∆ϕ(z(e) + 1), π(v) − π(u) − ∆ϕ(z(e) + 1)) if z(e) = f (e),
(∆ϕ(z(e)), π(v) − π(u) − ∆ϕ(z(e))) if z(e) = g(e).
(10.35)
This completes the proof.
By considering the special case of Problems (P) and (D) where the cost function ϕ as well as its
difference ∆ϕ is |F|-increasing, we derive the description of F-dec-min flows (Theorem 2.1) and the
characterization of dec-min flows (Theorem 6.5) in Sections 10.3 and 10.4, respectively.
Remark 10.2. For optimality conditions we can eliminate tensions τ1 and τ2 to obtain an expression
using potential π only (Theorem 10.6). However, this does not seem possible for the min-max formula
minΦ(x) = maxΨ(π, τ1, τ2) in (10.16), which is explained here. To simplify notation we assume
F = A. In this case the dual problem can be written as
max{Ψ(π, τ1, τ2) : τ1(e) + τ2(e) = π(v) − π(u) (e = uv ∈ A)}
= max
π
max
τ1 ,τ2
{Ψ(π, τ1, τ2) : τ1(e) + τ2(e) = π(v) − π(u) (e = uv ∈ A)}
= max
π
πm − ∑
e=uv∈A
min
τ1(e),τ2(e)
{Ψe(τ1(e), τ2(e)) : τ1(e) + τ2(e) = π(v) − π(u)}
 , (10.36)
where
Ψe(ℓ1, ℓ2) = ψ(ℓ1) +max{ f (e)ℓ2, g(e)ℓ2} (ℓ1, ℓ2 ∈ Z). (10.37)
In general, the conjugate function ψ can be any integer-valued (discrete) convex function and we
cannot derive a closed formula for min
ℓ1,ℓ2
{Ψe(ℓ1, ℓ2) : ℓ1 + ℓ2 = π(v) − π(u)}. It will be worth mentioning
that an explicit closed formula can be obtained for a linear cost function ϕ(k) = ck with c ∈ Z. Indeed,
in this case we have
ψ(ℓ) =
{
0 if ℓ = c,
+∞ otherwise
and therefore
min
ℓ1+ℓ2=π(v)−π(u)
Ψe(ℓ1, ℓ2) = max{ f (e)(π(v) − π(u) − c), g(e)(π(v) − π(u) − c)}
= f (e)(π(v) − π(u) − c)− + g(e)(π(v) − π(u) − c)+, (10.38)
where (ℓ)− = min(ℓ, 0) and (ℓ)+ = max(ℓ, 0).
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10.3 Description of dec-min flows
In this section we give an alternative proof of Theorem 2.1 about the description of F-dec-min flows.
Proposition 10.5 implies the following statement that characterizes the min-cost flows in Problem
(P) using an appropriate pair of bounding functions ( f ∗, g∗) on A. The function ϕ is assumed to be
discrete convex as in (10.1), and the condition (10.4) on the speed of increase is not assumed.
Theorem 10.7. In Problem (P) with convex ϕ, there exists a pair ( f ∗, g∗) of integer-valued functions
on A with f ≤ f ∗ ≤ g∗ ≤ g such that an integral ( f , g)-bounded m-flow z minimizes Φ(x) in (10.5)
if and only if z is an integral ( f ∗, g∗)-bounded m-flow. If, in addition, ϕ is strictly convex, the box
T ( f ∗, g∗) is narrow on F in the sense that 0 ≤ g∗(e) − f ∗(e) ≤ 1 for every e ∈ F.
Proof. In (10.24), arg min
k
{ϕ(k) − τ1(e)k} is an integer interval, which we denote by [ f
∗
1
(e), g∗
1
(e)]Z.
The condition in (10.25) also determines an interval for z(e) whose lower and upper bounds are given
by
( f ∗2 (e), g
∗
2(e)) =

( f (e), f (e)) if τ2(e) < 0,
( f (e), g(e)) if τ2(e) = 0,
(g(e), g(e)) if τ2(e) > 0.
Define f ∗(e) := max{ f ∗
1
(e), f ∗
2
(e)} and g∗(e) := min{g∗
1
(e), g∗
2
(e)} for e ∈ F, and f ∗(e) := f ∗
2
(e) and
g∗(e) := g∗
2
(e) for e ∈ A − F. Then z satisfies (10.24) and (10.25) if and only if z belongs to the box
T ( f ∗, g∗). Finally, if ϕ is strictly convex, argmin{ϕ(k) − τ1(e)k} consists of a single integer or two
consecutive integers, and therefore, 0 ≤ g∗(e) − f ∗(e) ≤ 1 for every e ∈ F.
Theorem 10.7 immediately implies the following description of F-dec-min flows given in Theo-
rem 2.1. The assumptions stated in Theorem 2.1 are not repeated here.
Theorem 10.8 (Theorem 2.1). There exists a pair ( f ∗, g∗) of integer-valued functions on A with f ≤
f ∗ ≤ g∗ ≤ g such that an integral ( f , g)-bounded m-flow z is decreasingly minimal on F if and only if
z is an integral ( f ∗, g∗)-bounded m-flow. Moreover, the box T ( f ∗, g∗) is narrow on F in the sense that
0 ≤ g∗(e) − f ∗(e) ≤ 1 for every e ∈ F.
Proof. Consider the min-cost flow problem (P) with an |F|-increasing cost function ϕ, which is strictly
convex. By Proposition 10.2, F-dec-min flows are characterized as optimal solutions to this problem.
By the assumed finiteness of f and g on F, the primal problem (P) has an optimal solution (mini-
mizer) and hence the dual problem (D) also has an optimal solution. Then the claims follow from
Theorem 10.7. 
10.4 Characterization of dec-min flows
In this section we give an alternative proof of Theorem 6.5 about the characterization of dec-min flows,
which is presented below again.
Theorem 10.9 (Theorem 6.5). For an element z ∈
....
Q =
....
Q( f , g;m), the following properties are
equivalent.
(A) z is decreasingly minimal on F.
(B) There is no z-improving di-circuit in the auxiliary digraph Dz.
(C) There is an integer-valued potential-vector function π on V which is c-feasible, that is, π(v)−π(u) 
c(uv) for every edge uv ∈ Az, where the dimension of π is bounded by 2|F|.
The equivalence of (B) and (C) is a consequence of a Gallai-type theorem (Theorem 6.2), which is
a general fact independent of the dec-min flow problem. In Section 6 we have proved the equivalence
of (A) and (B), where the condition
(B′) There is no di-circuit C with c˜(C) ≺ 0
k
in the auxiliary digraph Dz
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played a pivotal role, which was shown in Lemma 6.4 to be equivalent to the condition (B). In contrast
to this, we feature here the potential-vector π on the basis of Theorem 10.6.
According to the standard method, we can represent the optimality conditions in Theorem 10.6 in
terms of the auxiliary digraph Dz = (V, Az) associated with z. As is already described in Section 6, the
edge-set Az is given by
Az := {uv : uv ∈ A, z(uv) < g(uv)} ∪ {vu : uv ∈ A, z(uv) > f (uv)}.
An edge uv ∈ Az is called a forward edge when z(uv) < g(uv) and a backward edge when z(vu) > f (vu).
The subset of Az corresponding to F is denoted as Fz (that is, for uv ∈ F, if z(uv) < g(uv), then the
forward edge uv belongs to Fz, while if z(uv) > f (uv), then the backward edge vu belongs to Fz). The
sets of forward and backward edges in Fz are denoted by Ff and Fb, respectively. We define the cost
function c : Az → Z on the edge-set as follows:
c(e) :=

0 if e ∈ Az − Fz,
∆ϕ(z(e) + 1) if e ∈ Ff ,
−∆ϕ(z(e)) if e ∈ Fb.
(10.39)
For the problem (P) with ϕ being discrete convex in the sense of (10.1), we have the following
statement.
Theorem 10.10. For an element z ∈
....
Q =
....
Q( f , g;m), the following properties are equivalent.
(A0) z is an optimal solution for Problem (P).
(B′
0
) There is no di-circuit C with c˜(C) < 0 in the auxiliary digraph Dz.
(C0) There is an integer-valued potential function π on V such that π(v) − π(u) ≤ c(uv) for every edge
uv ∈ Az.
Proof. Theorem 10.6 shows the equivalence of (A0) and (C0), whereas the equivalence of (B
′
0
) and
(C0) is due to the Gallai theorem in its original form (Theorem 6.1).
With the preparation above we can prove Theorem 10.9 for the F-dec-min flow problem by con-
sidering a special case of Problem (P) where ∆ϕ is |F|-increasing, from which it follows that ϕ is also
|F|-increasing (cf. (10.4)). A concrete example of such function is given by ϕ(k) = |F|k− fmin . We will
show that the three conditions (A0), (B
′
0
), and (C0) in Theorem 10.10 correspond, respectively, to the
conditions (A), (B′), and (C) for dec-min flows.
Since ∆ϕ is |F|-increasing, the values of ∆ϕ(k) are qualitative in nature rather than numerical or
quantitative. Accordingly, it is appropriate to introduce vector representations of c and π as well as a
lexicographical order to express the inequalities c˜(C) < 0 in (B′
0
) and π(v) − π(u) ≤ c(uv) in (C0).
Define a function z∗ϕ on Fz as follows:
z∗ϕ(uv) :=
∆ϕ(z(uv) + 1) if uv ∈ Ff ,∆ϕ(z(vu)) if uv ∈ Fb. (10.40)
Let γˆ1 > γˆ2 > · · · > γˆk denote the distinct values of z
∗
ϕ, where k ≤ 2|F|. Let εi denote the k-dimensional
unit-vector (0, . . . , 0, 1, 0, . . . , 0) whose i-th component is 1. We assign a k-dimensional vector c(e) to
every edge e of Dz, as follows:
c(e) :=

0
k
if e ∈ Az − Fz,
ε
i
if e ∈ Ff and z
∗
ϕ(e) = γˆi,
−ε
i
if e ∈ Fb and z
∗
ϕ(e) = γˆi.
(10.41)
The function c defined here with reference to z∗ϕ in (10.40) coincides with the one defined in (6.7) with
reference to z∗ in (6.6) in spite of the difference of z∗ϕ and z
∗.
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It will be in order to explain the intension of introducing the vector c. Consider, for example, a
di-circuit C in Dz. The sum of the c-values on the edges of C can be expressed as
c˜(C) =
∑
e∈C
c(e) =
k∑
i=1
αiγˆi (10.42)
with some coefficients αi ∈ Z (i = 1, 2, . . . , k). Then the vector (α1, α2, . . . , αk) coincides with the sum
of the c-values on the edges of C, that is,
c˜(C) = (α1, α2, . . . , αk). (10.43)
We use the notation ≺ for the lexicographical order for such vector representations.
The following lemma shows the equivalence of the conditions (B′
0
) and (B′) under the assumption
of ∆ϕ being |F|-increasing.
Lemma 10.11. For a simple di-circuit C, we have c˜(C) < 0 if and only if c˜(C) ≺ 0
k
.
Proof. In the representations of c˜(C) and c˜(C) in (10.42) and (10.43) we have
k∑
i=1
|αi| ≤ |F|. (10.44)
Let r be the smallest index i with αi , 0 and express c˜(C) as
c˜(C) = αrγˆr +
∑
i>r
αiγˆi.
The second term here does not affect the sign of c˜(C), since
|
∑
i>r
αiγˆi| ≤
∑
i>r
|αi|γˆi ≤ γˆr+1
∑
i>r
|αi| ≤ γˆr+1(|F| − 1) < γˆr
holds by (10.44) and γˆr ≥ |F| γˆr+1, the latter of which is a consequence of the assumed |F|-increase of
∆ϕ. Therefore, c˜(C) < 0 if and only if αr < 0. By the definition of the lexicographical order, αr < 0 is
equivalent to c˜(C) ≺ 0
k
.
Next we turn to potential π. Suppose that there exists a potential π satisfying π(v) − π(u) ≤ c(uv)
for all uv ∈ Az. Since each π(v) can be chosen to be a linear combination of c(e)’s for e ∈ Az, we may
assume an expression of the form
π(v) =
k∑
i=1
αi(v)γˆi,
from which we define π(v) = (α1(v), α2(v), . . . , αk(v)). In this way a potential π = (π(v) : v ∈ V)
corresponds to a potential-vector π = (π(v) : v ∈ V).
The following lemma shows the implication (C0) → (C) under the assumption of ∆ϕ being |F|-
increasing.
Lemma 10.12. If there exists π satisfying π(v) − π(u) ≤ c(uv) for all uv ∈ Az, then there exists π
satisfying π(v) − π(u)  c(uv) for all uv ∈ Az.
Proof. As is well known, a feasible potential π can be obtained from a “shortest-path tree,” say,
T ⊆ Az. The potential difference π(v) − π(u) is a signed sum of the lengths c(e) of the edges e in the
(undirected) path P(u, v) connecting u and u in T , and hence π(v)−π(u)− c(uv) is a signed sum of c(e)
over e ∈ P(u, v) ∪ {uv}, where |(P(u, v) ∪ {uv}) ∩ Fz| ≤ |F|. Therefore we have
π(v) − π(u) − c(uv) =
k∑
i=1
αi(u, v)γˆi, (10.45)
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where αi(u, v) ∈ Z (i = 1, 2, . . . , k) and
k∑
i=1
|αi(u, v)| ≤ |F|. (10.46)
Then we can prove π(v) − π(u)  c(uv), similarly to the proof of Lemma 10.11. Note that (10.45) and
(10.46) correspond, respectively, to (10.42) and (10.44).
We have thus completed a DCA-based proof of Theorem 10.9 (Theorem 6.5) for the characteriza-
tions of dec-min flows. Our proof may be summarized as follows:
[Conditions in Thm 10.10] [Conditions in Thm 10.9]
(A0) z is optimal in (P) ←→ (A) z is F-dec-min
↑ (Prop 10.2)
| (Thm 10.10) (B) ∄ improving di-circuit
↓ l (Lem 6.4)
(B′
0
) ∄ c-negative di-circuit ←→ (B′) ∄ c-negative di-circuit
l (Thm 6.1) (Lem 10.11) l (Thm 6.2)
(C0) ∃ feasible potential π −→ (C) ∃ feasible potential-vector π
(Lem 10.12)
(10.47)
Among the implications indicated in (10.47) the following have been shown in this section.
• Theorem 10.10: Conditions (A0), (B
′
0
), and (C0) are pairwise equivalent. To be precise, we only
need the equivalence of (A0) and (B
′
0
), and the implication: (B′
0
)→ (C0).
• Proposition 10.2: Condition (A0) (in the special case) is equivalent to condition (A).
• Lemma 10.11: Condition (B′
0
) (in the special case) is equivalent to condition (B′).
• Lemma 10.12: Condition (C0) (in the special case) implies condition (C).
The following are taken from Section 6.
• Lemma 6.4: Conditions (B) and (B′) are equivalent.
• Theorem 6.2: Conditions (B′) and (C) are equivalent. To be precise, we only need the easier
direction: (C)→ (B′).
11 Concluding remarks
While we have so far been concerned with integral flows, it also natural to consider decreasing min-
imality among real-valued (or fractional) flows with respect to a specified subset F of edges. Indeed
the seminal work of Megiddo [11], [12] dealt with this continuous (fractional) case when F is the
set of edges leaving a source node. In the following we briefly describe how our structural results
(Theorems 2.1, 6.5, and 9.2) for the discrete case can be adapted to real-valued (fractional) flows.
Let D = (V, A) be a digraph and F ⊆ A a nonempty subset of edges. Let m : V → R be a function
on V with m˜(V) = 0, and let f : A → R ∪ {−∞} and g : A → R ∪ {+∞} be bounding functions
on A such that there is an ( f , g)-bounded m-flow in D. Let Q = Q( f , g;m) denote the set of ( f , g)-
bounded m-flows, where Q is a nonempty subset of RA consisting of real vectors. We are interested in
decreasing minimality among members of Q.
Concerning the existence of an F-dec-min element of Q, we have the following theorem, which is
the continuous counterpart of Theorem 9.2.
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Theorem 11.1. There exists an F-dec-min ( f , g)-bounded m-flow if and only if there is no di-circuit C
with C ∩ F , ∅ in the digraph D∞ = (V, A∞) defined by (9.2).
Proof. The proof is essentially the same as that of Theorem 9.2, except that the definition of z′(uv) =
z(uv) ± 1 in (9.3) should be changed to z′(uv) := z(uv) ± δ using a sufficiently small δ > 0 to keep the
feasibility of z′.
The characterizations of an F-dec-min flow for the discrete case in terms of an improving di-
circuit and a potential-vector (Theorem 6.5) can be adapted to the continuous case as follows. For a
real-valued flow x : A → R we consider the standard auxiliary graph Dx, introduced at the beginning
of Section 6. The expressions (11.1), (11.2), and (11.3) below are the continuous counterparts of (6.5),
(6.6), and (6.7), respectively.
A di-circuit C of Dx is called x-improving on F (or just x-improving) if there exists a δ > 0 such
that x′ defined by
x′(uv) :=

x(uv) + δ if uv is a forward edge of C,
x(uv) − δ if vu is a backward edge of C,
x(uv) otherwise
(11.1)
for uv ∈ A is a member of Q and is decreasingly smaller than x on F. Note that the definition of Dx
implies that x′ is indeed in Q for a sufficiently small δ > 0.
The potential-vector c is defined as follows. Let Fx denote the subset of Ax corresponding to F,
and let Ff and Fb be the sets of forward and backward edges in Fx. Using the δ > 0 above, define a
function x∗ on Fx by
x∗(uv) :=
x(uv) if uv ∈ Ff ,x(vu) − δ if uv ∈ Fb. (11.2)
Denoting by γ1 > γ2 > · · · > γk the distinct values of x
∗, we define a k-dimensional vector c(e) for
every edge e of Dx as follows:
c(e) :=

0
k
if e ∈ Ax − Fx,
ε
i
if e ∈ Ff and x
∗(e) = γi,
−ε
i
if e ∈ Fb and x
∗(e) = γi,
(11.3)
where ε
i
is the k-dimensional unit-vector (0, . . . , 0, 1, 0, . . . , 0) whose i-th component is 1. Note that
the dimension k is bounded by 2|F|.
Theorem 11.2. For an element x ∈ Q = Q( f , g;m), the following properties are equivalent.
(A) x is decreasingly minimal on F.
(B) There is no x-improving di-circuit in the auxiliary digraph Dx.
(B′) There is no di-circuit C with c˜(C) ≺ 0
k
in the auxiliary digraph Dx.
(C) There is a potential-vector function π on V which is c-feasible, that is, π(v) − π(u)  c(uv) for
every edge uv ∈ Ax.
Proof. With the modified definitions of an improving di-circuit and a potential-vector, we can prove
this by modifying the proof of Theorem 6.5 in Section 6 or Section 10.
In the discrete case we have given a description of the set of F-dec-min integral m-flows in The-
orem 2.1 in terms of a pair of bounding functions ( f ∗, g∗). In the continuous case, however, the
flow-values of an F-dec-min element of Q are uniquely determined on F (see Proposition 11.3 be-
low), and therefore, the corresponding statement, asserting the existence of such ( f ∗, g∗), is not be
very interesting, which would read as
There exists a pair ( f ∗, g∗) of (real-valued) functions on A with f ≤ f ∗ ≤ g∗ ≤ g such that
an ( f , g)-bounded m-flow x is decreasingly minimal on F if and only if x is an ( f ∗, g∗)-
bounded m-flow. Moreover, we can impose that g∗(e) = f ∗(e) for every e ∈ F, and
f ∗(e) = f (e) and g∗(e) = g(e) for e ∈ A − F.
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It is of course nontrivial to design an algorithm for finding such ( f ∗, g∗), which is left for future
research.
Finally we show a general phenomenon that the dec-min element is unique in a convex set.
Proposition 11.3. Let P be a convex subset of Rn. If a dec-min element of P exists, it is uniquely
determined.
Proof. Suppose, indirectly, that x and y are distinct dec-min elements of P. Let γ1 > γ2 > · · · > γk
denote the distinct values of the components of x and y, and define Li(x) := { j : x( j) = γi, 1 ≤ j ≤ n}
and Li(y) := { j : y( j) = γi, 1 ≤ j ≤ n} for i = 1, 2, . . . , k. Let r be the smallest index i such that
Li(x) , Li(y). Since |Lr(x)| = |Lr(y)| there exist j
′ ∈ Lr(x) − Lr(y) and j
′′ ∈ Lr(y) − Lr(x), for which
x( j′) = γr > y( j
′) and y( j′′) = γr > x( j
′′). This implies that (x + y)/2 is decreasingly smaller than x,
whereas (x + y)/2 is in P by the convexity of P. This is a contradiction.
Proposition 11.3 applied to the projection of Q to F implies that the flow-values of an F-dec-min
element of Q are uniquely determined on F.
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