We deepen the study of conjoined and disjoined conditional events in the setting of coherence. These objects, differently from other approaches, are defined in the framework of conditional random quantities. We show that some well known properties, valid in the case of unconditional events, still hold in our approach to logical operations among conditional events. In particular we prove a decomposition formula and a related additive property. Then, based on the notion of conjunction, we introduce the set of conditional constituents generated by n conditional events, by showing that they satisfy the basic properties valid in the case of unconditional events. We obtain a generalized inclusion-exclusion formula, which can be interpreted by a suitable distributive property. Moreover, under logical independence of basic unconditional events, we give a necessary and sufficient condition of coherence for the prevision assessments on a family F constituted by n conditional events and all possible conjunctions among them. This condition of coherence has a simple geometrical characterization in terms of a suitable convex hull. Finally, given a coherent assessment M on F , we show that every possible value of the random vector associated with F is itself a particular coherent assessment on F . We deepen the characterization of coherence by examining some examples and counterexamples.
Introduction and motivations
The study of logical operations among conditional events is a relevant topic of research in many fields, such as probability logic, multi-valued logic, artificial intelligence, and psychology of reasoning; it has been largely discussed and investigated by many authors (see, e.g., [2, 3, 13, 14, 16, 18, 26, 27, 29, 32] ). We recall that in a pioneering paper, written in 1935, de Finetti ( [15] ) proposed a three-valued logic for conditional events, also studied by Lukasiewicz. Moreover, different authors (such as Adams, Belnap, Calabrese, de Finetti, Dubois, van Fraassen, McGee, Goodmann, Lewis, Nguyen, Prade, Schay) have given many contributions to research on three-valued logics and compounds of conditionals (for a survey see, e.g., [31] ). Conditionals have been extensively studied also in [17, 29] . Usually, in literature the conjunction and disjunction of conditionals have been defined as suitable conditionals; see e.g. [1, 7, 8, 10, 26] . But, in this way, classical probabilistic properties are lost; for instance, differently from the case of unconditional events, the lower and upper probability bounds for the conjunction of two conditional events are no more the Fréchet-Hoeffding bounds; in some cases trivially these bounds are 0 and 1, respectively. This aspect has been recently studied in [34] . A different approach to the compounds of conditionals has been proposed in [29, 27] . In recent years a related theory has been developed, by exploiting the coherence-based probabilistic approach of de Finetti, in [20, 21, 22] . In these papers, conjunction and disjunction of two conditional events are not defined as conditional events, but as suitable conditional random quantities, with values in the interval r0, 1s. Based on a recursive procedure, the conjunction and disjunction of n conditional events have been defined in general. Moreover, the associative and commutative properties have been verified and, by suitably defining the notion of negation, also the De Morgan laws have been proved. Several results on coherence of prevision assessments for some families of compounded conditionals have been given. In particular, it has been proved that the Fréchet-Hoeffding probability bounds continue to hold for the conjunction of two conditional events (this result is generalized in this paper to the conjunction of two conjunctions of conditional events). Conjoined conditionals have been also applied to probabilistic nonmonotonic reasoning, by obtaining a characterization for the property of probabilistic entailment of Adams ([1] ). More precisely, it has been shown that a conditional event E 3 |H 3 is p-entailed by a p-consistent family of two conditional events E 1 |H 1 , E 2 |H 2 if and only if the conjunction pE 1 |H 1 q^pE 2 |H 2 q^pE 3 |H 3 q coincides with the conjunction of the two premises pE 1 |H 1 q^pE 2 |H 2 q. Based on a suitable notion of iterated conditional, which is related with the notion of conjunction, it has been also shown that such p-entailment holds if and only if the iterated conditional pE 3 |H 3 q|rpE 1 |H 1 q^pE 2 |H 2 qs is equal to 1 (see [25] ). In this paper we deepen the study of conjunctions and disjunctions of conditional events, by giving some further results. We show that the conjunction C 1¨¨¨n of n conditional events can be decomposed as the sum of its conjunctions with a further conditional event E n`1 |H n`1 and the negation s E n`1 |H n`1 . This result generalizes the well known formula (for the indicators of two unconditional events A and B): A " AB`A s B. We introduce the set of conditional constituents for a finite family of conditional events, by showing that they satisfy the basic numerical and probabilistic properties of the (indicators of the) constituents associated with a finite family of unconditional events. Then, we give a generalization of the inclusion-exclusion formula for the disjunction of a finite number of conditional events. Moreover, we show that such formula can be also obtained by suitably extending the notion of conjunction in a way such that the distributive property is satisfied. By exploiting the conditional constituents, (assuming logical independence) we give a necessary and sufficient condition for coherence of a prevision assessment on a family containing n conditional events and all the (2 n´n´1 ) possible conjunctions among them. Such a characterization amounts to the solvability of a linear system which can be interpreted in geometrical terms. Then, the set of all coherent assessments on the family F is represented by a list of linear inequalities on the components of each prevision assessment. Finally, we give some further theoretical results and, to deepen some aspects of the characterization of coherence, we examine some examples and counterexamples. The paper is organized as follows: In Section 2 we recall some basic notions and results on coherence of conditional probability and prevision assessments. We also recall the definition of conjunction and disjunction among conditional events, and the notion of negation. In Section 3 we illustrate the decomposition formula for the conjunction of n conditional events; for the sake of simplicity, we first examine the particular cases n " 1 and n " 2. In Section 4 we introduce the set of conditional constituents for a finite family F of conditional events. We show that, as in the case of unconditional events, the sum of the conditional constituents is equal to 1 and for each pair of them the conjunction is equal to 0. Then we show that, for each subfamily F S Ď F the conjunction C S of the conditional events in F S is the sum of suitable conditional constituents; hence, by coherence, the prevision of C S is the sum of the previsions of such conditional constituents. In Section 5 we give a generalization of the inclusion-exclusion formula for the disjunction of n conditional events. Then, we interpret this formula by a suitable distributive property and we examine related probabilistic results. In Section 6, under the hypothesis of logical independence of basic unconditional events, we characterize in terms of a suitable convex hull the set of all coherent prevision assessments on a family F containing n conditional events and all the possible conjunctions among them. Such a characterization amounts to the solvability of a linear system. Then, we illustrate the set of all coherent assessments on the family F by a list of linear inequalities on the components of each prevision assessment. In Section 7 we first characterize the set of coherent prevision assessments on a triple of conjunctions t Ź k i"1 pE i |H i q,
Then, we give a further theoretical result which is related with the characterization of coherence given in th previous section. In Section 8 we illustrate further aspects of the characterization of coherence by examining some examples and counterexamples. In Section 9 we give some conclusions.
Some preliminary notions and results
In this section we recall some basic notions and results which concern coherence (see, e.g., [4, 6, 9, 12, 33] ) and logical operations among conditional events (see [20, 21, 22, 23, 25, 36] ). or s H is true, respectively. Given a real function P : K Ñ R, where K is an arbitrary family of conditional events, let us consider a subfamily F " tE 1 |H 1 , . . . , E n |H n u of K and the vector P " pp 1 , . . . , p n q, where p i " PpE i |H i q , i P J n " t1, . . . , nu. In the context of betting scheme, with the pair pF , P) we associate the random gain G " ř iPJ n s i H i pE i´pi q, where s 1 , . . . , s n are n arbitrary real numbers. We observe that G is the difference between the amount that you receive, ř iPJ n s i pE i H i`pi s H i q, and the amount that you pay, ř iPJ n s i p i . We observe that, for each i, it holds
represent Ω as the disjunction of 3 n logical conjunctions, some of which may be impossible. The remaining ones are the constituents generated by F and, of course, are a partition of Ω. We denote by C 1 , . . . , C m the constituents which logically imply the event H n " H 1 _¨¨¨_ H n . Moreover, (if H n ‰ Ω) we denote by C 0 the remaining constituent s H n " s H 1¨¨¨s H n . Thus
Let g h be the value of G when C h is true; then G P tg 0 , g 1 , . . . , g m u. Of course, g 0 " 0. We denote by G H n the set of values of G restricted to H n , that is G H n " tg 1 , . . . , g m u. Then, based on the betting scheme of de Finetti, we have Definition 1. The function P defined on K is coherent if and only if, for every integer n and for every subfamily F " tE 1 |H 1 , . . . , E n |H n u Ď K, it holds that: min G H n ď 0 ď max G H n , @s 1 , . . . , s n .
A conditional probability assessment P on K is said incoherent if and only if there exists a finite combination of n bets such that min G H n¨m ax G H n ą 0, that is such that the values g 1 , . . . , g m are all positive, or all negative (Dutch Book).
Coherent conditional prevision assessments for conditional random quantities
Given a prevision function P defined on an arbitrary family K of finite conditional random quantities, consider a finite subfamily F " tX 1 |H 1 , . . . , X n |H n u Ď K and the vector M " pµ 1 , . . . , µ n q, where µ i " PpX i |H i q is the assessed prevision for the conditional random quantity X i |H i , i P J n . With the pair pF , Mq we associate the random gain G " ř iPJ n s i H i pX i´µi q; moreover, we denote by G H n the set of values of G restricted to H n " H 1 _¨¨¨_ H n . Then, by the betting scheme, we have Definition 2. The function P defined on K is coherent if and only if, @n ě 1, @ F " tX 1 |H 1 , . . . , X n |H n u Ď K, it holds that: min G H n ď 0 ď max G H n , @ s 1 , . . . , s n . Given a family F " tX 1 |H 1 , . . . , X n |H n u, for each i P J n we denote by tx i1 , . . . , x ir i u the set of possible values for the restriction of X i to H i ; then, for each i P J n and j " 1, . . . , r i , we set A i j " pX i " x i j q. Of course, for each i P J n , the family t s H i , A i j H i , j " 1, . . . , r i u is a partition of the sure event Ω, with A i j H i " A i j and Ž r i j"1 A i j " H i . Then, the constituents generated by the family F are (the elements of the partition of Ω) obtained by expanding the expression Ź iPJ n pA i1 _¨¨¨_ A ir i _ s H i q. We set C 0 " s H 1¨¨¨s H n (it may be C 0 " H); moreover, we denote by C 1 , . . . , C m the constituents contained in H n . Hence
. . , µ n q. Denoting 4 by I the convex hull of Q 1 , . . . , Q m , the condition M P I amounts to the existence of a vector pλ 1 , . . . , λ m q such that:
in other words, M P I is equivalent to the solvability of the system pΣq, associated with pF , Mq, given below.
Given the assessment M " pµ 1 , . . . , µ n q on F " tX 1 |H 1 , . . . , X n |H n u, let S be the set of solutions Λ " pλ 1 , . . . , λ m q of system pΣq defined in (1) . Then, the following characterization theorem for coherent assessments on finite families of conditional random quantities can be proved ( [5] )
. Given a family of n conditional random quantities F " tX 1 |H 1 , . . . , X n |H n u, with finite sets of possible values, and a vector M " pµ 1 , . . . , µ n q, the conditional prevision assessment PpX 1 |H 1 q " µ 1 , . . . , PpX n |H n q " µ n is coherent if and only if, for every subset J Ď J n , defining F J " tX i |H i , i P Ju, M J " pµ i , i P Jq, the system pΣ J q associated with the pair pF J , M J q is solvable.
We point out that the solvability of system pΣq (i.e., the condition M P I) is a necessary (but not sufficient) condition for coherence of M on F . Moreover, assuming the system pΣq solvable, that is S ‰ H, we define:
Then, the following theorem can be proved ([5, Theorem 3])
[Operative characterization of coherence] A conditional prevision assessment M " pµ 1 , . . . , µ n q on the family F " tX 1 |H 1 , . . . , X n |H n u is coherent if and only if the following conditions are satisfied: piq the system pΣq defined in (1) is solvable; piiq if I 0 ‰ H, then M 0 is coherent.
By Theorem 2, the following algorithm checks in a finite number of steps the coherence of the prevision assessment M on F . Algorithm 1. Let be given the pair pF , Mq.
1. Construct the system pΣq defined in (1) and check its solvability; 2. If the system pΣq is not solvable then M is not coherent and the procedure stops, otherwise compute the set I 0 ; 3. If I 0 " H then M is coherent and the procedure stops, otherwise set pF , Mq " pF 0 , M 0 q and repeat steps 1-3.
By following the approach given in [11, 19, 20, 21, 22, 28] a conditional random quantity X|H can be seen as the random quantity XH`µ s H, where µ " PpX|Hq. In particular, given a conditional event E|H, in numerical terms E|H is the random quantity EH`x s H, where x " PpE|Hq. Then, when H Ď E, by coherence PpE|Hq " 1 and hence E|H " H`s H " 1. Moreover, the negation of a conditional event E|H is defined as Ě E|H " 1´E|H " s E|H. 5
We recall below a result (see [22, Theorem 4] ) which shows that, given two conditional random quantities X|H, Y|K, if X|H " Y|K when H _ K is true, then X|H " Y|K also when H _ K is false, so that X|H " Y|K. Theorem 3. Given any events H ‰ H, K ‰ H, and any r.q.'s X, Y, let Π be the set of the coherent prevision assessments PpX|Hq " µ, PpY|Kq " ν.
(i) Assume that, for every pµ, νq P Π, X|H " Y|K when H _ K is true; then µ " ν for every pµ, νq P Π.
(ii) For every pµ, νq P Π, X|H " Y|K when H _ K is true if and only if X|H " Y|K.
Logical operations among conditional events
We recall below the notions of conjunction and disjunction of two conditional events.
Definition 3. Given any pair of conditional events E 1 |H 1 and E 2 |H 2 , with PpE 1 |H 1 q " x 1 and PpE 2 |H 2 q " x 2 , we define their conjunction as the conditional random quantity pE 1 |H 1 q^pE 2 |H 2 q, with conditioning event H 1 _ H 2 , defined as
where x 12 is the prevision of pE 1 |H 1 q^pE 2 |H 2 q.
In betting terms, x 12 represents the amount you agree to pay, with the proviso that you will receive the quantity
which assumes one of the following values:
• 1, if both conditional events are true;
• 0, if at least one of the conditional events is false;
• the probability of the conditional event that is void if one conditional event is void and the other one is true;
• x 12 (the amount that you payed) if both conditional events are void.
We recall a result which shows that Fréchet-Hoeffding bounds still hold for the conjunction of conditional events ([22, Theorem 7]).
Theorem 4. Given any coherent assessment px 1 ,
and only if the following Fréchet-Hoeffding bounds are satisfied:
Remark 1. From Theorem 4, as the assessment px 1 , x 2 q on tE 1 |H 1 , E 2 |H 2 u is coherent for every px 1 , x 2 q P r0, 1s 2 , the set Π of all coherent prevision assessments px 1 ,
which is the tetrahedron with vertices the points p1, 1, 1q, p1, 0, 0q, p0, 1, 0q, p0, 0, 0q.
Different approaches to compounded conditionals, not based on coherence, have been developed by other authors (see, e.g., [27, 30] ). For other definition of conjunctions, where the conjunction is a conditional event, some results on lower and upper bounds have been given in [34] .
Definition 4. Given any pair of conditional events E 1 |H 1 and E 2 |H 2 , with PpE 1 |H 1 q " x 1 and PpE 2 |H 2 q " x 2 , we define their disjunction as the conditional random quantity pE 1 |H 1 q _ pE 2 |H 2 q, with conditioning event H 1 _ H 2 , defined as
where y 12 is the prevision of pE 1 |H 1 q _ pE 2 |H 2 q.
In betting terms, y 12 represents the amount you agree to pay, with the proviso that you will receive the quantity
• 1, if at least one of the conditional events is true;
• 0, if both conditional events are false;
• the probability of the conditional event that is void if one conditional event is void and the other one is false;
• y 12 (the amount that you payed) if both conditional events are void.
We give below the (recursive) notions of conjunction and disjunction of n conditional events.
Definition 5. Let be given n conditional events E 1 |H 1 , . . . , E n |H n . For each non-empty subset S of t1, . . . , nu, let x S be a prevision assessment on Ź iPS pE i |H i q. Then, the conjunction pE 1 |H 1 qp E n |H n q is the conditional random quantity C 1¨¨¨n , with conditioning event H 1 _¨¨¨_ H n , defined as
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In particular, for n " 1 we obtain C 1 " E 1 |H 1 ; moreover, for S " t1, . . . , nu the quantity x S " x t1,¨¨¨,nu , simply denoted by x 1¨¨¨n , is the prevision of C 1¨¨¨n . In the betting framework, you agree to pay x 1¨¨¨n with the proviso that you will receive:
• 1, if all conditional events are true;
• the prevision of the conjunction of that conditional events which are void, otherwise.
Remark 2. We observe that, given a further conditional event E n`1 |H n`1 , it holds that
In particular, if E n`1 H n`1 " H, it holds that PpE n`1 |H n`1 q " 0 and hence E n`1 |H n`1 "
We also recall the following result ([25, Theorem 13]).
Theorem 5. Let be given n conditional events
. . , n and x 1¨¨¨n " PpC 1¨¨¨n q. Then maxtx 1`¨¨¨`xn´n`1 , 0u ď x 1¨¨¨n ď mintx 1 , . . . , x n u.
Definition 6. Let be given n conditional events E 1 |H 1 , . . . , E n |H n . For each non-empty subset S of t1, . . . , nu, let y S be a prevision assessment on Ž iPS pE i |H i q. Then, the disjunction pE 1 |H 1 q _¨¨_ pE n |H n q is the conditional random quantity D 1¨¨¨n , with conditioning event H 1 _¨¨¨_ H n , defined as
In particular, for n " 1 we obtain D 1 " E 1 |H 1 ; moreover, for S " t1, . . . , nu the quantity y S " y t1,¨¨¨,nu , simply denoted by y 1¨¨¨n , is the prevision of D 1¨¨¨n . In the betting framework, you agree to pay y 1¨¨¨n with the proviso that you will receive:
• 0, if all conditional events are false;
• the prevision of the disjunction of that conditional events which are void, otherwise.
The operations of conjunction and disjunction are associative and commutative ([25, Propositions 1 and 2]). We recall below the notion of negation for conjoined and disjoined conditionals. 8
Definition 7. Given n conditional events E 1 |H 1 , . . . , E n |H n , the negations for the conjunction C 1¨¨¨n and the disjunction D 1¨¨¨n are defined as s C 1¨¨¨n " 1´C 1¨¨¨n and s D 1¨¨¨n " 1´D 1¨¨¨n , respectively.
Of course, if n " 1 we obtain s
We observe that conjunction and disjunction satisfy De Morgans Laws ([25, Theorem 5]), that is s D 1¨¨¨n " Cs 1¨¨¨s n pi.e., D 1¨¨¨n " s Cs 1¨¨¨s n q, s C 1¨¨¨n " Ds 1¨¨¨s n pi.e., C 1¨¨¨n " s Ds 1¨¨¨s n q.
A decomposition formula for conjunctions
In this section we show that the conjunction C 1¨¨¨n of n conditional events can be represented as the sum of two suitable conjunctions of n`1 conditional events. For the sake of simplicity, we first examine the cases n " 1 (already considered in [35, Proposition 1]) and n " 2. Given two conditional events
The next result shows the decomposition of E 1 |H 1 .
Theorem 6. The conditionals E 1 |H 1 , C 12 , C 1 s 2 satisfy the relation
Proof. In Table 1 are given, under logical independence of the events E 1 , E 2 , H 1 , H 2 , the possible values for the random vector pE 1 |H 1 , C 1 2 , C 1 s 2 , C 1 2`C1 s 2 q associated with the constituents C 1 h s generated by the family tE 1 |H 1 , E 2 |H 2 u. We observe that both C 1 2 and C 1 s 2 are conditional random then E 1 |H 1 coincides with C 12`C1 s 2 when C 0 is true. Therefore E 1 |H 1 and C 12`C1 s 2 coincide in all cases; that is E 1 |H 1 " C 12`C1 s 2 . In case of some logical dependencies, some constituent C h may be impossible; but, of course, the relation E 1 |H 1 " C 12`C1 s 2 is still valid.
Of course, by the same reasoning, s
Given a further conditional event E 3 |H 3 , we set
The next result shows the decomposition of C 12 .
Theorem 7. The conditionals C 12 , C 123 , C 12 s 3 satisfy the relation
Proof. Under logical independence of the events E i , H i , i " 1, 2, 3, the possible values for the random vector pC 1 2 , C 1 2 3 , C 1 2 s 3 , C 1 2 3`C1 2 s 3 q are given in Table 2 , where it is used a suitable partition of Ω generated by the family
We observe that both C 123 and C 12 s 3 then C 12 coincides with C 1 2 3`C1 2 s 3 when C 0 is true. Therefore C 12 and C 1 2 3`C1 2 s 3 coincide in all cases; that is C 12 " C 123`C12 s 3 . In case of some logical dependencies, some constituent C h may be impossible; but, of course, the relation C 12 " C 123`C12 s 3 is still valid.
The next result shows the decomposition for the conjunction of n conditional events E 1 |H 1 , . . . , E n |H n , which we denote by C 1¨¨¨n .
Theorem 8. Let be given n`1 conditional events E 1 |H 1 , . . . , E n`1 |H n`1 . It holds that
Proof. We set x 1¨¨¨n " PpC 1¨¨¨n q, x n`1 " PpE n`1 |H n`1 q, x 1¨¨¨n`1 " PpC 1¨¨¨n`1 q, and x 1¨¨¨n Ě n`1 " PrC 1¨¨¨n Ě n`1 s. Moreover, given any nonempty strict subset S " ti 1 , . . . , i k u of t1, 2, . . . , nu, we set
We prove the theorem by induction on the cardinality of S , denoted by s. By Theorems 6 and 7, the equality (13) holds for n " 1 and n " 2. We assume that (13) holds for each integer s ă n, that is:
; then, we prove that (13) holds for s " n, that is: C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . We first assume logical independence of the events E i , H i , i " 1, . . . , n`1. We distinguish the following cases: piq E n`1 H n`1 true; piiq s E n`1 H n`1 true; piiiq s H n`1 true. Case piq. By Remark 2 it holds that C 1¨¨¨n`1 " C 1¨¨¨n and C 1¨¨¨n Ě n`1 " 0, so that C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . Case piiq. By Remark 2 it holds that C 1¨¨¨n`1 " 0 and C 1¨¨¨n Ě n`1 " C 1¨¨¨n , so that C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . Case piiiq. We distinguish the following subcases: paq s H i true. In the subcase paq it holds that C 1¨¨¨n " 1, C 1¨¨¨n`1 " x n`1 , and C 1¨¨¨n Ě n`1 " 1´x n`1 ; so that C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . In the subcase pbq it holds that C 1¨¨¨n " C 1¨¨¨n`1 " C 1¨¨¨n Ě n`1 " 0; so that C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . In the subcase pcq it holds that C 1¨¨¨n " x S , C 1¨¨¨n`1 " x S Ytn`1u , and C 1¨¨¨n Ě n`1 " x S Yt Ě n`1u . By the inductive hypothesis it follows that x S " x S Ytn`1u`xS Yt Ě n`1u , so that C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . In the subcase pdq it holds that C 1¨¨¨n " x 1¨¨¨n , C 1¨¨¨n`1 " x 1¨¨¨n`1 , and C 1¨¨¨n Ě n`1 " x 1¨¨¨n Ě n`1 . We observe that C 1¨¨¨n is a conditional random quantity with conditioning event H 1 _¨¨¨_ H n . Moreover, both C 1¨¨¨n`1 and C 1¨¨¨n Ě n`1 are conditional random quantities with the same conditioning event H 1 _¨¨¨_ H n`1 and hence C 1¨¨¨n`1`C1¨¨¨n Ě n`1 is still a conditional random quantity with conditioning event H 1 _¨¨¨_ H n`1 . Finally, we observe that C 1¨¨¨n and C 1¨¨¨n`1`C1¨¨¨n Ě n`1 coincide when H 1 _¨¨¨_ H n`1 is true. Then, by applying [22, Theorem 4] with X|H " C 1¨¨¨n , Y|K " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 , it holds that x 1¨¨¨n " x 1¨¨¨n`1`x1¨¨¨n Ě n`1 , so that C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . In conclusion, C 1¨¨¨n and C 1¨¨¨n`1`C1¨¨¨n Ě n`1 coincide in all cases; that is C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 (see also Table 3 ). In case of some logical dependencies, some constituent C h may be impossible; but, of course, the relation C 1¨¨¨n " C 1¨¨¨n`1`C1¨¨¨n Ě n`1 is still valid. 11 Table 3 : Numerical values of the conditional random quantities C 1¨¨¨n , C 1¨¨¨n`1 , C 1¨¨¨n Ě n`1 , C 1¨¨¨n`1`C1¨¨¨n Ě n`1 . Each S is a nonempty strict subset of t1, . . . , nu.
Given any integer n ě 1 and n conditional events E 1 |H 1 , . . . , E n |H n , we set C 1˚¨¨¨n˚" Ź n i"1 Ei |H i , where for each index i it holds that i˚P ti, s iu and Ei " E i , or Ei " s E i , according to whether i˚" i, or i˚" s i, respectively. In particular C 1˚" C 1 " E 1 |H 1 when 1˚" 1 and C 1˚" Cs 1 " s E 1 |H 1 when 1˚" s 1. Moreover, given any permutation pi 1 , . . . , i h , . . . , i n q of p1, . . . , nq, we set
Notice that, as the operation of conjunction is commutative, for each conjunction C 1˚¨¨¨n˚i t holds that C 1˚¨¨¨n˚" C i 1¨¨¨ih Ě i h`1¨¨¨s i n , for a suitable subset ti 1 , . . . , i h u Ď t1, . . . , nu. Then, given a further conditional event E n`1 |H n`1 , by the same reasoning of Theorem 8 it holds that C 1˚¨¨¨n˚" C 1˚¨¨¨n˚n`1`C1˚¨¨¨n˚Ě n`1 , @p1˚, . . . , n˚q P t1, s 1uˆ¨¨¨ˆtn, s nu, (15) or equivalently
For instance, it holds that: Cs 
The set of conditional constituents
In this section we define the (new) notion of conditional constituents associated with n conditional events, by obtaining some properties which are analogous to those of the unconditional case. Each conditional constituent, also denoted c-constituent, is a conditional random quantity. We first recall that, given n (unconditional) events E 1 , . . . , E n and denoting by tC h , h " 1, . . . , mu, where m ď 2 n , the set of their constituents, it holds that
In numerical terms, (17) becomes:
Moreover, it holds that:
In case of logical independence it holds that m " 2 n . Based on formula (14), we give the following Definition 8. The set of conditional constituents, or c-constituents, associated with a family of n conditional events F " tE 1 |H 1 , . . . , E n |H n u is
where each c-constituent C i 1¨¨¨ih Ě i h`1¨¨¨s i n is a conditional random quantity defined as in p14q.
Notice that the cardinality of K is 2 n when the events E 1 , . . . , E n , H 1 , . . . , H n are logically independent. In the presence of some logical dependencies it may be that C i 1 i 2¨¨¨ih Ě i h`1¨¨¨s i n " 0 for some ti 1 , . . . , i h u Ď t1, . . . , nu, as shown in the example below. If C i 1 i 2¨¨¨ih Ě i h`1¨¨¨s i n coincides with 0, then it is not included in the set K.
Example 1. Given two logically independent events E, H let us consider the family F
H. We observe that K Ď tC 12 , C 1 s 2 , Cs 12 , Cs 1 s 2 u, where, by recalling that E|H " EH`PpE|Hq s H and hence H|H " 0, it holds that C 12 " pE|Hq^p s E|Hq " H|H " 0 " Cs 1 s 2 , C 1 s 2 " pE|Hq^pE|Hq " E|H, Cs 12 " p s E|Hq^p s E|Hq " s E|H.
As we can see, in this case there are two c-constituents which are not zero; that is: K " tC 1 s 2 , Cs 12 u " tE|H, s E|Hu " F .
We give below some results which show that some properties relative to the unconditional events still hold for conditional events. Theorem 9. Given n conditional events E 1 |H 1 , . . . , E n |H n , for each 1 ď k ď n it holds that ÿ ti 1 ,...,i h uĎt1,...,ku
Proof. First of all, as PpΩ|H 1 q " 1, we observe that
that is (20) holds when k " 1. Moreover, from (11), C 12`C1 s 2`C s 12`C s 1 s 2 " C 1`C s 1 " 1, that is (20) (20) is valid for k. 13
As shown in Theorem 9 it holds that
Given any pair of c-constituents in K, in the next result we show that they are incompatible (i.e., their conjunction coincides with zero).
Theorem 10. Given a family of n conditional events F " tE 1 |H 1 , . . . , E n |H n u, let K be the set of c-constituents associated with F . It holds that
Proof. As ti 1 , . . . , i h u ‰ t j 1 , . . . , j k u at least one of the following conditions is satisfied:
If condition piq is satisfied, let be r P ti 1 , . . . , i h uzt j 1 , . . . , j k u. For the sake of simplicity, we assume that r " i 1 " j k`1 . Then
If condition piiq is satisfied, let be r P t j 1 , . . . , j k uzti 1 , . . . , i h u. For the sake of simplicity, we assume that r " j 1 " i h`1 . Then
i h`2¨¨¨s i n^C j 2¨¨¨jk Ę j k`1¨¨¨s j n " H|pH 1 _¨¨¨_ H n q " 0.
Theorems 9 and 10 show that results analogous to those in formula (18) still hold for the case of conditional events. Moreover, we observe that
and in general, for each given j P t1, . . . , nu, a formula analogous to (19 piq) holds for conditional events, that is p j´1q˚,p j`1q˚,. ..,n˚qu C 1˚¨¨¨p j´1q˚jp j`1q˚¨¨¨n˚" ÿ t juĎti 1 ,...,i h uĎt1,...,nu
14 where the symbol tp1˚, . . . , p j´1q˚, p j`1q˚, . . . , n˚qu denotes the following set tp1˚, . . . , p j´1q˚, p j`1q˚, . . . , n˚q P t1, s 1uˆ¨¨¨ˆt j´1, Ę j´1uˆt j`1, Ę j`1uˆ¨¨¨ˆtn, s nuu.
For the conjunction C S " Ź jPS pE j |H j q it holds that
Moreover,
Remark 3. Concerning some probabilistic aspects, we set
Then, by recalling (16), by linearity of prevision it holds that
Moreover, from p20q, by taking into account that C i 1¨¨¨ih Ě i h`1¨¨¨s i k ě 0, it follows that ÿ ti 1 ,i 2 ,...,i h uĎt1,2,...,nu
Concerning the probability x j of E j |H j from (22) a formula analogous to (19 piiq) holds for conditional events, that is
x j " ÿ tp1˚,...,p j´1q˚,p j`1q˚,...,n˚qu
x 1˚¨¨¨p j´1q˚jp j`1q˚¨¨¨n˚" ÿ t juĎti 1 ,...,i h uĎt1,...,nu
More in general, concerning the prevision x S of C S it holds that
Finally, for the prevision (24) it follows that
The inclusion-exclusion principle and the distributive property
In this section we obtain a generalization of the inclusion-exclusion formula for the disjunction of n conditional events. We first give a preliminary result.
Theorem 11. Given n`1 conditional events E 1 |H 1 , . . . , E n`1 |H n`1 , it holds that Cs 1¨¨¨s h i 1¨¨¨ik n`1 " C i 1¨¨¨ik n`1´ř h j"1 C ji 1¨¨¨ik n`1`ř 1ď j 1 ă j 2 ďh C j 1 j 2 i 1¨¨¨ik n`1`¨¨¨`p´1 q h C 1¨¨¨h i 1¨¨¨ik n`1 , @ 0 ď h ď n, @ti 1 , . . . , i k u Ď th`1, . . . , nu.
(29) 15
Proof. Trivially, formula (29) holds for h " 0 because it becomes the identity C i 1¨¨¨ik n`1 " C i 1¨¨¨ik n`1 . Formula (29) is satisfied for h " 1 because, by the decomposition formula (16) , it holds that Cs 1 i 1¨¨¨ik n`1 " C i 1¨¨¨ik n`1´C1i 1¨¨¨ik n`1 , @ti 1 , . . . , i k u Ď t2, . . . , nu.
By assuming that (29) is satisfied for h ď n´1, we prove that is also satisfied for h`1. By (16) , it holds that Cs 1¨¨¨s h i 1¨¨¨ik n`1 " Cs 1¨¨¨s hh`1 i 1¨¨¨ik n`1`C s 1¨¨¨Ě h`1 i 1¨¨¨ik n`1 , @ ti 1 , . . . , i k u Ď th`2, . . . , nu.
Moreover, by the hypothesis, it holds that
and
Then, by (16) , for all ti 1 , . . . , i k u Ď th`2, . . . , nu it follows that Cs 1¨¨¨Ě h`1 i 1¨¨¨ik n`1 " Cs 1¨¨¨s h i 1¨¨¨ik n`1´C s 1¨¨¨s hh`1 i 1¨¨¨ik n`1 " " rC i 1¨¨¨ik n`1´ř h j"1 C ji 1¨¨¨ik n`1`ř 1ď j 1 ă j 2 ďh C j 1 j 2 i 1¨¨¨ik n`1`¨¨¨`p´1 q h C 1¨¨¨h i 1¨¨¨ik n`1 sr C h`1 i 1¨¨¨ik n`1´ř h j"1 C jh`1i 1¨¨¨ik n`1`ř 1ď j 1 ă j 2 ďh C j 1 j 2 h`1i 1¨¨¨ik n`1`¨¨¨`p´1 q h C 1¨¨¨h`1i 1¨¨¨ik n`1 s " " C i 1¨¨¨ik n`1´ř h`1 j"1 C ji 1¨¨¨ik n`1`ř 1ď j 1 ă j 2 ďh`1 C j 1 j 2 i 1¨¨¨ik n`1`¨¨¨`p´1 q h`1 C 1¨¨¨h`1 i 1¨¨¨ik n`1 .
Then, formula (29) follows by iterating the previous reasoning from h " 0 to h " n´1.
We give below some examples where formula (29) is obtained.
Cs 123 " C 23´C123 " C 3´C13´C23`C123 , Cs 1 s 23 " Cs 13´C s 123 " C 3´C13´C23`C123 , Cs 1 s 234 " Cs 134´C s 1234 " C 34´C134´C234`C1234 ,
In the next result, based on the relation D 1¨¨¨n " 1´Cs 1¨¨¨s n , we obtain the inclusion-exclusion formula for the disjunction of n conditional events.
Theorem 12. Given n conditional events E 1 |H 1 , . . . , E n |H n , it holds that
Proof. We first prove by induction that
Trivially, for n " 1 it holds that Cs 1 " 1´C 1 ; moreover, Cs 12 " C 2´C12 . Then, for n " 2 it holds that
We assume that
Moreover, from (29) it holds that
Then, it follows
We observe that the inclusion-exclusion formula can be also obtained by suitably extending the notion of conjunction, in a way such that the distributive property is satisfied. We recall that E i |H i^1 " E i |H i , for every E i |H i , and more in general C 1¨¨¨k^1 " C 1¨¨¨k , for every conjuntion C 1¨¨¨k . Moreover, by definition we set
As we can see the distributive property is satisfied, then formula (30) can be also obtained (as in the case of unconditional events) by expanding the conjunction Ź n i"1 p1´E i |H i q, as shown below. Cs 1¨¨¨s n " Ź n i"1 p1´E i |H i q " p1´C 1´C2`C12 q^p1´E 3 |H 3 q^¨¨¨^p1´E n |H n q " "¨¨¨" 1´ř n i"1 C i`ř 1ďi 1 ăi 2 ďn C i 1 i 2`¨¨¨`p´1 q n C 1¨¨¨n .
Moreover formula (29) can be obtained, instead of using iteratively the decomposition formula, by using in a generalized way the distributive property as shown below.
Cs 1¨¨¨s h i 1¨¨¨ik n`1 " Cs 1¨¨¨s h^Ci1¨¨¨ik n`1 " " r1´ř
Then, in general, for each H ‰ ti 1 , . . . , i h u Ď t1, . . . , nu it holds that
If by convention, when ti 1 , . . . , i h u " H, we set C i 1¨¨¨ih " C H " 1 , then formula (32) becomes (31) . Then, (32) can be written as
Remark 4. We observe that in terms of prevision by coherence it holds that
where the symbols of the previsions are defined as in Remark 3. Moreover, as each c-constituent C i 1¨¨¨ih Ě i h`1¨¨¨s i n is a nonnegative conditional random quantity, by coherence it must be
.., j k uĎti h`1 ,...,i n u x i 1¨¨¨ih j 1¨¨¨jk ě 0, @ ti 1 , . . . , i h u Ď t1, . . . , nu.
We recall that ř ti 1 ,...,i h uĎt1,...,nu C i 1¨¨¨ih Ě i h`1¨¨¨s i n " 1 and hence ÿ ti 1 ,...,i h uĎt1,...,nu
We also observe that given a coherent prevision assessment px i 1¨¨¨ik ; H ‰ ti 1 , . . . , i k u Ď t1, . . . , nuq on the family tC i 1¨¨¨ik ;
as shown by formula (35) for every nonempty subset ti 1 , . . . , i k u there exists a unique coherent extension x i 1¨¨¨ik Ě i k`1¨¨¨s i n for the prevision of the conditional constituent C i 1¨¨¨ik Ě i k`1¨¨¨s i n .
A necessary and sufficient coherence condition
In this section we obtain, under logical independence, a necessary and sufficient condition for coherence of a prevision assessment on a family containing n conditional events and all the possible conjunctions among them. This coherence condition can be interpreted in geometrical terms by a suitable convex hull. Let be given a family of n conditional events E " tE 1 |H 1 , . . . , E n |H n u, with E 1 , . . . , E n , H 1 , . . . , H n logically independent. For any given (non empty) subset S of t1, 2 . . . , nu we recall that C S is the conjunction C S " Ź iPS pE i |H i q and x S " PpC S q. We denote by F " tC S : H ‰ S Ď t1, . . . , nuu the family of all 2 n´1 possible conjunctions among the conditional events in E. Let M " px S : H ‰ S Ď t1, . . . , nuq be a prevision assessment on F. We denote by C 0 , C 1 , . . . C 3 n´1, the constituents associated with the family E, that is the elements of the partition of Ω obtained by expanding the expression
where q hS is the value of C S when C h is true. In particular with C 0 it is associated Q 0 " M. We notice that Q h is the value of the random vector pC S : H ‰ S Ď t1, . . . , nuq when C h is true. By discarding Q 0 , we denote by Q the set of remaining points Q h 's associated with the pair pF, Mq and by I Q the convex hull of the set Q. We denote by B the subset of Q, constituted by 2 n binary points Q 1 , . . . , Q 2 n , defined as B " tQ 1 , . . . , Q 2 n u " tQ h P Q : q hS P t0, 1u, S " tiu, i " 1, . . . , nu.
We observe that the points Q 1 , . . . , Q 2 n are associated with the 2 n constituents C h 's obtained by expanding the expression
which coincides with Ź n i"1 H i . Notice that, for each Q h P B, the vector pq hS , S " tiu, i " 1, . . . , nq is a vertex of the unit hypercube r0, 1s n , representing the value of the random vector pE 1 |H 1 ,¨¨¨, E n |H n q when it is true the constituent C h with which it is associated Q h . We also remark that, from the definition of conjunction it follows that
Then, the set B can be equivalently defined as
We denote by I B the convex hull of the set B; of course I B Ď I Q . Then we have Theorem 13. Given a family of n conditional events E " tE 1 |H 1 , . . . , E n |H n u, let M " px S : H ‰ S Ď t1, . . . , nuq be a prevision assessment on the family F " tC S : H ‰ S Ď t1, . . . , nuu, where
Under the assumption of logical independence of E 1 , . . . , E n , H 1 , . . . , H n , the prevision assessment M on F is coherent if and only if M belongs to the convex hull I B of the 2 n binary points Q 1 , . . . , Q 2 n . 19
Proof. pñq Assume that M is coherent. Then, all the inequalities in (35) are satisfied. We observe that the condition M P I B is satisfied if there exist suitable nonnegative coefficients λ h 's, with ř 2 n h"1 λ h " 1, such that M " ř 2 n h"1 λ h Q h . This means that for each component x S of M it must be x S " ř 2 n h"1 λ h q hS " ř h:q hS "1 λ h . We observe that with each Q h P B it is associated a unique subset ti 1 , . . . , i k u Ď t1, . . . , nu such that, when S " tiu, i " 1, . . . , n, it holds that q hS " q htiu " 1 if i P ti 1 , . . . , i k u and q hS " q htiu " 0 if i P ti k`1 ,¨¨¨, i n u " t1, . . . , nuzti 1 , . . . , i k u. Then, by changing notations, the point Q h associated with ti 1 , . . . , i k u will be denoted by the symbol Q i 1¨¨¨ik Ě i k`1¨¨¨s i n and the coefficient λ h will be denoted by λ i 1¨¨¨ik Ě i k`1¨¨¨s i n . By this change of notations, the binary quantity q hS becomes q i 1¨¨¨ik Ě i k`1¨¨¨s i n S , with
Then the equality x S " ř 2 n h"1 λ h q hS becomes x S " ř ti 1 ,...,i k uĚS λ i 1¨¨¨ik Ě i k`1¨¨¨s i n . Then, more explicitly, the condition M P I B is satisfied if there exist a vector, with 2 n nonnegative components, Λ " pλ i 1¨¨¨ik Ě i k`1¨¨¨s i n ; ti 1 , . . . , i k u Ď t1, . . . , nuq which is a solution of the system below.
We remark that pΣ B q is solvable and has a unique solution given by the vector Λ with components λ i 1¨¨¨ik Ě i k`1¨¨¨s i n " PpC i 1¨¨¨ik Ě i k`1¨¨¨s i n q " x i 1¨¨¨ik Ě i k`1¨¨¨s i n , @ ti 1 , . . . , i k u Ď t1, . . . , nu.
Indeed, by (35) and p36q, the unknowns are nonnegative and with their sum equal to 1. Moreover, by (27) it holds that x S " ř ti 1 ,...,i h uĚS x i 1¨¨¨ih Ě i h`1¨¨¨s i n and hence the equation x S " ř ti 1 ,...,i h uĚS λ i 1¨¨¨ih Ě i h`1¨¨¨s i n is satisfied for every S Ď t1, 2 . . . , nu. Thus, the condition M P I B is satisfied. pðq Assume that M P I B . Then, M P I Q because B Ă Q and hence by Algorithm 1 the initial system for checking coherence of M is solvable. Moreover, I 0 " H because all the coefficient λ i 1¨¨¨ik Ě i k`1¨¨¨s i n 's are associated with the constituents, which we denote by C i 1¨¨¨ik Ě i k`1¨¨¨s i n 's, such that for every subset ti 1 , . . . , i k u it holds that C i 1¨¨¨ik Ě i k`1¨¨¨s i n Ď H i , for every i " 1, . . . , n. Then, the prevision assessment M is coherent. In this section we examine some further aspects which are related with Theorem 13. We observe that each Q h defined as in (37) is itself a prevision assessment on F and hence, by Theorem 13, Q h is coherent if and only if Q h P I B . We will show that coherence of M requires coherence of each Q h , i.e., Q h P I B , even if Q h R B. We first give a preliminary result which generalizes Theorem 4.
Theorem 14. Let be given n conditional events E 1 |H 1 , . . . , E k |H k , . . . , E n |H n , with E 1 , H 1 , . . . , E n , H n logically independent, and a coherent prevision assessment M " px S : H ‰ S Ď t1, . . . , nuq on the family F " tC S : H ‰ S Ď t1, . . . , nuu. For every 1 ď k ď n´1 it holds that maxt0,
Proof. We set M 3 " px 1¨¨¨k , x k`1¨¨¨n , x 1¨¨¨n q. Moreover, we observe that
The possible values Q h 's of the random vector pC 1¨¨¨k , C k`1¨¨¨n , C 1¨¨¨n q are given in Table 4 . We denote by T the tetrahedron with vertices p1, 1, 1q, p1, 0, 0q, p0, 1, 0q, p0, 0, 0q, that is T " tpx, y, zq : px, yq P r0, 1s 2 , maxt0, x`y´1u ď z ď mintx, yuu.
We observe that T is the convex hull of p1, 1, 1q, p1, 0, 0q, p0, 1, 0q, p0, 0, 0q. We also observe that the points p1, x S 2 , x S 2 q, p0, x S 2 , 0q, px S 1 , 1, x S 1 q, px S 1 , 0, 0q belong to T because p1, x S 2 , x S 2 q " x S 2 p1, 1, 1q`p1´x S 2 qp1, 0, 0q, p0, x S 2 , 0q " x S 2 p0, 1, 0q`p1´x S 2 qp0, 0, 0q, px S 1 , 1, x S 1 q " x S 1 p1, 1, 1q`p1´x S 1 qp0, 1, 0q, px S 1 , 0, 0q " x S 1 p1, 0, 0q`p1´x S 1 qp0, 0, 0q. 21
We recall that coherence of M implies coherence of the sub-assessment px i , x j , x i j q, with i ‰ j, on the sub-family tE i |H i , E j |H j , C i j u. By formula (5), the coherence of px i , x j , x i j q amounts to the condition px i , x j , x i j q P T . Now, let us assume by induction that the point px S 1 , x S 2 , x S 1 YS 2 q belongs to T , for every pair of nonempty subsets S 1 Ď t1, . . . , ku, S 2 Ď tk`1, . . . , nu, with S 1 Y S 2 Ă t1, . . . , nu. Under this inductive hypothesis, the convex hull of the points Q h 's, with Q h ‰ Q 0 , is the tetrahedron T . Coherence of M 3 requires that M 3 belongs to the convex hulls of all the points Q h 's (h ‰ 0), that is M 3 P T . Then, the inequalities maxt0, x 1¨¨¨k`xk`1¨¨¨n´1 u ď x 1¨¨¨n ď mintx 1¨¨¨k , x k`1¨¨¨n u, are satisfied. Now we prove that, under logical independence, coherence of M implies coherence of all the points Q h 's, that is, by Theorem 13, Q h P I B for every Q h .
Theorem 15. Let be given n conditional events E 1 |H 1 , . . . , E n |H n , with E 1 , H 1 , . . . , E n , H n logically independent. Given a coherent prevision assessment M " px S : H ‰ S Ď t1, . . . , nuq on the family F " tC S : H ‰ S Ď t1, . . . , nuu, for every point Q h it holds that Q h is a coherent assessment on F, or equivalently Q h P I B .
Proof. Of course, for each Q h P B it holds that Q h P I B , that is Q h is coherent. Let us consider any point Q h , h ‰ 0, associated with a constituent C h , such that Q h R B. Without loss of generality we assume that C h Ă s H 1¨¨¨s H k H k`1¨¨¨Hn , 1 ď k ă n.
Then, for the components q hS of Q h , with S " tiu, i " 1, . . . , n, it holds that q hS " " x i , if S " tiu, i " 1, . . . , k; b i P t0, 1u, if S " tiu, i " k`1, . . . , n.
More in general we have
x S , if S Ď t1, . . . , ku, 1, if S Ď tk`1, . . . , nu and b i " 1, @ i P S , 0, if S Ď tk`1, . . . , nu and b i " 0, for some i P S , x S 1 if S X t1, . . . , ku " S 1 ‰ H and b i " 1, @ i P S zS 1 ‰ H, 0
if S X t1, . . . , ku " S 1 ‰ H and b i " 0, for some i P S zS 1 ‰ H.
We denote by M k the sub-assessment of M defined as M k " px S : H ‰ S Ď t1, . . . , kuq on the sub-family F k of F defined as F k " pC S : H ‰ S Ď t1, . . . , kuq.
The coherence of M implies the coherence of the sub-assessment M k . We observe that, as the events E i , H i , i " 1, . . . , n are logically independent, the extension Mk of M k on F k Y tE i |H i , i " k`1, . . . , nu, such that PpE i |H i q " b i P t0, 1u for i " k`1, . . . , n, is coherent. Moreover, there exists a unique extension M˚of Mk on the family F because, for the assessment if S Ď tk`1, . . . , nu and b i " 0, for some i P S , x S 1 if S X t1, . . . , ku " S 1 ‰ H and b i " 1, @ i P S 2 " S zS 1 ‰ H, 0
if S X t1, . . . , ku " S 1 ‰ H and b i " 0, for some i P S 2 " S zS 1 ‰ H.
The uniqueness of the extension xS " 0, or xS " 1 shown in the second and third lines of (43), follows from Theorem 5. Moreover, the uniqueness of the extension xS " x S 1 follows because, by Theorem 14, it holds that
and, from Theorem 5, it holds that x S 2 " PpC S zS 1 q " 1; thus (44) becomes
Finally, the uniqueness of the extension xS " 0 in the last line of (43) follows because, from Theorem 5, it holds that x S 2 " PpC S zS 1 q " 0; thus (44) becomes maxtx S 1`x S 2´1, 0u " 0 ď xS ď 0 " mintx S 1 , x S 2 u.
Of course, as the extension M˚of Mk is unique, coherence of Mk implies coherence of M˚. Then by Theorem 13, it holds that M˚P I B . Finally, from (42) and (43) it follows that xS " q hS @S ‰ H. Therefore M˚" Q h , so that Q h is coherent, or equivalently Q h P I B .
Remark 6. We recall that each Q h associated with the pair pF , Mq represents the value of the random vector pC S : H ‰ S Ď t1, . . . , nuq when C h is true. Then coherence of M implies that, as for the case of unconditional events, each possible value Q h of the random vector is itself a particular coherent assessment on F .
Some examples and counterexamples
As shown by Theorem 13, under logical independence of E 1 , . . . , E n , H 1 , . . . , H n , coherence of M amounts to condition M P I B , that is to validity of all inequalities in formula (35) . We examine this aspect for n " 2 and n " 3 in the examples below. Example 2. Let M " px 1 , x 2 , x 12 q be a prevision assessment on the family tE 1 |H 1 , E 2 |H 2 , E 1 |H 1Ê
