Abstract. The spin-statistics connection is derived in a simple manner under the postulates that the original and the exchange wave functions are just added, and that the azimuthal phase angle, which defines the orientation of the spin part of each single-particle spin-component eigenfunction in the plane normal to the spinquantization axis, is exchanged along with the other parameters. The spin factor (−1) 2s belongs to the exchange wave function when this function is constructed so as to get the spinor ambiguity under control. This is achieved by effecting the exchange of the azimuthal angle by means of rotations, and admitting only rotations in one sense. This works in Galilean as well as in Lorentz-invariant quantum mechanics. Relativistic quantum field theory is not required.
Introduction
The symmetrization postulate of standard quantum mechanics, I recall, postulates that any wave function or state vector of a system of identical particles must be either symmetric or antisymmetric, that is, multiplied by either +1 or −1 when the labels or parameters referring to any two particles are interchanged. There are thus two classes of systems, with different collective behaviour of the particles: systems of bosons and systems of fermions. These two classes are connected with the spins of the particles: all particles which are known to be bosons are found to have integral spin, in units ofh, while all known fermions have half-integral (i.e., half-odd-integral) spin.
Within quantum mechanics the connection with spin could not be proved and had to be taken as another postulate. The first proof was provided by Pauli [1] , who founded it on relativistic quantum field theory. This also remained the framework for the papers which in subsequent years refined and generalized Pauli's proof [2, 3] . Typically, in these papers it is postulated that no negative-energy states exist, that the metric in Hilbert space is positive definite, and that the fields either commute or anticommute for spacelike separations (locality, microcausality). Under these conditions it is shown that integral-spin fields cannot satisfy the (fermionic) anticommutation relations, and half-integral-spin fields cannot satisfy the (bosonic) commutation relations. This does not exclude that fields exist which satisfy other commutation relations and show statistics that differ from Bose and Fermi statistics.
In 1965 Feynman in his Lectures [4] objected:
An explanation has been worked out by Pauli from complicated arguments of quantum field theory and relativity. He has shown that the two [spin and statistics] must necessarily go together, but we have not been able to find a way of reproducing his arguments on an elementary level. It appears to be one of the few places in physics where there is a rule which can be stated very simply, but for which no one has found a simple and easy explanation. The explanation is deep down in relativistic quantum mechanics. This probably means that we do not have a complete understanding of the fundamental principle involved.
The aim of the present paper is to propose such a simple and easy explanation. Actually, since 1965 more than a hundred publications appeared deriving the spin-statistics connection under different sets of conditions [5] . Reviews are contained in [3, [6] [7] [8] [9] . Many of these publications derive the connection in settings far removed from standard (local) relativistic quantum field theory; and they are also far from simple and easy.
Closest to the present approach are those papers that use only quantum mechanics, relativistic or nonrelativistic, and are written in the spirit of Feynman's demand for simplicity. These papers nevertheless contain one or several of the following restrictions: the wave functions must have special invariance [10] or continuity [11] properties, must be of product form [12] , lie in special spin-component subspaces [13] , or have a special position-dependent spin representation [14] . The systems considered must be nonrelativistic [11, 12, 13, 15] , have only two spatial dimensions [15] , contain only two particles [13] , only particles with zero spin [11] or spin ≤ 1/2 [12] , only point particles [16] , must admit antiparticles [17] , or the exchange must be considered as physical transportation of real objects [10, 16, 18] .
The present proposal is not subject to any of these restrictions. And as it is the rotation group (a subgroup of both the Galilei and the Lorentz group), not the permutation group, that plays the prominent role in it, only Bose and Fermi, but no other statistics are allowed. The proposal grew out of an attempt to understand the papers by York [19] in the framework of the realist interpretation that I developed some time ago [20] . The premises of the proposal are seen when the organization of the paper is considered:
In Section 2 the standard symmetrization postulate, which admits addition or subtraction of the original and the exchange wave function, is replaced by the "summation postulate", which admits only addition. It is shown that this is equivalent to a proposal by Feynman concerning transition amplitudes. The added wave func-tions must, however, explicitly exhibit a parameter which is usually considered to be without physical significance and neglected.
In Section 3 this parameter is identified with the azimuthal angle χ that defines the orientation of the spin part of a single-particle spin-component eigenfunction in a plane normal to the spin-quantization axis, in the form exp(imχ). In the present approach the angle χ must be exchanged along with the other parameters in the wave function. But as the factor exp(imχ) exhibits the well known spinor ambiguity when the spin component m is half-integral we cannot apply the exchange procedure by simply replacing one value of χ by some other value in the single-particle wave functions, for we do not know which of the two possible values of the function with the replaced χ has to be chosen.
In Section 4 it is shown that the ambiguity can be overcome by effecting the exchange of χ by way of rotations and by admitting only rotations in one sense, either clockwise or counterclockwise. In Section 5 the rotations leading from the original to the exchange function are explicitly carried out, and it is shown that the exchange function thereby acquires the desired spin factor (−1) 2s . Finally, in Section 6 the proof is extended from the special two-particle case and the special functions considered in Sections 2 to 5 to the general N -particle case, and it is shown that the proof also holds in the relativistic domain.
Do the above features of the suggested approach still belong to quantum mechanics proper? The answer is, to some extent, a matter of judgement. I think that they are well within the existing conceptual scheme of quantum mechanics.
The summation postulate
In order to present the essential points in a simple way I begin by considering a nonrelativistic (Galilean) system of two identical particles of spin s (S 2 ψ = s(s + 1) ψ) described by a (Schrödinger) wave function which is a product of two one-particle wave functions
and the one-particle wave functions are eigenfunctions of the operator of the spin component with respect to an arbitrary but common spin-quantization axis. Moreover, both functions belong to the same eigenvalue m. These restrictions will be removed in Section 6. The single-particle wave functions are functions of the variables x, y, z, t. The mathematical form of the functions is determined by the parameters a, b, where a and b stand for all parameters that determine the form, such as mass, charge, total spin, expansion coefficients, spin component etc. Charge and mass are of course the same for identical particles and their exchange has no effect. An alternative notation would be ψ(a, m, x (1) , y (1) , z (1) , t), where the labels in parentheses, (1) and (2) , distinguish the particles in the formalism. We have suppressed here the variables and have put the particle labels directly at the function symbols. In Sections 2 to 5 the eigenvalue m is always the same and will also be omitted from the notation. Thus we write
A symmetric or antisymmetric multi-particle wave function that is postulated by the standard symmetrization postulate can be obtained from an arbitrary function Ψ(1, 2) by adding to it or subtracting from it the "exchange" function, where the function parameters have been exchanged (or permuted, in the case of more than two particles). Exchanging or permuting the wave-function parameters is equivalent with exchanging or permuting the particle labels.
c N is a normalization constant. If the single-particle functions are orthonormal, then c N = √ 2. It should be clear that this postulate, with its open alternatives, cannot survive if we want to derive the relation between spin and statistics. In our approach we therefore replace this plus/minus superposition by a pure plus superposition, that is, by a simple addition (summation). This entails that the permutation group no longer plays its prominent role, with its two one-dimensional representations being associated with the Bose and the Fermi statistics, and its other representations with "parastatistics".
Thus, the general procedure to construct the wave function for a system of N particles that takes the identity of the particles into account is (cf. [21] ): First number the particles in an arbitrary way and construct the wave function Ψ(1, 2, . . . , N ) that belongs to the given physical state. Then apply to it the "symmetrizer"
where P α is a permutation of the parameters or the particle labels in the wave function. The sum over α goes over the N ! possible permutations, including the identity. c N = √ N ! if the functions in the sum are orthonormal. In the case of our two particles we have
This is our summation postulate. However, the wave functions thus to be summed in our approach are not the usual ones but exhibit an additional parameter. Let us for the moment disregard that additional parameter and have a look at the treatment of identical particles in the Feynman Lectures [4] . Wave-function symmetrization is never mentioned in the Feynman Lectures. Instead, transition amplitudes are considered. When two transitions cannot be distinguished in principle from each other, the amplitudes, rather than the probabilities, have to be superposed. The superposition includes the phase factor exp(iδ):
which, in line with the symmetrization postulate of standard nonrelativistic quantum mechanics, is taken to be +1 or −1. In his own proposal [18] for deriving the spinstatistics connection Feynman goes further and suggests that we may take the view that the Bose rule is obvious from some kind of understanding that the amplitude[s] in quantum mechanics that correspond to alternatives must be added.
This would mean e iδ = +1 in (5). What does this mean for the wave functions? Consider a transition from an initial state
The amplitude for this transition is
where T is a linear, symmetric, and spin-independent transition operator. Formula (6) can be written as
Here the first term is equal to the fourth, and the second to the third, since they differ only in the particle labels, which have nothing to do with the mathematical form of the single-particle wave functions. f (a pure number) is thus twice the sum of the first and the second term
and this is exactly Feynman's addition of transition amplitudes. As this formula is just another way of writing formula (6), the summation postulate concerning wave functions is equivalent to Feynman's suggestion concerning probability amplitudes. Note, however, that our wave functions exhibit an additional parameter.
The additional parameter
The additional parameter is the azimuthal angle χ, which defines the orientation of the spin part of each single-particle spin-component eigenfunction in the plane normal to the common spin-quantization axis, counted from some arbitrary reference direction. Each function has its own angle, but the particular values do not matter. The values of χ are restricted to the interval [0, 2π]. The letter χ, rather than the customary ϕ, is used in order to emphasize that it is the spin part, not the orbital part which is concerned, that the spin-quantization axis need not coincide with the z-axis, and that the angle χ is not a variable of the one-particle wave function, as r or ϕ are. Rather, the dependence on χ is a parametric dependence, comparable to that on m. Therefore the application of a differential operator like −ih∂/∂χ, analogous to the z-component of orbital angular momentum, does not make sense for the spin part of the wave function.
The specific form of the parametric dependence on χ is obtained by observing that the operator effecting rotations about the spin-quantization axis, pointing in the direction of the unit vector v, is exp(iχSv), where Sv is the operator of the spin component along the direction of v. Applying this operator to an eigenfunction of it which belongs to the eigenvalue m means multiplying the eigenfunction by the factor e imχ .
This dependence on χ exhibits the well known spinor ambiguity: in the case of halfintegral m the factor (7) is +1 for χ = 0 and −1 for χ = 2π. All this is standard quantum mechanics. The angle χ appears only in a phase factor. Therefore it is usually considered as an overall phase factor, which has no physical significance and can be omitted [21, p. 398] .
In the present approach χ, on the contrary, is taken seriously and is exchanged along with the other parameters. In this procedure it does have physical significance, for it is then instrumental in determining the relative phase when, in Section 5, wave functions with different χs will be superposed. The inclusion of χ among the exchanged parameters might be something like the fundamental principle expected by Feynman in the above quotation [4] .
Thus, with the introduction of χ Eq. (2) becomes
In order to obtain the exchange wave function we simply replace a by b and vice versa in the original wave function (8) . But the exchange of χ a with χ b and vice versa cannot be done in such a simple way because in the case of half-integral m the wave functions are double-valued functions of χ a and χ b , whereas they are single-valued functions of all the other parameters a and b.
4 Controlling the spinor ambiguity The special feature with the factor (7) is that χ is an angle, so that we may go from some particular value χ a to some other value χ b in two ways, either clockwise or counterclockwise. In the case of half-integral m one way leads to a different wave function at χ b than the other, the two functions having different signs. In other words, the value of the function at χ b then depends not only on the value of χ b but also on the path leading from χ a to χ b . This leads to double-valued functions and represents another aspect of the spinor ambiguity. Now, when adding the original and exchange wave functions the functions must be uniquely defined. This is not the same as the general requirement that wave functions be single-valued. Single-valuedness can only be required for measurable quantities such as densities |ψ| 2 , expectation values or transition probabilities, but not for the wave functions themselves [22] . In many textbooks it is nevertheless invoked for the wave functions themselves, in particular for justifying integral values of m for orbital angular momentum. The real justification of integral m here rests on group representations and properties of observables [23] .
Our case is different because we are concerned with the procedure of constructing one wave function by superposition of others, formally similar to interference. The demand for removing the spinor ambiguity is in line with the demand for removing the ambiguity known as exchange degeneracy, that is, to the fixation of the coefficients of the two superposed terms in Eqs. (3) to (5) . Now, according to what has been said above the spinor ambiguity is removed (i.e., kept under control) if we make a choice between the two possible paths from χ a to χ b , that is, if we decide to make all rotations in one sense only, either clockwise or counterclockwise.
In the language of group theory the clockwise and the counterclockwise way from χ a to χ b correspond to paths of different homotopy classes (e.g. [24] ). So our choice means that we are admitting only paths of the same homotopy class.
One may imagine the function exp(imχ) with half-integral m to lie on the twosheeted Riemannian surface of the function √ z [25] , where one sheet carries only one set of function values. The clockwise path from χ a to χ b always ends up in a different sheet than the counterclockwise path. Or one may imagine a Möbius band, where on the first round trip over the band one set of function values is met, and the corresponding other set on the second round trip. In fact, devices like twisted ribbon belts ( [18] p. 58), contortions of an arm holding a cup ( [18] p. 30) and others [26] , are similar to the Riemannian surface and the Möbius band in that they construct an indicator of whether we are in the first or in the second turn, and in that they return to the original situation after the second turn.
Constructing the exchange function
We are now ready to take the final step. We want to construct the exchange function from the original function (8) , not by simply replacing χ a by χ b in the wave function ψ (1) and χ b by χ a in the wave function ψ (2) (as is possible with the other parameters, a and b), but by continuously rotating the spin part of the functions from χ a to χ b and from χ b to χ a respectively, with due consideration being given to the paths connecting χ a and χ b .
Thus, we start from formula (8) where the as and bs have already been exchanged, but the χs have not:
We then rotate the function ψ (1) (b, χ a ) from χ a to χ b . We take the counterclockwise sense of the rotations, and we assume χ a < χ b . In order to get from χ a to χ b we then have to run through χ b − χ a . This yields the rotation factor exp(im(χ b − χ a )) and we obtain
Likewise, rotating the function ψ (2) (a, χ b ) counterclockwise from χ b to χ a means that we have to run through 2π − (χ b − χ a ). This yields the rotation factor exp(im(2π + χ a − χ b )) and we obtain
Inserting (10) and (11) into (9) then yields the exchange function
with
where for the last equality we have used the fact that s and m are either both integral or both half-integral. Had we chosen the clockwise sense we would have obtained F = exp(+im2π), which is also equal to (−1) 2s . The same result obtains with the alternative assumption χ a > χ b . The case χ a = χ b is of statistical weight zero and can be neglected. Finally, adding the original function (8) and the exchange function (12) we arrive at
The angle χ and the rotations become effective only in the procedure of exchanging the parameters of the wave functions. In this procedure the angles χ a and χ b in the original and the exchange wave function are related in such a way that, although χ a and χ b may be randomly distributed in the original function, the resultant factor, (−1) 2s , is independent of χ a and χ b . Thus, once exchange and summation are accomplished, we may, according to formula (7), write the functions in Eq. (13) in the form ψ (1) (a, χ a ) = exp(imχ a ) ψ (1) (a) etc. Either term in Eq. (13) thereby receives the same factor, which can be put as an overall phase factor in front of the parentheses and can be omitted. Thus we are returning to the standard form of the wave functions, which do not depend on χ:
There is some formal analogy with interference between two parts of a split wave. One part is left unmodified [wave function (8) ], the other is subject to a phase shift [exchange, wave function (12)], and then the two are recombined [wave function (13) or (14)].
With formula (14) we have reached our goal: we have derived the factor (−1) 2s in a simple way from basic principles. This factor yields +1 (bosons) for integral s and −1 (fermions) for half-integral s, and this is the desired connection between spin and statistics.
6 The general case Until now we have only considered systems of two particles, two-particle wave functions that were products of one-particle functions, and one-particle functions that were eigenfunctions of the spin-component operator, all belonging to one and the same eigenvalue m. These restrictions will now be removed. This will be done in two steps. In the first step the restriction to two particles and to wave functions of product form is removed, the only remaining restriction being to eigenfunctions with the same m. In the second step this will also be removed.
In the first step the general N -particle wave function made up of one-particle wave functions which all belong to the same m is written as
where the {ψ (i) (u r i , χ r i )} form a complete set in the subspace of functions belonging to the same m. The summed and normalized state is written as
where S = (1/N !) α P α is the symmetrizer. P α , as always, permutes the pairs of parameters u r i , χ r i among the one-particle functions. Written out this reads
Consider the particular term
and compare it with the term where P α = I (identity operator). As any permutation can be written as a product of a number of transpositions (interchanges), the pair consisting of the term with P α = I and a term with arbitrary P α differ by a number of transpositions. When our procedure is applied, as described in the preceding sections for the case of two particles, every single transposition yields the factor (−1) 2s in front of the term with interchanged parameters. The angles χ may be different in every such pair, but since the angles are arbitrary this does not matter, and every transposition yields the same factor. Hence k α transpositions yield the factor (−1) kα2s , and we may drop the χs from the notation. The wave function can then be written in the form
Now, if s is an integer, then (−1) kα2s = +1 for any k α , and Eq. (15) contains the symmetrizer
If s is a half-integer, then (−1) kα2s = −1 for odd k α , and +1 for even k α , and Eq. (15) contains the antisymmetrizer
Thus the standard wave function, made up of one-particle functions all with the same m, for integral spin is symmetric (bosonic) and for half-integral spin is antisymmetric (fermionic). And this holds for each one of the 2s+1 values of m. Now we take the second step and remove the remaining restriction to only one common value of m. The most general wave function is now written in the form
where the χs are dropped from the notation, as before, and the ms are made explicit. The sum over the ts always goes over the same 2s+1 values, according to the 2s+1 possible values of m, and the sum over the r s goes over the possibly infinite number of values of the other parameters. The postulated summation requires Ψ a to be replaced by SΨ a = (1/N !) α P α Ψ a , and as a result of the subsequent χ rotations P α will be replaced by ε α P α . At this stage we assume only that the ε α s are complex numbers, restricted only so as to leave the norm of Ψ a unchanged. With these ε α s we define the operator O = (1/N !) α ε α P α . What we then have to do in order to obtain the desired relation to spin is to show that in all places where ε α appears it takes on the form ε α = (−1) kα2s , that is, O = S for integral and O = A for half-integral spin.
To this end we consider a transition from the initial wave function Ψ i = OΨ a to the final wave function Ψ f = OΨ b where
This will enable us to employ the orthogonality of the eigenfunctions with different ms. The transition amplitude is
where the last equality follows from O † = O = O 2 . These relations for O are proved in the same way as they are proved for the operators S and A [21] . Written out f reads f =
(17) According to the last equality in (16) P α permutes only the pairs u r i , m t i , not the v ρ i , m τ i , among the single-particle functions.
Consider a particular term of the sum (17) (the second line)
As the functions with different spin components are orthogonal to each other, irrespective of the values of the ρs and r s, the scalar products are all proportional to Kronecker deltas and we can write
where the κ comprises all the proportionality factors.
There are several types of these terms: (i) Terms where all τ s, and hence all m τ s, are different (only possible if N ≤ 2s + 1). In these terms the sum over the permutations reduces to one single member, where P α is the identity, and ε α =1. As for the identity k α =0 we may write ε α = (−1) kα2s , which conforms with the desired result.
If we consider the special case of product states, that is, if we omit the sums in Ψ a , Ψ b , Ψ i and Ψ f , then the transition amplitude f consists of only one term. The same then holds for the probability of the transition between any given initial and final state, and there are no interference terms involving different transitions. This is as in a system of distinguishable particles. We recover here a well known result [4, 21, 27] .
(ii) Terms t (rtρτ ) where all τ s, and hence all m τ s, are equal. These cases are those already solved in the first step, so here too we have ε α = (−1) kα2s .
(iii) Terms t (rtρτ ) which consist of two sets with equal τ s and hence equal m τ s within each set: τ 1 = τ 2 = · · · = τ l and τ l+1 = τ l+2 = · · · = τ N . Then those members of the sum (18) where the permutations work only within one set can be treated like those in the first step and yield the desired result, whereas those members where the permutations exchange parameters of the first set with those of the second are zero. -Cases of more than two such sets are only technically more complicated but add nothing essential. Thus in all places ε α = (−1) kα2s and this completes the second step.
Some additional points remain to be considered: The terms t (rtρτ ) in formula (18) are zero if only one single-particle function, referring to a particular particle, has a different spin component in the final state than in the initial state. The formula thus seems unable to include spin flip and seems to be restricted to spin-independent interactions. Spin-dependent interactions can, however, easily be included by noticing that the usual formulas for transition amplitudes are written in the form (Ψ f , S int Ψ i ). Here the initial function Ψ i describes the physical situation long before, and the final function Ψ f long after the interaction. During the interaction spin flip may occur, whereby Ψ i changes into S int Ψ i . This S int Ψ i is then projected onto the specified function Ψ f . So, spin flip can be considered included in formula (16) if Ψ i is taken to mean S int Ψ i .
The spin-statistics connection in the general N -particle case has here been derived for transition amplitudes. But what has been obtained for transition amplitudes holds analogously for expectation values. As any measurable quantummechanical quantity is either a transition amplitude or an expectation value it holds throughout.
Finally, the derivation of the spin-statistics connection presented here evidently does not require relativity theory. Can it be extended into the relativistic domain? In Lorentz-invariant theory spin and orbital angular momentum are no longer separately conserved quantities, and wave functions representing free particles with definite non-zero momentum can only be eigenfunctions of the spin-component operator if momentum and spin component are parallel or antiparallel. We can, however, avoid these complications if we replace the previously discussed eigenfunctions of the operator of the spin component along a fixed direction by those along the directions of the particles' momenta, that is, by the helicity eigenfunctions [28] . As helicities are invariant under rotations and the rotation operators commute with the permutation operators, we may express the momentum eigenfunctions which have their momenta in arbitrary directions by suitably rotated eigenfunctions with momenta in one common direction (cf. [28] p. 407, 408). For these functions we can define a common reference direction for the angles χ, and then construct and sum the permuted functions in the previously described way. This works not only for momentum eigenstates, i.e. plane waves, but also for superpositions of plane waves, i.e. wave packets.
