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EQUIVARIANT QUANTUM COHOMOLOGY AND
YANG-BAXTER ALGEBRAS
VASSILY GORBOUNOV AND CHRISTIAN KORFF
Abstract. There are two intriguing statements regarding the quantum coho-
mology of partial flag varieties. The first one relates quantum cohomology to
the affinisation of Lie algebras and the homology of the affine Grassmannian,
the second one connects it with the geometry of quiver varieties. The connec-
tion with the affine Grassmannian was first discussed in unpublished work of
Peterson and subsequently proved by Lam and Shimozono. The second de-
velopment is based on recent works of Nekrasov, Shatashvili and of Maulik,
Okounkov relating the quantum cohomology of Nakajima varieties with inte-
grable systems and quantum groups. In this article we explore for the simplest
case, the Grassmannian, the relation between the two approaches. We extend
the definition of the integrable systems called vicious and osculating walkers
to the equivariant setting and show that these models have simple expressions
in a particular representation of the affine nil-Hecke ring. We compare this
representation with the one introduced by Kostant and Kumar and later used
by Peterson in his approach to Schubert calculus. We reveal an underlying
quantum group structure in terms of Yang-Baxter algebras and relate them to
Schur-Weyl duality. We also derive new combinatorial results for equivariant
Gromov-Witten invariants such as an explicit determinant formula.
1. Introduction
Quantum cohomology was introduced in the 90’ies of the last century as a defor-
mation of the usual multiplication in the cohomology of a manifold and has been in
the centre of the interaction between modern mathematics and physics ever since;
see e.g. [3, 4, 6, 14, 22, 52, 55]. Despite a massive volume of spectacular results ob-
tained in the past 20 years, the theory of quantum cohomology is far from its final
form and new unexpected connections between related mathematics and physics
continue to appear.
In this paper we will discuss the relation between two such surprising results
regarding quantum cohomology, one was discovered some time ago, the other is
relatively new.
In unpublished but highly influential work [46] Peterson related the topology of
the affine Grassmannian, and the quantum cohomology of finite-dimensional flag
varieties, both associated with the same algebraic group G. Many of his results
have been further explored and proved by several authors; we in particular refer
to the discussions in [35] and [48] among others. Peterson’s key tool is the affine
nil-Hecke algebra introduced earlier by Kostant and Kumar [28] and its important
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commutative subalgebra, called nowadays the Peterson algebra. In our discussion
we shall make contact with the following result originally put forward in [46]: the
quantum equivariant cohomology of the partial flag variety is a module over the
affine nil-Hecke algebra.
The second development in the theory of quantum cohomology is rather recent.
It was initiated in the work of Nekrasov, Shatashvili [45] and later developed math-
ematically by Braverman, Maulik and Okounkov [1, 40]. These authors work with
a large class of algebraic varieties, the Nakajima varieties, of which the cotangent
space of a partial flag variety is a particular example. Their result can be described
as follows. Consider the disjoint union of the cotangent spaces T ∗Grn,N to the
Grassmannians Grn,N of n-dimensional subspaces in the same ambient space of
fixed dimension N . It has been known for some time that the equivariant cohomol-
ogy of T ∗Grn,N can be identified with the space of states of an integrable system,
the Heisenberg spin-chain [19, 20, 54, 49]. The algebra of “quantum symmetries” of
this spin-chain is a quantum group, the Yangian of sl2, making the direct sum of the
equivariant cohomologies H∗T (T
∗Grn,N) with respect to the diemsnion n a module
over the Yangian. The Yangian contains a commutative subalgebra, depending on
a parameter, named Bethe algebra, see e.g. [49, 17]. It turns out that this subal-
gebra can be identified with the equivariant quantum cohomology QH∗T (T
∗Grn,N )
of each individual summand; see [17] for a proof. The nil-Hecke algebra is a part
of this construction [1], appearing presumably due to Schur-Weyl duality for the
Yangian.
In this article we shall instead consider the union of the quantum cohomologies of
the Grassmannians Grn,N themselves rather than those of their cotangent spaces.
While it is currently not known how to endow the set of quantum cohomologies of
all partial flag varieties with the structure of a quantum group module similar to
the work of Nekrasov, Shatashvili [45] and Maulik, Okounkov [40], we link the two
mentioned developments for the simplest case, the Grassmannian and, thus, make
first steps towards filling this gap. Building on the earlier works [30] and [29], we
introduce a quantum integrable lattice model whose space of states V =
⊕N
n=0 Vn
is the direct sum of the quantum equivariant cohomologies, Vn ∼= QH∗T (Grn,N ).
The quantum integrable system is formulated in terms of certain solutions of the
Yang-Baxter equation and using the latter, one can define the so-called Yang-Baxter
algebra, which acts on V and plays a role analogous to that of the Yangian in the set-
ting of Maulik and Okounkov. As in the case of the Yangian also the Yang-Baxter
algebra contains a commutative subalgebra, generated by the set of commuting
transfer matrices, which we explicitly describe in terms of a particular representa-
tion of the affine nil-Hecke algebra. This representation is different from the one
considered by Kostant and Kumar [28] and Peterson [46]. We discuss the affine
Hecke algebra action on each Vn in the basis of Schubert classes and clarify its
relation with the action defined in [46] by changing to the basis of idempotents in
QH∗T (Grn,N)⊗Fq, where Fq is the completed tensor product Fq = C[q
±1/N ]⊗̂F with
F being the algebraically closed field of Puiseux series in the equivariant parame-
ters, F := C{{T1, . . . , TN}}. In particular, we identify the counterparts of Peterson’s
basis elements in the affine Hecke algebra in our setting and derive explicit formulae
for them.
The second main result of our article is that we show that the appearance of the
Yang-Baxter algebra is a special case of Schur-Weyl duality. As discussed in [49] the
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equivariant cohomologies H∗T (Flℓ) of flag varieties - of which the Grassmannian is
the simplest example with ℓ = 2 - naturally allow for an action of the current algebra
glℓ[z] = glℓ⊗C[z] in the basis of idempotents. Similar to the case of the cotangent
space discussed above, the current algebra contains a large commutative subalgebra
which has been indentified in loc. cit. with the Bethe algebra or integrals of motion
of the Gaudin model. This glℓ[z]-module structure is in Schur-Weyl duality with the
natural action of the symmetric group SN on the idempotents which are labelled in
terms of SN -cosets. Using our setup we are able to explicitly describe this symmetric
group action in the basis of Schubert classes and show that it is directly connected
to our integrable model by braiding two lattice columns. In particular, we prove
that the action of the Yang-Baxter algebra commutes with this SN -action and,
thus, must be contained in the current algebra according to Schur-Weyl duality.
Our results extend to the quantum case.
We expect a number of consequences and generalisations from our construction.
The immediate task is to include all partial flag varieties into the framework set
out in this article, as well as to work with quantum K-theory instead of quantum
cohomology. Another task we plan to address in future work is to describe our
result as an appropriate limit of the construction of Maulik and Okounkov and
to investigate the geometric origin of our action of the Yang-Baxter and nil-Hecke
algebra.
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and E´ric Vasserot for their kind invitation to the ANR workshop Quantum coho-
mology and quantum K-theory, Paris Diderot, 15-17 January 2014, where the results
of this article were presented. C. K. gratefully acknowledges discussions with Gwyn
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1.1. Overview of the main results. We give additional details of our construc-
tion to help the reader find its way through what are sometimes lengthy and tech-
nical calculations. Starting point for our discussion is the following presentation of
the T -equivariant quantum cohomology QH∗T (Grn,N) of the Grassmannian due to
Givental and Kim [18]. Let Grn,N be the Grassmannian of subspaces of dimension
n in CN and set k = N − n. The group GL(N) induces an action of the torus
T = (C∗)N . Set Λ = Z[T1, . . . , TN ], which can be identified with the T -equivariant
cohomology of a point H∗T (pt), where the Ti’s are called the equivariant parameters.
Often it will be more convenient to work with the “reversed” parameters TN+1−i
instead and throughout this article we will use the notation ti = TN+1−i.
Theorem 1.1 (Givental-Kim). There exists an isomorphism of Λ[q]-algebras
(1.1) QH∗T (Grn,N)
∼= Λ[q][a1, . . . , an, b1, . . . , bk]/In ,
where In is the ideal generated by the relations
(1.2)
∑
i+j=r
aibj = er(T1, . . . , TN) and anbk = T1 · · ·TN + (−1)
nq
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with 0 ≤ i ≤ n, 0 ≤ j ≤ k, a0 = b0 = 1, 0 ≤ r ≤ N − 1 and er is the rth elementary
symmetric polynomial.
Note that the defining relations (1.2) of I are obtained by expanding the poly-
nomial identity
(1.3)
(
n∑
i=0
uiai
)(
k∑
j=0
ujbj
)
= (−1)nquN +
N∏
r=1
(1− uTr)
in powers of the indeterminate u and comparing coefficients on both sides.
1.1.1. Combinatorial construction: non-intersecting lattice paths. We will define
two different types of non-intersecting lattice paths on a cylinder of circumference
N . The first type, so-called vicious walkers γ, come in n-tuples and the second type,
so-called osculating walkers γ′, come in k-tuples. These two types of lattice paths
are linked via level-rank duality QH∗T (Grn,N )
∼= QH∗T (Grk,N ). Choosing a particu-
lar set of weights wt(γ) ∈ Z[x1, . . . , xn]⊗Λ[q] - here the xi’s denote some commuting
indeterminates called spectral parameters - we consider the problem of computing
their weighted sums, so-called partition functions denoted by 〈λ|Zn(x|T )|µ〉. The
latter depend on the start and end points of the paths on the cylinder which are
fixed in terms of two partitions µ, λ which label Schubert classes in QH∗T (Grn,N ).
We will prove the following expansion
(1.4) 〈λ|Zn(x|T )|µ〉 :=
∑
γ∈Γλ,µ
wt(γ) =
∑
ν∈(n,k)
qdCλ,dµν (T )sν∨(x1, . . . , xn|T )
into factorial Schur functions, where ν∨ is the partition obtained by taking the
complement of the Young diagram of ν in the n× k bounding box. The coefficients
Cλ,dµν (T ) ∈ Λ are the equivariant 3-point genus zero Gromov-Witten invariants and
our partition functions are therefore generating functions of the latter. Specialising
the spectral parameters to be equivariant parameters, x = Tν , we obtain an explicit
determinant formula (6.32) which expresses Gromov-Witten invariants in terms of
〈λ|Zn(Tν |T )|µ〉.
1.1.2. Quantum group structures. Let Vn be the Z-linear span of the partitions
which label the start or end positions of the vicious walkers on the lattice. To
compute the partition functions it turns out to be useful to define an operator
Zn ∈ Z[x1, . . . , xn] ⊗ End(Vn) with Vn = Λ[q] ⊗ Vn whose matrix elements give
the partition functions above. We will identify Vn with QH∗T (Grn,N ) and the
direct sum
⊕N
n=0 Vn with V = Λ[q] ⊗ V
⊗N where V ∼= C2; this is simply the
parametrisation of Schubert classes in terms of binary strings or 01-words, see e.g.
[27]. It turns out that one can write each Zn as partial trace over an operator
product, Zn = TrV ⊗n Mn · · ·M2M1, where Mi = M(xi) ∈ Λ[xi, q] ⊗ End(V ⊗ V).
The M ’s are solutions to the Yang-Baxter equation, Rii′ (xi/xi′)M(xi)M(xi′) =
M(xi′)M(xi)Rii′ (xi/xi′), and we use them to define the Yang-Baxter algebra ⊂
Λ[q]⊗ EndV mentioned previously. In particular, the operator coefficients for the
partitions functions of vicious and osculating walkers when n = 1,
(1.5) Z1 = H(x1) =
∑
r≥0
Hrx
r
1 and Z
′
1 = E(x1) =
∑
r≥0
Erx
r
1
generate a commutative subalgebra in the Yang-Baxter algebra. Here Z ′n denotes
the partition function related to osculating walkers.
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Theorem 1.2. Let Pn ⊂ EndVn be the Λ[q]-subalgebra generated by {Ei}ni=1 and
{Hj}
k
j=1. Mapping Ei 7→ (−1)
iai and Hj 7→ bj in the notation of (1.1) provides a
canonical isomorphism Pn →˜ QH∗T (Grn,N ). The pre-image of a Schubert class is
given by
(1.6) S˜λ = Sλ +
∑
µ⊂λ
(−1)|λ/µ| det(eλi−µj−i+j(Tk+1+i−λi , . . . , TN))1≤i,j≤n Sµ,
where Sλ = det(Eλ′i−i+j)1≤i,j≤k and λ
′ is the partition conjugate to λ.
Expanding the transfer matrices into factorial powers (x1|T )r =
∏r
j=1(x1 − Tj)
instead, we will obtain Mihalcea’s presentations [41] of QH∗T (Grn,N ). We will state
explicit formulae relating both sets of generators in the text; see (4.10), (4.11),
(4.18) and (4.19).
1.1.3. Bethe ansatz and idempotents. The eigenvalue problem of the transfer matri-
ces E andH can be solved using the algebraic Bethe ansatz or quantum inverse scat-
tering method from exactly solvable lattice models. The latter leads to an explicit
algebraic construction of a common set of eigenvectors {Yw}, called Bethe vectors,
which depend on the solutions of a set of polynomial equations, called Bethe ansatz
equations. For the non-equivariant quantum cohomology of the Grassmannian this
has been discussed in [30, 29]. In order to solve the Bethe ansatz equations in the
equivariant case we need to extend the base field to the previously mentioned com-
pleted tensor product Fq = C[q±1/N ]⊗̂F where F := C{{T1, . . . , TN}}. The Bethe
vectors turn out to be the idempotents of QH∗T (Grn,N )⊗ Fq and we show that the
latter algebra is semisimple, QH∗T (Grn,N)⊗ Fq ∼=
⊕
w FqYw, where the summands
are labelled by the minimal coset representatives w with respect to SN/Sn×Sk and
Sr denotes the symmetric group in r letters.
Consider the braid matrices{rˆj}Nj=1 which naturally arise from the mentioned
solutions Mi = M(xi|T1, . . . , TN ) of the Yang-Baxter equation by braiding two
lattice columns in the integrable model,
(1.7) rˆjM(x|T1, . . . , TN ) =M(xi|T1, . . . , Tj+1, Tj, . . . , TN)rˆj ,
and define operators sj = (sj⊗1)rˆj ∈ EndVn where Vn = Λ[q]⊗Vn and sj permutes
the equivariant parameter Tj , Tj+1 for j = 1, 2, . . . , N . Then we have the following
important results linking the Yang-Baxter algebra with Schur-Weyl duality.
Theorem 1.3.
(i) The operators {sj}Nj=1 define a level-0 action of the affine symmetric group
SˆN on Vn with the action of sN depending on q.
(ii) The corresponding SN -action commutes with the Yang-Baxter algebra, that
is sjM = Msj for all j = 1, 2, . . . , N − 1, and the SˆN -action with the
transfer matrices E and H.
(iii) The corresponding SN -action permutes the Bethe vectors according to the
natural SN -action on the cosets [w], i.e. sjY[w] = Y[sjw].
Expressing an element in the Schubert basis {vλ} ⊂ Vn in the basis of idempo-
tents, vλ =
∑
w ξλ(w)Yw , we find that (iii) implies that the coefficients ξλ(w) obey
the Goresky-Kottwitz-MacPherson (GKM) conditions [21]. Thus, we can identify
the coefficients with localised Schubert classes ξλ : SN/Sn × Sk → Fq. For q = 0 a
localised Schubert class takes values in Λ, but in the quantum case q 6= 0 we need
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to use Fq instead. In the special case when j labels a simple reflection in Sn×Sk for
which [sjw] = [w], (iii) becomes an identity of quantum Knizhnik-Zamolodchikov
type,
(1.8) rˆjYw(T1, . . . , TN) = Yw(T1, . . . , Tj+1, Tj , . . . , TN ) .
We will explain this in more detail after (5.31) in the text.
1.1.4. The affine nil-Hecke algebra. Let AN denote the affine nil-Coxeter algebra
which acts on Λ via divided difference operators ∂j . Peterson used the affine nil-
Hecke ring H˜N = Λ ⋊ AN of Kostant and Kumar [28] to show that there exists a
special basis {w}w indexed by Grassmannian affine permutations w ∈ SˆN of the
centraliser subalgebra PN = ZH˜N (Λ) which can be identified with the Schubert
classes in HT (GrSLN ). Furthermore, Peterson states an explicit formula for the
action of the nil-Coxeter algebra AN on localised Schubert classes {ξw : w ∈ SˆN};
see also [34] [35, Eqn (5), Sec. 6.2].
An explicit description of the basis elements {w}w is not known in general, even
for type A. Instead the basis is characterised implicitly in terms of two properties,
one of which states that the basis elements act on localised Schubert classes via
wξv = ξw · ξv where the right hand side is defined by pointwise multiplication; see
the comments after (6.36) in the text for further details.
In our description of QH∗T (Grn,N ) we recover the action of Peterson’s basis via
the operators (1.6) when working in the basis of idempotents or Bethe vectors.
Starting point is Peterson’s action of the affine nil-Coxeter algebra on QH∗T (Grn,N )
which in our setting is introduced by defining generalised difference operators in
terms of the braid matrix rˆj appearing in (3.17). Using the explicit form of the so-
lutions of the Yang-Baxter equation we then define an action of the (non-extended)
affine Hecke algebra HN ⊂ H˜N ρ : HN → Z[T
±1
1 , . . . , T
±1
N , q] ⊗ End(V
⊗N ) which
is different from Peterson’s HN -action as it commutes with the multiplicative ac-
tion of Λ on Vn. Furthermore, it takes a simple combinatorial form in the basis of
Schubert classes.
Let {πi}Ni=1 denote the generators of HN and given a reduced word w = i1 · · · ir ∈
[N ]r set πw = πi1 · · ·πir , π¯i = 1− πi and Tw = TN+1−i1 · · ·TN+1−ir .
Proposition 1.4. The transfer matrices can be expressed as cyclic words in the
generators of the affine nil-Hecke algebra. That is,
(1.9) Ei =
∑
|w|=i
Twρn(π¯w) and Hj =
	∑
|w|=j
Twρn(πw)
with the sums respectively running over all reduced clockwise and anti-clockwise
ordered words w of length i and j.
Despite the fact that the representation ρ is defined over the Laurent polynomials
in the equivariant parameters, the product Twρn(πw) gives a well-defined map over
the ring of polynomials Λ.
Theorem 1.5. The action of the S˜λ’s defined in (1.6) coincides with the action of
the (projected) basis elements of Peterson in the basis of idempotents,
(1.10) vλ ⊛ vµ := S˜λvµ =
∑
α
ξµ(α)S˜λYα =
∑
α
(wλξµ(α))Yα, ∀λ, µ,
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where vλ, vµ ∈ Vn correspond to Schubert classes and wλ is the minimal length
representative of the coset in SN/Sn × Sk fixed by λ.
As mentioned previously, Peterson gave an explicit combinatorial description for
the action of the nil-Coxeter algebra on a Schubert class in [46]; see also [34] [35,
Eqn (5), Sec. 6.2] which in our setting corresponds to (3.12) in the text. Here
we extend the combinatorial action to the entire affine nil-Hecke algebra and, in
particular, to Peterson’s basis elements via (1.10), which allows us to give a direct
combinatorial definition of the quantum product ⊛ in QH∗T (Grn,N ) in the basis of
Schubert classes using the operators (1.6) instead.
1.2. Structure of the article.
Section 2: We introduce the solutions of the Yang-Baxter equation and de-
fine the Yang-Baxter algebra.
Section 3: We construct representations of the symmetric group, affine nil-
Coxeter and nil-Hecke algebra and relate the latter to Peterson’s action on
Schubert classes. We also derive the expressions of the transfer matrices
as cyclic words in the generators of the affine nil-Hecke algebra and relate
them to affine stable Grothendieck polynomials. This section contains the
proofs of statements (i) and (ii) in Theorem 1.3.
Section 4: We explain the combinatorial interpretation of the Yang-Baxter
algebra in terms of non-intersecting lattice paths and derive the explicit
action of the transfer matrices in terms of toric tableaux. We expand the
transfer matrices into factorial powers and show that the resulting coeffi-
cients satisfy Mihalcea’s equivariant quantum Pieri rule.
Section 5: We present the algebraic Bethe ansatz and compute the spectral
decomposition of the transfer matrices. This is the central step in proving
our various results. We derive statement (iii) in Theorem 1.3 and show the
GKM conditions for the basis transformation into Bethe vectors. We also
explain how the qKZ equations arise.
Section 6: We give a purely combinatorial definition of the equivariant quan-
tum cohomology ring in terms of the operators (1.6). Mapping operators
onto their eigenvalues we obtain the various presentations of QH∗T (Grn,N )
as coordinate ring. We state in more detail the relation between our con-
struction and Peterson’s basis.
The table below lists the various action of algebras and groups considered in this
article and might provide a helpful reference point for the reader.
module algebra/group generators action
Λ = Z[T1, . . . , TN ] affine symmetric group SˆN {sj}Nj=1 (3.1)
affine nil-Coxeter algebra AN {∂j}Nj=1 (3.2)
V = Λ⊗ V ⊗N affine symmetric group SˆN {sj}Nj=1 Prop 3.5
affine nil-Coxeter algebra AN {δ
∨
j }
N
j=1 (3.12)
affine nil-Hecke algebra HN {πj}Nj=1 (3.25)
Yang-Baxter A,B,C,D (3.32)
N.B. that when setting Ti = 0 we recover the combinatorial description of the
non-equivariant quantum cohomology QH∗(Grn,N) of the Grassmannian; see [30]
and [29]. Under this specialisation the above action of SˆN on the space V becomes
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trivial and the action of HN on V reduces to the action of AN on the tensor factor
V ⊗N . The action of the Yang-Baxter algebra is modified accordingly but stays
well-defined and, more importantly, its commutation relations remain unchanged;
compare with [29, Eqns (3.9-10)]. The above table shows that the equivariant case
has a much richer algebraic structure which allows us to make the connection with
the nil-Hecke ring of Kostant and Kumar and Peterson’s basis. The findings in this
article are therefore a non-trivial extension of the previous works [30] and [29]. In
particular, the connection of the Yang-Baxter algebra via Schur-Weyl duality to
the current algebra action becomes only apparent in the equivariant setting.
2. Yang-Baxter Algebras
In this section we introduce the underlying algebraic structure of the lattice
models which we will then connect to the quantum cohomology and the affine nil
Hecke ring.
2.1. Solutions to the Yang-Baxter equation. Let V = Cv0 ⊕ Cv1 and let
σ− = ( 0 10 0 ) , σ
+ = ( 0 01 0 ) , σ
z =
(
1 0
0 −1
)
be the natural representation of sl(2) in
terms of Pauli matrices. The latter act on V ∼= C2 via σ−v1 = v0, σ+v0 = v1
and σzvα = (−1)αvα, α = 0, 1. We introduce the abbreviations V [xi] := Z[xi]⊗V,
V [tj ] := Z[tj ]⊗V etc. Define the following L-operators V [xi]⊗V [tj ]→ V [xi]⊗V [tj ]
by setting
(2.1) Lij =
(
1j − xitjσ
−
j σ
+
j xiσ
+
j
σ−j xiσ
−
j σ
+
j
)
i
and
(2.2) L′ij =
(
1j + xitjσ
+
j σ
−
j xiσ
+
j
σ−j xiσ
+
j σ
−
j
)
i
where the indices indicate that we have written the operator in matrix form with
respect to the first factor in V [xi]⊗ V [tj ].
The following proposition states the key property of the L-operators which un-
derlies the solvability of the statistical lattice models which we will discuss below.
Proposition 2.1. The L,L′-operators satisfy Yang-Baxter equations of the type
(2.3) Rii′LijLi′j = Li′jLijRii′ and rjj′LijLij′ = Lij′Lijrjj′
where R, r can be identified with 4× 4 matrices of the form
(2.4)

a 0 0 0
0 b c 0
0 d e 0
0 0 0 f
 ,
where the matrix entries are given in the following table for each of the respective
cases
(2.5)
a b c d e f
Rii′ 1 0 1 xi′/xi 1− xi′/xi xi′/xi
R′ii′ 1 1− xi/xi′ xi/xi′ 1 0 xi/xi′
rjj′ = r
′
jj′ 1 0 1 1 tj − tj′ 1
Proof. A straightforward but rather tedious and lengthy computation which we
omit. 
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2.2. Monodromy matrices & Yang-Baxter algebras. It is a known fact that
the solutions of the Yang-Baxter equation carry a natural bi-algebra structure.
Here we are only interested in the coproduct. Define coproducts ∆col : EndVj →
EndVj ⊗ EndVj+1 and ∆row : EndVi → EndVi ⊗ EndVi+1 by setting
(2.6) ∆colLij = Lij+1Lij and ∆
rowLij = Li+1jLij .
One easily verifies that both coproducts are well-defined, i.e. they are algebra
homomorphisms and are coassociative (∆ ⊗ 1)∆ = (1 ⊗ ∆)∆. Alternatively, one
can define the “opposite” coproducts,
(2.7) ∆˙colLij = LijLij+1 and ∆˙
rowLij = LijLi+1j .
We shall denote by ∆p = (∆⊗ 1 · · · ⊗ 1) · · · (∆⊗ 1)∆ the p-fold application of the
various coproducts in the first factor.
Proposition 2.2. ∆colLij and ∆
rowLij are solutions to the first and second Yang-
Baxter equation in (2.3), respectively. Moreover, the coproduct structures “com-
mute”
(2.8)
(
∆col ⊗ 1
)
∆row = (∆row ⊗ 1)∆col .
The same statements hold true for the opposite coproducts ∆˙.
The coproduct structures enables us to consider tensor products of the original
spaces V [xi], V [tj ] which we interpret as rows and columns of a square lattice where
i labels the rows and j the columns; see Figure 2.1 for an illustration.
We consider square lattices of different dimensions for the L and L′-operators
which are linked to the dimension of the ambient space N = n+ k, the dimension
n of the hyperplanes and their co-dimension k. Namely, we set
(2.9) V =
N⊗
j=1
V [tj ] ∼= Z[t1, . . . , tN ]⊗ V
⊗N
which is called the quantum space, and consider the so-called auxiliary spaces
(2.10) Wr =
r⊗
i=1
V [xi] ∼= Z[x1, . . . , xr]⊗ V
⊗r, r = n, k .
We associate the tensor product Wn⊗V with an n×N square lattice on which we
will define the vicious walker model and Wk ⊗ V with an k ×N square lattice for
the osculating walker model. The partition functions of these models are weighted
sums over certain non-intersecting lattice paths and can be expressed as matrix
elements of the following operator Z :Wn ⊗ V →Wn ⊗ V
(2.11) Z = (∆row)n−1M1 =Mn · · ·M2M1, Mi = LiN · · ·Li2Li1 ,
where we have defined the following row-monodromy matrix Mi = (∆
col)N−1Li1 :
V [xi]⊗ V → V [xi]⊗ V .
To motivate the latter identify the vertex in the ith row and jth column of the
square lattice in Figure 2.1 with Lij , then the operator (2.11) is obtained by reading
out the rows of the n×N square lattice right to left starting from the bottom. We
define the row-monodromy matrices M ′i for the k ×N lattice in analogous fashion
using the L′-operator instead.
The Lij operators in (2.11) only act non-trivially in the ith row and jth column
of the lattice, i.e. the ith factor in the tensor product Wn and the jth factor
in V , everywhere else they act as the identity operator. Thus, we can trivially
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Figure 2.1. Graphical depiction of the L-operators and the mon-
odromy matrices. Each operator Lij is represented by a ver-
tex in the ith row and jth column. The square lattice on the
right then represents the operator (2.11) over the tensor product
Wn ⊗ H obtained by either reading out the lattice rows right to
left,Mn · · ·M2M1 or the lattice columns bottom to top,mN · · ·m1.
Both expressions are equal as L-operators in different rows and
columns commute. Braiding two lattice rows or two lattice columns
then leads to the matrices Ri+1,i and rj+1,j , respectively.
re-arrange the operator (2.11) in terms of the column-monodromy matrices mj =
(∆row)n−1L1j :Wn ⊗ V [tj ]→Wn ⊗ V [tj ],
(2.12) Z = (∆col)N−1m1 = mN . . .m2m1, mj = Lnj · · ·L2jL1j ,
by reading out the lattice columns bottom to top starting at the right. Again, we
define the column-monodromy matrices m′j for the L
′-operators in an analogous
manner.
Corollary 2.3. We have the following identities for respectively the row and column
monodromy matrices,
(2.13) Rii′MiMi′ =Mi′MiRii′ and rjj′mjmj′ = mj′mjrjj′ ,
where i, i′ = 1, . . . , n and j, j′ = 1, . . . , N . The analogous identities hold for M ′
and m′.
Proof. The Yang-Baxter equations for the monodromy matrices are a direct conse-
quence of (2.3) using the coproduct structures (2.6). 
The equations in (2.13) can be seen as definitions of algebras in EndV and
EndWn, respectively. Namely, for any i we can decompose the row monodromy
matrix M =Mi defined in (2.11) over the auxiliary space V = V [xi] as follows,
(2.14) M =
∑
a,b=0,1
eab ⊗Mab, (Mab) =
(
A(xi|t) B(xi|t)
C(xi|t) D(xi|t)
)
i
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where eab are the 2 × 2 unit matrices and the matrix entries A,B,C,D are ele-
ments in Z[xi] ⊗ EndV . Expanding the latter as in xi their coefficients generate
the so-called row Yang-Baxter algebra ⊂ EndV with the commutation relations of
A,B,C,D given in terms of the matrix elements (2.5) of R via (2.13). The row
Yang-Baxter algebra for the monodromy matrix M ′ associated with L′ is defined
analogously.
Similarly, we decompose the column monodromy matrix (2.12) over the jth
column V [tj ] setting
(2.15) mj =
(
a(x|tj) b(x|tj)
c(x|tj) d(x|tj)
)
j
where the matrix entries a, b, c, d are now elements in Z[tj ] ⊗ EndWn. Similar to
the case of the row Yang-Baxter algebra the entries a, b, c, d generate the column
Yang-Baxter algebra ⊂ EndWn and their commutation relations are fixed via the
second equality in (2.13) with the matrix elements of r given in (2.5).
2.3. Quantum deformation. We discuss a slight generalisation of the previous
results which will allow us to introduce additional “quantum parameters” q1, . . . , qN
in the monodromy matrices.
Lemma 2.4. We have the following simple identity for the L-operators
(2.16) Lij(xi; tj)
(
1 0
0 q
)
i
= L(xiq; tjq
−1) .
The analogous statement holds true for L′ij.
Proof. This is immediate from the definitions (2.1) and (2.2). 
Using the last result one proves via a similar computation as before the following
identity:
Lemma 2.5. We have the q-deformed Yang-Baxter equation
(2.17) rjj′ (q)Lij(xi; tj)
(
1 0
0 q
)
i
Lij′(xi; tj′) = Lij′(xi; tj′)
(
1 0
0 q
)
i
Lij(xi; tj)rjj′ (q),
where
(2.18) rjj′ (q) =

1 0 0 0
0 0 1 0
0 1 q−1(tj − tj′) 0
0 0 0 1
 .
Using this simple observation we generalise our previous formulae for the mon-
odromy matrices by setting
(2.19) Mi(q1, . . . , qN ) := LiN
(
1 0
0 qN
)
i
· · ·Li2
(
1 0
0 q2
)
i
Li1
(
1 0
0 q1
)
i
and
(2.20) mj(qj) := Lnj
(
1 0
0 qj
)
n
· · ·L2j
(
1 0
0 qj
)
2
L1j
(
1 0
0 qj
)
1
.
Employing the same type of arguments as in our previous discussion, one shows that
these deformed monodromy matrices satisfy the same type of Yang-Baxter relations
(2.17) as the non-deformed ones, the only difference lies in the braid matrix rjj′
which is now replaced by rjj′ (qj). Since according to (2.16) we can re-introduce
the quantum parameters easily be a simultaneous rescaling of the equivariant and
spectral parameters we shall for simplicity set q1 = · · · = qN = 1 for now. However,
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below when we discuss the q -deformation of the cohomology ring we will choose
q1 = q and q2 = · · · = qN = 1.
2.4. Row-to-row transfer matrices. We now introduce periodic boundary con-
ditions in the horizontal direction of the lattice by taking the partial trace of the
operator (2.11) over the auxiliary space V ⊗n. We obtain the following operator
Zn : Z[x1, . . . , xn]⊗ V → Z[x1, . . . , xn]⊗ V ,
(2.21) Zn(x|t) = Tr
V ⊗n
Mn · · ·M2M1 = Tr
V ⊗n
mN · · ·m2m1 .
The matrix elements of the latter are now partition functions of our lattice models
on a cylinder and we will show that these are generating functions for Gromov-
Witten invariants. We also define an operator Z ′k using instead the L
′-operators
and replacing n→ k everywhere.
Lemma 2.6. Denote by H = Z1 = A +D and E = Z
′
1 = A
′ +D′. We have the
relations
(2.22) Zn(x|t) = H(xn|t) · · ·H(x2|t)H(x1|t)
and
(2.23) Z ′k(x|t) = E(xk|t) · · ·E(x2|t)E(x1|t) .
The operators H,E are called the row-to-row transfer matrices.
Proof. This is immediate from the definitions (2.11), (2.21) and the fact that the
L-operators Lij , Li′j′ commute if i 6= i′ and j 6= j′. 
The following statement is the cornerstone for the computation of the partition
functions of our lattice models.
Proposition 2.7 (Integrability). All the row-to-row transfer matrices commute,
that is we have that
(2.24) H(xi)H(xi′ ) = H(xi′)H(xi), E(xi)E(xi′ ) = E(xi′ )E(xi)
as well as
(2.25) H(xi)E(xi′ ) = E(xi′ )H(xi) .
In particular ,the operators Zn, Z
′
k are symmetric in the x-variables.
Proof. The last assertion is a direct consequence of the first Yang-Baxter equation
in (2.13):
Zn(x1, . . . , xn|t) = Tr
V ⊗n
(Ri,i+1Mn · · ·M1R
−1
i,i+1)
= Tr
V ⊗n
(Mn · · ·Ri,i+1MiMi+1 · · ·M1R
−1
i,i+1)
= Tr
V ⊗n
(Mn · · ·Mi+1MiRi,i+1 · · ·M1R
−1
i,i+1)
= Tr
V ⊗n
(Mn · · ·Mi+1Mi · · ·M1)
= Zn(x1, . . . , xi+1, xi, . . . , xn|t)
The proof for Z ′k follows along the same lines. Setting n = k = 2 we obtain (2.24).
To prove (2.25) one establishes the existence of additional solutions of the Yang-
Baxter equation,
(2.26) R′′ii′MiM
′
i′ =M
′
i′MiR
′′
ii′ and R
′′′
ii′M
′
iMi′ =Mi′M
′
iR
′′′
ii′ ,
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where R′′, R′′′ are again of the form (2.4) with
(2.27)
a b c d e f
R′′ii′ 1 + xi/xi′ 1 xi/xi′ 1 xi/xi′ 0
R′′′ii′ 0 −1 1 xi/xi′ −xi/xi′ 0
Note that R′′, R′′′ are both singular. However, from the combined Yang-Baxter
equations (2.26) one derives the commutation relations
A(x|t)A′(y|t) = A′(y|t)A(x|t)
A(x|t)D′(y|t)−A′(y|t)D(x|t) = D′(y|t)A(x|t) −D(x|t)A′(y|t)
D(x|t)D′(y|t) = 0(2.28)
for the row Yang-Baxter algebras. From the latter we then easily deduce that
H(x|t)E(y|t) = E(y|t)H(x|t) and the assertion now follows. 
We now state a functional identity that plays an essential role in our discussion as
it directly relates the two row-to-row transfer matrices (4.3), (4.4) to the Givental-
Kim presentation of QH∗T (Grn,N ).
Proposition 2.8. The transfer matrices obey the following functional operator
identity
(2.29) H(x|t)E(−x|t) =
N∏
j=1
(1 − xtj) + qx
N
N∏
j=1
σzj .
Proof. A direct computation along the same lines as in [29]. 
2.5. Level-Rank and Poincare´ Duality. We have the following relation between
the two solutions L,L′ of the Yang-Baxter equations (2.3).
Lemma 2.9. Let Lijvε1 ⊗ vε2 =
∑
ε′1,ε
′
2=0,1
(Lij)
ε′1ε
′
2
ε1ε2vε′1 ⊗ vε′2 and similarly define
(L′ij)
ε′1ε
′
2
ε1ε2 . We have that
(2.30) (Lij(t))
ε′1ε
′
2
ε1ε2 = (L
′
ij(−t))
ε11−ε
′
2
ε′11−ε2
for all εi, ε
′
i = 0, 1 with i = 1, 2.
Proof. The matrix elements (Lij)
ε′1ε
′
2
ε1ε2 and (L
′
ij)
ε′1ε
′
2
ε1ε2 can be explicitly computed from
(2.1), (2.2). They are the weights of the vertex configurations given in Figure 4.1 in
the next section where ε1, ε2, ε
′
1, ε
′
2 are the values of the W, N, E and S edge of the
vertex. The assertion is then easily verified from the weights displayed in Figure
4.1. 
We now translate the relation between L and L′ into a relation between the
monodromy matrices M and M ′ and, thus, the associated Yang-Baxter algebras.
As before we identify a basis vector vε1 ⊗ · · · ⊗ vεN ∈ V
⊗N in quantum space with
its 01-word ε = ε1ε2 · · · εN and introduce the following involutions,
(reversal) P : ε1ε2 · · · εN 7→ εN · · · ε2ε1(2.31)
(inversion) C : ε1ε2 · · · εN 7→ (1− ε1)(1 − ε2) · · · (1− εN )(2.32)
Note that by linear extension these maps become operators P , C : V → V . The
following statement is now an immediate consequence of the last lemma and the
definition of the monodromy matrices and we therefore omit its proof.
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Corollary 2.10 (level-rank duality). We have the following transformation laws
of the monodromy matrices M,M ′ under the joint map Θ = PC : V → V,
(2.33) ΘM(x|t)Θ =M ′(x| − T )t⊗1
where Ti = tN+1−i and the upper index t ⊗ 1 means transposition in the auxiliary
space. This in particular implies the following identity for the row-to-row transfer
matrices, ΘH(x|t)Θ = E(x| − T ).
Obviously Pmj(tj)P = mN+1−j(TN+1−j) and we define the dual row mon-
odromy matrices as
(2.34) M∨i (T ) := (∆˙
col)N−1Li1(T1) = PMi(t)P = Li1(T1)Li2(T2) · · ·LiN (TN ) .
The partition functions with respect to the opposite coproduct are then given by
computing matrix element of the operator
(2.35) Z∨n = PZnP = Tr
V ⊗n
M∨n · · ·M
∨
1 = Tr
V ⊗n
m1(T1)m2(T2) · · ·mN (TN )
and Z∗k = PZ
′
kP for the L
′-operators. Note that since the dual monodromymatrices
are defined in terms of the opposite coproduct they also obey the Yang-Baxter
relation (2.3), Rii′M
∨
i M
∨
i′ = M
∨
i′M
∨
i Rii′ , where the R-matrix elements are given
in (2.5).
Lemma 2.11. The dual transfer matrices H∨ = Z∨1 , E
∨ = Z∗1 are the transpose
of the transfer matrices E,H with respect to the standard basis {vε1 ⊗ · · ·⊗ vεN} in
quantum space.
Remark 2.12. Recall that given three Schubert varieties sλ, sµ, sν one has in or-
dinary (q = tj = 0, j = 1, . . . , N) cohomology that∫
Grn,n+k
sλsµsν =
∫
Grn,n+k
sλ∨sµ∨sν∨ =
∫
Grk,n+k
sλ∗sµ∗sν∗ ,
where λ∨ is the partition obtained from λ by taking the complement of its Young
diagram in the n×k bounding box and λ∗ = (λ∨)
′
is the partition obtained by taking
in addition the transpose. These first of these two identities is known as Poincare´
duality, the second as level-rank duality. Employing the standard bijection between
01-words and partitions, the transformations λ 7→ λ∨ and λ 7→ λ∗ are given by the
involutions P and Θ.
3. Representations of the affine nil Hecke algebra
Schubert calculus of flag varieties can be formulated in terms of divided differ-
ence operators known as Bernstein-Gelfand-Gelfand (BGG) or Demazure operators.
These extend to the equivariant setting in terms of Kostant and Kumar’s nil Hecke
ring [28] and the latter plays a central role in Peterson’s [46] (unpublished) lecture
notes which have been highly influential in the development of the subject. In this
article we link the affine nil-Hecke ring to the quantum group structures which un-
derlie the quantum integrable models mentioned in the introduction, vicious and
osculating walkers. Namely the R, r-matrices which respectively braid lattice rows
and columns induce representations of the affine nil-Hecke and nil-Coxeter algebra.
The braiding of lattice columns turns out to be Peterson’s action of the affine nil-
Coxeter algebra on Schubert classes. To keep the article self-contained we briefly
review the necessary definitions.
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3.1. Divided difference operators. Our quantum space (2.9) consists of two
tensor factors. The polynomial factor Λ is naturally endowed with several well-
studied actions. Consider first the ring Λ˜ = Z[t±11 , . . . , t
±1
N ] of Laurent polynomials
in the equivariant parameters ti = TN+1−i and let Λ ⊂ Λ˜ be the subring of polyno-
mials. The latter forms a left module for the extended affine symmetric group S˜N .
Namely, S˜N is generated by the simple reflections {s1, . . . , sN−1} and ̟ which act
naturally on Λ˜ via the formulae
sjf(t1, . . . , tN ) = f(t1, . . . , tj+1, tj, . . . , tN ), j = 1, . . . , N − 1
̟f(t1, . . . , tN ) = f(tN + ℓ, t1, t2, . . . , tN−1)(3.1)
where ℓ ∈ Z is called the level. Here we choose ℓ = 0. The subgroup SˆN ⊂ S˜N
generated by {s1, . . . , sN} with sN = ̟s1̟−1 is the affine symmetric group. While
we have defined this action on Λ˜ it obviously restricts to Λ.
Definition 3.1 ([25]). The affine nil-Coxeter algebra AN is the unital, associative
Z-algebra generated by {aj}Nj=1 and relations{
a2j = 0
ajaj+1aj = aj+1ajaj+1
,
where all indices are understood modulo N . The (finite) nil-Coxeter algebra AfinN is
the subalgebra generated by {aj}
N−1
j=1 .
Using the level-0 action (3.1) one defines the following representation of AfinN
in terms of divided difference operators {∂j}
N−1
j=1 which are known as Bernstein-
Gelfand-Gelfand (BGG) or Demazure operators,
∂jf(t1, . . . , tN ) = (tj − tj+1)
−1(1− sj)f(t1, . . . , tN )(3.2)
=
f(t1, . . . , tN )− f(. . . , tj+1, ti, . . .)
tj − tj+1
.
If we set in addition ∂N = ̟
−1∂1̟ = (tN − t1)−1(1 − sN ) with ℓ = 0, then this
representation extends to the affine nil-Coxeter algebra AN .
It is not obvious from their definition, but the difference operators ∂i map the
subring of polynomials Λ = Z[t1, . . . , tN ] into itself and we will identify the latter
with the equivariant cohomology of a point.
Proposition 3.2 ([25]). The map aj 7→ ∂j is a representation of the affine nil-
Coxeter algebra AN .
Note that the ring Λ˜ acts on itself via multiplication. One has the following
cross-relation or “Leibniz rule” in the endomorphism ring End Λ˜,
(3.3) ∂jf = (sjf)∂j + (∂jf) , f ∈ Λ˜ .
The semidirect or cross product AN ⋉ Λ˜ then yields the affine nil-Hecke ring of
Kostant and Kumar [28]. The latter is a representation of what is often called the
extended affine nil-Hecke algebra H˜N = H˜N(0) of type glN in the literature.
For our discussion we do not require the full extended affine nil-Hecke algebra
but instead only the affine nil-Hecke algebra HN = HN(0) which is contained as
a subalgebra, HN ⊂ H˜N . The latter is finitely generated and can be defined as
follows:
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Definition 3.3 (affine nil-Hecke algebra). The affine nil-Hecke algebra HN is the
unital, associative algebra generated by {π1, π2, . . . , πN} subject to the relations
(3.4)

π2i = −πi,
πiπi+1πi = πi+1πiπi+1,
πiπj = πjπi, |i− j| > 1
,
where all indices are understood modulo N . The finite nil-Hecke algebra HfinN is the
subalgebra generated by {π1, π2, . . . , πN−1}.
It is convenient to also introduce the alternative set of generators π¯j := πj + 1
which obey the same braid relations, but satisfy π¯2j = π¯j instead. The images of
the generators πj and π¯j in the representation of divided difference operators are
sj − ∂jtj and sj − tj+1∂j , respectively.
The actions of S˜N , AN and H˜N on Λ can be extended in the obvious manner
to the quantum space (2.9) by acting trivially on the second tensor factor V ⊗N .
By abuse of notation we will use the same symbols for the respective operators in
EndV .
3.2. Representations of the nil-Coxeter algebra in quantum space. We
now show that the solutions of the Yang-Baxter equation (2.13) from the previous
section also define actions of the affine nil-Hecke algebra HN on the quantum space
V but in terms of generalised divided difference operators which involve the braid
matrix r from (2.13).
Let pjj′ : Vj ⊗ Vj′ → Vj ⊗ Vj′ be the flip operator, i.e. p(vε1 ⊗ vε2) = vε2 ⊗ vε1
and set rˆj = pj+1,jrj+1,j , rˇj = pj,j+1rj,j+1 where r is the matrix given in (2.5) and
all indices are understood modulo N . Define the cyclic shift operator Ω : V → V
by
(3.5) Ω : vε1 ⊗ vε2 · · · ⊗ vεN 7→ vεN ⊗ vε1 ⊗ vε2 · · · ⊗ vεN−1 ,
then a simple but somewhat tedious computation shows that the following relations
hold true.
Lemma 3.4. The matrices rˆj (and rˇj) obey the following identities:
(i) rˆ2j − 2rˆj + 1 = 0
(ii) rˆj(tj+1, tj+2)rˆj+1(tj , tj+2)rˆj(tj , tj+1) = rˆj+1(tj , tj+1)rˆj(tj , tj+2)rˆj+1(tj+1, tj+2)
(iii) For |i− j| 6= 1, N − 1 we have sirˆj = rˆjsi and otherwise
sj rˆj = rˆ
−1
j sj , sj±1rˆj = rˆjsj±1 +Ω
∓1(rˆj±1 − 1)Ω
±1sj±1 .
In all these identities the indices are understood modulo N .
Proof. A direct computation using the explicit form (2.5) of the solution r. From
the latter we derive the following action of rˆj on a basis vector,
(3.6) rˆjvε1 ⊗ · · · ⊗ vεN ={
vε1 ⊗ · · · ⊗ vεN − (tj − tj+1)vε1 ⊗ · · · vεj+1 ⊗ vεj · · · ⊗ vεN , εj < εj+1
vε1 ⊗ · · · ⊗ vεN , else
.
Making repeatedly use of the above formula one now easily verfies the assertions.

Employing the above lemma we obtain (i) in Theorem 1.3.
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Proposition 3.5. The operators sj = sj rˆj define a representation of the affine
symmetric group SˆN on the quantum space V.
Proof. Consider a basis vector f ⊗ v = f ⊗ vε1 ⊗ vε2 · · · ⊗ vεN in V . Then it follows
from the preceding lemma that
s
2
j = sj rˆjsj rˆj = rˆ
−1
j s
2
j rˆj = rˆ
−1
j rˆj = 1V .
To prove the braid relation verify from (3.6) that rˆj = pj+1,jrj+1,j = 1 − tjj+1δ
∨
j
with tij = ti − tj and δ
∨
j = σ
+
j σ
−
j+1. Then
sjsj+1sj = sj rˆjsj+1rˆj+1sj rˆj
= sjsj+1sj(1− tj+1j+2δ
∨
j )(1 − tjj+2δ
∨
j+1)(1− tjj+1δ
∨
j )
and
sj+1sjsj+1 = sj+1rˆj+1sj rˆjsj+1rˆj+1
= sj+1sjsj+1(1− tjj+1δ
∨
j+1)(1 − tjj+2δ
∨
j )(1− tj+1j+2δ
∨
j+1) .
Multiplying out the brackets in each of the expressions and using that δ∨j δ
∨
j =
δ∨j+1δ
∨
j = 0, sj+1sjsj+1 = sjsj+1sj one finds that both expressions are equal and,
thus, the assertion follows. 
We now prove statement (ii) from Theorem 1.3, namely that the corresponding
SN -action commutes with the action of the row Yang-Baxter algebra (2.14) and the
SˆN -action (dependent on q via (2.18)) with the transfer matrices.
Proposition 3.6. The matrix elements (2.14) of the row monodromy matrix (2.11)
commute with the above SN -action, i.e.
(3.7) sjMab =Mabsj , j = 1, . . . , N − 1 .
In contrast, the row-to-row transfer matrices H = H(t), E = E(t) obey
(3.8) sjH = Hsj and sjE = Esj , j = 1, . . . , N .
These relation continue to hold true for the q-deformed transfer matrices. However,
only when setting q = 1, we have in addition
(3.9) Ω H(t) Ω−1 = H(̟t) and Ω E(t) Ω−1 = E(̟t) .
Proof. From (2.3) and (2.11) it follows that
rˆjM(x|t1, . . . , tN ) = LN (x; tN ) · · · rˆjLj+1(x; tj+1)Lj(x; tj) · · ·L1(x; t1)
= LN (x; tN ) · · ·Lj+1(x; tj)Lj(x; tj+1)rˆj · · ·L1(x; t1)
= M(x|t1, . . . , tj+1, tj, . . . , tN )rˆj
This proves the first assertion. Exploiting (2.17) and the cyclicity of the trace in
(2.21) with n = 1 one obtains the remaining assertions for H,E. 
Replacing the simple Weyl reflection sj in the divided difference operators (3.2)
with the braid matrix rˆj we now attain two other representations of the affine nil-
Coxeter algebra AN over Vn which restrict to V ⊗N and, hence, commute with the
actions of S˜N ,AN ,HN on Λ.
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Proposition 3.7. The maps
(3.10) aj 7→ δ
∨
j =
1j+1,j − rˆj
tj − tj+1
= σ+j σ
−
j+1, j = 1, 2, . . . , N
and
(3.11) aj 7→ δj =
1j+1,j − rˇj
tj+1 − tj
= σ−j σ
+
j+1, j = 1, 2, . . . , N
are representations AN → EndV ⊗N with PδN−jP = δ
∨
j . Here all indices are
understood modulo N . We have the identities
δ∨j vε1 ⊗ · · · ⊗ vεN =
{
vε1 ⊗ · · · vεj+1 ⊗ vεj · · · ⊗ vεN , εj < εj+1
0, else
(3.12)
δjvε1 ⊗ · · · ⊗ vεN =
{
vε1 ⊗ · · · vεj+1 ⊗ vεj · · · ⊗ vεN , εj > εj+1
0, else
.(3.13)
Setting q1 = q and q2 = · · · = qN = 1 we obtain δ
∨
N (q) = q
−1δ∨N and δN (q) = qδN
instead and both representations extend to Z[q±1]⊗ V ⊗N .
Remark 3.8. We will see in Section 5 how the operators (3.12) are related to the
generalised divided difference operators first introduced by Peterson [46, Lectures 6,
13, 14]. The latter have also been discussed in [27] and [51] in the setting of GKM
theory.
Remark 3.9. The representations (3.12), (3.13) factor through the affine nil Temperley-
Lieb algebra, i.e. one has the additional relation
(3.14) δjδj+1δj = δj+1δjδj+1 = 0 .
The affine nil Temperley-Lieb algebra has been used previously in [47, 30, 29] to
describe the non-equivariant quantum cohomology ring.
Proof. As already mentioned previously in the proof of Prop 3.5 one verifies from
(2.5) that rˆj = pj+1,jrj+1,j = 1 − (tj − tj+1)δ
∨
j and rˇj = pj,j+1rj,j+1 = 1 + (tj −
tj+1)δj with
δ∨j =

0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

j+1,j
and δj =

0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

j,j+1
The assertion about the action (3.12) and the AN -relations are then verified by a
straightforward computation. 
Corollary 3.10 (Leibniz rules). The row monodromy matrix (2.11) and its dual
(2.34) satisfy the following cross-relations,
δ∨j M = (sjM)δ
∨
j + (∂jM)(3.15)
δjM
∨ = (s∨j M
∨)δj − (∂
∨
j M
∨)
for j = 1, . . . , N − 1. Here s∨j = sN+1−j , ∂
∨
j = −∂N+1−j denote the simple Weyl
reflection and divided difference operator with respect to the Ti = tN+1−i parame-
ters.
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Replacing M with H = TrV M the relation (3.15) holds also true for j = N ,
i.e. the affine nil-Coxeter algebra AN . The identical equations apply to M ′ and E.
Moreover, we have the explicit formulae,
∂jH(x) =
σ+j σ
−
j H(x)σ
−
j+1σ
+
j+1
1− xtj+1
−
σ−j σ
+
j H(x)σ
+
j+1σ
−
j+1
1− xtj
∂jE(x) =
σ−j+1σ
+
j+1E(x)σ
+
j σ
−
j
1 + xtj
−
σ+j+1σ
−
j+1E(x)σ
−
j σ
+
j
1 + xtj+1
.(3.16)
Proof. The cross-relation (3.15) follows from (2.3) and (3.10), (3.11). Note that
M∨i = Li1(xi;T1)Li2(xi;T2) · · ·LiN (xi;TN )
whence we expressed the second relation in the divided difference operators for the
Ti’s instead of the ti’s.
To derive (3.16) first note that both operators act by multiplication on Λ and the
operators ∂jM,∂
∨
j M
∨, ∂jH, ∂jE are therefore well-defined. Consider the matrix el-
ements of these operators in quantum space, then one finds from the explicitly given
weights in Figure 4.1 by a case-by-case discussion the given formulae. Note that
despite first appearances ∂jH, ∂jE map polynomial factors to polynomial factors
because the projection operators σ+j σ
−
j , σ
−
j σ
+
j ensure that either the result is zero
or the matrix elements of σ+j σ
−
j H(x)σ
−
j+1σ
+
j+1 etc. contain (1 − xtj+1) etc. as a
factor. 
3.3. Quantum Knizhnik-Zamolodchikov equations. Another way to express
the relation between the representation of the affine braid group on V and the
representations of the affine nil-Coxeter algebra on Λ and V ⊗N is the following
observation.
Lemma 3.11 (quantum KZ equations). Let Ψ = Ψ(t1, . . . , tN ) ∈ V and consider
the actions of the braid matrices rˆj from 3.6, the actions of SˆN , AN on Λ and the
action from Prop 3.7. Then the following identities are equivalent:
(3.17) rˆjΨ = sjΨ ⇔ δ
∨
j Ψ = ∂jΨ, j = 1, 2, . . . , N .
Proof. Recall the formula rˆj := pj+1,jrj+1,j = 1− (tj − tj+1)δ
∨
j . Then
0 = [rˆj − sj ]Ψ = [1− sj − (tj − tj+1)δ
∨
j ]Ψ .
Dividing by (tj − tj+1) yields the asserted equivalence. 
Remark 3.12. We shall refer to (3.17) as quantum Knizhnik-Zamolodchikov
(qKZ) equations and the space of Ψ’s satisfying (3.17) as solution space. N.B.
(3.17) is similar to the equation satisfied by certain sine-Gordon QFT correlation
functions as first pointed out by Smirnov [50]. This is a simpler version of the now
more common difference version due to Frenkel and Reshetikhin [13] which is often
referred to as qKZ equation in the literature.
Corollary 3.13. The transfer matrices H,E preserve the solution space of the qKZ
equation (3.17).
Proof. Let Ψ be a solution of (3.17). Then rˆj(HΨ) = (sjH)rˆjΨ = sj(HΨ). The
same computation applies to E. 
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3.4. Commutation relations of the Yang-Baxter algebras. The nil-Coxeter
algebra allows us to express the commutation relations of the column Yang-Baxter
algebra (2.15) in a simplified form.
Lemma 3.14. We have the following commutation relations of the column Yang-
Baxter algebra in terms of divided difference operators
(3.18)

aj+1bj = −∂jbj+1aj ,
cj+1aj = ∂jaj+1cj ,
dj+1bj = ∂jbj+1dj ,
cj+1dj = −∂jdj+1cj ,
cj+1bj = ∂jaj+1dj = −∂jdj+1aj
and
(3.19) xj+1xj = xjxj+1, x = a, b, c, d .
Proof. By making use of (2.3) we find that
rˆjmj+1(x|tj+1)mj(x|tj) = mj+1(x|tj)mj(x|tj+1)rˆj .
Suppose F = 1⊗ v ∈ V with v ∈ V ⊗N . Exploiting (3.10) we deduce
1− sj
tj − tj+1
mj+1(x|tj+1)mj(x|tj)F =
δ∨j mj+1(x|tj+1)mj(x|tj)F −mj+1(x|tj)mj(x|tj+1)δ
∨
j F
Choosing v = vε1 ⊗ · · · ⊗ vεj ⊗ vεj+1 · · · ⊗ vεN with εj , εj+1 = 0, 1 we obtain the
asserted commutation relations. 
In contrast the R-matrices from (2.3) for the row monodromy matrix (2.11)
induce representations of the nil-Hecke algebra.
Proposition 3.15. Set Rˆi = pi+1,iRi+1,i. Then the map
(3.20) πi 7→
1i+1,i − Rˆi
1− xi/xi+1
= σ+i σ
−
i − σ
+
i σ
−
i+1, i = 1, . . . , n− 1
is an algebra homomorphism H′n → EndV
⊗n. Similarly, we have that
(3.21) πi 7→
1i+1,i − Rˆ′i
1− xi+1/xi
= σ+i+1σ
−
i+1 − σ
+
i σ
−
i+1, i = 1, . . . , k − 1
is an algebra homomorphism Hfink → EndV
⊗k.
Proof. A straightforward computation. 
Analogous to the column case considered above, we now express also the commu-
tation relations of the row Yang-Baxter algebra (2.14) in terms of divided difference
operators.
Instead of Λ we now consider the polynomial ring Xn = Z[x1, . . . , xn] where the
xi’s are the so-called spectral variables. As before there is a natural action of the
symmetric group Sn on Xn by permuting the xi’s and we denote by {s˜i}
n−1
i=1 the
elementary transpositions which exchange xi and xi+1. Let ∇˜i be the BGG or
Demazure operators with respect to the xi variables. We now have the following
simple but important lemma.
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Lemma 3.16. Let f ∈ Xn ⊗ V ⊗N and suppose s˜if = f for all i = 1, . . . , n − 1.
Then we have the commutation relations
A(xi+1)B(xi)f = ∇˜iB(xi+1)A(xi)f
D(xi+1)B(xi)f = −∇˜iB(xi+1)A(xi)f
C(xi+1)B(xi)f = ∇˜iD(xi+1)A(xi)f .(3.22)
Proof. The proof is analogous to the one for the column Yang-Baxter algebra using
(3.20) instead. 
Lemma 3.17. The column monodromy matrix (2.12) obeys the cross relations
(3.23) π˜imj =
(
∇˜imj
)
+ (s˜imj)π˜i
with ∇˜i = −s˜i − ∂˜ixi+1. The analogous cross-relation holds for m′j but with ∇˜
′
i =
s˜i − ∂˜ixi.
Proof. The cross-relation (3.23) is a consequence of (2.13),
RˆiLi+1j(xi+1|t)Lij(xi|t) = Li+1j(xi|t)Lij(xi+1|t)Rˆi
and the explicit form of the matrices R,R′ stated earlier in Prop 2.1; see (2.5). 
3.5. Representations of the nil-Hecke algebra in quantum space. We now
define a multi-parameter representation of the nil-Hecke algebra in the extended
quantum space V˜ := Λ˜[q]⊗ V ⊗N .
Proposition 3.18. The map ρt : HN → End V˜ given by
(3.24) πj 7→ ρt(πj) := t
−1
j σ
−
j σ
+
j+1 − σ
−
j σ
+
j
is an algebra homomorphism. We have the following action on basis vectors,
(3.25) ρt(πj)vε1⊗· · ·⊗vεN =

t−1j vε1 ⊗ · · · vεj+1 ⊗ vεj ⊗ · · · ⊗ vεN , εj > εj+1
−vε1 ⊗ · · · ⊗ vεN , εj = 0
0, else
where all indices are understood modulo N .
Proof. A straightforward computation using that vi = σ
−
i σ
+
i and ui = t
−1
i σ
−
i σ
+
i+1
obey the relations
v2i = vi, vivj = vjvi
u2i = uiui+1ui = ui+1uiui+1 = 0
viui = uivi+1 = ui, uivi = vi+1ui = 0
uiuj = ujui, viuj = ujvi for |i− j| > 1
which can be easily checked. 
We introduce two additional representations ρ∨T , ρ
′
t : HN → End V˜ which will
occur because of Poincare´ and level-rank duality:
(3.26) ρ∨T (πj) := Pρt(πj)P and ρ
′
t(πj) := −Θρ−T (π¯N−j)Θ ,
where we recall that π¯j = πj + 1, Ti = tN+1−i and we have used the natural
extension of the maps (2.31) and (2.32) to V with Θ = PC. By abuse of notation
we will often denote ρt(πj), ρ
′
t(πj), ρ
∨
T (πj) simply by πj , π
′
j , π
∨
j in what follows if
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no confusion can arise. Explicitly, we have π∨j = T
−1
j+1σ
+
j σ
−
j+1 − σ
−
j+1σ
+
j+1 and
π′j = t
−1
j+1σ
−
j σ
+
j+1 − σ
−
j+1σ
+
j+1.
Consider the following decomposition of the quantum space (2.9)
(3.27) V˜ =
N⊕
n=0
V˜n, V˜n = Λ˜[q]⊗ Vn ,
where Vn is spanned by the basis vectors vε1 ⊗ · · · ⊗ vεN with exactly n of the εi’s
equal to one, i.e.
∑N
i=1 εi = n. In each subspace Vn we label the basis vectors
vε1 ⊗ · · · ⊗ vεN in terms of partitions λ in the set
(3.28) Πn,k := {λ : k ≥ λ1 ≥ · · · ≥ λn ≥ 0}
by using the same bijection between 01-words and partitions as in [30, 29]. Let
ℓj(λ) = λn+1−j + j be the position of the one-letters in the 01-word ε1 · · · εN then
we set
(3.29) |λ〉 = vε1 ⊗ · · · ⊗ vεN ∈ V
⊗N ,
where εj = 1 if j = λn+1−j+j for j = 1, . . . , n and εj = 0 else. Note that the Young
diagram of λ fits into the bounding box of height n and width k. The following
lemma is a direct consequence of these definitions.
Lemma 3.19. The action (3.25) of the nil-Hecke algebra leaves each subspace V˜n
invariant. The same applies to ρ′t and ρ
∨
T .
The following result is contained in [33, Lemma 32, p.1577] where in loc. cit.
cylindric shapes are used which we will discuss in a later section. Here we simply
associate with the cylindric shape λ[d] the vector qd ⊗ |λ〉 ∈ C[q±1]⊗ V˜n.
Lemma 3.20 (Lam). Let λ, µ ∈ Πn,k and denote by |λ〉, |µ〉 ∈ Vn the corresponding
basis vectors (3.29). For fixed d ∈ Z there exists at most one affine permutation
w(λ, µ, d) ∈ SˆN such that qd|λ〉 = δw(λ,µ,d)|µ〉. If µ = ∅ then for each λ there exists
a unique (finite) permutation wλ ∈ SN ⊂ SˆN such that |λ〉 = δwλ |∅〉.
3.6. Transfer matrices as cyclic words in the nil-Hecke algebra. We now
expand the elements of the monodromy matrices of the vicious and osculating
walker models according to O(xi) =
∑
r≥0Orx
r
i with O = A,B,C,D and O =
A′, B′, C′, D′. The coefficients Or have simple expressions in the multi-parameter
representation of the nil-Hecke algebra discussed above.
Define the following ordered sums in terms of the nil-Hecke algebra,
ΣN,>r =
∑
0<j1<···<jr<N
(δjr − tˆjr ) · · · (δj1 − tˆj1)
=
∑
0<j1<···<jr<N
tj1tj2 · · · tjr πjr · · ·πj2πj1(3.30)
and
ΣN,<r =
∑
0<j1<···<jr<N
(δj1 + tˇj1) · · · (δjr + tˇjr )
=
∑
0<j1<···<jr<N
tj1tj2 · · · tjr π¯j1 π¯j2 · · · π¯jr(3.31)
where we recall that δj = σ
−
j σ
+
j+1 and we have set tˆj = tjσ
−
j σ
+
j , tˇj = tjσ
+
j σ
−
j .
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Lemma 3.21. We have the following identities
δj tˆj+1 = tˆjδj + 1− rˇj , δj tˆj = δj tˆj+1 = 0
δ∨j tˆj = tˆj+1δ
∨
j + 1− rˆj , δ
∨
j tˆj+1 = tˆjδ
∨
j = 0
and
δ∨j tˇj+1 = tˇjδ
∨
j + 1− rˇj , δ
∨
j tˇj = tˇj+1δ
∨
j = 0
δj tˇj = tˇj+1δj + 1− rˆj , δj tˇj+1 = tˇjδj = 0
Proof. A simple computation. 
The last set of relations should be thought of as a generalisation of the cross
relation or Leibniz rule (3.3) for the braid group representation.
Proposition 3.22. We have the following explicit expressions for the monodromy
matrix elements of the vicious and osculating walker models in terms of the nil
Hecke algebra representation (3.24),
(3.32)

Ar = Σ
N,>
r − tˆNΣ
N,>
r−1
Br = Ar−1σ
+
1
Cr = σ
−
NAr
Dr = σ
−
NAr−1σ
+
1
and

A′r = Σ
N,<
r +Σ
N,<
r−1 tˇN
B′r = σ
+
1 A
′
r−1
C′r = A
′
rσ
−
N
D′r = σ
+
1 A
′
r−1σ
−
N
.
Proof. Proceed by induction in N using the coproduct ∆ = ∆col in (2.6) of the row
Yang-Baxter algebra (2.14). The latter leads to the formulae
A(N)(x) = ∆(A(N−1)(x)) = A(N−1)(x) ⊗ (1N − xtˆN ) + C
(N−1)(x) ⊗ xσ+N
B(N)(x) = ∆(B(N−1)(x)) = B(N−1)(x)⊗ (1N − xtˆN ) +D
(N−1)(x)⊗ xσ+N
C(N)(x) = ∆(C(N−1)(x)) = A(N−1)(x) ⊗ σ−N + C
(N−1)(x)⊗ xσ−Nσ
+
N
D(N)(x) = ∆(D(N−1)(x)) = B(N−1)(x)⊗ σ−N +D
(N−1)(x) ⊗ xσ−Nσ
+
N
which are a direct consequence of (2.1) and (2.11). The analogous formulae hold
for the Yang-Baxter algebra of the osculating walker model. 
Example 3.23. For N = 1 the row monodromy matrix is simply the L-operator
and we have,
A(1) = 1− tˆ1x, B
(1) = xσ+1 , C
(1) = σ−1 , D
(1) = xσ−1 σ
+
1 .
Thus, for N = 2 we find from the coproduct
A(2) =
(
1− tˆ1x
) (
1− tˆ2x
)
+ xδ1
B(2) = x
(
1− tˆ2x
)
σ+1 + x
2δ1σ
+
1
C(2) = σ−2
(
1− tˆ1x
)
+ xσ−2 δ1
D(2) = xσ−2 σ
+
1 + x
2σ−2 δ1σ
+
1 .
Thus, for N = 3 we end up with the following formula for the A,D operators
A(3) =
(
1− tˆ3x
) (
1− tˆ2x
) (
1− tˆ1x
)
+xδ2
(
1− tˆ1x
)
+ xδ1
(
1− tˆ3x
)
+ x2δ2δ1
and
D(3) = xσ−3
(
1− tˆ2x
)
σ+1 + x
2σ−3 (δ1 + δ2)σ
+
1 + x
3σ−3 δ2δ1σ
+
1 .
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This is of the stated form (3.32) when taking into account the various cancellation
of terms due to the relations tˆj+1σ
+
j+1 = tˆj+1δj = δj tˆj = σ
−
j tˆj = 0 etc.
We will now deduce from these results that after taking partial traces of the
respective monodromy matrices leads to simple expressions of the transfer matrices
in terms of the affine nil-Hecke algebra.
Given an affine permutation w ∈ SˆN , a reduced word of w is a minimal length
decomposition of w as a product sj1 · · · sjr of simple reflections. Identify w with
the word j1 · · · jr ∈ [N ]r given by its reduced expression and set πw = πj1 · · ·πjr ,
tw = tj1tj2 · · · tjr .
Definition 3.24. A word w = j1 · · · jr with letters in [N ] is called (anti-)clockwise
ordered if each letter occurs at most once and the letter (j + 1)modN succeeds
(precedes) the letter j in case both are present.
In the literature clockwise ordered words are also called cyclically increasing and
anticlockwise ordered ones cyclically decreasing. An affine permutation is called
cyclically decreasing or increasing if its associated reduced word expression has the
respective property.
Corollary 3.25. We have the following expressions of the row-to-row transfer ma-
trices
(3.33) Hr = Ar + qDr =
	∑
|w|=r
(δj1 − tˆj1) · · · (δjr − tˆjr ) =
	∑
|w|=r
twρt(πw)
and
(3.34) Er = A
′
r + qD
′
r =
∑
|w|=r
(δj1 + tˇj1) · · · (δjr + tˇjr ) =
∑
|w|=r
twρt(π¯w) ,
were the sums run respectively over all anti-clockwise (cyclically decreasing) and
clockwise (cyclically increasing) ordered words w = j1 . . . jr of length r with 1 ≤
j1, . . . , jr ≤ N .
Remark 3.26. Note that while the representation ρt is defined only over the Lau-
rent polynomials Λ˜[q] the transfer matrices are already defined over the original
quantum space (2.9), i.e. the transfer matrices are polynomial in the equivariant
parameters. In fact, if we define υj := tjπj = δj + tˆj for j = 1, 2, . . . , N the
operators υj : Vn → Vn obey the deformed nil-Hecke algebra relations{
υ2j = −tjυj
υjυj+1υj = t
αjυj+1υjυj+1
,
where αj = ej − ej+1 is the jth simple root of type AN . Setting t1 = · · · = tN = 0
we recover the nil-Coxeter algebra relations, while setting t1 = · · · = tN = 1 we
obtain the nil-Hecke algebra relations. Similar algebras have been considered before
in the context of the Fomin-Stanley algebra [26].
Corollary 3.27. Under the involution Θ = PC : V → V we have the transforma-
tions
ΘEr(t)Θ = Hr(−T ) =
∑
w
̟−1(Tw) ρ
′
−T (πw),(3.35)
ΘHr(t)Θ = Er(−T ) =
∑
w
̟−1(Tw) ρ
′
−T (π¯
′
w) ,(3.36)
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which result in the alternative expressions
(3.37) Hr =
∑
w, 	
̟−1(tw)ρ
′
t(πw) and Er =
∑
w, 
̟−1(tw)ρ
′
t(π¯w) .
Proof. First we compute that
Θρt(πj)Θ = t
−1
j σ
+
N+1−jσ
−
N−j − σ
+
N+1−jσ
−
N+1−j = −ρ
′
−T (π¯N−1)
Θρt(π¯j)Θ = t
−1
j σ
+
N+1−jσ
−
N−j + σ
−
N+1−jσ
+
N+1−j = −ρ
′
−T (πN−1)(3.38)
Replacing t→ −T we obtain the desired formulae. 
3.7. Affine stable Grothendieck polynomials. We first recall the definition
of these polynomials which were introduced in [33]. Let (·, ·) : HN × HN → Z
be the bilinear form defined on the standard basis {πw} by setting (πw, πw′) =
δw,w′ for any w,w
′ ∈ SˆN . Set hr =
∑	
ω πω where the sum is over all cyclically
anticlockwise ordered (decreasing) words ω = i1 · · · ir of length r. Then the affine
stable Grothendieck polynomial is defined as
(3.39) G˜w(x1, . . . , xn) =
∑
α
(hα, πw)x
α,
where the sum is over all compositions α = (α1, . . . , αn) of ℓ(w) and hα = hαn · · ·hα1 .
Because of the definition of the bilinear form (·, ·) the above sum over compositions
α effectively restricts to a sum over all decompositions of w into cyclically decreas-
ing subwords [33]. The following corollary states that we if replace the hr’s with
our Hr’s given in (3.33) then we can identify for t1 = · · · = tN = 1 the partition
function of our integrable model with an affine stable Grothendieck polynomial in
the representation (3.24).
Corollary 3.28. For λ, µ ∈ Πn,k and d ∈ Z fixed let w = w(λ, µ, d) be the unique
affine permutation from Lemma 3.20 such that δw|µ〉 = qd|λ〉. Then
(3.40) 〈λ|Zn(x|t)|µ〉 =
∑
α
〈λ|Hα|µ〉x
α =
∑
a
tw〈λ|ρt(πw)|µ〉x
a,
where the second sum runs over all decompositions a = (a1, . . . , an) of w into
cyclically anti-clockwise ordered words.
Remark 3.29. The non-affine versions, stable Grothendieck polynomials, have
been considered by Buch in the context of the K-theory of Grassmannians [8]. The
affine polynomials (for w being an affine Grassmannian permutation) have been
identified with the Schubert basis in the K-cohomology of the affine Grassmannian
[36] and for 321-avoiding w’s they have been conjectured [33] to be related to the
quantum K-theory of Grassmannians [7].
4. Inhomogeneous Vicious and Osculating Walkers
Consider an n × N square lattice (n rows and N columns) where we assign
statistical variables ε = 0, 1 to the internal lattice edges E. be We call a map
E→ {0, 1} a lattice configuration C. Fix two partitions λ, µ whose Young diagrams
fit into the bounding box of height n and width k. Let ε(λ) and ε(µ) be the
corresponding 01-words of length N with n 1-letters at positions ℓi(λ) = λn+1−i+ i
and ℓi(µ) = µn+1−i + i. We shall only consider configurations C = C(λ, µ) where
the values on the outer edges on the top and bottom are fixed by the 01-words ε(µ)
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Figure 4.1. The weights of the five allowed vertex configurations
for the vicious (top) and osculating walker (bottom) model. Here
xi and tj are commuting indeterminates with i being the row index
and j the column index of the square lattice.
1 2 N
1
2
n
1
2
k
3 1 2 N3
time
Figure 4.2. Examples of a vicious (left) and osculating (right)
walker configuration.
and ε(λ), while imposing periodic boundary conditions in the horizontal direction;
this setup is the same as in [29].
For each such lattice configuration C define a weight in C[x1, . . . , xn] ⊗ Λ[q]
through the product over the vertex weights depicted at the top in Figure 4.1,
(4.1) wt(C) := qd(C)
∏
vertices v∈C
wt(v) .
If a given configuration C contains vertices which are not shown in Figure 4.1
then we assign those vertices weight zero, meaning that wt(C) = 0 and we call
such configurations forbidden. Finally, d(C) in (4.1) denotes the number of paths
transgressing the boundary where the lattice is glued together to give the cylinder.
Namely, each configuration can be identified with n non-intersecting paths on the
cylinder with start positions ℓi(µ) and end positions ℓi(λ) by connecting lattice
edges which have value 1; see Figure 4.2. Following Fisher [11] we call this statistical
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model the (inhomogeneous) vicious walker model, although our choice of weights
constitutes a non-trivial extension of his model.
Similarly, we define an inhomogeneous extension of Brak’s osculating walker
model [10] on a k × N square lattice (k rows and N columns) using the weights
depicted at the bottom in Figure 4.1. Again our choice of weights is special and
differs from the one in loc. cit.
Lemma 4.1. The partition functions of the inhomogeneous vicious and osculating
walker models
(4.2) Zλ,µ(x|t) =
∑
C
wt(C) =
∑
C
qd(C)
∏
v∈C
wt(v)
is given in terms of the matrix elements of the operator (2.21). In particular, the
partition functions of a single lattice row for the vicious walker model are given by
the matrix elements of the operator,
(4.3) H(x|t) = A(x) + qD(x) =
∑
r≥0
xrHr,
and for the osculating model by the matrix elements of the operator,
(4.4) E(u|t) = A′(x) + qD′(x) =
∑
r≥0
xrEr .
Proof. Set Z(x|t)|µ〉 =
∑
λ∈Πn,k
Zλ,µ(x|t)|λ〉. Then the partition function with
fixed start and end positions is given by
Zλ,µ(x|t) =
∑
C
qd(C)
∏
v∈C
(Lij)
c(v)d(v)
a(v)b(v) =
∑
C
qd(C)
∏
v∈C
wt(v) ,
where a, b, c, d = 0, 1 are the values of the W, N, E, and S edge of the vertex v for
the configuration C. 
4.1. Combinatorial formulae. Given a partition λ inside the n×k bounding box
we recall the definition of its cylindric loop λ[r]; see [15], [47].
Definition 4.2 (cylindric loops). Let λ = (λ1, . . . , λn) ∈ (n, k) and define the
following associated cylindric loops λ[r] for any r ∈ Z,
λ[r] := (. . . , λn + r + k
r
, λ1 + r
r+1
, . . . , λn + r
r+n
, λ1 + r − k
r+n+1
, . . .) .
For r = 0 the cylindric loop can be visualized as a path in Z×Z determined by
the outline of the Young diagram of λ which is periodically continued with respect
to the vector (n,−k). For r 6= 0 this line is shifted r times in the direction of the
lattice vector (1, 1).
Definition 4.3 (cylindric & toric skew diagrams). Given two partitions λ, µ ∈
(n, k) denote by λ/d/µ the set of squares between the two lines λ[d] and µ[0] modulo
integer shifts by (n,−k),
λ/d/µ := {〈i, j〉 ∈ Z× Z/(n,−k)Z | λ[d]i ≥ j > µ[0]i} .
We shall refer to λ/d/µ as a cylindric skew-diagram of degree d. If the number of
boxes in each row does not exceed k then λ/d/µ is called toric.
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Figure 4.3. A row configuration corresponding to the A (top)
and D-operator (bottom) of the vicious walker model. Displayed
below are the corresponding skew Young diagrams, left and right,
respectively.
A cylindric skew diagram ν/d/µ which has at most one box in each column will
be called a (cylindric/toric) horizontal strip and one which has at most one box
in each row a (cylindric/toric) vertical strip. The length of such strips will be the
number of boxes within the skew diagram.
Proposition 4.4 (vicious walkers). Let µ ∈ Πn,k and H˜(x) = xkH(x−1)|Vn . We
have the following combinatorial action of the vicious walker transfer matrix,
(4.5) H˜(x)|µ〉 =
∑
d=0,1
qd
∑
λ/d/µ hor strip
∏
j∈Jλ/d/µ
(x− tj)|λ〉 ,
where the second sum runs over all partitions λ (inside the same bounding box as
µ) such that λ/d/µ is a cylindric horizontal strip and the set Jλ/d/µ consists of the
diagonals j − i + n of the bottom squares s = (i, j) in each column which does not
intersect λ/d/µ. If the column does not contain any boxes add j + n to Jλ/d/µ.
Example 4.5. We explain (4.5) on an example; the reader should refer to Figure
4.3 and recall that H = A+ qD. Set N = 12 and n = 6. Consider the row config-
uration shown on top in Figure 4.3. Draw the Young diagram of µ = (7, 6, 4, 3, 0)
which corresponds to the 01-word fixing the values of the vertical lattice edges on
top. Starting with the leftmost path add a box for each horizontal path edge in the
bottom row of the Young diagram. Then do the same for the next path in the row
above, etc. If there are no horizontal path edges do not add any boxes. The number
in the boxes of the resulting skew diagram give the diagonals + n for each bottom
square in those columns which do not intersect the horizontal strip.
To obtain the horizontal strip for the D-operator (bottom row configuration in
Figure 4.3) one has to add a boundary ribbon of N boxes to λ = (6, 4, 2, 1) first
whose boxes are indicated by a red dotted line. Note that n = 4 in this case.
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Figure 4.4. Examples of row configurations for the osculating
walker model. The (transposed) Young diagrams on the bottom
(top→ left and bottom→ right) show the corresponding horizontal
strips.
We now state the analogous combinatorial action for the transfer matrix of the
osculating walker model.
Proposition 4.6 (osculating walkers). Let µ ∈ Πn,k and E˜(x) = xnE(x−1)|Vn . We
have the following combinatorial action of the osculating walker transfer matrix,
(4.6) E˜(x)|µ〉 =
∑
d=0,1
qd
∑
λ′/d/µ′ hor strip
∏
j∈J′
λ′/d/µ′
(x+ Tj)|λ〉 ,
where λ′, µ′ denote the conjugate partitions of λ, µ, Tj = tN+1−j and J
′
λ′/d/µ′ is
defined analogously to Jλ′/d/µ′ but with n replaced by k.
Example 4.7. We now explain (4.6) on a concrete example. Set again N = 12
and refer to Figure 4.4 for two sample row configurations with n = 7 (top) and
n = 6 (bottom). One uses the same bijection as in the vicious walker case, i.e.
adding boxes in the Young diagrams for each horizontal path edge, but now for the
transposed Young diagrams. The numbering is now from right to left to facilitate
the reading of the equivariant parameters Tj occurring in each row configuration:
for each straight path one collects a factor (1+uTj); compare with the vertex weights
in Figure 4.1.
Definition 4.8. A cylindric/toric tableau of shape λ/d/µ is a map T : λ[d]/µ[0]→
N such that Ti,j ≤ Ti,j+1 and Ti,j < Ti+1,j where (i, j) are the coordinates of the
squares between the two cylindric loops λ[d] and µ[0] in the Z2-plane.
Lemma 4.9. Each toric tableau T : λ[d]/µ[0] → {1, . . . , ℓ} determines uniquely a
sequence of cylindric loops
(4.7) Λ[d1, . . . , dℓ = d] = (λ
(0)[0] = µ[0], λ(1)[d1], . . . , λ
(ℓ)[dℓ])
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Figure 4.5. The top of the figure shows a vicious walker lattice
configuration for N = 7 and n = 3. Black bullets mark the vertex
configurations which contribute factors (xi− tj) where i is the row
index and j the column index. Below is the corresponding toric
tableau from which the same factors can be obtained as detailed
in formula (4.8).
where di = d1 + d2 + · · · + di−1 and λ
(i+1)/(di+1 − di)/λ
(i) is a horizontal strip.
Conversely, each such sequence of cylindric loops defines uniquely a toric tableau.
Our two previous combinatorial formulae for the row-to-row transfer matrices
allow us to state the following explicit combinatorial expression for the partition
functions of the vicious and osculating walker models in terms of toric tableaux.
Given two partitions λ, µ fix the boundary conditions on the top and bot-
tom of the square lattice in terms of their corresponding 01-words. Denote by
Zλ,µ(x|t) the corresponding partition function, i.e. the weighted sum over lattice
path configurations which start at position ℓi(µ) and end at position ℓi(λ) and let
Z˜λ,µ(x1, . . . , xn|t) := (x1 · · ·xn)nZλ,µ(x
−1
1 , . . . , x
−1
n |t).
Corollary 4.10 (partition functions). We have the following explicit expression
for the partition functions of the vicious walker model,
(4.8) Z˜λ,µ(x|t) =
n∑
d=0
qd
∑
|T |=λ/d/µ
∏
1≤i,j≤n
λ
(j−1)
i [dj−1]+ρi−1∏
ℓ=λ
(j)
i+1[dj]+ρi+1+1
(xj − tℓ),
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where the sum runs over all toric tableaux T = (λ(0)[0], λ(1)[d1], . . . , λ
(n)[dn]) and
ρi = n+ 1− i. Here the second product is understood to give one if λ
(j−1)
i [dj−1] +
ρi− 1 < λ
(j)
i+1[dj ]+ ρi+1+1. An analogous formulae holds for the osculating walker
model exploiting level-rank duality (2.33), Z˜ ′λ,µ(x|t) = Z˜λ′,µ′(x| − T ) where λ
′, µ′
are the conjugate partitions of λ, µ.
Proof. A direct consequence of the previous results (4.5), (4.6) for the row-to-row
transfer matrices and the preceding lemma which allows one to decompose each
toric tableau into a sequence of toric horizontal strips. The interval [λ
(j−1)
i [di] +
ρi − 1, λ
(j)
i+1[di+1] + ρi+1 + 1] gives precisely the content of those squares in the
tableau T which are at the bottom of a column which does not intersect the jth
horizontal strip. 
Example 4.11. We explain (4.8) on a simple example. Let n = 3, k = 4 and
take the 01-words ε(µ) = 1000101, ε(λ) = 0011001 as start and end configura-
tions for vicious walkers with µ = (4, 3, 0) and λ = (4, 2, 2). Consider the lat-
tice configuration and the corresponding toric tableau shown in Figure 4.5. As we
can see from the picture there is a horizontal path edge in the second row only,
so we have d0 = d1 = 0 and d2 = d3 = 1. The sequence of cylindric loops
λ(0)[d0] = µ[0], λ
(1)[d1], λ
(2)[d2], λ
(3)[d3] = λ[1], corresponding to the toric tableau
and the associated integers ℓ appearing in the second product of (4.8) are detailed
in the table below,
j 0 1 2 3
dj 0 0 1 1
λ(j)[dj ] . . . , 4, 3, 0, . . . . . . , 4, 4, 2, . . . . . . , 5, 4, 3, . . . . . . , 7, 6, 3, . . .
ℓ - 4 5, 2 5
For instance, we find for i = 1, 2, 3 and j = 2 that λ(2)[d2] + ρ+1 = (. . . , 5+4, 4+
3, 3 + 2, 1 + 1, . . .) and λ(1)[d1] + ρ− 1 = (. . . , 4 + 2, 4 + 1, 2 + 0, . . .). According to
formula (4.8) the second product therefore runs over ℓ = 5, 2 for i = 2, 3. There
is no contribution for i = 1, since λ
(2)
2 [d2] + ρ2 + 1 = 7 and λ
(1)
1 [d1] + ρ1 − 1 = 6.
Similarly, one computes the other contributions and values of ℓ. The resulting factor
is
(x1 − t4)(x2 − t5)(x2 − t2)(x3 − t5)
which coincides with the weight assigned to the vicious walker lattice configuration
according to (4.2) using the weights in Fig 4.1.
4.2. Factorial powers and quantum Pieri rules. In this section we relate the
vicious and osculating walker models to the equivariant quantum cohomology ring.
The row partition functions or transfer matrices play the central role and should
be thought of as noncommutative analogues of the generating functions for the
complete symmetric and elementary symmetric functions.
Prompted by the previous combinatorial formulae (4.5), (4.6) for the row-to-
row transfer matrices we now expand them into so-called factorial powers with
respect to the equivariant parameters. On each subspace Vn ⊂ V define a family of
operators {H˜r,n}
k
r=0 via the following expansion of the transfer matrix in terms of
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the factorial powers (x|T )p := (x − T1)(x − T2) · · · (x − Tp),
(4.9) xkH(x−1)|Vn =
k∑
r=0
xk−rHr|Vn =
k∑
r=0
(x|T )k−rH˜r,n .
Note that it follows from the definition of H(x) that H(x)|Vn is at most of degree
k in u, since each allowed row configuration in Vn contains at most k vertices with
weights (1 − tju) or u; see Figure 4.1. Hence the above expansion is well-defined.
Lemma 4.12. We have the following identities
(4.10) Hr|Vn =
r∑
j=0
(−1)jej(T1, . . . , Tk−r+j)H˜r−j,n
and
(4.11) H˜r,n =
r∑
j=0
det(e1−a+b(T1, . . . , Tk−r+b))1≤a,b≤j Hr−j |Vn
where we set H˜0,n = 1|Vn and er are the elementary symmetric polynomials. Acting
with H˜r,n on the empty partition ∅ in Vn, i.e. the vector
(4.12) |∅〉 = v1 ⊗ · · · ⊗ v1︸ ︷︷ ︸
n
⊗ v0 ⊗ · · · ⊗ v0︸ ︷︷ ︸
k
∈ V ⊗N ,
we find that
(4.13) H˜r,n|∅〉 = |(r, 0, . . . , 0)〉 .
Proof. A straightforward computation. Using that
(u|T )k−r =
k−r∑
j=0
(−1)jej(T1, . . . , Tk−r)u
k−r−j
we infer that the coefficient of uk−r in ukH(u−1) gives the first identity. This is a
linear system of equations with a lower triangular matrix and its solutions give the
second identity. Employing
H˜r,n = Hr|Vn −
r∑
j=1
(−1)jej(T1, . . . , Tk−r+j)H˜r−j,n(4.14)
= Hr|Vn −
r∑
j=1
(−1)j
∑
n+r+1−j≤i1<···<ij≤N
ti1 · · · tij H˜r−j,n(4.15)
one then easily deduces the action on the empty partition. 
Explicitly, we have for the first few elements,
H˜1,n = H1|Vn + T1 + · · ·+ Tk
H˜2,n = H2|Vn +
k−1∑
j=1
Tj H1|Vn +
k−1∑
i=1
Ti
k∑
j=1
Tj −
∑
1≤i<j≤k
TiTj
...
The result (4.13) is a needed compatibility condition as we wish to realise the
expansion of the product sλ ∗ sµ of two Schubert classes in QH
∗
T (Grn,N ) by acting
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with an appropriate operator S˜λ,n on the vector |µ〉. Starting with λ = (r) and
setting S˜λ,n = H˜r,n we need to ensure that S˜λ,n|∅〉 = |λ〉 as s∅ is the unit in
QH∗T (Grn,N).
Corollary 4.13 (equivariant quantum Pieri-Chevalley rule). The action of H˜1,n
on a basis vector |λ〉 = vε1 ⊗ · · · ⊗ vεN ∈ Vn, where ε(λ) = ε1 · · · εN with εi = 0, 1,
yields
(4.16) H˜1,n|λ〉 =
∑
µ−λ=(1)
|µ〉+
 n∑
i=1
Tk+i−λi −
N∑
j=k+1
Tj
 |λ〉+ q|λ−〉 ,
where λ− is the partition obtained from λ by removing a boundary rim hook of
length N − 1. If such a rim hook cannot be removed then this term is missing from
the formula.
Remark 4.14. Using a result from Mihalcea [43, Cor 7.1] the last formula together
with the introduction of an appropriate grading suffices to show that the commu-
tative ring generated by the endomorphisms {H˜r,n}kr=1 is canonically isomorphic
to QH∗T (Grn,N ). However, here we shall not make use of this fact, but instead
will identify both rings in the last section via their idempotents and, thus, give an
alternative derivation of Mihalcea’s result.
Proof. This is immediate as
H1|λ〉 =
∑
µ−λ=(1)
|µ〉+
 n∑
i=1
tn+1−i+λi −
N∑
j=1
tj
 |λ〉+ q|λ−〉 ,
and H˜1,n = H1|Vn + tn+1 + · · ·+ tN . 
Example 4.15. We explain the action of the operators (4.11) on a simple example,
setting N = 4 and n = 2. Let us for simplicity momentarily drop the n-dependence
in the notation of H˜. Then
H˜2 = H2 + t4H1 + t
2
4 + t3t4 − t3t4 = H2 + T1H1 + T
2
1
Figure 4.6 shows the various lattice row configurations of the vicious walker model
when acting with H2 and H1 on the basis vector |2, 1〉. Collecting terms we find
that
H˜2|2, 1〉 = (T1 − T4)|2, 2〉+ (T1 − T2)(T1 − T4)|2, 1〉+ q|1, 0〉+ q(T1 − T2)|0, 0〉 .
In a similar manner one can compute the action of H˜2 on any other basis vector
in {|0, 0〉, |1, 0〉, |2, 0〉, |1, 1〉, |2, 1〉, |2, 2〉}. Identifying each basis vector |λ〉 with a
Schubert class σλ, the coefficients in the above expansion formula for H˜2|2, 1〉 match
the coefficients in the product expansion of σ(2) ∗ σ(2,1) in the quantum cohomology
ring QH∗T (Gr2,4); see the multiplication table in [42, 8.2]. We state the precise ring
isomorphism in the last Section.
As in the case of the vicious walker model we also introduce for osculating walkers
a different set of operators in terms of the transfer matrix by expanding the latter
in factorial powers,
(4.17) xnE(x−1)|Vn =
n∑
r=0
xn−rEr|Vn =
n∑
r=0
(x| − t)n−rE˜r,n .
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Figure 4.6. The action of the transfer matrix coefficients H2, H1
on the partition (2, 1) in terms of lattice row configurations for
N = 4 and n = 2.
Again one checks by consulting the allowed vertex configurations in Figure 4.1 that
E(x)|Vn is at most of degree n, whence the above expansion is well-defined.
Lemma 4.16. We now have the identities,
Er|Vn =
r∑
j=0
ej(t1, . . . , tn−r+j)E˜r−j,n(4.18)
E˜r,n =
r∑
j=0
(−1)j det(e1−a+b(t1, . . . , tn−r+b))1≤a,b≤j Er−j|Vn .(4.19)
And we find when acting on the empty partition that
(4.20) E˜r,n|∅〉 = |1
r〉 .
Proof. A direct consequence of level-rank duality (2.33) and our previous result for
the Hr’s. 
5. The Bethe ansatz
We now relate the eigenvalue problem of the transfer matrices to the equivariant
quantum cohomology ring. Starting point is a particular guess or ansatz for the
algebraic form of the eigenvectors which we relate to factorial Schur functions. The
eigenvectors will be shown to be identical with the idempotents of the quantum
cohomology ring; see [29] for the non-equivariant case.
5.1. Factorial Schur functions. To keep this article self-contained we collect sev-
eral known facts about factorial Schur functions which we will use repeatedly in
what follows. Given a partition λ = (λ1, . . . , λn) and some commuting indetermi-
nates x = (x1, . . . , xn) recall the definition of the factorial Schur function (see e.g.
[38, Chap I.3, Ex. 20] and references therein),
(5.1) sλ(x|a) :=
det[(xj |a)λi+n−i]1≤i,j≤n
det[(xj |a)n−i]1≤i,j≤n
, (xj |a)
r :=
r∏
i=1
(xj − ai),
where a = (ai)i∈Z is an infinite sequence which we choose to be ai = ti = TN+1−i
for 1 ≤ i ≤ N and ai = 0 else. For convenience we abuse notation and write sλ(x|t)
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for sλ(x|a) under this specialisation. Define er(x|a) = s(1r)(x|a) and hr(x|a) =
s(r)(x|a) to be the factorial elementary and complete factorial Schur functions.
Note that for t1 = · · · = tN = 0 one recovers the ordinary Schur functions sλ(x) =
sλ(x|0). One can express (5.1) in terms of the latter according to the expansion
[38, Eqn (6.18)]
(5.2)
sλ(x|a) = sλ(x) +
∑
µ λ
(−1)|λ/µ| det(eλi−µj−i+j(a1, . . . , an+λi−i))1≤i,j≤n sµ(x) .
We also adopt the notation from loc. cit. for the shift operator τ acting on factorial
Schur functions via τsλ(x|a) := sλ(x|τa) with (τa)i = ai+1. Using the latter one has
the following generalisation of the Jacobi-Trudi and Na¨gelsbach-Kostka determinant
formulae,
(5.3) sλ(x|a) = det(hλi−i+j(x|τ
1−ja))1≤i,j≤n = det(eλ′i−i+j(x|τ
j−1a))1≤i,j≤n
We also need the tableau-definition of the factorial Schur function. Fix λ, then
a semi-standard tableau T : Y (λ) → N is a filling of the Young diagram Y of λ
with positive integers such that the numbers are weakly increasing in each row and
strictly increasing in each column. Then one has the following definition as a sum
over semi-standard tableaux,
(5.4) sλ(x|a) =
∑
T
∏
(i,j)∈Y (λ)
(xT (i,j) − aT (i,j)+j−i) .
Finally there exists the following generalisation of Cauchy’s identity (see e.g. [38,
Eqn (6.17)]),
(5.5)
n∏
i=1
k∏
j=1
(xi + yj) =
∑
λ
sλ(x|t)s(λ∨)′(y| − t) .
Below we will generalise all these formulae to a noncommutative setting by replacing
the elementary and complete factorial Schur functions with the operator coefficients
in the expansions (4.17), (4.9).
5.2. Bethe vectors. For y = (y1, . . . , yn) some indeterminates introduce the so-
called off-shell Bethe vector in Vn
(5.6) |y1, . . . , yn〉 = (y1 · · · yn)
N Bˆ(y−1n |t) · · · Bˆ(y
−1
1 |t)v0 ⊗ · · · ⊗ v0,
where Bˆ(yi|t) = B(yi|t)ynˆi with nˆ =
∑N
j=1 σ
+
j σ
−
j . Similarly, we define for a k-tuple
z = (z1, . . . , zk) its counterpart under level-rank duality in Vn as
(5.7) |z1, . . . , zk〉 = Cˆ
′(z−1k |t) · · · Cˆ
′(z−11 |t)v1 ⊗ · · · ⊗ v1,
where C˜′(zi|t) = C′(zi|t)z
−nˆ
i . The reason for introducing the operators Bˆ and Cˆ
′
is that the latter commute Bˆ(yi)Bˆ(yj) = Bˆ(yj)Bˆ(yi), Cˆ
′(zi)Cˆ
′(zj) = Cˆ
′(zj)Cˆ
′(zi)
while the B,C′-operators do not. Hence, we can conclude that the vectors (5.6)
and (5.7) are symmetric in the y’s and z’s.
We now identify the coefficients of the Bethe vectors with factorial Schur func-
tions. This identification is a special case of the discussion in [9]; here we state
explicit bijections between our vicious and osculating walker configurations and
semi-standard tableaux which are not contained in loc. cit. Moreover, the formu-
lation in terms of the Yang-Baxter algebra operators is new.
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1 n N
1
n
1 k N
1
k
Figure 5.1. Two sample lattice configurations for the B (top)
and C-operator (bottom) of the vicious and osculating model, re-
spectively. Shown on the right is the tableau obtained under the
bijection explained in the text.
Proposition 5.1 ([9]). Let λ∨ = (k−λn, . . . , k−λ1). Then we have the identities
|y1, . . . , yn〉 =
∑
λ∈(n,k)
sλ∨(y1, . . . , yn|T )|λ〉,(5.8)
|z1, . . . , zk〉 =
∑
λ∈(n,k)
s(λ∨)′(z1, . . . , zk| − t)|λ〉,(5.9)
where we have set Ti = tN+1−i as before.
Proof. We only sketch the proof; compare with [9]. Consider the matrix elements
(y1 · · · yn)
N 〈λ|B(y−1n ) · · ·B(y
−1
1 )|0〉
(z1 · · · zk)
N 〈λ|C′(z−1k ) · · ·C
′(z−11 )|N〉
with |0〉 := v0 ⊗ · · · ⊗ v0 and |N〉 := v1 ⊗ · · · ⊗ v1. Each can be identified with a
weighted sum over path configurations with certain fixed boundary conditions; see
Figure 5.1 for examples with N = 9, n = 5 (top) and N = 9, k = 5 (bottom). Each
vertex with a bullet contributes a factor (xi−TN+1−j) for the vicious walker model
and a factor (xi + tj) for the osculating model. Here i, j are the lattice row and
column numbers where the vertex occurs. Each vertex with a square contributes a
factor xi. To obtain the tableau on the right we make use of the following bijections
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which hold true in general, but it is instructive to verify them on the example shown
in Figure 5.1.
• Vicious walkers. Starting from the top, place for each vertex labelled with
a bullet in lattice row i a box labelled with i in the jth row of the Young
tableau where j is the total number of paths crossing the row to the left of
the vertex. The resulting tableau has shape λ∨.
• Osculating walkers. Consider the leftmost path and write in the first column
(counting from left to right) of the Young diagram of (λ∨)′ the lattice row
numbers where a vertex with a bullet occurs. Then do the same for the
next path writing the lattice row numbers now in the second column etc.
If there are no vertices with a bullet leave the column empty.
Set ρ = (n − 1, . . . , 1, 0), ρ′ = (k − 1, . . . , 1, 0) and denote by w0, w′0 are the
longest elements in the symmetric groups Sn, Sk. Then using the above bijections
we arrive at the identities
〈λ|B(y−1n ) · · ·B(y
−1
1 )|0〉 =
w0(y)
ρ
(y1 · · · yn)N
∑
T
∏
〈i,j〉∈λ∨
(xT (i,j) − TT (i,j)+j−i),
〈λ|C′(z−1k ) · · ·C
′(z−11 )|N〉 =
w′0(z)
ρ′
(z1 · · · zk)N
∑
T
∏
〈i,j〉∈(λ∨)′
(xT (i,j) + tT (i,j)+j−i),
where the sum in the first identity runs over all semistandard tableau T of shape
λ∨ and in the second over all semistandard tableau T of shape (λ∨)′. The assertion
now follows from the identities
Bˆ(y−1n ) · · · Bˆ(y
−1
1 ) = w0(y)
−ρB(y−1n ) · · ·B(y
−1
1 )(y1 · · · yn)
−nˆ
Cˆ′(z−1k ) · · · Cˆ
′(z−11 ) = w
′
0(z)
−ρ′C′(z−1k ) · · ·C
′(z−11 )(z1 · · · zn)
nˆ .

Remark 5.2. Note that the bijection between lattice configurations for the B,C′-
operators and tableaux used in [9] is different from the one used in the case of the
transfer matrices (4.5), (4.6); compare also with [29]. These different bijections
arise because in the non-equivariant case, tj = 0 for all j = 1, . . . , N , one can
employ the (generally valid) Schur function identity
sλ∨(x
−1
1 , . . . , x
−1
n ) =
sλ(x1, . . . , xn)
s(kn)(x1, . . . , xn)
which is linked with the so-called curious duality in the non-equivariant quantum
cohomology ring [47]. This relation is no longer valid for factorial Schur functions
and, hence, does not apply to the equivariant case.
Corollary 5.3. We have the following identity for the factorial Schur functions
under a permutation of the equivariant parameters,
(5.10) sλ(x|T ) = sλ(x| . . . , TN+1−j , TN−j, . . .) + (TN−j − TN+1−j)sδ∨j λ(x|T )
for all j = 1, . . . , N − 1. Here we set sδ∨j λ(x|T ) = 0 if δ
∨
j |λ〉 = 0.
Proof. Inserting the identity 1 = rˆj rˆ
−1
j into the matrix element 〈λ|B(y
−1
n |t) · · ·B(y
−1
1 |t)|0〉
we obtain from (2.13),
〈λ|B(y−1n |t) · · ·B(y
−1
1 |t)|0〉 = 〈λ|rˆjB(y
−1
n |sjt) · · ·B(y
−1
1 |sjt)rˆ
−1
j |0〉 .
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Exploiting the previous result (5.8) and the explicit action of the braid matrix (3.6)
the assertion follows. 
5.3. The Bethe ansatz equations. We call the Bethe vectors (5.6) “on-shell” if
the indeterminates {yi}ni=1 – called Bethe roots – are solutions to the following set
of Bethe ansatz equations,
(5.11)
N∏
j=1
(yi − tj) + (−1)
nq = 0, i = 1, . . . , n .
Similarly, the dual Bethe vectors (5.7) are on-shell provided that
(5.12)
N∏
j=1
(zi + Tj) + (−1)
kq = 0, i = 1, . . . , k .
We now wish to discuss properties of the solutions of the above equations. Let F :=
C{{t1, . . . , tN}} be the algebraically closed field of Puiseux series in the equivariant
parameters and – assuming that q±1/N exists – set Fq = C[q±1/N ]⊗̂F to be the
completed tensor product. Note that by a simple rescaling yi → q
1
N yi, zi → q
1
N zi
and tj → q
1
N tj we can eliminate q from the above equations and we therefore often
will set q = 1 temporarily to work with F only. Denote by Y = Y (t1, . . . , tN ) ⊂ FN
the set of N solutions to (5.11) with q = 1 and by Yq the solutions in FNq . The
following observations are immediate.
Lemma 5.4.
(i) Permutation invariance: for any w ∈ SN we have Yq(wt) = Yq(t).
(ii) Level-rank duality: if yi ∈ Yq(w0t) then zi = −yi is a solution of (5.12).
(iii) ZN -covariance: let ηN = 1 then ηY (t) = Y (η−1t). In particular, if we set
tj = η
j then ηY (t1, . . . , tN ) = Y (tN , t1, t2, . . . , tN−1).
Note that property (i) does not mean that each individual solution yi stays invari-
ant under permutations, especially we emphasise that the factorial Schur functions
in the expansions (5.8), (5.9) of the Bethe vectors are not symmetric in the equi-
variant parameters t. (ii) reflects that there are two alternative ways of writing
the same eigenvector using (5.6) and (5.7). (iii) is related to the transformation
property (3.9) under the map (3.5).
For our purposes, it will be convenient to parametrise n-tuples y = (y1, . . . , yn)
of solutions in Yq in terms of 01-words or partitions α ∈ Πn,k. For this purpose
we fix a numbering of the N solutions in Yq by exploiting that the Bethe roots are
explicitly known for q = 0.
Let yj = yj(q) be the solution which maps on yj(0) = tj when setting q = 0
with j = 1, . . . , N . We then simply write yλ for the n-tuple (yℓ1 , . . . , yℓn) where
ℓi(λ) = λn+1−i + i and k ≥ λ1 ≥ · · ·λn ≥ 0 as before. Property (ii) in the above
Lemma states that we only need to consider (5.11) and fixes the convention for
numbering the solutions of (5.12): given a particular solution yi(q) of (5.11) act
with the longest permutation w0 and then multiply it with minus one.
5.4. Spectral decomposition of the transfer matrices.
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Theorem 5.5. The on-shell Bethe vectors and their dual vectors both form orthog-
onal eigenbases of the transfer matrix H in each subspace Vn ⊗ F with eigenvalue
equations
H(xi|t)|y1, . . . , yn〉 =
 N∏
j=1
(1− xitj) + (−1)
nqxNi
 n∏
l=1
1
1− xi yl
|y1, . . . , yn〉,
(5.13)
H(xi|t)|z1, . . . , zk〉 =
k∏
l=1
(1 + xi zl) |z1, . . . , zk〉 .(5.14)
In contrast, the operator E satisfies the identities
E(xi|t)|y1, . . . , yn〉 =
n∏
l=1
(1 + xi yl) |y1, . . . , yn〉(5.15)
E(xi|t)|z1, . . . , zk〉 =
 N∏
j=1
(1 + xiTj) + (−1)
kqxNi
 k∏
l=1
1
1− xi zl
|z1, . . . , zk〉 .
(5.16)
Proof. The proof is analogous to the one used in the non-equivariant case [29]. One
employs the following commutation relations of the row Yang-Baxter algebra (2.14)
encoded in the Yang-Baxter equation (2.13),{
A(x)B(y) = xx−yB(x)A(y) −
y
x−yB(y)A(x)
D(y)B(x) = yx−yB(y)D(x)−
x
x−yB(x)D(y)
and the analogous relations for the osculating walker model which are easily ob-
tained from level-rank duality (2.33). The latter in conjunction with (2.29) then
allow one to derive all four eigenvalue expressions as well as the equations (5.11)
as necessary conditions for (5.6), (5.7) to be eigenvectors.
There are dimVn =
(
N
n
)
=
(
N
k
)
solutions to (5.11) since each of the equations is
of degree N and F is algebraically closed.
One can show that both matrices H,E are normal and that the eigenvalues
separate points, whence the eigenvectors (5.6), (5.7) have to be orthogonal and,
thus, form each an eigenbasis. 
We employ the involution Θ to obtain transformation properties for the Bethe
vectors.
Lemma 5.6. Let λ∗ = (λ∨)′ = (λ′)∨ where λ′ is the conjugate partition of λ and λ∨
the complement of λ in the n×k bounding box. Given a solution y(t) = (y1, . . . , yn)
of (5.11) there exists a solution z(−T ) = (z1, . . . , zn) of (5.12) with k → n such
that
(5.17) Θ|y1, . . . , yn〉 = |z1, . . . , zn〉 ∈ Vk .
That is, under level-rank duality the y-Bethe vectors in Vn are mapped on to the
z-Bethe vectors in Vk.
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Proof. Employing level-rank duality (2.33) of the monodromy matrices we have and
Θ|y1, . . . , yn〉 = C
′(y1| − T ) · · ·C
′(yn| − T )|N〉 =
∑
λ∈(k,n)
sλ∗(y|T )|λ〉
Θ|z1, . . . , zk〉 = B(z1| − T ) · · ·B(zk| − T )|N〉 =
∑
λ∈(n,k)
sλ∗(z| − t)|λ〉 .
According to our previous results Θ|y1, . . . , yn〉 must be an eigenvector of both
E(u| − T ) and H(u| − T ) in Vk and therefore proportional to |z1, . . . , zn〉 for some
solution z = z(y) of (5.12) since ΘH(u|t)Θ = E(u|−T ) and the eigenvalues separate
points. 
Corollary 5.7. We have the additional eigenvalue equations{
E˜r,n|y1, . . . , yn〉 = er(y|t)|y1, . . . , yn〉
E˜r,n|z1, . . . , zk〉 = hr(z| − T )|z1, . . . , zk〉
,(5.18) {
H˜r,n|z1, . . . , zk〉 = er(z| − T )|z1, . . . , zk〉
H˜r,n|y1, . . . , yn〉 = hr(y|t)|y1, . . . , yn〉
,(5.19)
for the operators (4.9), (4.17) defined in terms of factorial powers.
Proof. The first eigenvalue equation in (5.18) is a direct consequence of the defini-
tion (4.17) and the identity
n∏
i=1
(u− xi) =
n∑
r=0
(−1)rer(x|t)(u|t)
n−r
or equivalently
n∏
i=1
(u+ xi) =
n∑
r=0
er(x|t)(u| − t)
n−r
where er(x|t) is the factorial elementary symmetric function.
The functional equation (2.29) in terms of the expansions (4.9) and (4.17) reads(
n∑
r=0
(−1)rE˜r,n(u|t)
n−r
)(
k∑
r=0
H˜r,n(u|T )
k−r
)
= (u|t)N + (−1)nq
Noting the trivial identities
(u|T )r = (u|τN−rt)r, (u|T )k−r = (u|τn+rt)k−r, (u|t)n(u|T )k = (u|t)N
the latter becomes
(5.20)
n+k∑
r=0
r∑
s=0
(−1)sE˜s,nH˜r−s,n(u|t)
n−s(u|τn−s+rt)k−r+s = (u|t)N + (−1)nq .
We have (u|t)a+b = (u|t)a(u|τat)b and the generally valid identity [38]
(5.21)
r∑
s=0
(−1)ses(x|τ
r−1a)hr−s(x|a) =
r∑
s=0
(−1)ses(x|a)hr−s(x|τ
1−ra) = 0
from which we deduce the first eigenvalue equation in (5.19) by comparing coeffi-
cients. The remaining identities then follow from level rank duality, ΘH(u|t)Θ =
E(u| − T ) and Θ|y1, . . . , yn〉 = |z1, . . . , zn〉. 
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The alternative descriptions of the spectrum of the same operators in terms of
Bethe roots and dual Bethe roots implies the following identities.
Lemma 5.8. Given a solution yα of (5.11) there exists a solution zα = −yα∗ of
(5.12) such that
er(y1, . . . , yn) =
r∑
s=0
es(T1, . . . , TN )hr−s(z1, . . . , zk)(5.22)
er(y1, . . . , yn|t) = hr(z1, . . . , zk| − T ), r = 1, . . . , n(5.23)
and, hence, one deduces the identities
hr(z1, . . . , zk) =
r∑
s=0
(−1)shs(T1, . . . , TN )er−s(y1, . . . , yn)(5.24)
sλ′(y1, . . . , yn|t) = sλ(z1, . . . , zk| − T )(5.25)
Proof. The first two statements are a direct consequence of the Bethe ansatz com-
putations and the alternative eigenvalue formulae for (5.6) and (5.7). The identities
(5.22), (5.23) form a linear system of equations which can be easily solved to yield
(5.24). To obtain (5.25) from (5.23) one uses the Na¨gelsbach-Kostka and Jacobi-
Trudi formula (5.3) for factorial Schur functions. 
Lemma 5.9. The Bethe ansatz equations (5.11) are equivalent to the identities
j∑
r=0
(−1)rer(t1, . . . , tN )hj−r(y1, . . . , yn) = 0, j = k + 1, . . . , N − 1
N∑
r=0
(−1)rer(t1, . . . , tN )hN−r(y1, . . . , yn) = (−1)
n−1q(5.26)
Proof. It follows from the allowed vertex configurations in Figure 4.1 that if |y1, . . . , yn〉
is a joint eigenvector of H(x|t) and E(x|t) then the corresponding eigenvalues
H(x|t)|y1, . . . , yn〉 =
(
1 + b1x+ · · ·+ bkx
k
)
|y1, . . . , yn〉
E(−x|t)|y1, . . . , yn〉 = (1 + a1x+ · · ·+ anx
n) |y1, . . . , yn〉(5.27)
are at most of degree k and n in x, respectively. Together with (5.13) this proves
that the equations in (5.11) imply (5.26).
For the converse implication, assume that (5.26) hold true and compute the
residue of the eigenvalue in (5.13) at x = y−1i . 
5.5. Left eigenvectors & Poincare´ duality. For convenience we use the Dirac
notation and denote the dual basis of the ket-vectors {|λ〉}λ∈(n,k) by the bra-vectors
{〈λ|}λ∈(n,k) ⊂ V
∗
n .
Proposition 5.10 (Poincare´ duality). The left eigenvectors of the transfer matrices
(dual eigenbasis) are given by
(5.28) 〈yα| =
∑
λ∈(n,k)
sλ(yα|t)
e(yα)
〈λ|, α ∈ Πn,k,
where
(5.29) e(yα) =
∏
i∈I(α)
j∈I(α∗)
(yi − yj) .
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We shall refer to the isomorphism VFn →
(
VFn
)∨
:= Fq ⊗ V ∗n given by the mapping
|yα〉 7→ 〈yα| for all α ∈ Πn,k as Poincare´ duality.
Proof. Recall the involution P : VFn → V
F
n defined by P|λ〉 = |λ
∨〉. Then one verifies
that the transpose of the matrices
H(x|t) = (〈λ|H(x|t)|µ〉)λ,µ∈(n,k), E(x|t) = (〈λ|E(x|t)|µ〉)λ,µ∈(n,k)
are given by
H(x|t)T = (〈λ|PH(x|T )P|µ〉)λ,µ and E(x|t)
T = (〈λ|PE(x|T )P|µ〉)λ,µ .
Thus, the first assertion, that 〈yα| is a left eigenvector, follows from the explicit
expansion (5.6) and the previous result (5.13), (5.15) that the Bethe vectors are
right eigenvectors. Since the eigenvalues of the transfer matrices separate points
we can conclude that 〈yα|yβ〉 must be proportional to the Kronecker function δαβ.
Let e(yα) denote the proportionality factor which is computed as follows:
e(yα) = e(yα)〈yα|yα〉 =
∑
λ∈(n,k)
sλ(yα|t)sλ∨(yα|T )
=
∑
λ∈(n,k)
sλ(yα|t)s(λ∨)′(zα| − t) =
∑
λ∈(n,k)
sλ(yα|t)sλ∗(−yα∗ | − t)
=
∏
i∈I(α)
j∈I(α∗)
(yi − yj),
where in the second line we have made use of (5.25) and in the last step we have
used the Cauchy identity for factorial Schur functions (5.5). 
Remark 5.11. To motivate our definition of Poincare´ duality recall that this map-
ping reduces to the known Poincare´ duality in the non-equivariant setting, tj = 0,
and in the classical equivariant setting, q = 0.
Since the Bethe vectors (5.6) and (5.28) form each an eigenbasis they give rise
to a resolution of the identity 1 =
∑
α∈(n,k) |yα〉〈yα| which translates into the
following identity for factorial Schur functions when evaluated at solutions of the
Bethe ansatz equations.
Corollary 5.12 (orthogonality). For all λ, µ ∈ (n, k) we have the identity
(5.30)
∑
α∈(n,k)
sλ∨(yα|T )sµ(yα|t)
e(yα)
= δλµ .
5.6. Bethe vectors and GKM theory. Consider the extension of the AN and
SˆN -actions (3.1) on Λ to F and set VFn := Vn ⊗ F as before.
Proposition 5.13 (GKM conditions). The SN -action on Vn given by {sj}
N−1
j=1 in
Prop 3.5 permutes the Bethe vectors |yα〉 according to the natural SN -action on the
01-words α, i.e. sj |yα〉 = |ypjα〉 where pj permutes the jth and (j + 1)th letter in
α. In particular, we have that
(5.31) sλ(yα|t)− sj · sλ(ypjα|t) = (tj − tj+1)sδjλ(yα|t) , j = 1, . . . , N − 1,
where we set sδjλ(y|T ) ≡ 0 if δj |λ〉 = 0.
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Remark 5.14. The last proposition states that we can identify in our setting the
coefficients of the vector |λ〉 in the basis of on-shell Bethe vectors with a localised
Schubert class. From (5.6), (5.28) and (5.30) it follows that
(5.32) |λ〉 =
∑
α
sλ(yα|t)
e(yα)
|yα〉 .
Define ξλ : SN/Sn × Sk → Fq by setting α 7→ ξλ(α) := sλ(yα|t) where α fixes
uniquely a minimal length representative of a coset in SN/Sn × Sk. For q = 0 we
have that yα = tα and the equalities (5.31) become the familiar GKM conditions
[21] which fix a localised Schubert class with values in Λ. If q 6= 0 the solutions
of (5.11) cease to be polynomial in the equivariant parameter in general and one
therefore has to work over the algebraically closed field Fq instead.
Remark 5.15. Note that it suffices to consider the SN -action, since the SˆN -actions
from Prop 3.5 and (3.1) are both of level-0 for q = 1. That is, the affine simple Weyl
reflection acts via the Weyl reflection associated with the negative highest root. The
case q 6= 1 can be recovered by rescaling Bethe roots and equivariant parameters by
the same common factor q−1/N and, hence, the relations (5.31) remain unchanged.
Proof. Let |yα〉 = |y1, . . . , yn〉 be a Bethe vector with H(x|t)|yα〉 = hα(x|t)|yα〉. We
infer from (3.8) that
sj rˆjH(x|t)|yα〉 = sjH(x|sjt)rˆj |yα〉 = (sjhα(x|t))sj rˆj |yα〉
and, hence, that sj rˆj |y〉 is an eigenvector ofH(x|t) with eigenvalue sjhα(x|t). Thus,
there must exist another Bethe vector |yα′〉 with eigenvalue hα′(x|t) = sjhy(x|t).
Since the Bethe vectors form an eigenbasis and the eigenvalues of H separate points
we must have that the braided eigenvector sj rˆj |yα〉 is proportional to this second
Bethe vector,
sj rˆj |yα〉 = ηj · |yα′〉, ηj ∈ F .
It follows from (2.13) for j = 1, 2, . . . , N − 1
sj rˆj |yα〉 = sj rˆj(y1 · · · yn)
N Bˆ(yn|t) · · · Bˆ(y1|t)|0〉
= sj(y1 · · · yn)
N Bˆ(yn|sjt) · · · Bˆ(y1|sjt)|0〉 = ηj |yα′〉
Since sjyα is also a solution of (5.11) the left hand side is of the form (5.6) and we
can conclude that ηj = 1. To show that α
′ = pjα we first note that the claim is
correct for q = 0, since then yα = tα is a solution as discussed earlier. Expanding
yα at q = 0 it follows that this stays true in the vicinity of q = 0. By similar
arguments one shows that sje(yα) = e(ypjα).
To derive (5.31) we start from the expansion (5.32) and act with sj on both sides.
The identities (5.31) then follow from (3.10) and (5.8) by comparing coefficients in
the basis of Bethe vectors. 
Corollary 5.16. Each Bethe vector |yα〉 obeys the qKZ equations (3.17) with re-
spect to the subgroup Sn × Sk ⊂ SN where the latter embedding depends on α.
Proof. If j is such that pjα = α it follows from Lemma 3.11 that ∂j |yα〉 = δ
∨
j |yα〉
with
δ∨j |y〉 =
∑
λ∈(n,k)
sλ∨(y|T )δ
∨
j |λ〉 =
∑
λ∈(n,k)
s(δjλ)∨(y|T )|λ〉 .

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6. Combinatorial construction of QH∗T (Grn,N )
Using the results from the Bethe ansatz we now prove that the row-to-row trans-
fer matrices generate a symmetric Frobenius algebra. We will identify the latter
with the presentation of the equivariant quantum cohomology ring as Jacobi algebra
put forward in [14] and [16].
6.1. Noncommutative factorial Schur functions. We employ the identity (5.2)
for factorial Schur functions to define for any λ ∈ Πn,k the following operator
S˜
(n)
λ : Vn → Vn
(6.1) S˜
(n)
λ =
∑
µ⊆λ
(−1)|λ/µ| det(eλi−µj−i+j(t1, . . . , tn+λi−i))1≤i,j≤n S
(n)
µ ,
where S
(n)
λ : Vn → Vn is given by the analogue of the Na¨gelsbach-Kostka determi-
nant formula,
(6.2) S
(n)
λ = det(Eλ′i−i+j)1≤i,j≤k .
Note that both operators are well-defined since the Er’s commute pairwise. We
define S˜λ, Sλ : V → V to be the unique operators which restrict to S˜
(n)
λ , S
(n)
λ on
each Vn with 0 < n < N and to the identity for n = 0, N . We will often omit the
superscript if it is clear on which subspace S˜
(n)
λ , S
(n)
λ are acting.
It might be helpful to the reader to illustrate the definition on a concrete example.
Example 6.1. We find from formula (6.1) that the operator S˜λ with λ = (2, 1)
reads explicitly
S˜2,1 = S2,1 − T4S2,0 − (T2 + T3 + T4)S1,1
+ (T2 + T3 + T4)T4S1,0 − (T2 + T3)T
2
4S0,0 .
We now demonstrate on a simple example that we can compute the product expan-
sions σλ ∗ σµ in the quantum cohomology ring by identifying the basis vectors in
the expansion of S˜λ|µ〉 with the respective Schubert classes in QH∗T (Gr 2,4). For
instance, let us compute the matrix elements 〈2, 1|S˜λ|λ〉, 〈2, 2|S˜λ|λ〉 with λ = (2, 1)
as before. Using that S2,1 = E2E1 −E3, S2,0 = E
2
1 −E2, S1,1 = E2, S1,0 = E1 and
S0,0 = 1 we find from (4.6) the matrix elements
µ 2, 1 2, 0 1, 1 1, 0
〈2, 1|Sµ|λ〉 T1T3(T1 + T3) 2T1T3 + T 21 + T
2
3 − T1T3 T1T3 T1 + T3
〈2, 2|Sµ|λ〉 T1(T1 + T2) + T1T3 T1 + T2 + T3 T1 1
.
N.B. that E3 does not give any contribution, since we are acting on a 01-word with
two 1-letters. Inserting the results into the above expansion formula for S˜λ and
cancelling terms we obtain
(6.3) 〈2, 1|S˜λ|λ〉 = T12T14T34 and 〈2, 2|Sµ|λ〉 = T
2
14
which are the equivariant Gromov-Witten invariants C
(2,1),d=0
λλ (T ) and C
(2,2),d=0
λλ (T )
for QH∗T (Gr 2,4). The latter can - for example - be computed using Knutson-Tao
puzzles; see Figure 6.1 and [27] for their definition. In general, d 6= 0, Knutson-Tao
puzzles cannot be used to compute the product in QH∗T (Grn,N). To see a genuine
quantum product we observe that S˜(1) = E˜1 = H˜1 in which case we derived previ-
ously the equivariant quantum Pieri rule (4.16).
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Figure 6.1. Equivariant Knutson-Tao puzzles [27] can be used to
compute Gromov-Witten invariants for q = 0, i.e. the product in
H∗T (Grn,N). On top the allowed puzzle tiles are shown, on the bot-
tom three puzzles whose weighted sum gives the Gromov-Witten
invariant C
(2,2),d=0
(2,1),(2,1)(T ) = T14(T12 + T23 + T34) = T
2
14.
The following lemma will be instrumental in proving that the matrix elements
of (6.1) are Gromov-Witten invariants.
Lemma 6.2. Consider the (unique) extension of S˜λ to VFn := Vn ⊗ F. (i) The
Bethe vectors (5.6) are eigenvectors of S˜λ and on each VFn we have the eigenvalue
equation S˜λ|yα〉 = sλ(yα|t)|yα〉 where sλ(x|t) is the factorial Schur function. (ii)
Let |∅〉 = v1⊗· · ·⊗v1⊗v0⊗· · ·⊗v0 ∈ Vn be the unique basis vector which corresponds
to the empty partition. Then S˜λ|∅〉 = |λ〉 for all λ ∈ Πn,k.
Proof. Statement (i) is a direct consequence of (5.15) and that the expansion (6.1)
applies to the factorial Schur function; see [38, Eqn (6.18)]. To prove (ii) recall the
expansion of |∅〉 and |λ〉 into Bethe vectors,
S˜λ|∅〉 =
∑
α∈Πn,k
e(yα)
−1S˜λ|yα〉 =
∑
α∈Πn,k
e(yα)
−1sλ(yα|t)|yα〉 = |λ〉 .

Using this last result we can derive two alternative determinant formulae for
(6.1). Recall the expansions (4.9) and (4.17) of the transfer matrices on the sub-
space Vn. We now introduce so-called shifted factorial powers : let τ denote the shift-
operator and set (u|τ jT )p := (u−Tj+1)(u−Tj+2) · · · (u−Tj+p) for j = 1, 2, . . . , n.
Then we define τ jH˜r,n : Vn → Vn to be the coefficient of (u|τ
jT )k−r in the expan-
sion of ukH(u−1)|Vn into shifted factorial powers analogous to (4.9). Similarly, let
τ jE˜r,n : Vn → Vn be the coefficient of (u| − τ
jt)n−r when expanding unE(u−1)|Vn
into the shifted factorial powers (u| − τjt)p := (u+ tj+1)(u+ tj+2) · · · (u+ tj+p) for
j = 1, 2, . . . , k; compare with (4.17).
Lemma 6.3 (Jacobi-Trudi and Na¨gelsbach-Kostka formulae). We have the follow-
ing identities for the operator (6.1) on each subspace Vn,
(6.4) S˜
(n)
λ = det
(
τ j−1H˜λi−i+j,n
)
1≤i,j≤n
= det
(
τ j−1E˜λ′i−i+j,n
)
1≤i,j≤k
,
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where λ′ denotes the conjugate partition of λ.
Proof. Consider first the extension of S˜λ to VFn. Because the Bethe vectors form an
eigenbasis we can use the previous lemma and the known analogous determinant
formulae (5.3)
sλ(x|t) = det
(
hλi−i+j(x|τ
1−jt)
)
1≤i,j≤n
= det
(
eλ′i−i+j(x|τ
j−1t)
)
1≤i,j≤k
for factorial Schur functions to deduce the asserted identities on VFn. But since
the operators τ jH˜r,n, τ
jE˜r,n in both identities restrict to maps Vn → Vn according
to their definition the assertion follows. N.B. that the shifted powers τ jH˜r,n have
been defined with respect to the Ti = tN+1−i parameters, hence the shift in the
first identity in (6.4) is positive. 
We demonstrate the alternative formulae by computing the Gromov-Witten in-
variants from the last example using (6.4).
Example 6.4. We return to our previous example of QH∗T (Gr2,4) with k = n = 2.
To calculate the matrix elements 〈2, 1|S˜λ|λ〉, 〈2, 2|S˜λ|λ〉 with λ = (2, 1) via (6.4), we
first observe that S˜λ = H˜2 τH˜1 = E˜2 τE˜1, where we have neglected the contribution
from H˜3, E˜3 as both identically vanish on V2 for N = 4. Compute from (4.5),
(4.6) the matrix elements 〈2, 2|H˜(x1)H˜(x2)|λ〉, 〈2, 2|E˜(x1)E˜(x2)|λ〉 of the transfer
matrices - see Figure 6.2 - and then expand the resulting polynomials into (shifted)
factorial powers (x1|τT )
α1(x2|T )
α2 and (x1| − τt)
α1(x2| − t)
α2 . One finds for the
vicious walker model that
〈2, 2|H˜(x1)H˜(x2)|λ〉 = (x1 − T4)(x2 − T4)(x2 − T3) + (x1 − T4)(x1 − T2)(x2 − T4)
= (T13T12 + T13T24)(x1 − T2) + . . . + T14T34(x1 − T2) + . . .
where we have only listed the terms corresponding to the shifted factorial power
α = (k − 1, k − 2) = (1, 0). Hence, we have 〈2, 2|H˜2 τH˜1|λ〉 = T 214 as required.
Similarly one finds for the osculating walker model that
〈2, 2|E˜(x1)E˜(x2)|λ〉 = (x1 + t4)(x2 + t3)(x2 + t4) + (x1 + t4)(x1 + t2)(x2 + t4)
and, thus, by a simple substitution, we recover the previous result, 〈2, 2|E˜2 τE˜1|λ〉 =
t241 = T
2
14. Note that in general both computations will be different if n 6= k and
λ 6= λ′.
Motivated by the previous examples we now define a purely combinatorial prod-
uct on Vn. The resulting ring will be identified in the next section with the equi-
variant quantum cohomology of the Grassmannian.
Theorem 6.5. Define a product on Vn by setting
(6.5) |λ〉⊛ |µ〉 := S˜λ|µ〉 .
Then (Vn,⊛) is a commutative ring over Λ[q].
Proof. Consider once more the extension of S˜λ to VFn := Vn ⊗ F which is defined
over the field of Puiseux series in the equivariant parameters. Computing the action
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Figure 6.2. Shown on top are the two possible vicious paths
which connect the 01-words for µ = (2, 1) and λ = (2, 2). On
the bottom we see that osculating paths are the same. However,
both pairs yield different weighted sums.
of S˜λ by employing the Bethe vectors we find that
S˜λ|µ〉 =
∑
α∈(n,k)
sµ(yα|t)
e(yα)
S˜λ|yα〉 =
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)
e(yα)
|yα〉
=
∑
ν∈(n,k)
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)sν∨(yα|T )
e(yα)
|ν〉 .
Since the coefficients in the last line are symmetric in λ, µ the product is clearly
commutative. Recall that it follows from the definition (6.1) and the explicit for-
mula (3.34) together with (3.25) that the expansion coefficients of S˜λ|µ〉 in the basis
{|ν〉}ν∈Πn,k must be in Λ[q], although this is not obvious from the last equality.
Associativity now follows from S˜λS˜µ = S˜µS˜λ which in turn is a consequence of
(6.1) and Cor 2.7,
|λ〉⊛ (|µ〉⊛ |ν〉) = S˜λS˜µ|ν〉 = S˜λS˜ν |µ〉 =
S˜ν S˜λ|µ〉 = |ν〉⊛ (|λ〉⊛ |µ〉) = (|λ〉⊛ |µ〉)⊛ |ν〉 .

An immediate consequence of our proof of the last theorem is the following
expression of the structure constants in terms of the Bethe roots.
Corollary 6.6 (residue formula). The structure constants of the ring (Vn,⊛) are
given in terms of the following residue formula
(6.6) Cν,dλµ (T ) := 〈ν|S˜λ|µ〉 =
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)sν∨(yα|T )
e(yα)
,
where the sum ranges over all solutions yα ∈ Fnq of the Bethe ansatz equations
(5.11).
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Remark 6.7. Our residue formula is a generalisation of the Bertram-Vafa-Intriligator
formula for Gromov-Witten invariants to the equivariant setting. It holds also true
for q = 0, where the Bethe roots are explicitly known, yi = Ti.
Another generalisation from the non-equivariant case is the following duality;
compare with the known duality in H∗T (Grn,N ).
Corollary 6.8 (level-rank duality). We have the following identity
(6.7) Cν,dλµ (T ) = C
ν′,d
λ′µ′(−t)
where t = w0T as before. In particular, the mapping Θ : Vn → Vk with the product
in (Vk,⊛′) defined by replacing tj → −TN+1−j in the definition of S˜λ is a ring
isomorphism.
Proof. A straightforward computation making use of the identity (5.25),
Cν,dλµ (T ) =
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)sν∨(yα|T )
e(yα)
=
∑
α∈(n,k)
sλ′(−yα∗ | − T )sµ′(−yα∗ | − T )s(ν∨)′(−yα∗ | − t)
e(−yα∗)
= Cν
′,d
λ′µ′(−t) .

It is obvious from our discussion that the Bethe ansatz is central to our discussion
and the following result clarifies the role of the Bethe vectors with regard to the
product in quantum cohomology.
Corollary 6.9 (idempotents). The algebra VFn = Vn⊗F is semisimple and canoni-
cally isomorphic to the generalised matrix algebra defined via |yα〉⊛|yβ〉 = δαβe(yα)|yα〉,
i.e. the on-shell Bethe vectors (5.6) yield a complete set of idempotents for VFn.
Proof. A straightforward computation using the fact that the Bethe vectors diag-
onalise (6.1),
|yα〉⊛ |yβ〉 =
∑
λ∈(n,k)
sλ∨(yα|T )S˜λ|yβ〉 =
∑
λ∈(n,k)
sλ∨(yα|T )sλ(yβ |t)|yβ〉
= e(yβ)|yβ〉〈yβ |yα〉 = δαβe(yα)|yα〉
where we have used (5.28) to arrive at the second line. 
6.2. Canonical isomorphisms. We now identify the combinatorial ring from the
previous section with QH∗T (Grn,N). Starting point is the following presentation of
QH∗T (Grn,N) as Jacobi algebra. For type A this result is originally due to Gepner
[14] and for general flag varieties it is contained in [16].
Denote by pr =
∑n
i=1 x
r
i the power sums in some commuting indeterminates
x1, . . . , xn. Define the so-called fusion potential by setting
(6.8) F (x1, . . . , xn; q) = (−1)
kqp1 +
N∑
r=0
(−1)N−rpN+1−r
N + 1− r
er(t1, . . . , tN) ,
where er(t1, . . . , tN ) is once more the elementary symmetric polynomial of degree
r in the equivariant parameters. Note that this fusion potential F = Fn,k for n > 1
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can be written as the sum of fusion potentials for the case of projective space n = 1,
that is
Fn,k(x1, . . . , xn; q) =
n∑
i=1
F1,N−1(xi; (−1)
n−1q) .
We have the following known result; c.f. [14], [16].
Theorem 6.10 (Jacobi algebra). The algebra QH∗T (Grn,N ) ⊗ Fq is canonically
isomorphic to the Jacobi algebra J = Fq[e1, . . . , en]/〈∂F/∂e1, . . . , ∂F/∂en〉.
Remark 6.11. It might be instructive to remind the reader about the equivalence
of the equations ∂F/∂ej = 0 and the Bethe ansatz equations (5.11). Recall the
following identities
(6.9)
j∑
r=0
(−1)rerhj−r = 0 and
1
r
∂pr
∂ej
= (−1)j−1hr−j ,
where er, hr are the elementary and complete symmetric functions. For j = 1, 2, . . . , n
we then have
0 =
∂F
∂ej
= (−1)N+j−1
N∑
r=0
(−1)rer(t1, . . . , tN )hk+1−r+n−j + δj1(−1)
kq
These are the relations (5.26) which are equivalent to the Bethe ansatz equations
(5.11).
Proposition 6.12. The Jacobi algebra J has a complete set of idempotents
(6.10) Pα(x) =
1
e(yα)
n∏
i=1
∏
j∈I(α∗)
(xi − yj),
where α ranges over all partitions in the n× k bounding box.
N.B. the idempotents (6.10) are symmetric in the indeterminates xi and, hence,
can be expressed as a polynomial in the ei’s although it is not practical to do so.
In contrast the idempotents are not symmetric in the Bethe roots (y1, . . . , yN) ∈ Fq
as a particular subset of k roots is chosen. In fact, a relabelling of the Bethe roots
y = (y1, . . . , yN) yields a relabelling of the idempotents.
Theorem 6.13. The map Φ : VFn → J given by |λ〉 7→ sλ(x|t) for all λ ∈
(n, k) is an algebra isomorphism. In particular, the renormalised Bethe vectors
Yα = e(yα)
−1|yα〉 are mapped onto the idempotents (6.10) and the matrix elements
qdCν,dλµ (T ) = 〈ν|S˜λ|µ〉 with dN = |λ|+ |µ| − |ν| are the equivariant Gromov-Witten
invariants.
Proof. Upon mapping |λ〉 7→ sλ(x|t) the image of the Bethe vectors is given by
|yα〉 7→
∑
λ∈(n,k)
sλ∨(yα|T )
e(yα)
sλ(x|t) .
To see that these are the idempotents given by the expression (6.10) we use
(5.25) with z = −yα∗ and the Cauchy identity (5.5). As the set of idempotents is
complete, VFn =
⊕
α F|yα〉, this fixes the isomorphism uniquely. 
The following identifies the coefficients (3.33) and (3.34) of the transfer matrices
as the Givental-Kim generators in the presentation (1.1) of QH∗T (Grn,N ).
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Corollary 6.14. Let Pn ⊂ EndVn be the commutative Λ[q]-algebra generated by
the restriction of the operators {Hr}kr=1 and {Er}
n
r=1 to the subspace Vn. Then the
map ϕ : Pn → QH∗T (Grn,N) defined by
(6.11) ϕ(Ei) = (−1)
iai and ϕ(Hj) = bj
with i = 1, . . . , n, j = 1, . . . , k is an algebra isomorphism. In particular, S˜λ as
defined in (6.1) is mapped to the Schubert class σλ.
Proof. Recall the identity (2.29) on the subspace Vn,
(6.12)
(
n∑
i=0
xiEi
)(
k∑
j=0
xjHj
)
= (−1)nqxN +
N∏
r=1
(1− xTr) .
But expanding this polynomial identity with respect to the variable x we deduce
the defining relations (1.2) of I in the presentation (1.1). This result combined
with the fact that the eigenvalues (5.13), (5.15) separate points and that the Bethe
vectors form an eigenbasis then gives the canonical algebra isomorphism, since it
shows that the coordinate ring defined via (2.29) is just (1.1).
Because {|λ〉}λ∈Πn,k form a basis of Vn we can conclude that - according to
Lemma 6.2 (ii) - the operators {S˜λ}λ∈Πn,k are linearly independent and, thus,
span Pn. Since we have previously identified the matrix elements 〈ν|S˜λ|µ〉 =
〈ν|S˜λS˜µ|∅〉 = qdC
ν,d
λµ (T ) with the Gromov-Witten invariants for all λ, µ, ν ∈ Πn,k,
the image ϕ(S˜λ) must be the Schubert class σλ. 
The following presentations are due to Laksov [32, Examples 7.4 -6].
Corollary 6.15 (Laksov). There exist isomorphisms such that
(6.13) QH∗T (Grn,N )
∼= Λ[q][h1, . . . , hk]/〈En+1, . . . , EN−1, EN + (−1)
kq〉
with Er =
∑r
s=0(−1)
shr−s(T1, . . . , TN ) det(h1+a−b)1≤a,b≤r and
(6.14) QH∗T (Grn,N )
∼= Λ[q][e1, . . . , en]/〈Hk+1, . . . , HN−1, HN + (−1)
nq〉
with Hj =
∑j
r=0(−1)
ses(T1, . . . , TN) det(e1+a−b)1≤a,b≤j−r.
Proof. Using the alternative form (5.26) of the Bethe ansatz equations (5.11) one
obtains by the same arguments as before that the coordinate ring defined by (5.26)
is equivalent to the presentation (1.1). This yields the presentation (6.14). The
presentation (6.13) then follows from level-rank duality. 
Laksov showed that his presentations are equivalent to the following alternative
descriptions of QH∗T (Grn,N ) due to Mihalcea [41].
Corollary 6.16 (Mihalcea). There exist canonical isomorphisms such that
(6.15) QH∗T (Grn,N)
∼= Λ[q][h˜1, . . . , h˜k]/〈e˜n+1, . . . , e˜N−1, e˜N + (−1)
kq〉
and
(6.16) QH∗T (Grn,N )
∼= Λ[q][e˜1, . . . , e˜n]/〈h˜k+1, . . . , h˜N−1, h˜N + (−1)
nq〉
where e˜r = det(h1+j−i(x|τ
1−jt))1≤i,j≤r and h˜r = det(e1+j−i(x|τ
j−1t))1≤i,j≤r .
Thus, we arrive at the following identification of the coefficients (4.9), (4.17) of
the transfer matrices with respect to factorial powers.
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Corollary 6.17. The maps Pn → QH∗T (Grn,N ) defined by H˜j,n 7→ h˜j and E˜i,n 7→
e˜i with respect to the presentations (6.15), (6.16) are both algebra isomorphisms.
In particular, H˜1,n can be identified with the equivariant first Chern class of the nth
exterior power of the tautological n-plane bundle of the Grassmannian.
6.3. The nil-Coxeter algebra and the quantum product. We first focus on
the simplest case H˜1 = H1 + tn+1 + · · ·+ tN .
Corollary 6.18. We have the following modified Leibniz rule for the first Chern
class,
(6.17) δ∨j H˜1 = (sjH˜1)δ
∨
j + (∂jH˜1) + (δjn − δjN )rˆj
where the δ’s in the last term denote the Kronecker delta. So, in particular we
obtain for the equivariant quantum Pieri formula,
δ∨j ( ⊛ µ) = sj(⊛ δ
∨
j µ) + ∂j(⊛ µ) + (δjn − δjN )rˆjµ .
Remark 6.19. In contrast, Peterson states the following relation between quantum
product and the action of the affine nil-Coxeter algebra for any two Schubert classes
σ, σ′ [46, Prop 14.4]
(∂jσ) ∗ σ
′ = ∂j (σ ∗ (sjσ
′)) + σ ∗ (∂jσ
′)
Proposition 6.20. Fix λ ∈ Πn,k. If there exists a 1 ≤ j ≤ N such that the coeffi-
cients in (6.1) are invariant under exchanging tj , tj+1, then we have the following
Leibniz rule for quantum multiplication,
(6.18) δ∨j (λ⊛ µ) = sj(λ⊛ δ
∨
j µ) + ∂j(λ⊛ µ),
which directly relates Peterson’s nil-Coxeter algebra action on Schubert classes to
the product in QH∗T (Grn,N ).
Proof. Since it follows from (2.3) that rˆjE = (sjE)rˆj we must have rˆjEµ =
(sjEµ)rˆj with Eµ = Eµ1 · · ·Eµk for all µi = 1, . . . , n. Hence, exploiting the defini-
tion (6.2) it follows that rˆjSλ = (sjSλ)rˆj . This implies via (6.1)
δ∨j S˜λ = (sjS˜λ)δ
∨
j +
∑
µ⊆λ
(cµ − (sjcµ))(sjSµ)δ
∨
j +
∑
µ⊆λ
cµ(∂jSµ)
= (sjS˜λ)δ
∨
j + (∂j S˜λ) +
∑
µ⊆λ
(cµ − (sjcµ))(sjSµ)δ
∨
j −
∑
µ⊆λ
(∂jcµ)(sjSµ)
= (sjS˜λ)δ
∨
j + (∂j S˜λ)−
∑
µ⊆λ
(∂jcµ)(sjSµ)rˆj(6.19)
where cµ are the coefficients in (6.1) and we used once more that rˆj = 1 − (tj −
tj+1)δ
∨
j . Under the stated assumptions we have that ∂jcµ = 0 and the relation
simplifies to
δ∨j S˜λ = (sjS˜λ)δ
∨
j + (∂jS˜λ) .
Applying both sides of this identity to a basis vector |µ〉 and using the definition
(6.5), the assertion follows. 
Example 6.21. Consider once more QH∗T (Gr2,4) and set λ = (2, 1) and µ = (2, 2).
Employing sj∂j = ∂j we can rewrite (6.18) as
(λ⊛ δ∨j µ) = sjδ
∨
j (λ⊛ µ)− ∂j(λ⊛ µ)
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which allows us to compute the product λ ⊛ δ∨j µ in terms of λ ⊛ µ by using the
actions (3.2) and (3.12) of the nil-Coxeter algebra. For the case at hand, we have
δ∨2 µ = (2, 1), so we can calculate the product of the Schubert classes (2, 1)⊛ (2, 1)
in terms of the product expansion
(2, 1)⊛ (2, 2) = T14T13T24 (2, 2)+q (2, 1)+qT13 (2, 0)+qT24 (1, 1)+qT13T24 (1, 0) ,
where Tij := Ti − Tj. The latter can be obtained by alternative means such as the
known recursion relations for Gromov-Witten invariants. Converting each partition
occurring in the product expansion into the associated 01-word we now easily find
s2δ
∨
2 (λ⊛ µ) = T14T12T34 (2, 1) + qT12T34 (0, 0)
all other terms vanish. Noting that −∂2 = T
−1
23 (1 − s2) we have in addition the
terms
−∂2(λ⊛ µ) = T14
T13T24−T12T34
T23
(2, 2) + q (2, 0) + q (1, 1) + q T13T24−T12T34T23 (1, 0)
= T 214 (2, 2) + q (2, 0) + q (1, 1) + qT14 (1, 0) .
Therefore, after collecting terms we find the product expansion
(2, 1)⊛(2, 1) = T 214 (2, 2)+T14T12T34 (2, 1)+q (2, 0)+q (1, 1)+qT14 (1, 0)+qT12T34 (0, 0)
which can be verified via the recursion relations.
6.4. Frobenius structures & partition functions. We are now ready to prove
that the partition functions of the vicious and osculating walker models are gen-
erating functions for equivariant Gromov-Witten invariants. In fact, the partition
functions have a natural interpretation when looking at the quantum cohomology
ring as a Frobenius algebra.
Proposition 6.22. The Jacobi algebra J ∼= QH∗T (Grn,N)⊗ F with bilinear form
(6.20) 〈sλ|sµ〉 =
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)
e(yα)
, yα = {yi}i∈I(α)
is a commutative Frobenius algebra.
Proof. The bilinear form is non-degenerate and obeys
〈sλ|sµsν〉 =
∑
ρ∈(n,k)
Cρ,dµν (T )
∑
α∈(n,k)
sλ(yα|t)sρ(yα|t)
e(yα)
=
∑
α,β∈(n,k)
sλ(yα|t)sµ(yβ |t)sν(yβ |t)
e(yβ)e(yα)
∑
ρ∈(n,k)
sρ∨(yβ |T )sρ(yα|t)
=
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)sν(yα|t)
e(yα)
The last result is clearly invariant under permutations of (λ, µ, ν), so we can con-
clude that 〈sλ|sµsν〉 = 〈sλsµ|sν〉 as required. 
Lemma 6.23. The image of a Schubert class sλ under the Frobenius coproduct
∆n,k : J→ J⊗ J is given by
(6.21) ∆n,ksλ =
∑
µ∈(n,k)
d≥0
qdsλ/d/µ ⊗ sµ,
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where sλ/d/µ is a generalised factorial skew Schur function,
(6.22) sλ/d/µ(x|t) =
∑
ν∈(n,k)
Cλ
∨,d
µ∨ν∨(t)sν(x|t)
with the coefficients Cλ
∨,d
µ∨ν∨(t) given via (6.6).
Proof. Let Φ : J → J∗ denote the Frobenius isomorphism given by sλ 7→ 〈sλ| · 〉
and m : J× J→ J the multiplication map. Then
m∗ ◦ Φ(sλ)(sµ ⊗ sν) = 〈sλ|sµsν〉 =
∑
α∈(n,k)
sλ(yα|t)sµ(yα|t)sν(yα|t)
e(yα)
as we saw earlier. Since this result must match
[(Φ⊗ Φ)∆sλ](sµ ⊗ sν) =
∑
ρ∈(n,k)
d≥0
qd〈sλ/d/ρ|sµ〉〈sρ|sν〉
one arrives at the stated definition of sλ/d/ρ and the claimed identity for the co-
product. 
Remark 6.24. For Ti = 0 the function (6.22) specialises to Postnikov’s toric Schur
function. For Ti 6= 0 it is a nontrivial equivariant generalisation.
Proposition 6.25. The partition functions of the osculating and vicious walker
models are related to the coproduct of QH∗T (Grn,N ) seen as Frobenius algebra,
Z˜λ,µ(x|t) =
∑
d≥0
qdsλ∨/d/µ∨(x|T ),(6.23)
Z˜ ′λ,µ(x|t) =
∑
d≥0
qdsλ∗/d/µ∗(x| − t),(6.24)
where the right hand side of the above identities are the generalised factorial skew
Schur functions defined in (6.22).
Proof. Note that proving the two assertions amounts to proving the expansions
(6.25) Z˜λ,µ(x|t) =
∑
ν∈(n,k)
d≥0
qdCλ,dµν (T )sν∨(x|T )
and
(6.26) Z˜ ′λ,µ(x|t) =
∑
ν∈(n,k)
d≥0
qdCλ,dµν (T )sν∗(x| − t) .
Let us prove the second identity. First we recall from (4.2), (4.8) that Z˜ ′λ,µ(x|t) =
(x1 · · ·xk)
n〈λ|E(x−11 ) · · ·E(x
−1
k )|µ〉. Employing the result (5.15) from the Bethe
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ansatz and the Cauchy identity (5.5) for factorial Schur functions we find,
Z˜ ′λ,µ(x|t) =
∑
α∈(n,k)
(x1 · · ·xk)
n〈λ|E(x−11 ) · · ·E(x
−1
k )|yα〉〈yα|µ〉
=
∑
α∈(n,k)
sµ(yα|t)sλ∨(yα|T )
e(yα)
k∏
i=1
n∏
j=1
(xi + yj(α))
=
∑
ν∈(n,k)
∑
α∈(n,k)
sµ(yα|t)sλ∨(yα|T )
e(yα)
sν(yα|t)sν∗(x| − t)
=
∑
ν∈(n,k)
Cλ,dµν (T )sν∗(x| − t)
The identity for the vicious walker model now follows from level-rank duality (2.33)
and (6.7),
Z˜ ′λ,µ(x|t) = (x1 · · ·xk)
n〈λ|E(x−11 |t) · · ·E(x
−1
k |t)|µ〉
= (x1 · · ·xk)
n〈λ′|H(x−11 | − T ) · · ·H(x
−1
k | − T )|µ
′〉 = Z˜ ′λ′,µ′(x| − T ) .

We can restate the last result in operator form; compare with (5.5).
Corollary 6.26 (noncommutative Cauchy identities). We have the identities
(6.27) Z˜n =
∑
α
(x|T )α ⊗ H˜α∨ =
∑
λ∈Πn,k
sλ∨(x|T )⊗ S˜λ .
Here the first sum runs over all compositions α = (α1, . . . , αn) with αi ≤ k and
α∨ = (k − α1, . . . , k − αn). The analogous identities are true for Z˜ ′k.
Proof. The first identity is a direct consequence of the definition of the partition
function and (4.9), the second follows from the last proposition - see (6.25) - and
(6.6). 
So far we have concentrated on the expansions of the partition functions into
factorial Schur functions. The first expansion in (6.27) is also related to products
in the quantum cohomology ring.
Corollary 6.27 (equivariant quantum Kostka numbers). Let h˜r and e˜r be the
generators in Mihalcea’s presentation (6.15) and (6.16). The coefficients in the
product expansions
h˜α ∗ sµ =
∑
λ∈Πn,k
qdKλ/d/µ,α(T ) sλ(6.28)
e˜α ∗ sµ =
∑
λ∈Πn,k
qdKλ′/d/µ′,α(T ) sλ′(6.29)
are given by the coefficients of the following polynomials in q
(6.30) 〈λ|H˜α|µ〉 = 〈λ
′|E˜α|µ
′〉 =
∑
d≥0
qdKλ/d/µ,α(T ) .
Using the determinant formulae (6.4) the last result provides a method to com-
pute Gromov-Witten invariants. However, we believe the following algorithm to be
simpler.
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Figure 6.3. Shown are the two possible vicious paths which con-
nect the 01-words for µ = (2, 1) and λ = (1, 1).
6.5. A determinant formula for Gromov-Witten invariants. We can use the
expansions (6.25), (6.26) to state a determinant formula for equivariant Gromov-
Witten invariants in terms of the partition function of vicious and osculating walk-
ers. We recall the following theorem due to Molev and Sagan [44, Thm 2.1].
Theorem 6.28 (Vanishing Theorem). Let λ, µ be partitions with ℓ(λ), ℓ(µ) ≤ n
and set aµ = (aµ1+n, . . . , aµn+1). Then
(6.31) sλ(aµ|a) =
{ ∏
(i,j)∈λ(aλi+n+1−i − an−λ′j+j), λ = µ
0, λ * µ
,
where λ′ is the conjugate partition of λ.
Corollary 6.29. Given λ, µ, ν ∈ Πn,k with |λ| + |µ| − |ν| = dN let γ(ν) =
(sβ(Tα|T ))∅≤α,β≤ν with respect to the dominance order of partitions. Denote by
Γ(ν) the matrix which is obtained by replacing the first column vector in γ(ν) with
(Z˜λ,µ(Tν |t), . . . , Z˜λ,µ(T∅|t))
t. Then we have the identity
(6.32) qdCλ,dµν∨(T ) =
det Γ(ν)∏
ρ⊆ν sρ(Tρ|T )
.
In particular, setting ν = ∅ this simplifies to
(6.33) qdCλ,dµ kn(T ) = Z˜λ,µ(tkn |t) .
Proof. It follows from the expansion (6.23) that
(6.34) Z˜λ,µ(Tν |t) =
∑
ρ⊆ν
qdCλ,dµρ∨(T ) sρ(Tν |T ) .
This defines a linear system of inhomogeneous equations for the Gromov-Witten
invariants Cλ,dµρ∨(T ) where ∅ ≤ ρ ≤ ν in the dominance order. Formula (6.32) is
then simply Cramer’s rule, qdCλ,dµρ∨(T ) = det Γ(ρ)/ det γ(ρ), upon noting that due
to (6.31) the determinant in denominator simplifies as γ(ρ) is triangular,
det γ(ρ) = det(sβ(Tα|T ))∅≤α,β≤ρ =
∏
α⊆ρ
sα(Tα|T ) .

Example 6.30. We use once more QH∗T (Gr2,4) as a simple example to demonstrate
how to compute Gromov-Witten invariants using (6.34). Recall from Figure 6.2 that
the partition function of the vicious walker model for λ = (2, 2) and µ = (2, 1) is
Z˜λ,µ(x1, x2|t) = (x1 − T4)(x2 − T3)(x2 − T4) + (x1 − T2)(x1 − T4)(x2 − T4) .
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Thus, starting from ν = ∅ in (6.34) we set x = T∅ to obtain
Cλ,0µ (2,2)(T ) = T13T14T24 .
For the next step we choose ν = (1, 0) and obtain the equation∣∣∣∣ Z˜λ,µ(T1,0|t) 1Z˜λ,µ(T0,0|t) 1
∣∣∣∣
s1,0(T1,0|T )
= −
T13T14T34 − T23T14T34 − C
λ,0
µ (2,2)(T )
T23
= T 214
Hence, we have recovered our previous result from Figure 6.1. Continuing in the
same manner with ν = (1, 1), (2, 0), (2, 1), (2, 2) one successively finds the remaining
invariants as
Cλ,0µ (1,1)(T ) = T14, C
λ,0
µ (2,0)(T ) = T14, C
λ,0
µ (1,0)(T ) = 1, C
λ,0
µ (0,0)(T ) = 0 .
We have deliberately chosen a simple example with d = 0 so that all results can be
easily checked by the reader using Knutson-Tao puzzles. However, our combinatorial
algorithm works also for q 6= 0; see Figure 6.3 which shows the path configurations
for Z˜(1,1),(2,1)(x1, x2|t) = q(x1 − T4) + q(x2 − T1). Thus, we find qC
(1,1),d=1
µ (2,2) (T ) =
Z˜(1,1),(2,1)(T2, T1|t) = q(T2 − T4).
Remark 6.31. During the writing up of this manuscript two works appeared on dif-
ferent combinatorial approaches to compute Gromov-Witten invariants. The work
[5] proves a conjecture of Knutson which states that puzzles for two-step flag vari-
eties describe the product of non-equivariant quantum cohomology for Grassmanni-
ans, while the work [2] describes a generalised rim-hook formula to compute equi-
variant Gromov-Witten invariants for Grassmannians. We hope to address how
these latter combinatorial approaches are related to formula (6.32) in future work.
6.6. Relation with Peterson’s basis. Based on Kostant and Kumar’s earlier
work [28] on the nil-Hecke ring, Dale Peterson constructed a special commutative
subalgebra to describe the equivariant Schubert calculus of the homology of the
affine Grassmannian of an algebraic group G and the quantum cohomology of the
partial flag variety G/P where P ⊆ B is a parabolic subgroup for a given Borel
subgroup B ⊂ G. For completeness we briefly recall its construction; see [46] and
[35] for details.
Let W be the finite Weyl group associated with G and Wˆ ∼=W ⋊Q∨ the affine
Weyl group where Q∨ is the finite coroot lattice. Let P be the corresponding finite
weight lattice and set S = Sym(P) to be the symmetric algebra and Frac(S) the
fraction field. Wˆ acts on P via the level-0 action, i.e. the affine Weyl reflection
acts by reflecting on the hyperplane defined by the negative highest root. Given
w ∈ Wˆ and a reduced decomposition w = sj1 · · · sjr into simple Weyl reflections
define Aw = Aj1 . . . Ajr where Aj = α
−1
j (1 − sj) with αj the jth simple root. The
Aj obey the nil-Coxeter relations. The level zero graded affine nil-Hecke ring H is
then given by H =
⊕
w∈Wˆ SAw with commutation relations
(6.35) Ajλ = (sjλ)Aj + (λ, α
∨
j ) .
Denote by P =ZH(S) the centralizer of S in H. Following the literature on this
subject we shall refer to this subalgebra as “Peterson algebra”. We will be using
the following results which are originally due to Peterson and have been proved in
[34, Lem 3.3 and Thm 4.4] [35, Thm 6.2 and Thm 10.16]
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The Peterson algebra P has a special basis {x : x ∈ Wˆ/W} which are the images
of equivariant Schubert classes under the isomorphism HT (GrG) ∼= P. Each coset
can be labelled in terms of a unique minimal length representative wˆx and the latter
form the set of Grassmannian affine permutations Wˆ−.
Theorem 6.32 (Peterson’s basis). There is an S-algebra isomorphism  : HT (GrG)→
ZH(S) such that
(6.36) (ξx) = Axmod J and (ξ) · ξ
′ = ξξ′
where J ⊂ H is the left ideal J =
∑
w∈W\{id}HAw and {ξx|x ∈ Wˆ/W} are the
T -equivariant Schubert classes. For each x the basis element x = (ξx) is uniquely
fixed by the two properties in (6.36).
Let Fun(Wˆ ,Frac(S)) be the Frac(S)-algebra of functions Wˆ → Frac(S) with
pointwise product. Recall that the torus T acts on GrG by pointwise conjugation.
Restricting a class to the T -fixed points gives an injective S-algebra homomorphism
φ : HT (GrG) → Fun(Wˆ ,S) where the image under φ are the functions which
satisfy the GKM conditions [21] [28], ξ(w) − ξ(rαw) ∈ αS for affine real roots α.
Henceforth, we will be identifying Schubert classes with their images under φ.
We have the following projection from the homology of the affine Grassmannian
to the cohomology of the partial flag variety [35, Thm 10.16]; for further details see
loc. cit. Let WP be the Weyl group of the parabolic subgroup and WˆP =WP ⋊Q∨P
its affinisation with Q∨P being the parabolic coroot lattice. Each affine Weyl group
element factorises as wˆ = wˆP wˆ
P , where wˆP ∈ WˆP and wˆP is a coset representative
in WˆP = WˆP /WP such that wˆ
P = wPwP τλ with wP ∈ WP , wP a minimal length
coset representative in W/WP and τλ a translation; compare with [35, Lem 10.1-5].
Let πP : Wˆ → Wˆ
P be the quotient map with πP (wˆ) = wˆ
P . The quotient map
has the properties that πP (W ) =W
P , πP (wτλ) = πP (w)πP (τλ) and πP (τλ+α) =
πP (τλ) for α ∈ Q∨P ; see [35, Prop 10.8]. The following theorem then states that the
quantum cohomology of the partial flag variety G/P can be described as a quotient
of the homology of the affine Grassmannian.
Theorem 6.33 ([46, 35, Thm 10.16]). Let JP be the ideal JP =
∑
x∈Wˆ−\WˆP Sξx.
Then the map ψP : HT (GrG)/JP → QH
∗
T (G/P ) defined by ξwπP (τλ) 7→ qηP (λ)σ
w
becomes an S-algebra isomorphism after the appropriate localisation, where ηP is
the natural projection Q∨ → Q∨/Q∨P and w ∈ W
P is a minimal length representa-
tive of coset in W/WP .
We now specialise to G = SLN , Wˆ = SˆN , W = SN and let P ⊂ SLN be the
subgroup which maps the subspace Cn ⊂ CN spanned by the first n-basis vectors
into itself. Then Peterson’s representation becomes the representation in terms
of divided difference operators (3.2), Aj = ∂j , and S can be identified with the
polynomial ring Λ of the equivariant parameters.
There is a bijection between partitions λ ∈ Πn,k and minimal length represen-
tatives of the cosets in SN/Sn × Sk: let wλ ∈ SN be the permutation defined by
wλ(i) = λn+1−i + i for i = 1, . . . , n and w
λ(i + n) = λ′k+1−i + i for i = 1, . . . , k.
After the projection onto QH∗T (G/P ) the Peterson basis elements can be labelled
by minimal length representatives and powers in the quantum parameter q. Given
wλ let wˆλ be the affine Grassmannian permutation with πP (wˆ
λ) = wλ.
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Proposition 6.34. Let Yα = e(yα)
−1|yα〉 be the renormalised Bethe vectors. Given
any λ, µ ∈ Πn,k we have the following relation between Peterson’s basis and the non-
commutative Schur polynomials (6.1),
(6.37) |λ〉⊛ |µ〉 =
∑
α∈Πn,k
sµ(yα|t) (S˜λYα) =
∑
α∈Πn,k
(jwˆλsµ(yα|t)) Yα .
Proof. From (5.31) it follows that we can identify the coefficients ξµ = {sµ(yα|t)}α∈Πn,k
of the Bethe vectors with a localised Schubert class. As we saw earlier, Lemma 6.2,
S˜λ acts on a Bethe vector by multiplying it with sλ(yα|t). From the above theorems
we know that the Peterson basis element jwˆλ also acts by multiplication with the
GKM class ξλ(yα) = sλ(yα|t). So, starting from (5.32) we obtain
S˜λ|µ〉 =
∑
α
sµ(yα|t)S˜λYα =
∑
α
sλ(yα|t)sµ(yα|t)Yα =
∑
α
(jwˆλsµ(yα|t))Yα .

Remark 6.35. Our construction has the following natural generalisation. Let
VP = Fun(WP ,Frac(S)) ⊗ ZWP . For any partial flag variety G/P we define a
set of commutative elements {Sw|w ∈ W
P } ⊂ EndVP by demanding that for any
u, v ∈ WP we have ∑
u∈WP
ξv(u)⊗ SwYu =
∑
u∈WP
(wξv(u))⊗ Yu
where {Yu|u ∈ WP } are the idempotents of a suitable extension of QH∗T (G/P )
over an algebraically closed field, ξv the GKM class corresponding to v and w the
projected Peterson basis element. Then the map
|v〉 :=
∑
u∈WP
ξv(u)⊗ Yu 7→ σv
provides an algebra isomorphism VP → QH∗T (G/P ) where the product in VP is
given by |w〉 ⊛ |v〉 = Sw|v〉. The open problem is to find an explicit description of
the operators {Sw|w ∈ WP } for partial flag varieties other than type A.
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