Abstract. This paper presents a simple and potentially empirically tractable model of the nominal term structure of interest rates in which the log-price kernel has an autoregressive drift process and a nonlinear GARCH volatility process. As a quadratic two-factor model, it provides two state variables in the squared-autoregressiveindependent-variable nominal term structure (SAINTS), and delivers an analytical approximation formula for the prices and yields-to-maturity of default-free bonds.
Introduction
Modeling the term structure of interest rates for fixed-income pricing models, according to Dai and Singleton (2003) , involves the determination of three key components: (i) the identity of the state vector; (ii) the law of conditional distribution of the state vector under the pricing measure; and (iii) the relationship between the short-term interest rate with the state vector. Furthermore they point out that these components should be specified to match market data by judiciously weighing the tradeoffs between the complexity of distribution for the state, data availability, and the tractability of the resulting model. At the same time, the evidence assembled in the empirical studies on the term structure of interest rates suggest that interest rate volatility is time varying and important improvements in the term structure model can be made by modeling volatility clustering in the dynamics of the interest rate.
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In addition, this literature also suggest that it is worthwhile to model a leverage effect in the volatility process which captures the negative correlation between interest rate and volatility.
An additional motivation for this paper can be found in a recent work by Christoffersen, Jacobs and Mimouni (2005) We thank George Constantinides, Youngho Eom and Ken Vetzal for comments and suggestions. However, we remain responsible for all possible errors and omissions.
1 A partial list of the empirical studies includes Brennan and Schwartz (1982) , Grossman, Melinio, and Shiller (1987) , Longstaff (1989 Longstaff ( , 1990 , and Chan, Karolyi, Longstaff, and Sanders (1992). Chapman and Pearson (2001) provide a critical survey on the empirical term structure literature.
(1993), an affine discrete-time option valuation model of Heston and Nandi (2000) , a non-affine discrete-time NGARCH model of Engle and Ng (1993) and a non-affine continuous-time stochastic-volatility model. The former two models have closed-form solutions while the latter two models do not have. They report that the non-affine models outperform the affine stochastic volatility model by approximately 15% in-and out-of-sample. The affine discrete-time model outperforms the affine continuous-time model by 10% in-sample and 6% out-of-sample. Finally the non-affine discrete-time slightly outperforms the non-affine continuous-time model. Based on their results, they suggest that [i] although differences in performances are not large, the relationship between discrete-time models and continuous-time models merits further investigation, and [ii] the distinction between affine and non-affine models is important and non-affine models deserve to be studied more extensively.
Motivated by the aforementioned considerations, we present a simple model of the nominal term structure of interest rates inspired by Constantinides (1992) . As a quadratic two-factor model, it provides two state variables in the squared-autoregressiveindependent-variable nominal term structure (SAINTS) as in the original model of Constantinides (1992) . Our simple model specifically incorporates considerations for data availability and model tractability. To achieve this objective, we establish a linkage between a discrete-time version of the model and its continuous-time counterparts. This is done in two steps. First, the discount factor is selected as a state variable of the model. Second, the logarithm of the discount factor is specified as an Autoregressive (AR) process with the conditional variance following a nonlinear, asymmetric Autoregressive Conditionally Heteroskedastic (NGARCH) process. This particular modeling strategy has several distinct advantages: [i] the process has been shown empirically to fit market data very well; [ii] it allows some tractability in deriving formula for the prices or yields-to-maturity (yields) of default-free bonds; [iii] the functional dependence of the short-rate on this state variable can be easily obtained from the established linkage between the discrete-time model and its continuous-time counterpart. In other words, the model tractability, which is obtained from the result that the discrete-time GARCH models are linked to bivariate diffusion processes as limiting cases, can be exploited to show that the short-term rate is linearly dependent on the logarithm of this state variable as a limiting result; [iv] in a simple case of constant conditional variance, the discrete-time term-structure model can be shown to reduce to the well-known Vasicek (1977) model; and finally [v] the comparison between the yield volatility of On-the-Run Treasuries with the volatility curve of our model indicates that it is important in the modeling process to take into account moments for volatility curves and yield curves.
The remainder of the paper is organized as follows. In Section 2 we review the GARCH process, its continuous-time version, and a rearranged discrete-time version. The prices or yields of default-free bonds are derived and the functional dependences of the short-term rate and yields on the logarithm of the discount factor are illustrated in Section 3. The importance of the selection of moments for volatility curves as well as yield curves is illustrated through typical patterns of yield and volatility curves in Section 4. Section 5 contains concluding remarks. Finally detailed proofs for the prices and yields formula are relegated to the Appendix.
The Model
Let m t be the nominal discount factor at time t. Let σ 2 t be the conditional variance of the logarithm of discount factor between t and t + ∆, where ∆ is the length of time steps. This conditional variance is known from the information set at time t. Let l t = ln m t + α, where α is the mean of the logarithm of the nominal discount factor. Suppose that l t and σ 2 t have the following processes over ∆:
where v t+∆ , conditional on information at time t, is a standard normal random variable and i.i.d means "identically and independently distributed as".
The state variable l t in (1) follows an AR(1) process, while the conditional variance σ 2 t in (2) follows a nonlinear asymmetric GARCH (NGARCH) process, that has been studied by Engle and Ng (1993) and Duan (1995) . Note that this model is quite similar to but differs in some subtle ways from the affine discrete-time GARCH models proposed by Heston and Nandi (2000) . More specifically, the Heston-Nandi model is designed specifically to produce closed-form option prices, while the specification in (1)- (2), like the Engle-Ng model, is designed foremost to provide a good fit to the interest-rate data.
The variance process, σ 2 t+∆ , and the logarithm of the nominal discount factor, ln m t+∆ , are assumed to be correlated, such that
Given β 2 > 0, the negative parameter γ captures the positive correlation between discount factor and volatility innovations. That is, γ controls the skewness or the asymmetry of the distribution of the discount factor. Furthermore, the third power term on σ t allows more variation over time in the leverage effect. This is likely to enhance the model's ability to fit the data to the extent that the leverage effect figures prominently in the term struture of interest rate. Thus our simple model accommodates two important stylized facts of interest-rate data: volatility clustering and leverage effect. Note that for γ = 0, the model simplifies to the popular GARCH model of Bollerslev (1986) .
Since v t+∆ and v 2 t+∆ − 1 are uncorrelated by construction, the variance equation can be rearranged in the following form:
) with 1 − θ measuring the persistence of the variance. As the observation interval, ∆, shrinks to zero, a corresponding continuous-time system is obtained as:
where (W (2), we obtain the following parameter restrictions:
Furthermore, if we impose a stationary restriction such that E[ l t+∆ ] = E[ l t ] on the mean equation (1), we obtain an additional parameter restriction, which is ρ > 0.
The continuous-time model in matrix form can be expressed as:
Next using Itô-Taylor formula, the Euler-Maruyama approximation scheme of the continuous-time version of (4) can be written as:
is an independent normal distribution with zero mean and variance ∆, i.e., N (0, ∆). Thus, another way of writing the equations in (1) and (2) is:
where
Zero-Coupon Bond Pricing and Yield-to-Maturity
It is well-known that the absence of arbitrage opportunities is characterized by the existence of an equivalent martingale measure Q, so that the time-t price of a defaultfree, zero-coupon bond maturing at time t + T , P t,T , is given by
By [i] partitioning the time interval [t, t + T ] into subintervals of equal size; [ii] utilizing the Euler-Maruyama scheme in (5) and (6) and the tree property of conditional expectations; [iii] employing the trapezoidal rule to approximate the definite integral in the exponential function; and finally [iv] letting a subinterval size shrink to zero, we have an analytical approximation formula for the nominal price at time t of a defaultfree, zero-coupon bond maturing at time t + T . The result is stated in the following theorem.
Theorem 1. If the yield factors follow the discrete stochastic differential equations in (5) and (6), the nominal price at time t of a default-free, zero-coupon bond maturing at time t + T , P t,T , is given by
In a simple case of constant conditional variance, σ 2 = β 0 /θ, its corresponding nominal price, P t,T , has the exact analytical formula of the following form:
Note that the nominal yield-to-maturity is defined as
From Theorem 1, the yield-to-maturity can be written in terms of state variables, l t and σ 2 t , as: y
where f (T ) and g(T ) are defined in (9) .
As the time-to-maturity, T , tends to zero, the nominal (instantaneous) short rate is defined and calculated as
where the second equality is obtained by applying the L'Hopital's rule into functions such as f (T )/T and g(T )/T . Thus, it follows as a simple computation using (4) that the dynamics for the nominal short rate can be written as a stochastic process
In a simple case of constant conditional variance, σ 2 = β 0 /θ, it becomes the wellknown Vasicek (1977) 
model and if the nominal price, P t,T −t , is represented by A(t, T )e −rtB(t,T )
, where ln(A(t, )/ρ, then A(t, T ) and B(t, T ) satisfy the following system of differential equations:
Similarly, as the time-to-maturity tends to infinity, the nominal long-term rate is defined as:
Note that it does not depend on the nominal short rate r t . Thus, combining the short rate with the long-term rate, the nominal yield to maturity can be rearranged as:
which implies that the yield-to-maturity is obtained by adjusting the long-term rate by the spread between the long-term rate and the short-term rate, the difference between the current and long-run variances (this is a new feature resulting from the GARCH effect on the variance equation), and the time to maturity. 
Substituting r t with α − l t in the equation (15), we have another form of (14) which is stated with its variance and kurtosis in the following theorem. 
)∆ and its variance and kurtosis per ∆ time period are
2 From (11) and (13), it is clear that it does not matter whether we choose l t or r t .
Note that the excess kurtosis of nominal yields to maturity is negative even when the logarithm of the nominal discount factor is specifeid as an AR(1)-NGARCH(1,1) process.
Yield and Volatility Curve of Yield-to-Maturity
In this section we illustrate the typical patterns of yield and volatility curves of the nominal yield-to-maturity of AR(1) or AR(1)-NGARCH(1,1) process with the timeto-maturity and show the importance of moments for volatility curves as well as yield curves when we calibrate the model to match market data.
As we noted in (10) or (16), parameters affecting the shape of yield curves are the current volatility, σ t , the long-run variance, β 0 /θ, the AR(1) coefficient, ρ, the reproduced parameter from a stationary restriction on the conditional variance equation, θ, the current short-term yield, y (T ) t−∆ , the long-run short-term yield, E[ y (∆) ], and the longrun long-term spread, α. The left (right) panels of Figure 1 and Figure 3 present the yield curves for AR(1) (AR (1)-NGARCH(1,1) ) processes and the left panels of Figure 2 and Figure 4 depict the volatility curves of AR(1) processes, AR(1)-NGARCH(1,1) processes, and market data for the yield volatility of On-the-Run Treasuries in 1987 (See Exhibit 22-10 in Fabozzi (1993)). Finally, the right panels of Figure 2 and Figure 4 present the function, f (T ; ρ), which appears in both processes and the function, g(T ; ρ, θ), which appears only in the NGARCH processes. These panels illustrate the effects of the magnitude of function values in f (T ) and g(T ) on the volatility curve.
Since the random part in (16) at time t − ∆ can be written as
t−∆ ∆, the volatility of yield curve, which we call a volatility curve, is calculated as:
Figure 1a-1b, Figure 3a -3b, and Figure 2a and Figure 4a illustrate that although the yield curves are all upward-sloping, the volatility curves have different shapes depending on whether the corresponding model is an AR(1) process or an AR (1)-NGARCH(1,1) process. In addition they show that the yield curves retain their upward-sloping shape independent of the sign of a new innovation shock. However, Figure 1c -1d and Figure  2c illustrate that a yield curve can change its shape, provided that a new innovation shock is negative. Furthermore, Figure 1e -1f and Figure 2e show that although model parameter values are kept the same, except the parameter value of γ, the yield curves exhibit slightly different shapes. But volatility curves have even more strikingly different shapes. The AR(1)-NGARCH(1,1) process has a volatility curve. Recall that this process has been shown empirically to fit the observed volatility curve very well. Thus, we have demonstrated that the GARCH model for the conditional variance of interest rates is a necessary component of the model and it is important that we take into account of moments for the volatility curve as well as the yield curve when we calibrate the model to match the market data. Finally, Figure 3c-3d, Figure 3e -3f, and Figure  4c and 4e reproduce the results for the case of downward-sloping yield curves.
Conclusions
This paper presented a model of the nominal term structure of interest rates with a nonlinear GARCH conditional variance process. As a quadratic two-factor model, we showed that this model delivers an analytical approximation formula for the prices and yields-to-maturity of default-free bonds. Furthermore, the comparison between the yield volatility of On-the-Run Treasuries with the volatility curve of our model suggested that it is important in the modeling process to take account of moments for volatility curves as well as yield curves. Thus, as an avenue for future research, we will investigate which moments should be selected for a better fit of the model to observable market data.
Proof of Theorem 1:
By partitioning the interval [t, t + T ] into t 0 = t < t 1 < · · · < t n = t + T with t j = t + j∆ and ∆ = T n , we compute the conditional expectation of exp t+T t ln m s ds under the equivalent martingale measure Q. For simplicity, we denote l t j , σ t j , z t j , and E Q t j by l j , σ j , z j , and E j , respectively for j = 0, 1, . . . , n − 1 and assume that t = 0. The trapezoidal rule is employed to approximate the definite integral in the exponent function of (7)), so that the integral part can be written in terms of l t instead of ln m t t+T t ln m s ds ≈ −αT + ∆I n ,
It follows as an application of the tree property of conditional expectation that
To compute the conditional expectation of e ∆I n , it is necessary to represent l j in terms of random variables {z j } j=1,...,n and obtain as an application of induction arguments on AR(1) process that
. . , n, where ρ ∆ = 1 − ρ∆. A simple computation using the above formula yields the result that
for j = 2, . . . , n, and a n+1 = 1 2
. To compute the conditional expectations, we stated a well-known result in the following lemma.
Lemma 1. Suppose that ψ is a standard normal distribution, i.e., ψ ∼ N (0, 1). Then we have
E
Furthermore, the moment generating function of Q(ψ)
First, applying the first equation of Lemma 1 into the case a 1 σ n−1 z n in I n , we have
. . , n. Using the recursive formula in (6) with t = t n−2 , the random part in ln E n−1 [ e ∆I n ] at time t n−2 is written as
Second, applying (18) 
2 in I n−1,r with v n−1 and w n−1 and the tree property of conditional expectation, we have
As a subinterval size, ∆, shrinks, v n−1 is sufficiently small. Thus we can approximate ln(1 − 2v n−1 ) by −2v n−1 and 1
2 n−1 , and then obtain
where the second approximation comes from approximating Similarly, using the recursive formula in (6) with t = t n−3 , the random part in ln E n−2 [ e ∆I n ] at time t n−3 is written as
is a standard normal distribution. Thus, we have a similar computation problem as in the case of t = t n−2 . That is, we have
Continuing this procedure, we have
To obtain the convergence result as n approaches +∞, we need several simple computations. Recall that the number e is defined as the limit of the sequence, i.e.,
which implies that for ∆ = T /n,
Applying this result to a sequence, we have the following lemma. 
Also, its partial sum is
In particular, if {a j } is given by
, where
2ρ − θ Also, we have
where c ρ = 1/2−1/(ρ∆), hence, lim n→∞ ∆c ρ = −1/ρ. Finally, a n+1 ∆ = (
)∆ has the limit
Substituting the relationship in (20) into (19) and rerranging terms give us the result that
Thus, as the observation interval approaches zero, the desired result (8) is obtained as a simple application of Lemma 2.
Also, by the linear property of the expectation operator and the i.i.d property of {z j }, it is easy to see that
In a simple case of constant conditional variance, σ 2 = β 0 /σ, the recursive formula of l j can be written as
. . , n, where ρ ∆ = 1 − ρ∆ and {ψ j = z j /∆} are i.i.d standard normals. Thus, we have a similar form for (17) as follows
Using the i.i.d property of {ψ j }, it is easy to obtain a similar form for (19) as follows
As the observation interval approaches zero, the limit results in Lemma 2 provides us the desired result.
Proof of Equation (15):
Recall that we have equation (10) with T = ∆:
Subtracting the above equation from (21), we have
which gives us the desired result in (15) .
Proof of Theorem 2:
Combining (11) with (12), we have
Substituting l t in this above equation by (15) and then plugging this result into (14) give us the desired result in (16) .
The random part in (16) at time t − ∆ can be written as 
A simple calculation provides us the desired result about the variance and kurtosis of nominal yields to maturity. 
