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ABSTRACT
Training in supervised deep learning is computationally demanding, and the convergence behavior is usu-
ally not fully understood. We introduce and study a second-order stochastic quasi-Gauss–Newton (SQGN)
optimization method that combines ideas from stochastic quasi-Newton methods, Gauss–Newton methods,
and variance reduction to address this problem. SQGN provides excellent accuracy without the need for ex-
perimenting with many hyper-parameter configurations, which is often computationally prohibitive given the
number of combinations and the cost of each training process. We discuss the implementation of SQGN with
TensorFlow, and we compare its convergence and computational performance to selected first-order methods
using the MNIST benchmark and a large-scale seismic tomography application from Earth science.
1 INTRODUCTION
Weight optimization is, next to architecture design, the primary
challenge in large-scale learning with deep neural networks,
and it requires large computational resources. The problem
combines four simultaneous challenges: large weight param-
eter dimension m, large data set dimension (number of labeled
samples n and size of each sample), non-convexity, and ill-
posedness. While higher-order methods are in common use
in the optimization community for subsets of these challenges,
modified first-order stochastic gradient descent methods using
backpropagation dominate in deep learning (see the extensive
review by Bottou et al. [4]). In this contribution, we revisit
what makes first-order approaches so popular and how second-
order methods can be applied in deep learning. We propose a
stochastic quasi-Gauss-Newton (SQGN) method, a variant of
stochastic quasi-Newton methods, as a particularly suitable ap-
proach, and we study its properties on a small (MNIST) and a
large deep learning problem (seismic imaging tomography [2]).
We show that SQGN can be applied to both problems with al-
most identical hyper-parameters.
The paper is structured as follows: In section 2, we revisit gra-
dient descent and Newton’s method and their application in the
stochastic setting. We then review more advanced Newton-type
methods in section 3, and we discuss their suitability for the
minimization of non-convex loss functions. Combining some
of these ideas, we develop the SQGN method in section 4, and
we discuss its implementation with TensorFlow [1] in section 5.
In section 6, we apply SQGN to two deep neural network train-
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ing problems and compare its convergence and computational
performance to that of selected first-order methods. The paper
concludes with a summary of our findings and an outlook on
future work.
2 GRADIENT DESCENT AND NEWTON’S
METHOD
In this paper, we consider the problem of minimizing the em-
pirical risk
f =
1
n
n∑
i=1
fi, (1)
where f1, . . . , fn : Rm → R. In the context of neural network
training, each function fi takes the form
fi(w) = L (hi(w), yi) , (2)
where hi(w) is the output of the network when presented with
the ith sample in the training data set using weights w ∈ Rm,
yi ∈ Rr is the corresponding label, and L is the loss function
used to compare hi(w) and yi. Throughout this paper, we follow
the notation of Bottou et al. [4] where possible.
Gradient descent methods are perhaps the most common meth-
ods for the minimization of (1) in deep learning. In their sim-
plest form, these methods use the iteration
wk+1 = wk − αk∇ f (wk), (3)
where the step sizes {αk} are chosen such that the iterates {wk}
converge to a local minimizer w∗ of f . Unfortunately, there is
no natural scale for appropriate step sizes as the optimal choice
depends on the scaling of f itself. The sensitivity of the it-
eration to the scaling of f can be avoided by using Newton’s
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method, which determines the new iterate by finding a mini-
mizer dk to the quadratic model
1
2
dT∇2 f (wk)d + ∇ f (wk)Td (4)
and setting wk+1 = wk+dk. For now, we assume that ∇2 f (wk) is
positive definite so that the minimizer dk exists and is the exact
solution of the linear system
∇2 f (wk)dk = −∇ f (wk). (5)
2.1 Newton’s method in the stochastic setting
Although Newton’s method addresses the problem of step size
selection, two separate difficulties arise when applying it in
the context of neural network training: First, for a non-convex
function f the Hessian ∇2 f (wk) can become indefinite, and
Newton’s method can converge to saddle points. Second, ac-
curate gradients and Hessians of f are often not available. For
now, let us focus on the second issue.
The computation of f , ∇ f , and ∇2 f requires evaluations of
the individual functions fi and their gradients and Hessians.
When n and m are large, these evaluations can be prohibitively
expensive. Instead, one may choose subsets or mini-batches
Sk,Tk ⊂ {1, . . . , n} and approximate f , ∇ f , and ∇2 f via
fSk =
1
|Sk |
∑
i∈Sk
fi, ∇ fSk =
1
|Sk |
∑
i∈Sk
∇ fi, (6)
and
∇2 fTk =
1
|Tk |
∑
i∈Tk
∇2 fi. (7)
For simplicity, we restrict ourselves to the case where Tk ⊂ Sk.
One optimizer iteration is then applied to fSk before a new
mini-batch is selected. In the case of gradient descent, this
strategy results in the well-established stochastic gradient de-
scent (SGD) method. Using mini-batches in Newton’s method
is more challenging, as it relies on the quadratic models (4): If
these models are constructed with noisy gradients and Hessians,
their minima may not converge to the minimum of the true loss
function f . While the introduction of a decaying learning rate
to the Newton updates can mitigate these difficulties, this some-
what conflicts with the idea of Newton’s method.
3 RELATED WORK
In this section, we review existing approaches to improve
the convergence of Newton-type methods in cases where f is
stochastic or non-convex (see also Bottou et al. [4]).
3.1 Regularization
Among the many techniques to address the issue of ill-
posedness and non-convexity, shifting the eigenvalues of ∇2 f
by some constant λ > 0 is perhaps the simplest and most fre-
quently used approach (see, e.g., [11, 20, 22, 15, 12]). If λ is
sufficiently large, the matrix ∇2 f + λI is positive definite and
can be used in place of the Hessian in the Newton update (5).
Note that if ∇2 f is positive semi-definite, any λ > 0 ensures
positive definiteness.
3.2 The Gauss–Newton method
For some loss functions, the semi-definite Gauss–Newton ap-
proximation can be used in place of the indefinite Hessian [4,
section 6.3]. The classical Gauss–Newton method assumes that
f = ` ◦ h, where
h : Rm → Rrn,w 7→

h1(w)
...
hn(w)
 (8)
are the concatenated network outputs and
`(h) =
1
n
(h − y)T (h − y) (9)
is the convex mean square error between h and the labels y. In
this case, the Gauss–Newton approximation takes the form
H =
2
n
JTh Jh ≈ ∇2 f , (10)
where Jh denotes the Jacobian of h with respect to the weights
w [14, section 2.4]. Note that H is positive semi-definite by
construction.
The Gauss–Newton approximation can be extended to other
functions f that take the form f = ` ◦ h for some convex
function `. In these cases, the Gauss–Newton approximation
is H = JTh ∇2h`Jh, where ∇2h` is the (positive semi-definite) Hes-
sian of ` with respect to the network output h. In particular, this
extension allows us to use the Gauss–Newton approximation
for the cross-entropy loss function (see [4, 24] and section 6.1).
For Gauss–Newton-type optimization in neural network train-
ing, the generalized Gauss–Newton operator H can be sampled
(see sections 2.1 and 5), or it can be approximated, e.g., using
Kronecker-factored [18] orH-matrix [7] approximations.
3.3 Line search and trust regions
Since the Newton update is computed based on a local model
of the loss function, a large step dk might lead to insufficient
decrease in the value of f . Line search methods probe f at
different points along the line wk + αdk to ensure sufficient de-
crease [14]. Trust region methods define a neighborhood Nk
of wk in which the local model can be trusted. The update
dk is then determined by constraining the minimization of the
model (4) to Nk, and the size of the trust region is adjusted
based on a comparison of the actual decrease in the loss func-
tion and the decrease predicted by the model [8, 14]. The re-
striction dk ∈ Nk ensures that that the update is well-defined
even if the Hessian ∇2 f (wk) is indefinite.
Line search methods and trust regions have been applied in neu-
ral network training (see, e.g., [22, 9]), but both approaches can
struggle in the stochastic case. In case of line search, suffi-
cient decrease in fSk does not guarantee sufficient decrease in
f . Similarly, replacing f with its stochastic approximation fSk
may affect the trustworthiness of a trust region model. When
applying line search or trust regions in a stochastic setting, it
may therefore be necessary to use large mini-batches [22] or
mini-batches of increasing size [9].
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3.4 Inexact Newton and quasi-Newton methods
Computation of the Newton update dk by direct solution of the
linear system (5) is often infeasible. Inexact Newton methods
instead approximate dk using iterative solvers such as the con-
jugate gradient method [14]. These methods rely on Hessian-
vector products, which can be computed without forming the
full Hessian (see section 5), and they have been successfully ap-
plied to machine learning problems [17, 19, 22]. Nonetheless,
even the approximate solution of (5) can result in considerable
computational cost for each Newton iteration.
Quasi-Newton methods avoid this cost by using approximations
Hk ≈ ∇2 f (wk) that are easily inverted. The classical LBFGS
method constructs Hk from weight updates sk = wk+1 − wk and
gradient differences
vk = ∇ f (wk+1) − ∇ f (wk) (11)
so that the inverse H−1k can be applied using simple vec-
tor operations with the pairs (sk−1, vk−1) (see, e.g., [14, 25]).
LBFGS was first extended to stochastic optimization problems
by Schraudolph et al. [25]. More recently, Byrd et al. used
sampled Hessian-vector products vk = ∇2 fTk (wk)sk instead of
the gradient differences (11) to improve the convergence of
LBFGS for stochastic problems. This approach was further
extended to include variance reduction [20] (see below) and
ideas from randomized linear algebra [22, 11]. In this paper
we present SQGN, a stochastic LBFGS-type method that uses
Gauss–Newton matrix-vector products vk = JThTk∇
2
h`JhTk sk in-
stead of Hessian-vector products to ensure the positive (semi-
)definiteness of the approximations Hk to the Hessian for non-
convex f .
3.5 Variance reduction
In order to make SGD more resilient to stochasticity, Johnson
and Zhang [13] proposed the use of stochastic variance-reduced
gradients (SVRG) of the form
gk = ∇ fSk (wk) − ∇ fSk (w˜) + ∇ f (w˜) ≈ ∇ f (wk), (12)
where full gradients ∇ f (w˜) are evaluated at certain intervals
to improve upon the gradient approximation ∇ fSk (wk) in each
iteration. Combining SVRG with line search or trust region
methods is difficult, as gk may not be a direction of descent for
the sampled loss function fSk , or it may not produce a good
quadratic model for fSk . Nonetheless, SVRG can be used with
quasi-Newton methods which do not use line search or trust
regions [20].
4 A STOCHASTIC QUASI-GAUSS–NEWTON
METHOD
In this section, we present a stochastic quasi-Gauss–Newton
(SQGN) method that combines ideas from Gauss–Newton
methods, stochastic quasi-Newton methods, and SVRG (see
section 3). This combination makes SQGN similar to the
method proposed by Moritz et al. [20], but it uses the Gauss–
Newton approximation instead of the Hessian. Bottou et al.
pointed out this approach as a way of applying stochastic quasi-
Newton methods to non-convex problems [4, section 6.2.2].
Here, we show one such algorithm in detail before we dis-
cuss its implementation, convergence, and computational per-
formance for a benchmark problem and an industrial applica-
tion in later sections.
Algorithm 1 describes the SQGN method step by step: Every
K iterations, the gradient µ of the full loss function is eval-
uated and stored along with the current weights w˜ (lines 3
to 6). In each iteration, we select a mini-batch Sk (line 7) and
compute the sampled gradients ∇ fSk (wk) and ∇ fSk (w˜) which
in turn are used to compute a variance-reduced gradient gk
(line 8). We then determine the Newton step dk using the stan-
dard LBFGS procedure (line 9), which can be implemented ef-
ficiently using two loops over the history C of curvature pairs
(see, e.g., [14, 25]). After the Newton step is scaled by a learn-
ing rate (lines 10 to 15), it is applied to the weights (line 16). Fi-
nally, we compute a new curvature pair (sk, vk) using the Gauss–
Newton operator (line 19) every M iterations, and we upate the
history of curvature pairs (lines 20 to 23).
Algorithm 1 Stochastic quasi-Gauss–Newton method
1: C ← ∅
2: for k = 0, 1, . . . do
3: if k ≡ 0 (mod K) then
4: µ← ∇ f (wk)
5: w˜← wk
6: end if
7: Select mini-batch Sk ⊂ {1, . . . , n}.
8: gk = ∇ fSk (wk) − ∇ fSk (w˜) + µ
9: Compute LBFGS direction dk from the curvature
history C (cf. lines 20-23 and [25, algorithm 3]).
10: if k = 0 then
11: . Start with a small first step (cf. [25]).
12: sk = 10−7dk
13: else
14: sk = αdk
15: end if
16: wk+1 = wk + sk
17: if k ≡ 0 (mod M) then
18: Select mini-batch Tk ⊂ Sk.
19: vk = JThTk
∇2h`JhTk sk
20: C ← C ∪ {(sk, vk)}
21: if |C| > L then
22: Remove oldest curvature pair from C.
23: end if
24: end if
25: end for
Note that Algorithm 1 uses two approximations to the Hessian
of f : the LBFGS approximation that is based on the history
C of curvature pairs, and the Gauss–Newton approximation
JThTk
∇2h`JhTk for the computation of the curvature pairs them-
selves.
5 IMPLEMENTATION
In the following, we describe a way of implementing the action
of the Gauss–Newton operator using automatic differentiation
(AD) [5]. The implementation uses the identity
∇(gTv) = JTg v, (13)
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where Jg denotes the Jacobian of g, and v is a constant vector.
Equation (13) allows us to compute the action of the transposed
Jacobian of g using only the gradient of a scalar function, which
is easily computed with libraries such as TensorFlow. If we
set g = ∇ f in Equation (13), we have JTg = ∇2 f , and hence
we can compute Hessian-vector products as gradients of scalar
functions as well (cf. [4, example 6.1]).
In order to compute the action of the Gauss–Newton opera-
tor JTh ∇2h`Jh, we use the procedure in Algorithm 2, which re-
lies heavily on the identity (13) and on a technique to com-
pute Jacobian-vector products with AD that was pointed out
by Townsend [27]. Algorithm 2 allows the application of the
Gauss–Newton operator using three passes of reverse mode
AD or backpropagation. This distinguishes our approach from
other techniques that use both forward mode and backward
mode AD [23, 24, 12]. Our backpropagation-only approach
is implemented more easily with libraries like TensorFlow, as it
only requires gradients of scalar-valued functions. The compu-
tational performance of this approach depends on internal op-
timizations of the AD library. In particular, the library must
realize that
ϕ˜(v) = ∇u(ϕTv) = (JTh )Tv = Jhv (14)
in Algorithm 2 only has artificial dependencies to u and ϕ(u) =
JTh u, as the final result Jhv does not depend on either of them.
3
Finally, note that the second backpropagation pass, i.e., the
evaluation of ϕ(z) = ∇2h`z, does not require backpropagation
through the neural network, as the Hessian is taken with respect
to the network output h.
Our Python and TensorFlow-based SQGN implementation is
available as open source software [26].
Algorithm 2 Computation of the action of the Gauss–Newton
operator using backpropagation
1: Let ϕ : Rrn → Rm, u 7→ ∇w(hTu) and observe that ϕ(u) =
JTh u according to Equation (13).
2: Let ψ : Rrn → Rrn, z 7→ ∇h(∇`T z) and observe that ψ(z) =
∇2`z according to Equation (13).
3: Let ϕ˜ : Rm → Rrn, v 7→ ∇u(ϕTv) and observe that ϕ˜(v) =
(JTh )
Tv = Jhv (cf. [27]).
4: Compute JTh ∇2`Jhv = ϕ(ψ(ϕ˜(v)) using three passes of
backpropagation.
6 NUMERICAL EXPERIMENTS
In this section, we evaluate the convergence behavior and
computational performance of SQGN using two vastly dif-
ferent example problems: the well-understood small MNIST
benchmark [16] and a large-scale industrial seismic tomogra-
phy application. For both problems, we compare the conver-
gence and computational performance of SQGN against that of
Adam [15]. For reference, we also show results with a standard
SGD method and with SVRG for selected configurations.
3In a discussion (see https://github.com/HIPS/
autograd/pull/175), Townsend and Johnson argue that in
this case the cost of computing Jhv = ϕ˜(v) via reverse mode AD is
equivalent to that of computing Jhv = ∂vh as a directional derivative
using forward mode AD (see [23, 24, 12]).
All experiments were performed using a machine with two In-
tel Xeon Silver 4110 CPUs, 256 GB of memory, and a 16 GB
PCIe NVIDIA V100 GPU (model no. 900-2G500-0000-000).
The experiments were repeated five times to account for the
stochasticity in the optimization process and spurious variations
in system performance.
6.1 MNIST
The MNIST data set is a collection of images of handwrit-
ten digits [16]. We use the default splitting of the data set
into 60,000 images for training and 10,000 images for test-
ing. In order to solve this image classification problem, we
use a neural network with three convolutional layers and one
dense layer. Each convolutional layer is followed by a ReLU
activation function and max pooling, while the dense layer is
followed by a softmax activation function and a cross-entropy
loss function. The total number of trainable weights is 1,962,
and the weights are initialized using uniform Glorot initializa-
tion [10].
6.1.1 Baseline experiment
The first experiment compares the convergence of SGD, SVRG,
Adam, and SQGN using the hyper-parameters below. We use
these results as a reference for later experiments in which we
investigate the effect of individual hyper-parameters in greater
detail.
For the baseline experiment, we train the neural network for
100 epochs. In each epoch, the optimizer performs 60 itera-
tions using mini-batches of size |Sk | = |Tk | = 1,000 to sample
the loss function, its gradient, and the Gauss–Newton opera-
tor. We still define an epoch as a sequence of 60 optimizer
iterations when additional gradients are computed for variance
reduction. Hence, an epoch does not always correspond to a
single pass over the training data, and we account for this by
showing the average elapsed time per optimizer iteration along
with the convergence results. For SGD, SVRG, and Adam, we
use a learning rate of α = 10−2, the optimal learning rate from
the set {1, 10−1, 10−2, 10−3} for all three methods. For SQGN,
we use a learning rate of α = 10−1, which is close to, but more
conservative than the natural rate of α = 1 for non-stochastic
Newton-type methods. The interval for Gauss–Newton oper-
ator evaluations is M = 1, and the history length is L = 20
(see Algorithm 1). The regularization parameter is λ = 10−1.
SVRG-like variance reduction is used within SQGN, and full
gradients are evaluated every K = 10 iterations.
Table 1 and Figure 1 show the results of the baseline experi-
ment. After 100 epochs, SQGN achieves the lowest loss value
and the highest accuracy, followed closely by Adam. In com-
parison, SGD and SVRG yield higher losses and lower accu-
racies after 100 epochs, although both methods will eventually
reach accuracies of over 97% if the number of epochs is in-
creased. We acknowledge that the use of momentum or de-
caying learning rates can improve the convergence of SGD and
SVRG and that such methods can be competitive with and in
some cases preferable to Adam [29]. Nonetheless, we focus
on Adam as a reference for our evaluation of SQGN, and our
main reason for showing results with SGD and SVRG is to il-
lustrate that the rapid convergence of SQGN seen in Figure 1
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cannot simply be attributed to the occasional evaluation of full
gradients for variance reduction.
Table 1: Final cross-entropy testing loss, classification accu-
racy, and average time per iteration for the MNIST baseline
experiment after 100 epochs with different optimizers. The re-
ported losses, accuracies, and times are averaged over five rep-
etitions of the experiment.
Method Loss Accuracy Avg. time/iter.
SGD 14.1 · 10−2 95.5% 7 ms
SVRG 14.7 · 10−2 95.3% 39 ms
Adam 8.8 · 10−2 97.3% 7 ms
SQGN 8.2 · 10−2 97.8% 57 ms
Table 1 also shows the average elapsed time per iteration for
the different optimizers. These times include the optimizer it-
eration itself and the transfer of training data to GPU memory.
The average is taken over all 6,000 iterations from 100 epochs.
For optimizers with variance reduction, the times include the
cost of occasional full gradient evaluations. We see that the per-
iteration cost of SGD and Adam, both gradient descent methods
without variance reduction, is significantly lower than the per-
iteration cost for SVRG and SQGN. Furthermore, SQGN is the
more expensive of the two methods with variance reduction.
This is expected, as the SQGN algorithm is significantly more
complex than SVRG.
The high per-iteration cost of SQGN is balanced to some degree
by its convergence behavior: After 25 epochs, SQGN achieves
an average accuracy of 97.7%, which is already higher than
the accuracies achieved with any of the three first-order meth-
ods after 100 epochs (cf. Table 1). Once the accuracy becomes
stationary after about 50 SQGN iterations, the testing error in-
creases again in some cases (see Figure 1). We interpret this as
an overfitting of the neural network to the training data.
While SQGN always achieves high accuracies of more than
97% when it converges, the method sometimes gets stuck at
accuracies of around 10% or becomes unstable in early itera-
tions. This behavior only occurred in about 3% of our experi-
ments, and it is easily detected after a few epochs. Hence, we
simply restarted the training procedure when SQGN got stuck.
Stability could perhaps be improved by taking more careful ini-
tial steps until a sufficient approximation to the Gauss–Newton
operator has been constructed (see [6]). It is worth mentioning
that SGD also gets stuck at around 10% accuracy in some cases.
Thus, simply falling back to SGD in early SQGN iterations may
not substantially improve stability.
6.1.2 Influence of the learning rate
The baseline experiment is repeated using diffent learning rates
for both Adam and SQGN. Table 2 shows the testing loss and
accuracy after 100 epochs. We see that the Adam optimizer
fails if a large learning rate of α = 10−1 is used. In comparison,
SQGN is less sensitive to the choice of α. When the learn-
ing rate is lowered to α = 10−3, both methods converge more
slowly, resulting in higher losses and lower accuracies after 100
epochs.
Table 2: Convergence of SQGN and Adam for the MNIST
problem with different learning rates α. The reported cross-
entropy testing losses and classification accuracies are averaged
over five repetitions of the experiment.
Adam SQGN
α Loss Acc. Loss Acc.
10−1 230.3 · 10−2 11.1% 8.2 · 10−2 97.8%
10−2 8.8 · 10−2 97.3% 7.4 · 10−2 97.9%
10−3 9.9 · 10−2 96.9% 14.6 · 10−2 95.5%
6.1.3 Influence of the mini-batch sizes and the
Gauss–Newton operator evaluation interval
The baseline experiment is repeated using different mini-batch
sizes |Sk | and |Tk | and Gauss–Newton operator evaluation inter-
vals M. Table 3 shows the testing loss and accuracy after 100
epochs for SQGN and Adam. We see that SQGN achieves re-
sults similar to the baseline (first row) when the Gauss–Newton
operator is evaluated less frequently (M = 10, second row) or
with smaller mini-batches (|Tk | = 100, third row). Even if the
mini-batch size for gradient evaluations is reduced to |Sk | = 100
as well, SQGN’s performance does not deteriorate (fourth row).
We attribute this to the variance reduction within SQGN, as full
gradients are evaluated every K = 10 iterations regardless of
the mini-batch sizes.
In terms of computational performance, the results show that
the mini-batch size |Tk | for Gauss–Newton operator evaluations
has a limited impact, and that less frequent Gauss–Newton op-
erator evaluations or smaller mini-batch sizes |Sk | for gradient
computations offer greater improvements in performance.
6.1.4 Influence of variance reduction
When repeating the baseline experiment without SVRG-
like variance reduction and with otherwise identical hyper-
parameters, we observed that SQGN stagnates at higher loss
values and lower accuracies of around 95%. There are also
larger deviations in the achieved loss values and accuracies
when variance reduction is disabled. We conclude that variance
reduction is an integral part of the SQGN algorithm.
Without variance reduction, the average time per SQGN itera-
tion was 26 ms compared to 57 ms for the baseline experiment
with variance reduction. Hence, variance reduction accounts
for most of the computational cost of SQGN, and a careful
choice of the interval at which full gradients are evaluated can
help to improve SQGN’s computational performance.
6.2 Seismic tomography
As our second numerical example, we use a seismic tomogra-
phy problem with applications in hydrocarbon exploration and
other inverse problems in the geosciences [3]. In seismic to-
mography, the task is to predict a subsurface model using data
obtained from a seismic survey (see, e.g. [21]). A machine
learning-based approach to seismic tomography was described
by Araya-Polo et al. [2]. We use a convolutional neural network
(CNN) to predict velocity models, i.e., earth models focused on
a specific rock property, directly from seismic data. Each ve-
locity model is represented by an image of dimension 100×100
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Figure 1: Convergence behavior for the baseline MNIST experiment with SGD (top left), SVRG (top right), Adam (bottom
left), and SQGN (bottom right). Cross-entropy loss (blue) and classification accuracy (red) are plotted for five repetitions of the
experiment.
that represents the speed of sound at different locations in the
subsurface with a spacing of 15 meters (see Figure 3). For 960
such models, seismic surveys were simulated by propagating
waves originating from 31 sources and recording reflections at
256 surface locations for 300 time steps. The resulting seis-
mic data of dimension 31 × 256 × 300 per velocity model is
then passed to the neural network, which attempts to recover
the original models.
The CNN has four three-dimensional convolutional layers with
bias, each followed by a ReLU activation function and max
pooling. The output of the last convolutional layer is passed
into a dense layer, which is followed by a ReLU activation func-
tion and a mean square error loss function. The total number of
trainable weights is 10,951,700, and the weights are initialized
using uniform Glorot initialization [10]. Of the 960 pairs of
seismic data and velocity models, 800 are used to train the neu-
ral network, and the remaining 160 are used for testing. Mini-
batches of size |Sk | = |Tk | = 100 are used for training.
Table 4 and Figure 2 show the convergence behavior of Adam
and SQGN for the tomography problem. The results with
SQGN were obtained using the same hyper-parameters α =
10−1, M = 1, L = 20, and λ = 10−1 as for the MNIST prob-
lem in section 6.1.1. Hence, the results suggest that SQGN is
insensitive to the choice of these parameters. Full gradients for
variance reduction were evaluated once per epoch.
On average, the Adam optimizer with α = 10−2 and SQGN
achieve similar losses, but there is less variance in the results
obtained with SQGN. The variance in the results obtained with
Adam can be reduced by using a smaller learning rate at the
expense of slower convergence (see Table 4).
In Table 4 and Figure 2, we also report the mean structural sim-
ilarity (SSIM) index [28], where the mean is taken over all 160
velocity models in the testing data set. The SSIM index is a
measurement for the similarity of two images that is inspired
by the human visual system. The maximum SSIM index is
1.0, which implies that two images are identical. Our results
show that the CNN achieves higher mean SSIM scores when
it is trained with the Adam optimizer, even though the loss
values are similar or greater than those obtained with SQGN.
This is not a contradiction, since images with identical mean
square error can have very different SSIM indices. In partic-
ular, the SSIM score is more sensitive to noisy images [28],
and as Figure 3 shows, the predicted velocity models appear to
be noisier when the CNN is trained using SQGN. Nonetheless,
we do not consider the lower SSIM scores to be a weakness
of SQGN, as the minimization problem is posed in terms of
the mean square error, which SQGN reduces successfully. The
target geological feature in Figure 3 is the presence of salt (red
structures). This salt formation is better recovered in the predic-
tion by the SQGN-trained network. Furthermore, the prediction
by the Adam-trained network has clearly visible artifacts, e.g.,
above the top left of the salt formation.
DEEP NEURAL NETWORK LEARNING WITH SECOND-ORDER OPTIMIZERS – A PRACTICAL STUDY WITH A STOCHASTIC
QUASI-GAUSS–NEWTON METHOD 7
Table 3: Convergence and computational performance of SQGN and Adam for the MNIST problem with different mini-batch
sizes. |Sk | and |Tk | are the mini-batch sizes for evaluations of the gradient and the Gauss–Newton operator respectively. M is
the interval at which the Gauss–Newton operator is evaluated (see Algorithm 1). The reported cross-entropy testing losses and
classification accuracies are averaged over five repetitions of the experiment.
Adam SQGN
|Sk| |T k| M Loss Acc. Avg. time/iter. Loss Acc. Avg. time/iter.
1,000 1,000 1 8.8 · 10−2 97.3% 7 ms 8.2 · 10−2 97.8% 57 ms
1,000 1,000 10 " " " 8.2 · 10−2 97.6% 49 ms
1,000 100 1 " " " 7.7 · 10−2 97.7% 54 ms
100 100 1 17.8 · 10−2 94.5% 3 ms 7.9 · 10−2 97.5% 47 ms
For the tomography problem, the average per-iteration cost of
SQGN is 4.5 s, compared to 1.3 s for Adam. While the dif-
ference in computational performance is still significant, it is
less pronounced than for the MNIST problem in section 6.1.
We attribute this improvement to the lower cost of variance
reduction for the tomography problem: For the MNIST base-
line experiment in section 6.1.1, the ratio n/|Sk | of the to-
tal number of samples in the training data set to the mini-
batch size was greater than it is for the tomography problem
(n/|Sk | = 60,000/1,000 = 60 for the MNIST problem vs.
n/|Sk | = 800/100 = 8 here). Since we evaluated full gradi-
ents at similar intervals, the impact on the average per-iteration
cost is reduced.
Table 4: Final testing loss, mean SSIM index, and average time
per iteration for the tomography problem after 200 epochs with
different optimizers. The reported losses and SSIM indices are
averaged over five repetitions of the experiment.
Method Loss SSIM Time/iter.
Adam (α = 10−2) 8.7 · 108 0.75 1.3 s
Adam (α = 10−3) 10.0 · 108 0.73 "
SQGN 8.5 · 108 0.68 4.5 s
7 CONCLUSIONS AND FUTURE WORK
We presented a stochastic quasi-Gauss-Newton (SQGN)
method and applied to the problem of deep neural network
training. The method incorporates ideas from existing stochas-
tic quasi-Newton methods, and it uses the Gauss-Newton ap-
proximation to the Hessian to make it more suitable for non-
convex optimization problems. We discussed the implemen-
tation of the method with state-of-the art software frameworks
such as TensorFlow. We evaluated the convergence and compu-
tational performance of SQGN using two example problems of
different complexity: handwritten digit classification (MNIST)
and an industrial seismic imaging application. Our results show
that SQGN converges in both examples using almost identi-
cal hyper-parameters, achieving results comparable to or better
than those obtained with Adam. SQGN is robust with respect to
the choice of learning rate, mini-batch sizes, and other hyper-
parameters. We found that variance reduction is essential to en-
sure the convergence of SQGN to low loss function values. Fi-
nally, we identified optimizations that could make SQGN more
competitive with popular first-order methods in terms of com-
putational performance.
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Figure 2: Convergence behavior of Adam (α = 10−2, top) and
SQGN (bottom) for the tomography problem. Loss (blue) and
SSIM index (red) are plotted for five repetitions of the experi-
ment.
Future work may include an evaluation of SQGN with super-
sampled or randomly sampled Gauss-Newton operators, moti-
vated by successful applications of such techniques to stochas-
tic quasi-Newton methods [6, 17, 11]. SQGN can also be im-
plemented with multi-GPU support in order to evaluate its con-
vergence and performance for even larger problems.
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Figure 3: Example velocity model from the tomography prob-
lem, showing a salt body (red) in the subsurface. The figure
shows the reference model (left) and the corresponding models
predicted after training with Adam (center) and SQGN (right).
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