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 ABSTRACT 
 
The present technical report gathers the work development about basic experimental prototype 
data encryption layer 2 for Ethernet networks up to 1Gpbs (Gigabit Ethernet) done at W-onesys S.L 
company which is offered to submit as Master Thesis to obtain Official Masters on Electronic 
Engineering degree at UPC ETSETB University. 
 
This development is a R&D project and comes from a need of market in optical transmissions 
in which W-onesys is currently working in order to find a solutions for optical fiber safety data 
transmission, ciphering the data traffic for Ethernet networks level data link (encryption layer 2), 
which guarantee the confidentiality of data flow transfer, for this case, up to 1Gbps, using their 
commercial board calls OPTR2G5EXC-PM which has a FPGA of Lattice where system encryption 
design is implemented inside of FPGA.   
 
The content of this Master Thesis, covers the entire data process into the FPGA, implementing 
data link layer (MAC layer for Gigabit Ethernet) in order to receive and to transmit Ethernet frames 
and also the design of an encryption IP based AES algorithm compatible for operating modes 
ECB/CBC in order to execute ciphering and deciphering data contained in Ethernet frames as part of 
technical specifications of the product. 
 
The result of this research and development work about encryption system and Ethernet 
traffic, serves to provide a first functional version of encryption system, which is useful to know the 
main difficulties and implementation limits for this basic encryption system.  
 
This first prototype allow to start testing in real environments, and reach experience and 
conclusions about improvements which to have to take into account for developing the commercial 
encryption system in order to provide to OPTR2G5EXC-PM board security benefits for the optical 
transmission of an efficiently and competitively. In any case this work explains the real functionality 
about commercial product itself. 
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 RESUM 
  
La present memòria reuneix el treball realitzat en el desenvolupament d’un prototip 
experimental bàsic d’encriptació de dades a nivell 2 per a xarxes Ethernet a 1Gbps (Gigabit Ethernet) 
realitzat en la empresa W-onesys S.L. la qual s’ofereix com a presentació de la Tesis de Màster per 
l’obtenció del títol de Màster Oficial en Enginyeria Electrònica en la universitat ETSETB de la UPC. 
 
La tesis tracta d’un projecte I+D, i neix a partir d’unes necessitats en el mercat de les 
transmissions òptiques en la qual W-onesys S.L. tracta d’oferir una solució per les transmissions de 
dades de forma segura per fibra òptica, xifrant el tràfic de dades per xarxes Ethernet a nivell d’enllaç 
de dades (encriptació per hardware), lo que permet garantir la confidencialitat en el transport de dades, 
en aquest cas per fluxos fins a 1Gbps, fent servir la targeta comercial OPTR2G5EXC-PM, la qual 
disposa d’una FPGA de Lattice on s’implementa el sistema de encriptació. 
 
El contingut d’aquesta memòria inclou tot el procés que recorre la informació en el interior de 
la FPGA, implementant tant la capa de nivell d’enllaç de dades (capa MAC per Gigabit Ethernet) per 
la recepció i transmissió de trames, com també el disseny d’una IP de encriptació basada en 
l’algoritme AES compatible per els modes d’operació ECB/CBC, per realitzar la encriptació i 
desencriptació de les dades com a part de les especificacions tècniques del producte. 
 
El fruit d’aquest treball de investigació i desenvolupament sobre sistemes d’encriptació i tràfic 
Ethernet, serveix per disposar d’una primera versió funcional del sistema d’encriptació que ajuda a 
conèixer les principals dificultats i limitacions d’aquest sistema bàsic de funcionament.  
 
Amb aquest primer prototip es poder fer assajos en entorns més reals i extreure unes 
experiències i conclusions per poder dotar a la targeta OPTR2G5EXC-PM les prestacions de seguretat 
en la transmissió de dades en xarxes òptiques de forma eficient i competitiva. En cap cas, aquest 
treball detalla el funcionament del producte comercial en sí mateix. 
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 RESUMEN 
 
La presente memoria reúne el trabajo realizado en desarrollo de un prototipo experimental de 
encriptación de datos a nivel 2 para redes Ethernet a 1Gbps (Gigabit Ethernet) realizado en la empresa 
W-onesys S.L. la cual se ofrece como presentación a la Tesis de Máster para la obtención del título de 
Máster Oficial en Ingeniería Electrónica en la universidad ETSETB de la UPC.  
 
La tesis trata sobre un proyecto de I+D y nace a partir de una necesidad en el mercado en las 
transmisiones ópticas en la cual W-onesys S.L. trata de ofrecer una solución para la transmisión de 
datos de forma segura por fibra óptica, cifrando el tráfico de datos en redes Ethernet a nivel de enlace 
de datos (encriptación por hardware), permitiendo garantizar la confidencialidad en el transporte de 
datos, en este caso para flujos de hasta 1Gbps, utilizando la tarjeta comercial OPTR2G5EXC-PM, la 
cual dispone de una FPGA de Lattice en donde se implementa el sistema de encriptación.  
 
El desarrollo de esta tesis abarca todo el proceso que debe recorrer la información en el 
interior de la FPGA, implementando tanto la capa de nivel de enlace de datos (capa MAC para Gigabit 
Ethernet) para la recepción y transmisión de tramas, como también el diseño de la IP de encriptación 
basada en el algoritmo AES compatibles para los modos de operación ECB/CBC, para realizar la 
encriptación y desencriptación de los datos como parte de las especificaciones técnicas del producto. 
 
El fruto de este trabajo de investigación y desarrollo sobre sistema de encriptación y tráfico 
Ethernet, sirve para disponer de una primera versión funcional del sistema de encriptación que ayuda a 
conocer las principales dificultades y limitaciones de este sistema básico de funcionamiento.  
 
Con este primer prototipo se puede realizar ensayos en entornos más reales y extraer unas 
experiencias y conclusiones para poder dotar a la tarjeta OPTR2G5EXC-PM las prestaciones de 
seguridad de transmisión en redes ópticas de forma eficiente y competitiva. En ningún caso, este 
trabajo detalla el funcionamiento del producto comercial en sí mismo. 
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Memoria Descriptiva 
1
 
1.1.- Objeto de la Tesis 
 
La tesis se enmarca en el desarrollo de un prototipo experimental de I+D para la primera fase 
de desarrollo de un producto comercial de la empresa W-onesys, la cual permita aplicar o no el 
algoritmo de encriptación AES-256 en modo de operación ECB/CBC sobre tramas de Ethernet de 
hasta un 1Gpbs para transmisiones por fibra óptica, utilizando para ello, una FPGA montada sobre una 
de sus tarjetas comerciales llamada OPTR2G5EXC-PM con la opción del uso de llaves dinámicas. 
 
En ningún caso, el trabajo realizado trata sobre la versión final del producto de encriptación. 
El objeto de la tesis es la de elaborar todos los bloques funcionales del sistema necesarios e 
interconectarlos de forma que permitan montar un primer prototipo de encriptación y desencriptación 
de tramas de Ethernet de forma fluida, determinando las capacidades y limitaciones de este sistema 
encriptación del tráfico de Ethernet entre dos los equipos que están conectados a una red local, con los 
recursos hardware disponibles. 
 
Con los resultados y conocimientos que se obtienen en esta primera fase, servirán para que en 
una segunda revisión de desarrollo, se pueda plantear qué mejores son necesarias para disponer del 
sistema de encriptación completo a 1Gbps sobre la tarjeta OPTR2G5EXC-PM de forma eficiente y 
competitiva para su comercialización. 
 
Para el caso concreto de esta tesis, el protocolo de comunicación que se utiliza es Gigabit 
Ethernet, cuyas las especificaciones están recogidas en la norma IEEE 802.3z (1000Base-X). 
 
 
1.2.- Motivación y Justificación 
 
Uno de los factores decisivos que W-onesys impulsa el desarrollo de una aplicación de 
encriptación es debido a la gran vulnerabilidad de la confidencialidad de la información transmitida 
por las fibras de las redes ópticas.  
 
Es relativamente sencillo y económico el proceso de extracción de la señal óptica de una fibra 
a través de un simple acoplador óptico (tap) o usos de splitters en un punto del enlace. La potencia 
extraída no afecta a la transmisión de la señal debido a que la potencia óptica que llega al receptor 
suele estar por encima del nivel de su sensibilidad y por tanto el sistema no se percata de que se está 
pinchando sobre la fibra óptica. 
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Figura 1.1.- Pinchazo del Enlace Óptico 
 
Incluso la monitorización en tiempo real de la potencia óptica recibida no es suficiente para 
percatarse de una intrusión, pues los “amigos de lo ajeno” pueden aplicar técnicas de compensación de 
la potencia óptica extraída mediante amplificación óptica y apropiarse de información para sus fines, 
casi siempre pocos lícitos. 
 
Dada la dificultad para la detección de los pinchazos sobre la fibra óptica, lo más sencillo es 
poder garantizar la confidencialidad de los datos, cifrando la información transmitida por la red. 
 
El problema de la seguridad en la transmisión de datos es de sobra conocido y las principales 
medidas de protección de la información se centran en la encriptación en los niveles 3 y 4 del modelo 
OSI, mediante los respectivos estándares IPSec y SSL. Sin embargo no está tan extendido el estándar 
de encriptación a nivel 2, es decir proteger los datos directamente sobre la trama que se propaga por la 
red. 
 
La encriptación en los niveles 3 y 4 tienen el principal inconveniente en la elevada latencia 
introducida (del orden de milisegundos), así como su escasa operatividad para manejar flujos de tasas 
elevadas. Por ejemplo, IPSec añade una sobrecarga en los datos en forma de una nueva cabecera IP, 
información para el autentificado de paquetes y redundancia en el paquete encriptado, lo que reduce el 
ancho de banda de transmisión, especialmente para paquetes pequeños. 
 
 
Figura 1.2.- Comparativa de Throughput entre la encriptación a nivel 2 y 3 
Fuente: Layer 2 vs. Layer 3 Encryption in High Speed Point-to-Point Networks. RIT – Department of Information 
Technology. Data Encryption Performance 
 
La encriptación a nivel 2 mejora la eficiencia de la transmisión segura, pues la encriptación se 
realiza directamente sobre hardware, y añade unos pocos bytes de más sobe la trama encriptada, lo que 
permite reducir la latencia en la generación de la salida en orden de microsegundos, lo que agiliza 
mucho las comunicaciones. 
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Descripción del Contenido de la Tesis 
2
 
En este capítulo se detallan todos los aspectos que atañen a la tesis. Se repasa qué es Ethernet 
y cómo funciona desde un punto de vista práctico, conceptos necesarios que se deben conocer para 
implementarlas en el diseño.  
 
También se hace una breve referencia sobre conceptos de transmisiones ópticas ya que es el 
medio que utiliza el sistema para comunicarse. El capítulo acaba describiendo las bases del algoritmo 
de encriptación utilizado y un resumen de comparativas de los diferentes modos de operación que 
existen para dotar de mayor confidencialidad a la información que se transmite.  
 
En ningún momento se pretende dar una explicación muy detalla y exhaustiva de los distintos 
puntos que se tratan en cada apartado, pues cada apartado podría dar un libro en sí mismo, pero sí dar 
unas sólidas nociones al lector lo suficientemente autocontenidas en su conjunto para que tenga todas 
las referencias necesarias a mano de forma que se pueda seguir, comprender y sobre todo justificar 
todo lo que se ha realizado en el desarrollo. 
 
 
2.1.- Descripción de la aplicación 
 
La aplicación de la encriptación a nivel 2, está concebida para un sistema de comunicación 
punto a punto (hop-by-hop), que bien puede ser una conexión directa o a través de un switch, en la 
cual un sistema envía información confidencial sobre una red por un medio no seguro, en este caso por 
fibra óptica, de forma segura.  
 
 
 
 
Figura 2.1.- Esquema Conceptual de la Aplicación de Encriptación 
 
El sistema de encriptación desarrollado presta un servicio de cifrado de tramas Ethernet 
generadas por un emisor local, el cual retransmite la información de la trama encriptada hacia al 
receptor directamente o hacia el siguiente punto de la red. 
 
En el otro extremo de la red, otra tarjeta realiza la operación de desencriptación, recuperando 
la trama original emitida y la retransmite hacia al destinatario de la trama por direccionamiento MAC. 
 
En caso de utilizar switch, se debe tener resuelta toda la tabla ARP de la red antes de poder 
activar la encriptación para recibir correctamente las tramas enviadas encriptadas. 
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2.2.- Ethernet 
 
Ethernet es una tecnología para la transmisión de datos entre computadores en redes de área 
local (LAN), que proporciona una interfaz unificada permitiendo la comunicación entre sistemas. 
Ethernet por sí misma, no está orientado a la conexión, ni dispone de un mecanismo de confirmación 
de que la información se reciba de forma correcta [1]. 
  
El padre de Ethernet es Bob Metcalfe. Metcalfe escribió un artículo para su tesis doctoral 
donde proponía una mejora para una red llamada ALOHA. Este artículo describe el protocolo de 
control de acceso múltiple al medio con detección de portadora y de colisiones: CSMA/CD (Carrier 
Sense Multiple Access with Collision Detect). 
 
En 1972, Bob Metcalfe se trasladó al centro de investigación Xerox PARC, donde desarrolló 
la red básica de Ethernet con la ayuda de David Boggs. En 1973 ya se tenía todas las características 
esenciales de la Ethernet actual.  
 
Esta red básica, empleaba CSMA/CD para minimizar la probabilidad de colisión, y en caso de 
que ésta se produjera, se ponía en marcha un mecanismo denominado retroceso exponencial binario 
para reducir gradualmente la ‘agresividad’ del emisor, para así poder adaptarlo a situaciones de muy 
diverso nivel de tráfico. La primera red tenía topología de bus y funcionaba a 2,94 Mb/s sobre un 
segmento de cable coaxial de 1,6 km de longitud, usando un sistema de señalización basado en la 
codificación Manchester. Las direcciones eran de 8 bits y el CRC de 16 bits [2]. 
 
 
 
Figura 2.2.- Dibujo original de la red Ethernet por Robert Metcalfe publicado en 1976 
 
En 1980, fue adoptada esta tecnología por las compañías DEC, Intel y Xerox como medio de 
comunicación normalizado de 10 Mbps, publicando el primer estándar de Ethernet llamado “Ethernet, 
a Local Area Network: Data Link Layer and Physical Layer Specifications”, lo que dio lugar a la 
aparición del acrónimo DIX, y el documento pasó a ser conocido como el estándar DIX de Ethernet. 
 
A su vez, la IEEE quiso desarrollar un estándar similar a Ethernet. Este estándar fue publicado 
en 1985 denominándose “IEEE 802.3 Carrier Sense Multiple Access with Collision Detection 
(CSMA/CD) Access Method and Physical Layer Specifications” y en esencia, esta norma define una 
red Ethernet, aunque con ciertas diferencias. El estándar IEEE no menciona directamente la palabra 
Ethernet para evitar dar la sensación de que la norma está basada en un producto comercial registrado 
por una empresa.  
 
En 1982, DIX publica una segunda versión de Ethernet, conocida como Ethernet II (DIX 
v2.0), compatible con el estándar IEEE 802.3 que utilizaba un cable coaxial más delgado que el 
original. 
 
Durante todo este tiempo, Ethernet ha sufrido numerosas ampliaciones que han servido para 
enriquecerlo, publicándose distintos suplementos de la norma, aumentando notablemente la velocidad 
de transferencia de datos, dando lugar a los conocidos: Fast Ethernet (100Mbps), Gigabit Ethernet 
(1Gbps) y 10Gigabits Ethernet (10Gbps). 
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2.2.1.- CSMA/CD 
 
El protocolo CSMA/CD es la característica más significativa de Ethernet y fue la mejora 
ideada por Metcalfe introducida en las redes de comunicaciones, permitiendo compartir un único 
medio sin pérdida de datos.  
 
Su funcionamiento es como una conversación en una habitación oscura. Todo el mundo 
escucha hasta que se produce un periodo de silencio, antes de hablar (CS, detección de portadora). 
Una vez que hay silencio, todo el mundo tiene las mismas oportunidades de hablar (MA, acceso 
múltiple). Si dos personas empiezan a hablar al mismo tiempo, se dan cuenta de ello y dejan de hablar 
(CD, detección de colisiones).  
 
En las siguientes figuras, se describe el algoritmo CSMA/CD para la recepción y transmisión 
de datos en Ethernet. 
 
 
 
 
Figura 2.3.- Algoritmo par la recepción 
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Figura 2.4.- Algoritmo para la transmisión 
 
Dado que a la señal le toma un tiempo en propagarse por el medio y volver al emisor para 
detectar la colisión, se requiere por tanto establecer un tiempo mínimo de duración de la transmisión al 
que se le llama time slot. Este tiempo es una ranura temporal en la cual se pueden producir las 
colisiones y poder ser detectada por el emisor.  
 
Las especificaciones físicas de Ethernet están diseñadas de forma que los primeros 64 bytes de 
toda trama que se transmita llenen por completo el dominio de colisión, de esta forma todos los 
participantes de la red detectarán la portadora y no iniciarán la transmisión, en ese momento se dice 
que el emisor ha adquirido el medio. En caso de no ser así, se pueden producir colisiones tardías, esto 
es, el emisor finaliza la transmisión y al producirse después una colisión, esa información se pierde en 
los receptores y como el emisor finalizó la transferencia sin detectar la colisión, éste la considera 
correcta y no volverá a retransmitir la información. 
 
Durante la transmisión, los dispositivos detectan que se ha producido una colisión cuando 
aumenta la amplitud de la señal en el medio de transmisión cable coaxial y en el caso de redes pares 
trenzados o fibra óptica, la anomalía se detecta cuando se detecta actividad en los circuitos de 
transmisión y recepción al mismo tiempo. 
 
Cuando el emisor detecta una colisión, detiene la transmisión e inserta un patrón de 32 bits 
conocido como secuencia de jam, una señal a modo de interferencia, notificando a las estaciones 
receptoras la detección de una colisión en la transmisión y por tanto la información puede ser errónea 
y deben eliminarla. 
 
Acto seguido, se inicia el cómputo de un tiempo de espera múltiplo del time slot para poder 
retransmitir la trama mediante el algoritmo llamado retroceso exponencial binario truncado (truncated 
binary exponential back off).  
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Con este algoritmo se obtiene un retardo aleatorio diferente entre los emisores causantes de la 
colisión para evitar que vuelvan a colisionar. Cada vez que se detecta una nueva colisión, este tiempo 
se incrementa, facilitando así el acceso al medio a un único emisor. 
 
El número de intentos está fijado en 16, en caso de no poder enviarse la trama, ésta es 
descartada automáticamente. Los excesivos reintentos son un síntoma de que la red está sobrecargada 
o una indicación de que la red está rota. 
 
 
2.2.2.- Formato Tramas Ethernet / IEEE 802.3 
 
La información por Ethernet se transmite mediante tramas compuesta por una serie de campos, 
como se aprecia en la Figura 2.5. Las pequeñas diferencias entre Ethernet y IEEE 802.3 quedan 
reflejadas en el formato de las tramas. DIX Ethernet II trata los datos como una sola entidad, mientras 
que IEEE la divide en dos partes una en el control de acceso al medio (MAC) y el control de enlace 
lógico (LLC) definido en la norma 802.2 [3], esta parte proporcionan servicios de red orientados a 
conexión con y sin conexión. 
 
 
 
Figura 2.5.- Formatos de trama Ethernet II y IEEE 802.3 para diferentes tramas estándar 
 
Preámbulo: Es un patrón de unos y ceros que ayuda a la correcta sincronización de los relojes 
de los receptores para recibir la llegada de una nueva trama. 
  
SFD (Start Frame Delimiter) es un byte cuyo valor mantiene el patrón de 1 y 0, excepto los 
dos últimos bits que valen 11 (0xAB), el cual marca el inicio de la información de la trama. 
 
MAC Destino: Corresponde a la dirección física del receptor a quién va dirigida la trama. Está 
determinada y fijada por el fabricante (los primeros 24 bits) y por la IEEE (los últimos 24 bits) [4]. La 
dirección MAC puede ser: 
 
1. UNICAST: la trama es para una única máquina en concreto. Estas direcciones se 
reconocen porque el primer byte de la dirección MAC es un número par. 
 
2. MULTICAST: permite que una trama sea recibida por varias estaciones a la vez. Estas 
direcciones tiene el primer byte un número impar. 
 
3. BROADCAST (Multidifusión) es un caso especial de multicast y permite que una 
trama pueda ser recibido por todas las estaciones conectadas a la red. La dirección 
MAC son todos ‘1’s: FF-FF-FF-FF-FF-FF. 
 
MAC Origen: Dirección física del emisor que identifica inequívocamente quien envía la 
trama. Esta dirección por definición siempre debe ser siempre una dirección UNICAST. 
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Type/Length: Este campo distingue el tipo de formato de trama que se recibe. Si el valor de 
este campo es inferior a 1536 (<0x0600), la trama es IEEE 802.3 y transporta datos, su valor 
determina el tamaño real de la payload y por tanto este valor podrá ir comprendido entre 0 y 1500. 
 
Un valor de 1536 en adelante (≥0x0600), la trama es Ethernet y este campo pasa a 
denominarse Ethertype [5]. Este valor identifica el tipo de protocolo que transporta la trama y a su vez 
indica sobre qué búfer se ha de volcar la trama para su procesado. Por ejemplo, para el caso de una 
trama TCP/IPv4 se tiene el identificador 0x0800. 
 
Payload: Es el “contenedor” de la trama. Representa la carga útil de la trama y es donde se 
aloja la información que se transporta. El contenido mínimo son de 46 bytes, para poder cumplir el 
tamaño mínimo de 64 bytes que se compone una trama válida. En caso de transportar información 
menor de 46 bytes, se debe efectuar un “padding”, añadiendo tantos bytes extras necesarios hasta 
cumplir el tamaño mínimo de trama. El campo Length informa del tamaño real de la payload y con 
ello se determina el número de bytes que sobran en trama recibida. 
 
FCS (Frame Check Sequence): Es una secuencia de comprobación de la trama. Son un 
conjunto de octetos de verificación basado en un CRC (Control de Redundancia Cíclica) que en 
Ethernet son 4 octetos. Este valor es calculado por el emisor tal y como se transmiten los bits por la 
línea y recalculado por el receptor tal como le llegan los bits, para verificar la existencia de tramas 
corruptas. Si una trama no termina formando un octeto se declara error de alineamiento o si el 
resultado del cálculo del FCS es distinto de cero se declara error de FCS y la trama es 
automáticamente descartada. La pérdida de paquetes es responsabilidad de los protocolos de nivel 
superior descubrir la ausencia y ocuparse de su retransmisión.  
 
El polinomio generador para IEEE 802.3 es: 
 
32 26 23 22 16 12 11 10 8 7 5 4 2 1x x x x x x x x x x x x x x+ + + + + + + + + + + + + +  
 
El procedimiento para el cálculo del FCS está especificado en la norma IEEE 802.3 apartado 
3.2.8. 
 
IFG (Interframe Gap): Es un espaciado entre tramas que equivale a la transmisión de 12 bytes 
(96ns para Gigabit Ethernet) debido a dos motivos. Primero, para compensar las posibles desviaciones 
entre los relojes emisor-recepto y en segundo lugar este espacio delimita la finalización del envío de la 
trama, lo que permite poder identificar el FCS dentro de la trama que siempre corresponden a los 
últimos cuatro bytes recibidos.  
 
Cuando se produce una colisión, el emisor inserta la señal jam que no es más que un conjunto 
de bytes que se insertan inmediatamente en la trama y finaliza la transmisión, de esta manera se fuerza 
la corrupción del FCS y los receptores podrán descartar la trama por error de FCS. 
 
La transmisión física de los bytes de la trama se realiza desde el primer octeto de la trama 
hasta el último octeto del FCS. Cada octeto es transmitido en serie con el formato de orden Little 
Endian, la información transmitida tiene los bits girados. Así pues el preámbulo es escrito y leído 
como 0x55 (patrón 10101010) y el SFD como 0xD5 (10101011). 
 
 
 
Figura 2.6.- Orden de los bits transmitidos en serie (leído de izquierda a derecha) 
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El tamaño mínimo de la trama, es de 64 bytes para que funcione el mecanismo de detección de 
colisiones y como máximo se fijan 1518 bytes, lo que limita el tiempo de transmisión de un emisor. 
Esta longitud incluye, desde la dirección MAC destino hasta la secuencia de comprobación de la trama 
(FCS), preámbulo y el byte SFD no computa como tamaño efectivo de la trama. No obstante existen 
unos tipos de tramas  las cuales se le permite tener longitudes de trama mayor de 1518 bytes, como 
son tramas para redes virtuales (VLAN) y las tramas JumboFrames, que pueden transportar hasta 
9kbytes datos de información. 
 
 
2.2.3.- Gigabit Ethernet 
 
Gigabit Ethernet permite transferir hasta 1000Mbits/s. Cuando se concibió esta nueva 
velocidad, se quiso que este nuevo estándar, fuese completamente compatible con las instalaciones ya 
existentes de redes Ethernet, manteniendo los mismos límites de tamaños de trama que en Fast 
Ethernet, con el mismo método de acceso al medio (CSMA/CD), soportando los modos de 
operaciones tanto Full-Dúplex como Half-Dúplex [6]. 
 
La norma sobre Gigabit Ethernet están recogidas en los estándares IEEE 802.3ab para par 
trenzado y IEEE 802.3z para fibra óptica. 
 
Dado que Gigabit Ethernet es 10 veces más rápido que Fast Ethernet, para poder detectar una 
colisión, la longitud del cable máximo debería reducirse 10 metros. Para evitar modificar los cables, se 
tuvo que ampliar el time slot a 4096 bits (512bytes). 
 
El tamaño mínimo efectivo de trama se mantiene en 64 bytes, pero para cumplir el time slot, al 
final de la trama se le añaden unos símbolos que extienden la trama hasta poder cumplir el tiempo 
mínimo de detección de eventos de la portadora. A esto se le llama “Carrier Extensión”. 
 
 
 
Figura 2.7.- Trama Gigabit Ethernet Carrier Extension 
 
Este relleno para extender la trama en paquetes pequeños, reduce enormemente la eficiencia 
de la red. Para resolver ese problema, la norma introduce la posibilidad de utilizar el envío de ráfagas 
de paquetes pequeños (packet bursting) mejorando el rendimiento de la red. 
 
Se activa un temporizador de ráfaga de duración de 1500 bytes. El primer frame de la “ráfaga” 
se envía de forma normal y si es necesario se utiliza la extensión de la portadora. Una vez transmitido 
este primer frame, la estación equipada con frame bursting puede seguir enviando pequeñas tramas 
enseguida mientras no expire el temporizador bursting.  
 
Transcurrido ese tiempo, finaliza el envío del paquete en vigor y se detiene la transmisión. Así 
pues, la transmisión de la primera trama realiza una tarea de limpieza y adquisición del canal para que 
después se puedan transmitir las siguientes tramas pequeñas. 
 
 
 
Figura 2.8.- Envío de ráfagas de paquetes pequeños 
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2.2.4.- Ethernet Full Duplex 
 
Ethernet también puede transmitir en Full-Dúplex, enviando y recibiendo datos 
simultáneamente. Esto implica que no se comparta un medio físico en común para la comunicación, si 
no que es un medio dedicado, por lo que no se producirán nunca colisiones.  
 
El protocolo CSMA/CD queda deshabilitado en Full-Dúplex, aunque sí se respeta el tiempo 
IFG, tampoco tiene uso el carrier extension y frame bursting ya que están diseñados sólo para Half-
Dúplex. Por el contrario, Full-Dúplex exige un mecanismo de control de flujo entre las estaciones, ya 
que una estación puede enviar una mayor cantidad de datos que la estación receptora pueda aceptar. 
 
Este control de flujo está definido en la norma IEEE 802.3x, donde se incluye un mecanismo 
de control de MAC que permite entre otras cosas, poder enviar un mensaje de control de flujo llamado 
PAUSE. Estas tramas de control de MAC tienen códigos de operaciones llamados opcodes, en el 
campo de datos y son identificadas con el Ethertype 0x8808.  
 
Las tramas PAUSE llevan como dirección MAC una dirección multicast reservada 
(01:80:C2:00:00:01), además del opcode que indica la pausa (0x0001) incorpora un parámetro de dos 
bytes que representa un entero llamado quanta. Este valor indica la cantidad de tiempo que el 
transmisor debe esperar antes de reanudar la transmisión. Un cuanta siempre equivale al envío de 512 
bits, por lo que se puede llegar a pausar la transmisión de Gigabit Ethernet durante 33,54 ms. 
 
La trama de Control MAC es una trama estándar de Ethernet con una longitud de 64 bytes. La 
Figura 2.9 muestra la composición una trama de pausa. 
 
 
 
Figura 2.9.- Composición trama MAC Pause 
 
 
2.2.5.- Codificación 8b/10b 
 
La norma IEEE 802.3z (1000Base-X) utiliza una codificación llamada 8b/10b [7].  
 
Esta codificación surgió debido a la alta velocidad de transferencia de datos, que hace que los 
bits transmitidos se mantengan durante muy poco tiempo en la línea, requiriendo disponer de relojes 
muy precisos para poder sincronizar el conjunto emisor/receptor, haciéndolo muy costoso. Sin 
embargo, emisor y receptor se pueden sincronizar fácilmente cuando los bits que llegan por la línea 
cuando cambian rápidamente. 
  
La codificación 8b/10b transforma las cadenas de 8 bits en cadenas de 10 bits, con la 
restricción de no tener más de cinco ceros o cinco unos lógicos seguidos, asegurando transiciones de 
bits. También permite la transmisión de cadenas especiales de control y facilita la detección y 
corrección de errores.  
 
Gracias a esta codificación, no es necesario disponer de un reloj tan preciso, ya que la 
sincronización entre emisor y receptor se realiza ayudándose en las propias transiciones de los bits  
transmitidos como mínimo cada cinco bits transmitidos, y a su vez cancela la componente continua de 
la señal. Esta codificación implica fijar un reloj de 1250 MHz para la transmisión de los bits, ya que 
para transmitir un octeto de información, se envían realmente 10bits por la línea. 
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2.3.- Modelo OSI 
 
El modelo de referencia OSI [8] es un modelo de red que describe cómo el hardware y el 
software pueden organizarse para que los componentes de una red se puedan comunicarse entre sí.  
 
Fue desarrollado en 1984 por la Organización Internacional de Estándares (ISO). Este 
organismo define una normativa estándar recogida en la norma ISO-7498, la cual divide el sistema de 
comunicaciones en siete capas con la intención de solventar problemas de incompatibilidades de redes. 
Al conjunto de estos niveles se le conoce como pila de protocolos, y en cada capa cumple una función 
específica para poder establecer una comunicación correcta, prestando servicios directamente a los 
niveles superior e inferior: 
 
 
• Capa 7 - Aplicación: transferencia de archivos 
• Capa 6 - Presentación: Formatos y representación de los datos 
• Capa 5 - Sesión: Establece, mantiene y cierra de sesiones 
• Capa 4 - Transporte: Entrega confiable o no de los mensajes 
• Capa 3 - Red: Entrega de los paquetes y hace enrutamiento 
• Capa 2 - Enlace: Transfiere tramas y comprueba errores 
• Capa 1 - Física: Transmite la información por un medio físico 
 
 
 
Figura 2.10.- Capas del Modelo OSI 
 
 
La información según avanza en esta pila, va adquiriendo información de control de cada capa 
hasta llegar al medio físico. Esta información de control toma normalmente un encabezado (header) y 
opcionalmente una cola (tail) que envuelven los datos recibidos del nivel inmediatamente superior en 
un proceso llamado encapsulamiento de los datos. Estos datos reciben una serie de nombres y 
formatos específicos en función de la capa en la que se encuentren [9]. 
 
Figura 2.11.- Esquema de Encapsulación de los datos  
Fuente: Wikipedia 
 
El modelo OSI se planteó originalmente como el modelo para la creación de un juego de 
protocolos que se ajustase a los siete niveles, sin embargo en la práctica nunca se materializó pero ha 
quedado como un modelo de referencia en el mundo de las comunicaciones en red ya ofrece un marco 
de trabajo conceptual que permite divide un proceso complejo en unidades más manejables y 
comprensibles, explicando el modo en que los datos se desplazan dentro de una red. 
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2.3.1.- Capas de Ethernet dentro del Modelo OSI 
 
Los estándares para Ethernet (IEEE 802.3) especifican mediante subcapas elementos que se 
encuentran en ubicados en las capas 1 y 2 del modelo OSI. La figura de abajo muestra la 
correspondencia  
 
 
 
Figura 2.12.- Subcapas IEEE 802.3 
 
El medio físico es el medio por donde viaja la señal sea de la naturaleza que sea, aire, cable, 
fibra óptica, etc… también se divide en subcapas [10]: 
 
MDI (Medium Dependent Interface): Define la interfaz física y eléctrica que depende del 
medio físico, describiendo el tipo de conector del puerto de conexión 
 
PMD (Physical Medium Dependent): Define los detalles de la señalización para la transmisión 
y recepción de los bits individualmente en un medio físico, como la codificación, temporización de los 
bits, interacción con el medio físico y también las propiedades del cable, de la fibra óptica, etc… 
 
PMA (Physical Medium Attachment): Ofrece a la subcapa PCS un soporte para la transmisión 
serie, aislándolo del tipo medio físico.  Serializa los grupos de 10bits recibidos de la subcapa PCS 
hacia la subcapa PMD y deserializa en sentido inverso (SERDES). También es responsable del 
alineamiento de los datos recibidos y de la recuperación del reloj (CDR) a partir del flujo de datos 
recibidos mediante un PLL. 
 
PCS (Physical Coding Sublayer): Proporciona una interfaz uniforme para la reconciliación de 
la capa física. En esta subcapa define la especificación de la capa física, que proporciona unos 
servicios: 
 
• Codificación/Descodificación de los octetos (para 1GbE codificación 8b/10b) trata de 
minimizar la componente continua de la señal y asegurar transiciones para mantener el 
sincronismo. 
• Generación de las señales de detección de portadora (señal crs) y detección de colisión 
(señal col) para comunicaciones Half-Duplex. 
• Gestión de la Auto-Negociación y de gestionar los símbolos de Carrier Extension. 
• Mantiene el sincronismo enviando símbolos IDLE cuando no se envían datos por la 
línea 
 
GMII (Gigabit Medium Independent Interface): Establece una interfaz de conexión entre el 
PCS y la subcapa MAC independiente del medio físico para Gigabit Ethernet. 
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La siguiente figura muestra el esquema de bloques de la composición de la capa física descrita 
en la IEEE 802.3 clausula 36. 
 
 
 
Figura 2.13.- Diagrama de Bloques de la capa física 
 
MAC (Medium Access Control): Esta subcapa gestiona el acceso al control al medio, 
implementando la funcionalidad del CSMA/CD para comunicaciones Half-Duplex. Además esta capa 
gestiona las direcciones físicas de los paquetes, garantiza el tamaño mínimo del paquete para detectar 
colisiones como también descarta paquetes corruptos. 
 
LLC (Logical Link Control): Las funciones de la subcapa LLC están recogidas en la norma 
IEEE 802.2. Esta subcapa es capaz de proporcionar una gran variedad de servicios de comunicación a 
los protocolos de nivel de red incluyendo los siguientes: 
 
• Servicio no orientado a la conexión sin reconocimiento: Un servicio sencillo que no 
proporcional control de flujo ni control de errores, sin garantías de una entrega 
correcta 
 
• Servicio no orientado a la conexión con reconocimiento: Proporciona una entrega 
fiable, pero no establece una conexión antes de transmitir datos 
 
• Servicio orientado a la conexión: Un servicio totalmente fiable que garantiza la 
entrega de datos correcta, por medio de un establecimiento de conexión con el destino 
antes de transmitir y la utilización de un mecanismo de control de errores y de flujo. 
 
Cliente MAC: Es la capa que procesa el paquete recibido por la capa MAC según la finalidad 
del diseño. Para este proyecto, el cliente MAC es donde se ubica la funcionalidad de encriptación, 
como se detallará en el próximo capítulo.  
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2.4.- Transmisión por Fibra Óptica 
 
La transmisión por fibra óptica se sirve de la luz como medio de comunicación. A través de un 
hilo muy fino de material transparente que con las propiedades físicas de la refracción de luz, la fibra 
permite guiar un haz de luz hasta el extremo de la misma.  
 
La fibra óptica se compone de un núcleo central y alrededor un revestimiento de un material 
transparente, vidrio o material plástico con índices de refracción diferentes y que están protegidos por 
una cubierta de plástico. 
  
El haz de luz no se propaga uniformemente por el núcleo de la fibra, si no que toma diferentes 
trayectorias denominado modos de propagación. Según este modo de propagación del haz de luz se 
tienen dos tipos de fibra óptica: multimodo y monomodo. 
 
Las fibras multimodo indican que pueden propagar varias longitudes de onda, pero cada una 
sigue un camino diferente dentro de la fibra óptica. Este efecto hace que su ancho de banda sea bajo, 
pero son más económicas. Este tipo de fibras son las preferidas para comunicaciones en pequeñas 
distancias, hasta 10 Km y emplean LEDs como fuente de transmisión. 
 
Las fibras monomodo tienen un diámetro del núcleo muy pequeño y sólo permite la 
propagación de una única longitud de onda (la fundamental), la cual se propaga directamente sin 
apenas reflexión. Este efecto causa que su ancho de banda sea muy elevado, por lo que su utilización 
se suele reservar a grandes distancias, superiores a 10 Km, junto con dispositivos de transmisión láser. 
 
 El estándar TIA-598C sugiere que la cubierta exterior sea amarilla para la fibra monomodo, y 
naranja para la fibra multimodo. 
 
 
 
 
Figura 2.14.- Comparativa fibra multimodo y monomodo 
 
Las fibras ópticas presentan unas atenuaciones intrínsecas de potencias ópticas, debido al 
efecto de la dispersión de Rayleigh, a la absorción de luz ultravioleta e infrarroja en el propio material 
y también por defectos microscópicos e impurezas contenidas en la propia fibra. 
 
En la siguiente gráfica, se muestra el comportamiento de la atenuación óptica en función de la 
longitud de onda que se propaga. Se puede observar cómo se ha ido mejorando la fabricación de las 
fibras ópticas, desde principios de los años 80’s hasta las fibras más modernas.  
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Figura 2.15.- Gráfica de la atenuación en función de la longitud de onda 
Fuente: Cisco [11] 
 
La gráfica Figura 2.15, muestra que se tienen 3 zonas de mínima atenuación, al menos en sus 
primeros años, que se llamaron ventanas. La primera en 850nm, la segunda en 1310nm y una tercera 
franja entorno a los 1550nm, que son las longitudes de onda a la que se transmiten actualmente. 
 
La fuente de luz que se usan en las comunicaciones ópticas puede ser un LED o un LD (diodo 
láser). La luz que emite un láser tiene la particularidad que es una luz monocromática, unidireccional y 
coherente. Los fotones emitidos poseen longitudes de onda muy cercanas entre sí y consigue focalizar 
en un punto toda la potencia lumínica, en cambio los LED emiten fotones con mayor dispersión, 
emitiendo luz incoherente y con menor potencia.  
 
 
 
 
                                                  a)                                                                                                       b) 
Figura 2.16.- Gráficas comparativas entre LED y el Láser 
a) Gráfica Curva de la Potencia Óptica – Corriente de Entrada  b) Espectro de pulso de luz 
 
En la Figura 2.16 se ve que el LED tiene una característica Potencia-Corriente relativamente 
lineal, mientras que el Láser tiene una característica no lineal de tipo efecto umbral debido a la 
emisión de luz estimulada, pero que también tiene una propensión a tener pliegues en la respuesta. 
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La longitud de onda de la señal lumínica del emisor es la que se utiliza como señal portadora. 
La información eléctrica codificada en NRZ, modula la intensidad de la luz emitida mediante 
modulación ASK (Amplitude Shift Keying) u OOK (On-Off Keying) ya que es compatible para ambos 
tipos de emisores tanto LED como láser.  
 
Para los transmisores LED, el valor binario 1 es representado por un pulso corto de luz y el 
valor binario 0 por la ausencia de luz. Los transmisores de láser tienen normalmente una corriente de 
polarización fija que hace que el dispositivo emita un nivel bajo de luz de forma que pueda responder 
rápidamente a la apertura del láser. Este nivel bajo representa el valor 0, mientras una onda luminosa 
de amplitud más alta representa el valor binario 1 
 
  
 
 
Figura 2.17.- Modulación de la luz de un emisor láser 
 
 
2.5.- Transceiver Óptico-Eléctrico SFP 
 
El término SFP es un acrónimo de Small Form-Factor Pluggable, que define la forma del 
conector y una interfaz eléctrica conformes a la MSA (Multi-Source Agreement) proporcionando una 
compatibilidad para una nueva generación de transceptores modulares muy utilizados en las 
aplicaciones de telecomunicaciones, bien sea por cable o por fibra óptica. Éstos tienen de un tamaño 
compacto y son conectables en caliente. 
 
 
 
 
 
 
 
Figura 2.18.- Aspecto de un SFP Óptico (izquierda) y Eléctrico (derecha) 
  
 
 
 
 
 
Figura 2.19.- Vista frontal y posterior de un SFP óptico 
 
Los SFPs ópticos, hacen de transductor óptico-eléctrico, transformando la señal óptica 
recibida en una señal eléctrica diferencial para la recepción y viceversa para la transmisión. 
 
 
   
 
Figura 2.20.- Conversión Óptico – Eléctrico del SFP 
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2.6.- Descripción del Hardware 
 
El hardware donde se desarrolla el proyecto es la tarjeta OPTR2G5EXC-PM, desarrollada por 
la empresa W-onesys. Esta tarjeta es versátil,  multiprotocolo y soporta tasas de hasta 2.5 Gbits/s. 
Dispone de 3 puertos SFP insertables en caliente, y una matriz de conmutación electrónica.  
 
Esta tarjeta abarca un gran rango de soluciones para distintas aplicaciones ópticas. Permite 
realizar conversión de lambda y gracias a la matriz de conmutación, ofrece funcionalidad de 
protección 1+1 de las salidas (duplicado en transmisión) y en recepción seleccionar aquella 
automáticamente que cumpla unos criterios de parámetros calidad estipulado por el usuario como 
puede ser potencia óptica, tasa de errores, etc…  
 
Acepta distintos protocolos de transporte: SONET/SDH, (STM1, STM4, STM-16 y  G.707), 
OTN (OTU1) y Ethernet (Gigabit Ethernet) con regeneración 3R sobre la señal óptica (Re-
amplification, Re-shapping and Re-timing), todo ello con monitorización constante de la calidad de 
señal en los tres puertos. 
 
A más, permite el funcionamiento en modo transparente con cualquier tipo de señal en un 
rango de velocidades entre 155Mbps y 2,5Gbits. En este modo de operación, se realiza regeneración 
2R (Re-amplification and Re-shapping) de las señales pero sin llevar a cabo análisis de la calidad de la 
señal. 
 
 
 
Figura 2.21.- Fotografía de la Tarjeta OPTR2G5EXC-PM 
Cortesía de W-onesys, S.L. 
 
El control de la tarjeta la realiza un microcontrolador ARM7 que cuenta con una FPGA de 
Lattice, (SCM3GA40EP1) a 155,52MHz, la cual permite reconfigurar la tarjeta OPTR2G5EXC-PM 
según el protocolo requerido y es la parte que se ha desarrollado en la presente tesis. 
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2.6.1.- Bloque SERDES/PCS Lattice SC/M flexiPCS 
 
El SERDES/PCS [12], es un bloque assic embedded dedicado a la transmisión y recepción 
serie de alta velocidad full-duplex de hasta 3,8 Gbps y es la puerta de entrada de la información hacia 
la lógica interna de la FPGA. Dentro de la FPGA se disponen de cuatro PCS independientes entre sí, 
con cuatro canales cada uno. 
 
 
 
Figura 2.22.- FlexiPCS de la FPGA SC de Lattice 
 
Este bloque es capaz de configurarse con hasta nueve modos de funcionamiento distintos para 
dar soporte a distintos protocolos de comunicaciones y prestaciones en comunicaciones serie de alta 
velocidad como son:  
 
1. SERDES de 8 bits 
2. SERDES de 10 bits 
3. Codificación Genérica 8b/10b 
4. SONET (STS-12 y STS-48) / SDH (STM-4 y STM-16) 
5. Gigabit Ethernet 
6. Fibre Channel 
7. XAUI 
8. Serial RapidIO 
9. PCI Express 
 
A través del software IPExpress suministrado por Lattice, se puede configurar el bloque PCS 
para trabajar con Gigabit Ethernet para la norma IEEE 802.3z 1000BASE-X [13].  
 
Se utiliza un PCS de la FPGA por cada puerto de la tarjeta OPTR2G5EXC-PM, usando un 
único canal de los cuatro disponibles. Por tanto se define un módulo PCS configurando un canal, con 
las opciones de control habilitadas y conectado a un bus interno de la FPGA llamado SystemBus para 
su gestión interna. 
 
El PCS requiere un reloj de referencia que bien puede ser externo o interno de la FPGA para 
poder sincronizarse con los bits recibidos, este reloj de referencia para Gigabit Ethernet es de 
125MHz. 
 
Una vez que se empiezan a recibir datos, un CDR interno del PCS puede engancharse a la 
señal de recepción y poder recuperar tanto el reloj como los datos recibidos. Una vez que el CDR se 
engancha con la señal de entrada, la lógica de recepción del PCS utiliza este reloj recuperado para 
recibir correctamente los datos.  
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En la figura de abajo, muestra el aspecto del pinout del bloque del PCS utilizando el programa 
IPExpress de Lattice:  
 
 
 
Figura 2.23.- Configuración del PCS para Gigabit Ethernet 
 
En la figura de abajo se muestra los bloques internos el cual se compone el PCS de Lattice 
para Gigabit Ethernet. Se puede ver la asociación de las distintas subcapas de la capa física PMD, 
PMA y PCS visto en la Figura 2.13 en el apartado 2.3.1.  
 
 
 
Figura 2.24.- Diagrama de Bloques del interior del PCS para Gigabit Ethernet 
 
Hacia el interior de la lógica de la FPGA, el PCS dispone del conjunto de señales definido en 
la GMII para la transmisión y recepción.  
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Los siguientes cronogramas muestran la lógica de funcionamiento de estas señales GMII para 
la recepción y transmisión de tramas: 
 
 
Figura 2.25.- Cronograma de recepción Ethernet Carrier Extension  (Half-Dúplex) 
 
 
Figura 2.26.- Cronograma de recepción de trama 
  
 
 
 
Figura 2.27.- Cronograma de transmisión 
 
 
La inserción del FCS en la trama se realiza activando la señal tx_crc_insert e insertando en el 
bus de datos txd los valores 0xC3, 0xC2, 0xC1 y 0xC0, el PCS sustituye estos valores por los bytes del 
FCS calculado durante la transmisión de la trama. 
 
Gracias a este bloque, se resuelve toda la capa física para Gigabit Ethernet, donde el diseñador 
únicamente debe gestionar unas pocas señales para empezar a recibir o transmitir tramas. 
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2.7.- Algoritmo de Encriptación AES 
 
Advanced Encryption Standard (AES), es un esquema de cifrado por bloques, adoptado como 
un estándar de cifrado por el gobierno de los Estados Unidos [14]. 
 
El 23 de Noviembre de 1976, se establece el primer estándar de cifrado para comunicaciones, 
denominado algoritmo DES. Este algoritmo resulta que es “fácilmente” rompible.  
 
En 1997, el Instituto Nacional de Estándares y Tecnologías de EE.UU. (NIST) decidió realizar 
un concurso para escoger un nuevo algoritmo de cifrado capaz de proteger información sensible 
durante el siglo XXI, reemplazando el algoritmo DES. Este algoritmo se iba a denominar Advanced 
Encryption Standard. 
 
El 12 de septiembre de ese año se hizo la convocatoria formal y se indicaban varias 
condiciones para los algoritmos que se presentaran al concurso: 
• Ser de dominio público, disponible para todo el mundo. 
• Ser un algoritmo de cifrado simétrico y soportar bloques de, como mínimo, 128 bits. 
• Las claves de cifrado podrían ser de 128, 192 y 256 bits. 
• Ser implementable tanto en hardware como en software. 
El algoritmo vencedor de dicho concurso fue el presentado por dos ingenieros belgas, Vincent 
Rijmen and Joan Daemen, ambos estudiantes de la Katholieke Universiteit Leuven, bajo el nombre de 
“Rijndael”. Era el algoritmo que mejor combinaba seguridad, velocidad y eficiencia. Paradójicamente, 
el margen de seguridad es de los más bajos entre los finalistas pero era el más rápido en multitud de 
plataformas. El 26 de noviembre de 2001 fue publicado como FIPS PUB 197 y desde 2006, AES es 
uno de los algoritmos más populares usados en criptografía simétrica. 
 
 
2.7.1.- Conceptos Matemáticos Preliminares 
 
El algoritmo Rijndael opera a nivel de bytes, interpretando estos como elementos de un cuerpo 
de Galois GF(28)  y a nivel de registros de 32 bits, considerándolos como polinomios menor que grado 
8 el cual contiene un número finito de elementos, compuestos por los coeficientes del resto módulo de 
la base del campo, para el caso binario son el 0 y 1 con dos operaciones, suma y multiplicación [15]. 
 
7 6 5 4 3 2
7 6 5 4 3 2 1byte b x b x b x b x b x b x b x b= ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + 0  (3.1) 
  
Para GF(23) los elementos que pertenecen al campo son: 
 
Tabla 2.1.- Elementos pertenecientes a GF(23) 
Número 
Decimal 
Binario Elementos pertenecientes 
al campo x2 x1 x0 
0 0 0 0 0 
1 0 0 1 1 
2 0 1 0 x 
3 0 1 1 x+1 
4 1 0 0 x2 
5 1 0 1 x2+1 
6 1 1 0 x2+x 
7 1 1 1 x2+x+1 
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Los campos de Galois son muy interesantes en criptografía, gracias a que existe un inverso 
aditivo y multiplicativo que permite cifrar y descrifar el mismo cuerpo, eliminando los problemas de 
redondeo o truncamiento de los valores si tales operaciones se hubiesen realizado en aritmética real.  
 
La suma en el campo GF(28) es la suma binaria sin acarreo, por lo que sumar y restar se hace 
aplicando directamente una operación XOR entre los bytes. 
 
La multiplicación es más compleja, el hecho que la operación genere elementos fuera del 
campo finito, hace necesario reducir los elementos mediante un polinomio irreducible, que para el 
algoritmo Rijndael es m(x) = x8+x4+x3+x+1. 
 
Esta multiplicación en GF(28) se puede simplificar a través de una función llamada xtime que 
multiplica por 2 un byte en el campo de Galois. Esta función tiene la gran propiedad de poder ser 
recursiva, lo que permite facilitar mucho la multiplicación de bytes. Así pues se tiene que: 
 
• Multiplicar por 1 es igual al mismo byte 
(A • 1) = A 
• Multiplicar por 2 (x) es aplicar la función xtime sobre el byte 
 (A • 2) = xtime(A) 
• Multiplicar por 3 (x+1) es igual a multiplicar por 2 y sumar el byte así mismo  
(A • 3) = xtime(A) ⊕ A 
• Multiplicar por 4 (x2) es igual a multiplicar dos veces por 2 sobre el mismo byte 
(A • 4) = xtime(xtime(A))  
 
La función xtime consiste en aplicar un desplazamiento a la izquierda del byte (multiplicación 
por 2) y realizar la reducción del resultado con el polinomio irreducible m(x). Esto se realiza mediante 
una simple operación XOR con el valor 0x11B de esta forma, el polinomio resultante de la 
multiplicación tendrá un grado inferior a 8 perteneciendo al campo GF(28).  
 
La Figura 2.28 muestra el esquema de implementación para la multiplicación por 2 y la Figura 
2.29 el esquema de multiplicación por 3. 
 
 
 
Figura 2.28.- Esquema de la función xtime para multiplicar por 2 
 
 
 
 
Figura 2.29.- Esquema de la función xtime para multiplicar por 3 
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2.7.2.- Descripción del Algoritmo AES  
 
AES opera sobre una matriz de 4 filas y Nb columnas bytes donde se le aplica una serie de 
transformaciones matemáticas diferentes e invertibles, iterándose un número determinado de veces en 
función de la longitud de la llave de encriptación utilizada Nr, el cual va transformando 
progresivamente la matriz de estado original en otra cifrada. 
 
 
 
Figura 2.30.- Esquema para la Encriptación AES 
 
Para la desencriptación, consiste en aplicar inversamente las operaciones de transformaciones 
tal y como muestra la siguiente figura. 
 
 
 
Figura 2.31.- Esquema para la  Desencriptación AES 
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El tamaño de la matriz de estado en el algoritmo Rijndael va en función del tamaño del 
bloque: 
 
Nb = tamaño del bloque en bits / 32  (3.2) 
 
 
AES cifra bloques de 128 bits, por lo que el número de columnas Nb siempre es 4. 
 
La llave del algoritmo Rijndael se representa análogamente a la matriz estado, representado 
como una matriz de 4 filas y Nk columnas. Siendo el número de columnas Nk función del tamaño de 
clave: 
 
Nk = tamaño clave en bits / 32 (3.3) 
 
 
El número de rondas que se aplica es determinado por: Nr = Max (Nk, Nb) + 6, por lo que el 
número de rondas que se aplica depende del tamaño del bloque y clave elegidos. En la siguiente tabla 
resumen de los parámetros para AES para las diferentes longitudes de llave 
 
Tabla 2.2.- Parámetros de Configuración AES 
 Nb Nk Nr 
AES – 128 4  4  10 
AES – 192 4  6  12 
AES – 256  4  8  14 
 
Toda la información referida sobre la encriptación AES se encuentra disponible en el 
documento FIPS-PUB197 “Advanced Encryption Standard (AES)” disponible en la Web del Instituto 
Nacional de Estándares y Tecnologías:  
 
http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf 
 
 
 
 2.7.3.- Operación AddRoundKey 
 
Esta operación consiste en realizar una suma entre la matriz de estado con el juego de llaves 
mediante una operación XOR elemento a elemento. 
 
 
 
Figura 2.32.- Transformación AddRoundKey 
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2.7.4.- Operación SubBytes 
 
Para cada byte en la matriz de estado, es substituido por una función llamada S-Box tal y 
como se detalla en la sección 5.5.1 de la publicación FIPS-PUB197. La S-Box proviene de la función 
inversa alrededor del GF(28), conocido por tener grandes propiedades de no linealidad, otorgando así 
una alta no linealidad en el cifrado. 
 
La para el descifrado, se utiliza la función inversa llamada Inverse S-Box, el cual recupera el 
valor inicial. 
 
 
 
 
Figura 2.33.- Transformación SubBytes 
 
 
2.7.5.- Operación ShiftRows 
 
Aplica una rotación a izquierdas los bytes en cada fila de la matriz de estado por un 
determinado offset. Para la desencriptación, la rotación es a derechas. 
 
 
  
 
 
Figura 2.34.- Transformación ShiftRows 
 
 
2.7.6.- Operación MixColumns 
 
Los cuatro bytes de cada columna de la matriz de estado son mezclados entre sí, usando una 
transformación lineal invertible. Esta transformación aporta una gran difusión en el cifrado, es decir, el 
cambio de un simple bit, altera muy significativamente el resultado final. Para la desencriptación, se 
aplica la matriz inversa que deshace la transformación. 
 
 
 
Figura 2.35.- Transformación MixColumns 
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2.7.7.- Expansión de la llave (Key Expansion) 
 
El algoritmo requiere a su vez ejecutar una rutina de expansión de la llave de encriptación, la 
cual genera un listado de subllaves, conocido como Key Scheduler, (planificador de llaves), el cual se 
utiliza para aplicarlas al final de cada ronda de transformación en la operación AddRoundKey  
 
El número total de Words necesarios para generar todas las subllaves, depende del número de 
rondas y del tamaño de bloque de datos empleado, se puede calcular como: 
 
Nº de Words = Nb · (Nr+1) (3.4) 
 
La figura de abajo, muestra el esquema para la expansión de la llave para AES-128 y AES-
192. La función SubWord realiza una operación SubBytes a cada elemento de la última columna, y 
aplica una operación XOR con una constante de ronda de expansión [16]. 
 
  
 
Figura 2.36.- Esquema de Expansión de Llave para AES 128 y 192 
 
 
El número de rondas de expansión requerido según la longitud de la llave se obtiene 
calculando la siguiente expresión: 
 
 
Nº de Expansiones = (Nb·Nr) / Nk (3.5) 
 
 
El documento FIPS-PUB197 incluye ejemplos paso a paso de todo el proceso de encriptación, 
que ayudan a depurar tanto la función de encriptación como la función de expansión de la llave para 
las tres longitudes de llave. 
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2.8.- Modos de Operaciones 
 
Los modos de operaciones se utilizan en los algoritmos cifradores por bloques, que aplican un 
pre procesado a los bloques de datos para la encriptación. Existen varios modos de operación, entre los 
cuales los más destacados son: 
 
• Modo ECB 
• Modo CBC 
• Modo PCBC 
 
Otros modos, no aplican el algoritmo de encriptación al texto plano, si no que utilizan un valor 
a modo de semilla para generar bloques clave y cifran el texto plano realizando la operación XOR 
entre ambos, estos son: 
 
• Modo CFB 
• Modo OFB 
• Modo CTR 
 
Todos estos modos [17], [18] aseguran confidencialidad en los datos, pero no la integridad. 
Existen otros modos más sofisticados que aseguran confidencialidad e integridad de los datos como 
son los modos GCM, EAX y OCB [19]. 
 
 
2.8.1.- Modo ECB (Electronic Codebook) 
 
Este es una primera forma de encriptar la información, el cual para cada bloque del mensaje, 
se encripta aplicando el algoritmo de encriptación tal cual. 
 
 
 
Figura 2.37.- Esquema de Encriptación modo ECB 
 
Para la desencriptación, consiste en aplicar el algoritmo de desencriptación, para cada bloque 
encriptado. 
 
La gran ventaja de este modo es que permite paralelizar el proceso, haciéndolo relativamente 
rápido. Por el contrario, presenta un serio problema pues para una misma entrada genera la misma 
salida. Esto lo hace sensible a la presencia de patrones contenidos en la información.  
 
La Figura 2.38 muestra el resultado de haber la encriptación una imagen usando ECB. 
 
 
 
 
 
 
 
Figura 2.38.- Ejemplo de Encriptación ECB 
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2.8.2.- Modo CBC (Cipher-Block Chaining)  
 
Este modo CBC, para cada nuevo bloque de datos, se le aplica previamente una operación 
XOR con el bloque anterior procesado antes de encriptar. Además, para hacer cada mensaje único se 
puede usar un vector de inicialización para enmascarar el primer bloque.  
  
 
 
 
Figura 2.39.- Esquema de Encriptación para el modo CBC 
 
De esta forma, cada bloque depende de todos los bloques anteriores hasta ese punto, 
realizando una encriptación en cadenada, logrando que el cifrado dependa del contexto del mensaje y 
no de los datos en sí. 
  
El resultado es más semejante al ruido aleatorio, como se observa en la Figura 2.40. 
 
  
 
 
 
 
 
 
Figura 2.40.- Ejemplo de Encriptación CBC 
 
Dado que la encriptación en CBC, los bloques dependen del anterior, esto imposibilita poder 
procesar los bloques en paralelo, lo que ralentiza el todo el proceso. No así en la desencriptación, dado 
que los bloques cifrados se encuentran disponibles en el momento, se puede procesar en paralelo y al 
final aplicar la operación XOR para recuperar el texto original. 
 
 
 
 
Figura 2.41.- Esquema para la desencriptación en modo CBC 
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2.8.3.- Modo PCBC (Propagating Cipher-Block Chaining)  
 
Este modo es una variación del modo CBC que está diseñado para que pequeños cambios en el 
texto cifrado se puedan propagar más que en el modo CBC. 
 
 
 
Figura 2.42.- Esquema de Encriptación modo PCBC 
 
 
 
 
Figura 2.43.- Esquema de Desencriptación modo PCBC 
 
 
2.8.4.- Modo CFB (Cipher FeedBack) 
  
Este modo se basa en realimentar para la encriptación el mismo bloque cifrado generado, a 
partir de un valor inicial. El cifrado del texto plano se realiza aplicando una operación XOR con el 
bloque clave encriptado y ese mismo bloque vuelve a ser encriptado. 
 
 
 
Figura 2.44.- Esquema de Encriptación modo CFB 
 
Para el descifrado, se vuelve a utilizar el mismo bloque de encriptación para regenerar los 
bloques clave y se realiza la operación XOR con el texto cifrado, para recuperar el texto plano. 
 
 
Figura 2.45.- Esquema de Desencriptación modo CFB 
   
2.- Descripción del Contenido de la Tesis  48 
2.8.5.- Modo OFB (Output FeedBack) 
 
Este modo encripta recursivamente el vector de inicialización, generando un bloque al cual 
cifra el texto plano aplicando la operación XOR. Este modo requiere que el vector de inicialización 
tenga un valor único en cada proceso de encriptación de mensaje. 
 
 
 
Figura 2.46.- Esquema de Encriptación modo OFB 
 
Para la desencriptación, se parte del mismo valor del vector de inicialización para realizar la 
operación XOR con el texto cifrado para obtener de nuevo el texto plano recuperado. 
 
 
 
Figura 2.47.- Esquema de Desencriptación modo OFB 
 
 
2.8.6.- Modo CTR (Counter) 
 
Este modo utiliza un contador como bloque de encriptación para generar los bloques clave los 
cuales cifra el texto plano realizando la operación XOR. La secuencia de este contador ha de tener la 
propiedad de poder generar un valor único, (en la literatura anglosajona se le conoce como Nonce), 
mientras se esté usando una misma llave para encriptar la información. 
 
 
 
 
Figura 2.48.- Esquema de Encriptación modo CTR 
 
Para la desencriptación, se utiliza el mismo bloque de encriptación repitiendo la misma 
secuencia del contador para generar los mismos bloques clave y se aplica la operación XOR con el 
texto cifrado para recuperar el texto plano original. 
 
Este modo permite que tanto la encriptación como la desencriptación se puedan procesar en 
paralelo, solventando en gran medida los inconvenientes del modo ECB.  
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2.9.- MAC Security - IEEE 802.1ae  
 
La normativa IEEE 802.1ae [20], también conocida como MACSec, define un estándar para 
conexión a redes LAN y MAN manteniendo confidencialidad en las transmisiones de datos, 
permitiendo tomar medidas contra las tramas transmitidas o modificadas por dispositivos no 
autorizados.. 
 
La trama IEEE 802.1ae define el siguiente formato para tramas encriptadas: 
 
 
 
Figura 2.49.- Formato Trama Encriptada IEEE 802.1ae 
 
La trama encriptada IEEE802.1ae mantiene las direcciones MAC destino y origen de la trama 
original e incorpora unos nuevos campos respecto a la trama normal, que son: 
 
Security TAG: Es considerado como una extensión del Ethertype y añade unos campos 
auxiliares que presentan un servicio complementario a la encriptación de la trama. La etiqueta Security 
TAG está definida en la sección 9.3 de la norma IEEE802.1ae, la cual se compone de los siguientes 
campos: 
 
a) MACsec Ethertype 
b) TCI (TAG Control Information) 
c) AN (Association Number) 
d) SL (Short Length) 
e) PN (Packet Number) 
f) SCI (Secure Channel Identifier) - opcional 
 
Como se comentó en el apartado 2.2.2, el campo Ethertype es un valor estándar que especifica 
el tipo de protocolo que transporta la trama y para las tramas MACSec tiene como valor reservado el 
0x88E5. 
 
Secure Data: Son los datos encriptados propiamente dichos de la trama. Se comienza a 
encriptar a desde el campo Type/Length de la trama original. La norma define como cifrador por 
defecto el AES-128 en modo Contador/Galois (GCM) [21].  
 
Este modo utiliza las ventajas del modo de operación contador para generar el texto cifrado 
mediante AES-128 y la operación de multiplicación los campos de Galois para generar el valor de 
autentificación de la trama valor del ICV [22].  
 
ICV (Integrity Check Value): Es un campo opcional que se puede añadir a la trama para 
comprobar la integridad y autentificación de los datos recibidos. Se trata del cálculo de un valor 
HASH aplicando una operación criptográfica sobre todos los bytes de la trama original utilizando una 
llave que se genera a través de realizar la encriptación del valor 0x01 basado en  AES-128 con la llave 
de encriptación, el cual permite detectar si la trama ha sido generada o incluso alterada por algún 
dispositivo no autorizado y poder descartarla [23].  
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Diseño del Sistema 
 
3
Este capítulo describe todo el desarrollo llevado a cabo en el proyecto de encriptación sobre 
Ethernet a nivel 2, permitiendo encriptar la payload de las tramas Ethernet independientemente del 
tipo de protocolo que transporte, basado en el algoritmo de encriptación de datos AES. Todos los 
bloques que se documentan en este capítulo han sido generados íntegramente mediante código VHDL.  
 
 
3.1.- Descripción del Diseño de Encriptación AES 
 
3.1.1.- Formato de Encriptación de Tramas 
 
El formato de encriptación de tramas implementado en el proyecto, se basa en el estándar 
IEEE 802.1ae, pero no cumple esta norma, el protocolo de encriptación es propietario de W-onesys y 
es válido para conexiones punto a punto o a través de switchs.  
 
El cumplimiento íntegro de esta normativa implica unas complicaciones técnicas demasiadas 
costosas para asumir en un primer prototipo de encriptación. Por lo que se trata de simplificar la 
funcionalidad de encriptación sin perder prestaciones de confidencialidad en las transmisiones.   
 
Para la primera versión del prototipo, la trama de encriptación es propietaria y en es la que se 
muestra en la Figura 3.1: 
 
 
 
 
Figura 3.1.- Formato Trama Encriptada 
 
 
La principal diferencia reside en el uso del Securtiy TAG que se reestructura con la siguiente 
información complementaria: 
 
• Ethertype: Substituye al campo Type/Length de la trama original e identifica la trama 
como una trama MACSec. 
 
• Frame Length: Indica el tamaño en bytes de la trama original sin contabilizar el FCS. 
Este valor ayuda a realizar el truncado del último bloque desencriptado. 
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• Index Key: Indica el índice de llave de encriptación utilizada en la trama. Es una 
prestación añadida al sistema el cual permite realizar de una manera muy simple la 
posibilidad de poder efectuar un cambio la llave en encriptación y que el receptor 
pueda continuar desencriptar la trama sin la necesidad de enviar la llave por la red.  
 
• Config: Se reservan dos bytes con dos fines, el primero para hacer que la etiqueta sea 
múltiplo de 32bits lo que ayuda posteriormente a su extracción posterior en la trama la 
etiqueta Security TAG y en segundo lugar se dispone de un espacio reservado para 
incluir la configuración de encriptación usada en el emisor habilitando posibles 
funcionalidades extras, como puede ser el uso o no del campo ICV, etc.  
 
La payload de la trama original es cifrada mediante AES-256 en modo CBC. Ésta al ser 
encriptada mediante AES siempre será múltiplo de 16 bytes. 
 
El Campo ICV de la trama IEEE 802.1ae es opcional y no se incluye de momento para el 
desarrollo del prototipo. La inserción de este campo implica aumentar la complejidad del encriptador y 
más aún la lógica del desencriptador. 
  
Notar que entre el tamaño de las direcciones MAC, la inserción de la Security TAG y para una 
payload de 1500 bytes encriptada, el tamaño final de la trama excede de los 1518 bytes definidos en el 
estándar IEEE 802.3 como longitud máxima de una trama. Esto se debe tener en muy cuenta a la hora 
de montar la red que debe soportar este tipo de tramas para que no las descarten por oversize, deben 
ser consideradas como tramas JumboFrames o en su defecto poder deshabilitar los filtros de oversize o 
poder reconfigurarlos para validar tamaños de trama más grandes del estándar en todos los 
dispositivos participantes en la red. 
 
 
3.1.2.- Arquitectura de la FPGA 
 
Para llevar a cabo la encriptación a nivel 2 de las tramas Ethernet, se utiliza la FPGA montada 
en la tarjeta OPTR2G5EXC-PM.  
 
El diseño de la FPGA consta de una entidad top la cual describe toda la arquitectura interna. A 
parte de los módulos principales para el propósito de llevar a cabo la encriptación, se cuentan con 
otros módulos auxiliares que gestionan circuitos externos necesarios para el correcto funcionamiento 
de la placa OPTR2G5EXC-PM, también se incorpora de un bloque de interfaz que establece un medio 
de comunicación con microcontrolador ARM7 a través de la interfaz EMI que el microcontrolador usa 
para acceder a la FPGA como accesos a una memoria externa. 
 
Los módulos principales de la FPGA para la encriptación son el PCS comentado en el 
apartado 2.6.1 necesarios para resolver la capa física de la red Gigabit Ethernet, la capa MAC que 
establece el mecanismo para la recepción y transmisión de tramas y que es conectada al PCS mediante 
el patillaje definido según la GMII, uniendo la capa física con la capa de enlace según el modelo OSI 
visto en el apartado 2.3.  
 
Por último está la capa cliente MAC que incorpora el algoritmo de encriptación y 
desencriptación, la cual se encarga de procesar las tramas recibidas y de formar las tramas de salida, 
enviándolas a la capa MAC para su transmisión hacia la red.  
 
El microcontrolador tiene acceso al cliente MAC a través del acceso que ofrece el bloque 
Memory Interface ejerciendo de puente de comunicaciones entre el microcontrolador y los bloques 
internos del cliente. 
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La Figura 3.2 muestra el esquema general del diseño de la aplicación de encriptación: 
 
 
 
Figura 3.2.- Esquema general 
 
Externamente de la FPGA se dispone de una matriz de conmutación permite dirigir el tráfico 
de salida hacia uno de los puertos de la tarjeta, según las necesidades de la configuración de la 
instalación. 
 
 
 
3.2.- Capa MAC  
 
Esta capa es la primera que se encuentra dentro de la capa de enlace. Este bloque se divide en 
dos partes diferentes, MAC de recepción (mac_rx) y MAC de transmisión (mac_tx) conectada 
directamente a la capa física. 
 
Adicionalmente, se dispone de bloque que conforma un banco de registros a modo de 
memoria que puede ser accesible desde el microcontrolador de la tarjeta OPTR2G5EXC-PM, para 
poder configurar distintos parámetros de configuración como puede ser el modo de trabajo Half-
Dúplex o Full-Dúplex, establecer la propia dirección MAC del módulo, y otras prestaciones 
secundarias que ayudan al desarrollo. 
 
La siguiente figura muestra el esquema de conexionado de los bloques MAC de recepción y 
transmisión generado por el sintetizador Synplify: 
 
 
Figura 3.3.-  Esquema del Bloque MAC (Synplify) 
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3.1.1.- MAC de Recepción  
 
El diseño de la MAC de recepción queda dividido en dos módulos VHDL, por un lado está el 
control de la MAC de recepción y por otro la implementación de la memoria FIFO para la recepción 
de las tramas. 
 
 
 
Figura 3.4.- Esquema del Interior del bloque MAC de recepción (Synplify) 
 
El bloque MAC de recepción realiza: 
• Recibir las tramas empleando CSMA/CD.  
• Si detecta colisiones (sólo en Half-Duplex) descartar la trama. 
• Verifica que el tamaño de la trama recibida está dentro de los límites marcados en la 
norma, en caso contrario se descartan, excepto las tramas especiales como las 
JumboFrames o tramas MACSec (encriptadas). 
• Descarta los paquetes erróneos (error de FCS / error de bits). 
• Permite filtrar paquetes cuya MAC destino no coincidan con la dirección física del 
módulo. 
• Elimina los bytes de padding contenidos en la payload. 
• Extracción FCS de la trama. 
 
 
3.1.1.1.- Control de MAC de Recepción 
 
Esta MAC se diseña permitiendo una configuración flexible para el modo de funcionamiento, 
estableciendo las siguientes propiedades configurables: 
 
• Configuración de la MAC de referencia – Programa la MAC de la tarjeta. 
• Configuración modo Half-Duplex o Full-Duplex de la capa MAC. 
• Habilitar el filtraje de tramas por la dirección MAC destino – Modo promiscuo. 
• Habilitar el descarte de tramas por error de tamaño para tramas DIX Ethernet. 
 
Este bloque incorpora el algoritmo CSMA/CD para la recepción visto en la Figura 2.3. La 
implementación del algoritmo se resuelve diseñando una máquina de estados finita en VHDL cuyo 
vector de entradas son el conjunto de las señales GMII definidas en el estándar IEEE 802.3 vistas en la 
Figura 2.13 que son proporcionadas por el PCS de la FPGA, visto en los cronogramas de las Figura 
2.25 y Figura 2.26, con el propósito de poder gestionar la memoria FIFO de recepción para recibir de 
tramas. 
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La siguiente figura muestra el diagrama de estados de la máquina de estados finita que 
controla la recepción de las tramas: 
 
 
Figura 3.5.- Diagrama de Estados para la FSM de control de recepción 
 
 
Se distinguen 7 estados posibles,  
1. State_Idle: Espera datos válidos en rxd (rx_dv = ‘1’). 
 
2. State_Carrier_Detected: Se detecta portadora y hay datos válidos en rxd. Recepción 
del preámbulo. Se espera a la llegada del byte delimitador de inicio de trama (SFD). 
 
3. State_SFD: Comienzo de la trama. Se habilita la escritura en la FIFO de recepción y el 
contaje de los bytes recibidos. 
 
4. State_Data: Guarda los bytes de entrada presente en la línea rxd en la FIFO de 
recepción mientras no se produzcan errores hasta la finalización de los datos válidos 
(rx_dv = ‘0’). 
 
5. State_CRC: Comprueba si la trama tiene errores de CRC (rx_crc_eop), en caso de 
detectar errores, se descarta.  
 
6. State_Rx_End: La trama recibida está libre de errores y valida la trama recibida en la 
FIFO de recepción. 
 
7. State_Discard: Este estado aborta la recepción por la detección de algún tipo de error 
durante la recepción o elimina la trama recibida por que la dirección MAC destino es 
distinta, por error de FCS o por ser una trama de control de flujo. 
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La siguiente figura muestra el esquema conceptual interno del control de la MAC de 
recepción, el cual queda compuesto por la máquina de estados, una serie de registros de 
desplazamiento para capturar los datos de la dirección MAC de destino y el tipo de trama que se está 
recibiendo, un contador de bytes de recepción y un subbloque para la detección de tramas de control 
de flujo: 
 
 
 
Figura 3.6.- Esquema Interno Conceptual de la MAC de Control 
 
Las señales de entrada y salida del bloque MAC de recepción está compuesta por cuatro 
grupos de puertos E/S: 
 
• Señales de la interfaz GMII para la conexión con la capa física (PCS) 
• Señales para controlar la memoria FIFO de recepción 
• Señales de flujo de control para programar pausas a la MAC de transmisión 
• Señales auxiliares de identificación de trama. 
 
El contador de bytes, ayuda a identificar el byte actual que ocupa dentro de la trama según se 
va recibiendo  para poder extraer la información de la dirección MAC de destino de la trama, como el 
tipo de trama. 
 
Cntr 1 2 3 4 5 6 7 8 9 10 11 12 13 14 … 
Trama MAC Destino MAC Origen Type … 
 
Figura 3.7.- Evolución del Contador de Bytes en la recepción de la trama 
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Cuando se recibe una trama de control MAC, ésta queda reconocida cuando la dirección MAC 
de destino tenga la dirección especial 01:80:C2:00:00:01, el type sea 0x8808 y el opcode sea el código 
de pausa 0x0001. En ese momento se extrae el valor del cuanta y una vez que la trama es verificada 
que es correcta, la MAC de recepción programa una pausa a la MAC de transmisión con el valor del 
quanta leído y elimina la trama de la FIFO de recepción. 
 
3.1.1.2.- FIFO de Recepción 
 
Este módulo implementa una memoria FIFO a modo de búfer de recepción de tramas. Esta 
memoria FIFO cumple una función muy importante porque conecta directamente la capa MAC con la 
capa cliente prestando una interfaz de conexión orientada a paquetes basada en la interfaz LocalLink 
de Xilinx [24] transfiriendo información con dominios de reloj distintos. 
 
La capa MAC trabaja con el reloj de referencia de 125 MHz de Gigabit Ethernet recuperado 
por el PCS, recibiendo un octeto por ciclo del reloj. 
 
La capa cliente donde reside el encriptador AES, opera con datos de 32 bits, para facilitar la 
extracción de los diferentes campos de la trama Ethernet y a su vez al procesar más bytes en paralelo 
permite reducir la frecuencia de trabajo, en comparación con la capa MAC. 
 
El reloj de la capa cliente se obtiene a través de un divisor hardware interno de la FPGA 
usando el componente CLKDIV, el cual permite generar un reloj a partir de la división de un reloj 
primario por 2 o por 4. Los relojes primarios que pueden ser utilizados son el reloj recuperado del PCS 
de 125MHz o el reloj de la FPGA de 155,52MHz.  
 
La elección del reloj cliente debe ser una frecuencia lo suficientemente elevada para agilizar el 
proceso pero sin generar errores de timings y metaestabilidad en la circuitería de la capa cliente. El 
reloj que cumple estas premisas es el que se obtiene de dividir por 2 a la frecuencia de la FPGA, así 
pues, la capa cliente opera con un reloj de 77,76 MHz.  
 
La FIFO se basa en una memoria DPRAM (Dual-Port RAM). Esta es una memoria 
compartida que dispone dos puertos de acceso independiente a la memoria, la cual es ideal para 
transferir datos entre dominio de relojes distintos. 
 
Para dotar esta memoria DPRAM de las prestaciones de funcionamiento de una memoria 
FIFO, se añade toda una electrónica auxiliar que gobierna los punteros de lectura-escritura y gestione 
los flags de estado de la FIFO: empty, full, almostempty y almostfull. 
 
La generación de estos flags se realiza a través de la comparación entre los punteros de lectura 
y escritura. La FIFO se considera vacía cuando el puntero de lectura alcanza al puntero de escritura y 
se considera llena la FIFO cuando el puntero de escritura alcanza al puntero de lectura. Resetear una 
FIFO equivale a igualar ambos punteros. 
 
La diferenciación de los casos de lleno y vacío de la FIFO se resuelve añadiendo un bit 
adicional en los punteros de lectura y escritura, de esta manera el bit de mayor peso indica si se ha 
dado una vuelta completa a la memoria: 
 
 
 
Figura 3.8.- Ejemplo de generación de los flags empty y full de la FIFO 
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El criterio de activación de los flag “casi llena”, queda establecido cuando la FIFO no tiene 
capacidad para albergar una nueva trama de 64 bytes mientras se está recibiendo una trama, mientras 
este flag permanezca activo se bloquea la recepción, ignorando todas las nuevas tramas que se reciban 
con el objetivo de proteger la FIFO de recepción de su desbordamiento y evitar alterar los bytes 
recibidos de las tramas ya recibidas.    
 
El flag “casi vacío”, se activa cuando la FIFO tiene 64 bytes o menos por leer y se desactiva 
cuando hay más de 64 bytes por leer. La Figura 3.9 muestra el esquema general por bloques del 
interior de la FIFO de recepción [25]. 
 
  
 
 
Figura 3.9.- Esquema de la Arquitectura Interna de la FIFO RX 
 
Se diseñan dos máquinas de estados que gobiernan cada una los punteros de lectura y 
escritura, gestiona los flags de estado de la FIFO para sus respectivos dominios de reloj, comparando 
ambos punteros. 
 
Dado que los relojes de ambos dominios son asíncronos entre ellos, para poder intercambiar 
los punteros y generar los flags de la FIFO, se requiere un elemento de sincronización de datos, en este 
caso basado en una doble báscula tipo D.  
 
El cambio de tipo de datos entre la capa MAC (8 bits) y la capa Cliente (32 bits), requiere 
implementar un mecanismo que indique qué bytes de la palabra leída en la capa cliente son bytes 
válidos y cuáles no. 
  
Para ello se añade una marca al byte recibido de la capa MAC, indicando si ese byte es válido 
o no, que a su vez ejerce de marca final de trama. Notar que este bit adicional en el byte de escritura, 
implica que la memoria DPRAM deba tener un ancho de 9 bits en lado de la MAC y de 36 bits en el 
lado del cliente, véase Figura 3.10. 
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Figura 3.10.- Distribución Memoria FIFO entre la capa MAC y la capa Cliente 
 
La configuración de esta memoria DPRAM, se realiza usando el programa IPExpress de 
Lattice, que utiliza bloques RAM interno de la FPGA (EBR) para construir la memoria de doble 
puerto.  
 
Se especifican los anchos de los datos de entrada y de salida, 9 bits por el lado de la capa 
MAC y 36 bits por el lado del cliente. También se configura la profundidad de la memoria que se fija 
en 4 kbytes / 1kWord, esto es, un ancho de 12 bits en el lado de la capa MAC y 10 bits en la capa 
Cliente. Para la generación de de los flags de la FIFO, los punteros que gobiernan sendas máquinas de 
estado tienen un ancho de 12+1 para poder compararlos.   
 
 
 
Figura 3.11.- Configuración DPRAM utilizando IPExpress 
 
La interfaz LocalLink, referida en la nota de aplicación de Xilinx XAPP691 [24], describe un 
conjunto de señales que ayuda a leer y escribir tramas completas utilizando una memoria FIFO. 
Opcionalmente esta interfaz dispone de una memoria complementaria que se utiliza para guardar la 
longitud efectiva de la trama.  
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La Figura 3.12 muestra los puertos E/S de esta interfaz: 
 
 
 
Figura 3.12.- Interfaz LocalLink  
Fuente: XAPP691.pdf 
 
La interfaz de conexión entre la capa MAC y el cliente está basada en esta interfaz LocalLink, 
pero adaptada a las necesidades propias del diseño. En la siguiente tabla muestra la descripción de 
señales que se utiliza para las lecturas de tramas en la capa Cliente. 
 
 
Tabla 3.1.- Descripción del patillaje de la interfaz LocalLink entre las capas MAC y Cliente 
Pin Dirección Descripción 
clt_clk Entrada Reloj del domino del cliente  
clt_clk_en Entrada Habilitación del reloj cliente 
clt_rst Entrada Reset del cliente 
clt_dst_rdy Entrada Indica que el cliente puede leer datos  
clt_src_rdy Salida Indica que la FIFO tiene un dato válido en la salida 
clt_sof Salida Marca el dato como inicio de trama 
clt_eof Salida Marca el dato como final de trama 
clt_data_out[31:0] Salida Dato de Salida 
clt_rem_out [3:0] Salida Resto del dato de Salida. Indica qué bytes son válidos del dato de salida 
clt_len_out [15:0] Salida Tamaño en bytes que ocupa el paquete en la memoria 
clt_frame_tags [7:0] Salida Byte complementario que especifica el tipo de la trama que se trata 
 
 
 
 
Figura 3.13.- Cronograma de las señales principales de la Interfaz LocalLink 
 
La FIFO de recepción también cuenta con la segunda memoria que se especifica en la interfaz 
LocalLink, pero aparte de guardar el tamaño del paquete (16 bits), también se añade un byte adicional 
para esta memoria auxiliar que permite guardar una etiqueta asociada a la trama, obtenido a través de 
la lectura del campo Type/Length cuando se recibe la trama.  
 
Este etiquetaje de la trama permite poder identificar de antemano el tipo de trama que se ha 
recibido, lo que resulta muy útil para las capas superiores. Para este byte de etiqueta se han definido 
los siguientes bits de marca: 
  
   
60   3.- Diseño e Implementación 
 
Tabla 3.2.- Composición del byte Etiqueta de Trama 
TAG 
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 
MAC 
Match 
Trama 
Encriptada JumboFrames 
Trama  
TCP/IPv6 
Trama  
TCP/IPv4 
Trama 
 Control de Flujo 
Trama 
VLAN 
Trama  
IEEE 802.3 
 
Esta memoria al igual que la memoria para implementar la FIFO, se basa en una memoria de 
doble puerto, donde los anchos de datos de entrada y salida quedan establecidos en 24 bits, con 256 
posiciones. 
 
 
La FIFO de recepción cuenta con un contador de bytes parcial de tramas que contabiliza los 
bytes que se van guardando en la FIFO mientras se va recibiendo la trama. Si el bloque de control 
MAC, encuentra que no ha habido errores en la trama, éste activa la señal de trama válida y la FIFO 
guarda en la memoria auxiliar la etiqueta del paquete conjuntamente con el valor del contador de 
trama (ver Tabla 3.3).  
 
Tabla 3.3.- Composión de la Memoria Auxiliar Tag Memory 
wrAddr rtag[23:0] rdAddr TAG - rtag[23:16] SIZE – rtag[15:0] 
0 Byte Etiqueta Trama #1 Tamaño Trama #1 0 
1 Byte Etiqueta Trama #2 Tamaño Trama #2 1 
2 Byte Etiqueta Trama #3 Tamaño Trama #3 2 
… … … … 
255 Byte Etiqueta Trama #256 Tamaño Trama #256 255 
 
En caso de detectar errores de recepción, la MAC de control activa la señal de descarte de 
trama y la FIFO restaura el puntero de escritura y no se graban datos en esta memoria, “eliminando” 
de esta manera la trama de la memoria recibida. 
 
La diferencia entre los punteros de lectura y escritura de esta memoria complementaria sirve 
como contador de paquetes recibidos, cuando estos punteros no son iguales, se notifica a la capa 
cliente que dispone de un paquete válido para leer activando la señal rx_src_rdy de la interfaz 
LocalLink. 
 
En último lugar para cada trama que se valida, se procede a la extracción del FCS. Después de 
realizar la escritura del último byte de la trama, el puntero de escritura retrocede tres posiciones y se 
inserta tantos bytes nulos (0x0_00), hasta que el puntero de escritura quede alineado con el inicio del 
siguiente Word, borrando de esta manera los bytes del CRC. 
 
La inserción de estos bytes nulos marca la palabra final de la trama. Al contador de bytes 
recibidos en la FIFO se le restan 4 unidades antes de proceder al guardado en la memoria TAG 
Memory conjuntamente con la etiqueta generada. 
 
En la Figura 3.14a, muestra el caso para una trama de 512 bytes, que es múltiplo de 4 bytes. 
En este caso se borran todos los cuatro bytes que forman la FCS y el puntero queda alineado al 
siguiente Word, para esta última palabra ningún byte sería válido. 
 
La Figura 3.14b, presenta el caso de una trama de 513 bytes que no es múltiplo de 4 bytes. Se 
borran los tres primeros bytes del FCS, y el puntero queda alineado hasta el siguiente Word, ese 
último byte recibido será borrado con la siguiente trama. De esta forma, la última palabra de la trama, 
sólo el primer byte sería válido. 
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             a)                                                                                                      b)     
 
Figura 3.14.- Ejemplo de extracción del FCS en la FIFO 
a) Trama 512 bytes,  b) Trama 513 bytes  
 
3.1.2.- MAC de Transmisión 
 
La MAC de transmisión es la encargada de realizar el envío de las tramas a través de la red. 
Está compuesta por tres módulos VHDL, la FIFO de transmisión donde se forma la trama para enviar, 
el control de la transmisión y el generador aleatorio del algoritmo back-off. 
 
 
 
Figura 3.15.- Esquema del Interior del bloque MAC de Transmisión (Synplify) 
 
El bloque MAC de transmisión realiza: 
 
• Transmite las tramas empleando CSMA/CD asegurando siempre el tiempo de IFG entre 
transmisiones de tramas. 
• Si detecta colisiones, inserta secuencia JAM y se espera un tiempo aleatorio antes de. 
retransmitir de nuevo la trama (sólo en modo Half-Duplex). 
• Asegura que la trama siempre tenga la longitud mínima de 64bytes, insertando bytes de 
padding si no fuese así. 
• Inserta el FCS de la trama conjuntamente con el PCS de la FPGA. 
• Genera la trama de pausa cuando se detecta que la FIFO de recepción está a punto de 
desbordarse (flag almostfull). 
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3.1.2.1.- Control MAC de Transmisión 
 
 
Figura 3.16.- Diagrama de Estados para la FSM de control de transmisión 
 
 
Se declaran 12 estados posibles: 
 
1. State_Idle: Espera a que el medio esté libre para poder transmitir o se tenga que 
efectuar una pausa.  
 
2. State_Pause: Pausa las transmisiones durante los cuantas recibidos en la trama MAC 
Pause. 
 
3. State_IFG: Asegura el cumplimiento del tiempo entre tramas antes de transmitir. 
 
4. State_Preamble: Inicia la transmisión, enviando los bytes de preámbulo. 
 
5. State_SFD: Inserta el byte SFD e inicia el cómputo del CRC de la trama. 
 
6. State_Data: Envía los datos de la trama guardados en la FIFO de transmisión hasta la 
detección del byte final de trama. En caso de que la FIFO de transmisión se vacíe sin 
haber detectado este byte, se insertan bytes erróneos hasta completar el tamaño de 
trama mínima. 
 
7. State_Padding: Si el tamaño de la trama que se envía es menor de 64 bytes, se 
insertan bytes de padding hasta cumplir el tamaño mínimo de trama. 
 
8. State_FCS: Inserta los bytes del CRC calculado por el PCS. 
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9. State_JAM: Inserta una secuencia de 1’s y 0’s (cuatro bytes 0xAA) y finaliza la 
transmisión a modo de indicación de detección de colisión. 
 
10. State_Back_Off: Espera el tiempo aleatorio calculado para retransmitir la trama. 
 
11. State_Send_MAC_Pause: Envía la trama MAC Pause a causa del inminente 
desbordamiento de la FIFO de recepción. 
 
12. State_Error: Inserta bytes erróneos hasta que el tamaño de la trama tenga como 
mínimo 64 bytes o un único byte erróneo si la trama es mayor. 
 
3.1.2.2.- FIFO de Transmisión 
 
La FIFO de transmisión es muy similar a la FIFO de recepción descrita en el apartado 3.1.1.2, 
a excepción de que no utiliza la memoria complementaria TAG Memory. Se compone de sendas 
máquinas de estado que gestionan los punteros de lectura, escritura y los flags de estado de la FIFO, 
donde la interfaz de escritura del cliente se rige por la interfaz LocalLink. 
 
 
 
 
Figura 3.17.- Esquema General de la FIFO de Transmisión 
 
Se dispone de un doble contador de tramas escritas y extraídas, su diferencia indica al bloque 
MAC de control que dispone tramas para transmitir. 
 
La lectura de los datos en la FIFO (transmisión), se realiza cuando la MAC de control de 
transmisión inicia la lectura de la FIFO, efectuando la lectura secuencial de la memoria hasta hallar el 
primer byte nulo, como indicación de finalización de la trama. Es responsabilidad del cliente de 
asegurar insertar al menos un byte nulo en el último Word de escritura. De no ser así, cuando la FIFO 
se vacía, el bloque de control de transmisión activa la línea de inserción de error del PCS hasta 
cumplir el tamaño mínimo de la trama o si la trama ya es mayor de 64 bytes, inserta un byte erróneo y 
a continuación el FCS, indicando que esa trama tiene errores y finaliza la transmisión de la trama 
actual. 
 
Al igual que sucedía durante la extracción del FCS de la trama, una vez que se lee el byte 
nulo, el puntero de lectura automáticamente se alinea con la dirección de la siguiente palabra para leer 
correctamente la siguiente trama.  
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3.1.2.3.- Generador Aleatorio – Exponential Back off 
 
Este bloque trata de implementar el algoritmo retroceso exponencial binario truncado para 
intentar adaptar la transmisión a la carga de la red en tiempo real, como requerimiento de diseño 
cumpliendo las especificaciones IEEE 802.3.  
 
Este algoritmo parte de valores muy pequeños para minimizar el retardo de acceso a las 
primeras colisiones, pero que aumenta rápidamente ante colisiones reincidentes hasta a un tiempo 
máximo de 1023 time slots (truncado). La descripción del algoritmo se puede resumir de la siguiente 
manera: 
 
El rango de tiempo de espera aleatoria está discretizado en ranuras de tiempo: 64 bytes para 
Ethernet y Fast Ethernet y 512 bytes en Gigabit Ethernet. Sea n el número de reintentos de la 
transmisión realizados hasta el momento, el tiempo de espera de r ranuras de tiempo se escoge al azar 
con igual probabilidad dentro del intervalo 0 ≤  r < 2k, siendo k = min(n, 10). El número máximo de 
reintentos para transmitir una trama son 16 [26]. 
 
La siguiente tabla muestra el rango de valores aleatorios que se pueden tener para la obtención 
del time slot de espera, en función del número de reintentos en la transmisión. 
 
Tabla 3.4.- Relación de rango de valores aleatorios en función del número de reintentos 
n 
( # reintentos) 
rango aleatorio 
de time slot 
0 0 
1 0:1 
2 0:3 
3 0:7 
4 0:15 
5 0:31 
6 0:63 
7 0:127 
8 0:255 
9 0:511 
10 hasta 16 0:1023 
 
La obtención del número de time slots aleatorio se basa en un contador LFSR [27], 
caracterizado por un polinomio de grado 10, siendo este polinomio el x10 + x7 + 1 [28] que genera una 
secuencia pseudo-aleatoria garantizando la máxima longitud de la secuencia sin repeticiones durante el 
periodo de 1023. 
 
 El valor r del time slot se obtiene mediante un multiplexor escogiendo el rango de bits en 
función del número de intentos de retransmisión. Una vez seleccionado el tiempo de espera, se 
suspende la transmisión hasta cumplir el tiempo equivalente a r·512 bytes en el caso de Gigabit 
Ethernet. 
 
 
 
Figura 3.18.- Esquema de implementación del algoritmo Back-off 
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3.2.- Bloque de Encriptación/Desencriptación AES 
 
Este apartado describe la implementación física del algoritmo AES-256 para los modos ECB y 
CBC utilizando módulos en VHDL. 
 
3.2.1.- Expansión de la Llave 
 
Como se vio en el capítulo 2 en el apartado de la descripción del algoritmo, AES requiere una 
función de expansión de la llave generando así la planificación de llaves que posteriormente utiliza en 
la fase AddRoundKey en cada ronda de encriptación/desencriptación. 
 
La expansión de la llave se realiza mediante un bloque que contiene el esquema de la 
expansión visto en la Figura 2.36 realimentado así mismo. La única diferencia para AES-256 es que se 
debe aplicar una operación SubWord en la mitad de la llave expandida [29]. 
 
El control de la expansión de llave la realiza una pequeña máquina de estados FSM. Cuando 
se notifica la presencia de una nueva llave, ésta inicia la expansión, habilitando un contador que indica 
el número de ronda de la expansión la cual utiliza el bloque de expansión de la llave para aplicar la 
constante de ronda RCON en la expansión y guardarla en el registro correspondiente del Key 
Scheduler. 
 
   
 
 
Figura 3.19.- Esquema del bloque expansión de la llave y el planificador de llaves 
 
El planificador de llave se obtiene mediante un array de 64 registros de 32 bits, para albergar 
los 60 words que conforman el juego de llaves necesario en AES-256.  
 
Un multiplexor, selecciona el grupo de 4 words requerido para aplicar la operación 
AddRoundKey en función de la ronda actual de encriptación.  
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3.2.2.- IP AES 
 
El sistema de encriptación/desencriptación AES se compone de los cores de encriptación y 
desencriptación AES compatible para los modos de operación ECB y CBC, el bloque de expansión de 
llave y dos bloques de planificación de llave, uno para cada core de forma que ambos núcleos puedan 
ejecutarse independientemente entre sí pero compartiendo la misma llave y el mismo valor del vector 
de inicialización con el propósito de optimizar área en la FPGA para esta primera versión del 
prototipo.  
 
 
 
Figura 3.20.- Diagrama de Bloques del Sistema de encriptación AES 
 
Para cada trama nueva que se encripta/desencripta, se debe activar la señal sof para reiniciar el 
modo CBC. 
 
 
3.2.3.- Core de Encriptación AES 
 
El desarrollo de la encriptación AES, requiere implementar físicamente cada una de las 
operaciones básicas descritas en el capítulo 2, en los apartados 2.7.3, 2.7.4, 2.7.5 y 2.7.6. 
 
La operación AddRoundKey (apartado 2.7.3) se resuelve aplicando una operación XOR para 
cada elemento de la matriz de estado con la llave en curso. 
 
Las operaciones SubBytes e InvSubBytes (apartado 2.7.4) se resuelve utilizando memoria 
ROM inferida como un multiplexor a modo de tablas de conversión, donde el byte a sustituir forma el 
bus de direcciones y devuelve el byte sustituido. 
 
Las operaciónes ShiftRows y InvShiftRows (apartado 2.7.5) se implementan simplemente 
intercambiando las posiciones de los bytes que forman la matriz de estado, formando el vector de 
entradas para aplicar la última  operación de encriptación del bloque de datos. 
  
La última operación es la Mixcolumns (apartado  2.7.6) y es la operación más laboriosa de 
implementar, debido a la operación de multiplicación de bytes con la matriz de transformación.  
 
Esta operación se puede realizar íntegramente mediante combinación de puertas lógicas XOR 
o como se vio en el apartado 2.7.1, la multiplicación en los campos de Galois se puede utilizar la 
función xtime (véase Figura 2.28 y Figura 2.29) e ir combinándolas para realizar el producto entre los 
bytes. 
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La dificultad no está tanto en poder multiplicar un byte por 2 o por 3 basándose en  los 
esquemas de las Figura 2.28 y Figura 2.29 de la función xtime, si no que a la hora de poder realizar la 
desencriptación, los valores de la multiplicación por la matriz inversa son por 9, por 11, por 13 y por 
14. Se observa pues que la implementación de esta función se antoja no sólo algo arduo y complicado, 
si no que comporta un alto coste de área por utilización de muchas puertas lógicas XOR y por 
consiguiente, un incremento importante en el retardo de la propagación de la señal. 
 
Siguiendo con la estrategia de la utilización de las funciones S-Box que están basadas en 
tablas y sabiendo que los valores de la multiplicación son finitos (256 valores posibles), mediante la 
programación de la función xtime en Excel, se obtienen todos los valores resultantes que “mapean” las 
multiplicaciones de los campos de Galois, considerando las multiplicaciones como otra mera función 
de sustitución de bytes. La suma términos se sigue realizando mediante puertas XOR. 
 
Uniendo todas las soluciones parciales a las operaciones básicas de transformación, se 
ensambla el core de encriptación compatibles para los modos ECB y CBC. Para la última ronda, la 
operación MixColumns no procede. El esquema la figura de abajo muestra la constitución del circuito 
de encriptación: 
 
 
 
Figura 3.21.- Datapath para la Encriptación AES 
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El circuito representado en la figura anterior es gestionado por una máquina de estados la cual 
controla todo el proceso de encriptación en cada una de las rondas hasta obtener el bloque final 
cifrado. 
 
La Figura 3.22 muestra el diagrama de estados de 
control de la encriptación por rondas.  
 
Una vez que la llave esté expandida, se puede iniciar 
la encriptación de un bloque de datos en la entrada del 
encriptador a partir de una señal start.  
 
Cuando se han aplicando las correspondientes rondas 
de procesado, se registra el bloque de salida y se notifica la 
finalización activando una señal ready.  
 
 
  
 
Figura 3.22.- Diagrama de estados para la encriptación 
 
 
3.2.4.- Core de Desencriptación AES 
 
El diseño del core de la desencriptación es similar al utilizado en la encriptación. Se basa en el 
mismo esquema para procesar los bytes de la Figura 3.21, utilizando las funciones inversas para el 
descrifrado del bloque de datos. 
 
La desencriptación en modo CBC, se obtiene el bloque descrifrado realizando el 
desenmascaramiento de los datos con el bloque cifrado anterior (ver esquema Figura 2.41). Para ello 
se monta la estructura de la Figura 3.23. Se disponen de dos registros con el fin de poder guardar una 
copia del bloque de datos actual y recuperarlo en el siguiente proceso de descifrado para aplicar el 
desenmascaramiento. Una máquina de estados controla todo el proceso de la desencriptación.  
 
Cada vez que se recibe una nueva trama a través de la activación de la señal EOF, se carga en 
el búfer el valor del vector de inicialización. Cuando se recibe el primer bloque encriptado, el vector 
de inicialización se carga en el segundo registro y a su vez se guarda una copia del bloque actual en el 
búfer mientras el bloque se procesa. Cuando el bloque es procesado, se aplica la operación XOR con 
el valor del segundo registro que contiene el valor del bloque anterior recuperando así el texto plano. 
 
 
 
 
Figura 3.23.- Esquema de la desencriptación AES modo CBC 
 
Para el modo ECB, basta que los registros estén forzados los resets para tener una salida nula 
y cancelar el desenmascaramiento final. Así mismo, antes de poder empezar a realizar la operación de 
desencriptación, la llave debe estar totalmente expandida, debido a que la primera operación 
AddRoundKey empieza utilizando el juego de llaves de la última expansión realizada. 
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3.3.- Capa Cliente MAC 
 
La capa cliente MAC es el siguiente subnivel tras la capa MAC en la pila de protocolos del 
modelo OSI visto en el capítulo 2 dentro de la capa de enlace. Esta capa es quien empieza a procesar 
las tramas recibidas correctamente por la capa MAC. 
 
Este cliente MAC es quien realiza las operaciones de encriptación / desencriptación de las 
tramas. Para el procesado de las tramas, se requiere establecer una conexión entre la capa MAC con 
los cores de encriptación / desencriptación AES. Es por ello que se debe diseñar unas interfaces de 
entrada y salida de los cores que permita la correcta conexión entre estos dos subsistemas, 
compatibilizando sus respectivas lógicas de funcionamiento.  
 
La Figura 3.24 muestra la composición del cliente MAC realizada para el testeo y desarrollo 
de la aplicación de encriptación de tramas. 
  
 
 
 
Figura 3.24.- Arquitectura Interna de la Capa Cliente MAC 
 
 
Las interfaces de entrada se comunican directamente con las FIFO de recepción y prepara los 
datos para los cores de encriptación y desencriptación, mientras que las interfaces de salida se 
encargan de enviar a la FIFO de transmisión los datos procesados de los cores.  
 
El cliente MAC, también cuenta con dos módulos adicionales, uno que implementa un banco 
de registros accesibles desde el microcontrolador ARM7 que permite establecer configuraciones y un 
bloque bautizado como Key Manager que se encarga de gestionar el tema de las llaves de encriptación 
como se detallará más adelante. 
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3.3.1.- Interfaz de Entrada 
 
La interfaz de entrada incorpora toda la lógica de control para extraer los datos de la FIFO de 
recepción y generar los bloques de datos para la entrada al core de encriptación. También integra la 
lógica gestión del formato de tramas MACSec, siendo compatible tanto para la encriptación como para 
la desencriptación descrito en el apartado 3.1.1. 
 
La interfaz de entrada, a través de la etiqueta de trama generada en la capa MAC, determina si 
debe generar el campo Security TAG para que sea insertada en la trama encriptada, o bien, extraer este 
campo si la trama ya está encriptada.  
 
La lógica de funcionamiento queda resumida en el siguiente diagrama de flujo: 
 
 
 
 
Figura 3.25.- Diagrama lógico de la interfaz de entrada 
 
Cuando la encriptación se encuentra deshabilitada, el bloque emisor entra en modo bypass, 
puenteando la información de entrada directamente hacia la salida sin aplicar tratamiento alguno.  En 
caso de estar habilitada,  se genera el campo Security TAG y la transfiere a la interfaz de salida para su 
posterior inserción en la trama de salida. 
 
La Figura 3.26 muestra el esquema de la interfaz de entrada: 
 
 
 
Figura 3.26.- Esquema de la interfaz de entrada 
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La máquina de estados actúa como control lógico de la interfaz. Se encarga de gestionar las 
comunicaciones con la FIFO de recepción y la interfaz de salida mediante la interfaz LocalLink. 
También genera y extrae las etiquetas de seguridad de las tramas encriptadas y finalmente gestiona un 
búfer que realiza el agrupamiento de los octetos de la trama en los bloques de 16 bytes necesarios para 
las operaciones de encriptación y desencriptación AES.  
 
Los estados de esta máquina queda representado en el diagrama de la Figura 3.27: 
 
 
 
Figura 3.27.- Diagrama de Estados de la Interfaz de Entrada 
 
Esta interfaz se compone de 9 estados: 
1. State_Idle: Espera a que se tenga un paquete válido en la FIFO de recepción.  
 
2. State_Bypass: Puentea los datos procedentes de la FIFO de recepción y los redirige 
directamente hacia la interfaz de salida. 
 
3. State_Buffering: Agrupa los datos de entrada en el búfer para formar el bloque de 16 
bytes de datos para el core de encriptación. 
 
4. State_Block_Rdy: Activa la señal de confirmación de bloque generado.  
 
5. State_Holding: Suspende la lectura de la FIFO de recepción y espera a que el core 
AES acabe el procesado para pasarle el siguiente bloque de datos. 
 
6. State_Resume: Reactiva las lecturas de la FIFO de recepción para formar el siguiente 
bloque de datos para encriptar. 
 
7. State_Last_Block_Rdy: Dispone el último bloque de datos listo para procesarlo y 
espera a que AES finalice el penúltimo bloque. 
 
8. State_Wait_End_Process: Espera a que el core finalice la operación del último bloque 
de la encriptación. 
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9. State_Wait_Output: Espera a que la interfaz de salida finalice la escritura de la trama 
en la FIFO de transmisión. 
 
El búfer es una memoria DPRAM generada mediante el IPExpress a la cual se configura para 
que tenga un ancho de palabra compatible con la interfaz LocalLink (32bits) y genere una única salida 
compatible con el core de encriptación (128bits) basado en el mismo concepto que el utilizado para 
implementar las FIFO Rx y Tx de la capa MAC.  
 
Tabla 3.5.- Organización Búfer 32_128 
@ wr Datos_32bits @ rd 
0 Byte 3 Byte 2 Byte 1 Byte 0 
0 1 Byte 7 Byte 6 Byte 5 Byte 4 2 Byte 11 Byte 10 Byte 9 Byte 8 
3 Byte 15 Byte 14 Byte 13 Byte 12 
 
Cada cuatro lecturas realizadas a la FIFO de recepción, se dispone de un bloque de datos listo 
para el encriptador el cual le pasa para que éste proceda a la encriptación del bloque. 
 
 
3.3.1.1.- Lectura de datos en la FIFO de recepción 
 
Para realizar la agrupación del bloque de 16 bytes, la interfaz debe saber a partir de qué byte 
debe iniciar el buffering, siguiendo con el planteamiento para la formación de una trama encriptada 
descrita en el apartado 3.1.1.  
 
Desde el punto de vista de la memoria FIFO de recepción, los datos de una trama se organizan 
como se muestra en la Tabla 3.6: 
 
Tabla 3.6.- Organización de la FIFO de Recepción para una Trama Normal 
 3 2 1 0 
Word_0 MAC_DST_byte4 MAC_DST_byte3 MAC_DST_byte2 MAC_DST_byte1 
Word_1 MAC_SRC_byte5 MAC_SRC_byte1 MAC_DST_byte6 MAC_DST_byte5 
Word_2 MAC_SRC_byte3 MAC_SRC_byte4 MAC_SRC_byte5 MAC_SRC_byte6 
Word_3 Byte_2 Byte_1 Ethertype_byte2 Ethertype_byte1 
Word_4 Byte_6 Byte_5 Byte_4 Byte_3 
... ... ... ... ... 
Word_EOF 0x00 0x00 Byte_n Byte_n-1 
 
Y para una trama encriptada, la organización queda según muestra la tabla de abajo: 
 
Tabla 3.7.- Organización de la FIFO de Recepción para una Trama Encriptada 
 3 2 1 0 
Word_0 MAC_DST_byte4 MAC_DST_byte3 MAC_DST_byte2 MAC_DST_byte1 
Word_1 MAC_SRC_byte2 MAC_SRC_byte1 MAC_DST_byte6 MAC_DST_byte5 
Word_2 MAC_SRC_byte6 MAC_SRC_byte5 MAC_SRC_byte4 MAC_SRC_byte3 
Word_3 Sec_Tag_byte4 Sec_Tag_byte3 0xE5 0x88 
Word_4 Sec_Tag_byte8 Sec_Tag_byte7 Sec_Tag_byte6 Sec_Tag_byte5 
Word_5 Sec_Data_byte4 Sec_Data_byte3 Sec_Data_byte2 Sec_Data_byte1 
... ... ... ... ... 
Word_n Sec_Data_byte_n Sec_Data_byte_n-1 Sec_Data_byte_n-2 Sec_Data_byte_n-3 
Word_EOF 0x00 0x00 0x00 0x00 
 
Siguiendo el formato de trama fijado en la Figura 3.1, las direcciones MAC de la trama no se 
alteran, por lo que siempre son dirigidas directamente hacia la salida (modo bypass).  
 
Para una trama recibida que se ha de encriptar, el agrupamiento de datos empieza en la tercera 
lectura de datos procedente de la FIFO y para una trama recibida que está encriptada, se recupera la 
etiqueta de seguridad leyendo la cuarta y quinta palabra, y a partir de la sexta se inicia la formación del 
bloque en el búfer hasta la detección de final de trama. 
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Cuando se reciba la confirmación de la señal EOF, se fuerza la generación de un bloque nuevo 
esté o no completado, de esta forma los bytes residuales del anterior bloque que no están sobrescritos 
son los bytes de padding necesarios completar el último bloque de datos para el core de encriptación / 
desencriptación. Una vez formalizado el último bloque, la interfaz se queda a la espera a que la 
interfaz de salida haya finalizado de escribir la trama antes de poder iniciar la lectura de la siguiente 
trama guardada en la FIFO de recepción. 
 
 
3.3.2.- Interfaz de Salida 
 
La interfaz de salida es semejante a la interfaz de entrada, su principal cometido es la de 
desagrupar los bloques de datos procedentes del core de encriptación / desencriptación y la de insertar 
los bytes que forman el campo de Security TAG para las tramas que son encriptadas. 
 
 
 
Figura 3.28.- Esquema Interfaz de Salida 
 
La interfaz cuenta con una máquina de estados que aporta la lógica de control y gestiona la 
interfaz LocalLink para la escritura de las tramas en la FIFO de transmisión.  
 
Tras la recepción de la señal SOF procedente de la interfaz de entrada, automáticamente la 
interfaz de salida, entra en modo bypass para dar paso a las direcciones MAC. Cuando trate con 
tramas encriptadas a continuación se inserta los campos de la etiqueta Security TAG, luego se queda en 
espera hasta que el core genere el bloque de salida para copiarlos en el búfer. Una vez que el bloque 
esté guardado, se inicia el volcado de los datos en la FIFO de transmisión, palabra por palabra hasta 
vaciar el búfer. Se  repiten estos pasos hasta que la interfaz de salida se reciba la señal EOF por parte 
de la interfaz de entrada. 
 
Para la desencriptación, se dispone de un contador de bytes transferidos en la FIFO y con la 
información del tamaño del paquete original disponible, obtenido a través de la extracción de la 
Security TAG de la trama encriptada, se controla el momento en que se debe proceder al truncado de la 
trama. 
 
Cuando el contador parcial de bytes copiados iguale o supere al tamaño original, en ese 
momento, la interfaz genera las señales EOF y rem para la última palabra de la trama efectuando el 
truncado y recuperando la trama original. 
 
La Figura 3.29, muestra el diagrama de estados para la interfaz de salida: 
 
   
74   3.- Diseño e Implementación 
 
Figura 3.29.- Diagrama de Estados de la Interfaz de Salida 
 
La lógica de la interfaz de salida se compone de 10 estados: 
 
1. State_Idle: Espera la llegada de nueva trama recibida por la interfaz de entrada.  
 
2. State_Bypass: Copia los datos procedentes de la interfaz de entrada en la FIFO de 
transmisión. 
 
3. State_Sec_Tag1: Inserta en la FIFO de transmisión la primera parte de la etiqueta de 
seguridad para tramas encriptadas: Ethertype y la longitud de la trama original. 
 
4. State_Sec_Tag2: Inserta en la FIFO de la transmisión la segunda parte de la etiqueta 
de seguridad: Índice de llave y la configuración del encriptador. 
 
5. State_Wait_Data: Espera a que se reciba la señal de confirmación de bloque de datos 
encriptados procedente del core de encriptación. 
 
6. State_Save_Block: Guarda el bloque de datos en el búfer de recepción. 
 
7. State_Load_Data: Inicia el desagrupado de los datos del búfer y los copia en la FIFO 
de transmisión. Cuando detecta que es final de trama, aborta las lecturas en la FIFO 
descartando los bytes de padding. 
 
8. State_Load_ICV: Escribe en la FIFO de transmisión el campo ICV si estuviese 
activado. 
 
9. State_Load_Null_Data: Para las tramas encriptadas, se inserta siempre un Word nulo 
que notifique a la FIFO de transmisión el final de trama. 
 
10. State_Pause: Espera a que la FIFO de transmisión, tenga espacio para albergar nuevas 
tramas, si no se espera a que se tenga espacio disponible. Este estado bloque la 
interfaz de entrada que a su vez suspende el proceso de lectura de la FIFO de 
recepción. 
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3.3.3.- Gestor de Llaves 
 
Este módulo adicional se encarga de gestionar los cambios de llave de forma segura y a su vez 
los cambios de configuración por parte del usuario. Los posibles cambios de configuración realizados 
no pueden ser aplicados de forma inmediata pues alteraría las condiciones en mitad de un procesado, 
corrompería la trama e incluso colgar el sistema, los cambios se deben aplicar cuando no se estén 
procesando tramas. 
 
El establecimiento o intercambio de llaves entre emisor y receptor existe un protocolo 
conocido como Diffie-Hellman [30] que permite establecer una llave simétrica entre emisor y receptor 
intercambiándose unos parámetros. Las normas IEEE 802.af y IEEE 802.1x revisión del 2010 [31] 
detallan los mecanismos estándares para el intercambio y gestión de claves de cifrado entre sistemas. 
 
La implementación de estos protocolos no es trivial para ser implementada íntegramente 
mediante lógica en la FPGA y más para un primer diseño, por lo que se utiliza otra estrategia más 
simple a la hora de realizar el intercambio de llaves. 
 
Para el “establecimiento de llaves” entre emisor y receptor, se utiliza una memoria ROM de 
256x256 que va incluida en este bloque y que contiene un juego de llaves pre-programadas que 
comparten tanto emisor como receptor. A través del campo índice de llave de la etiqueta de seguridad 
de la trama encriptada, el emisor indica el índice de llave que utiliza para la encriptación y el receptor 
al extraer este valor en la etiqueta de seguridad puede cambiar automáticamente la llave de 
encriptación de forma transparente para recuperar la trama original. 
 
Los cambios de llave se pueden realizar tanto de forma manual o automática mediante un 
elemento temporizado externo, realizando flancos ascendentes en la entrada de cambio de llave 
dispuesta en el bloque para este fin, el cual propicia el cambio de llave únicamente cuando no se esté 
procesando una trama y a su vez también aplica los cambios de configuración realizado por parte del 
usuario. 
 
Con este simple mecanismo, se puede implementar la funcionalidad del intercambio de llave 
entre emisor y receptor en el diseño, con la gran ventaja de que nunca se envía físicamente las llaves 
por la red y evitando complicados cálculos sobre la FPGA directamente. 
 
En recepción los cambios de configuración se efectúan cuando se lee el campo de 
configuración de la etiqueta de seguridad, permitiendo que el receptor pueda adaptarse dinámicamente 
y de forma desatendida, a los cambios que se realizan en el emisor. 
 
 
 
Figura 3.30.- Bloque Key Manager  
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3.3.4.- Banco de Memoria del Cliente MAC 
 
Para dotar flexibilidad al sistema, se incluye un banco de registros accesibles desde el 
microcontrolador ARM7, el cual permite realizar: 
 
• Modificar parámetros de configuración 
• Visualizar la configuración actual del sistema 
• Supervisa el estado de la encriptación 
• Permite seleccionar entre los modos de operación ECB/CBC 
• Cambiar de llave de encriptación 
• Modificar los 256 bits de la llave de encriptación 
• Modificar el valor del vector de inicialización fijado por el usuario 
• Indicar direcciones MAC origen y destino para futuras prestaciones 
 
 
Figura 3.31.- Mapa Memoria Cliente MAC 
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Resultados 
 
4
En este capítulo se exponen las pruebas de verificación llevadas a cabo para validar el sistema 
de encriptación, conjuntamente con los resultados obtenidos tras el desarrollo, que sirven como de 
referencia para la extracción de unas primeras conclusiones para las mejoras necesarias de cara al 
desarrollo del producto final. 
 
 
4.1.- Grado de utilización de los recursos de la FPGA 
 
El diseño implementado de la Figura 3.2 para el desarrollo de la aplicación, incluyendo los 
bloques auxiliares esenciales para el funcionamiento de la tarjeta, presenta el siguiente resumen de 
utilización de recursos de la FPGA que detalla la Tabla 4.1 suministrado por el software Diamond de 
Lattice: 
 
Tabla 4.1.- Tabla Resumen de utilización de los recursos de la FPGA 
IO 212/788 26% used 
LOGIC 11602/20952 55% used 
SPECIAL 62/462 13% used 
   
APIO 12/80 15% used 
PIO (prelim) 199/696 28% used 
 199/562 35% bonded 
   
SLICE 11567/20256 57% used 
IOLOGIC 35/696 5% used 
   
GSR 1/1 100% used 
SYSBUS 1/1 100% used 
CLKDIV 1/20 5% used 
EBR 57/216 26% used 
PCS 2/4 50% used 
 
El grado de utilización está ligeramente superior al 50% en cuanto a recursos lógicos internos 
de la FPGA se refiere, teniendo en cuenta que la encriptación y desencriptación comparten el mismo 
módulo de expansión de llave. Estos datos reflejan el alto coste de área que implican los cores de 
encriptación y desencriptación en su modalidad básica de funcionamiento en el sistema.  
 
 
4.2.- Set up de Desarrollo y Medidas 
 
Para el desarrollo y pruebas del diseño, se requiere disponer de un generador de tráfico a 
Gigabit Ethernet que inyecte tramas en el sistema y determinar las limitaciones del sistema. 
 
Para ello, se dispone del equipo Trend UNIPRO GbE [32] que es un analizador de tráfico 
Ethernet válido para Gigabit Ethernet como Fast Ethernet (ver Figura 4.1). Este equipo cuenta con 
dos puertos ópticos y eléctricos con varios modos de funcionamiento, entre ellos el modo BERT.  
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En este modo de funcionamiento, el UNIPRO genera una trama patrón conocida de tamaño 
ajustable y que permite modificar la velocidad de transmisión, bien configurando en ancho de banda 
de transmisión, Mbits/s o el número de tramas por segundo. 
 
Figura 4.1.- Instrumento Analizador Unipro GbE de Trend Comunications 
 
El UNIPRO comprueba que las tramas recibidas son iguales a las tramas enviadas, lo que 
permite analizar problemas durante la propagación de tramas tanto en la red como testeo de los 
equipos lo que resulta muy útil para validar desarrollos de forma muy sencilla. 
 
La Figura 4.2 muestra el esquema utilizado para el desarrollo del sistema de encriptación 
utilizando una única tarjeta. Se utiliza un puerto de la tarjeta OPTR2G5EXC-PM como puerto de 
entrada de datos “cliente” donde el flujo de datos sigue el esquema mostrado de la  Figura 3.24.  
 
La trama es recibida por la capa MAC de recepción y una vez validada, es transferida 
paulatinamente al core de encriptación en forma de bloques de 16 bytes para el cifrado de la 
información. Cada bloque procesado se va escribiendo en la FIFO de transmisión y una vez que todos 
los bloques estén procesado, se utiliza la línea Tx del mismo puerto de como salida.  
 
 
 
Figura 4.2.- Set up para test y desarrollo de la tesis 
 
El mismo proceso sigue el camino de la desencriptación. La trama desencriptada sale de la 
tarjeta hacia el UNIPRO comprobando que el instrumento no notifica ningún error en la recepción, 
indicación de que el proceso de encriptación/desencriptación funciona correctamente. Si se analizan 
las tramas encriptadas, el instrumento detecta tramas sin errores pero señala que las tramas no son las 
emitidas. 
 
Cuando la encriptación no está habilitada, únicamente se recircula la información, lo que 
permite testear el funcionamiento de la capa MAC y del funcionamiento de las interfaces de entrada y 
salida en su modalidad bypass o transparente. 
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4.2.- Mediciones 
 
Para los test de verificación del correcto funcionamiento del encriptador, se usaron los 
ejemplos que se encuentran disponibles en los anexos del documento FIPS PUB197, el cual describe 
paso a paso todo el proceso de la encriptación, desencriptación y expansión de llaves para AES-128, 
AES-192 y AES-256. 
 
La configuración de la Figura 4.2 permite testear el funcionamiento de la capa MAC y de las 
interfaces de entrada y salida sin procesar la información a través del bloque AES, logrando recibir y 
transmitir cualquier tamaño de trama al 100% del ancho de banda del tráfico Gigabit Ethernet de 
forma estable. Con este montaje también permite poder determinar el rendimiento de la encriptación 
de tramas. 
 
Los resultados de estos test ayudan a determinar la capacidad del sistema para absorber el 
tráfico de entrada realizando la operación de encriptación forma estable y poder plantear diferentes 
estrategias para lograr mejorar el rendimiento del sistema.  
 
El tiempo de procesado de la trama varía en función de la longitud de la trama que se recibe, 
no así el tiempo del cálculo del bloque que siempre es constante y conocido para una determinada 
longitud de llave de encriptación. 
 
El esquema de la Figura 3.21 permite aplicar una ronda de encriptación por ciclo de reloj. Para 
AES-256 que consta de 14 rondas de encriptación, se necesitan 14 ciclos de reloj como mínimo para 
procesar un bloque de 16 bytes de la trama recibida, a esto se le deben añadir un par de ciclos extras, 
para  poder registrar correctamente la entrada del bloque y salida del bloque cifrado evitando 
metaestabilidad. El tiempo de procesado para un único bloque es de 205,76 ns. Este tiempo implica 
que para un tráfico del 100%, mientras se está procesando un bloque de 16 bytes, la FIFO de recepción 
recibe 25 bytes nuevos. Este ligero “desequilibrio” entre entrada y salida provoca fácilmente el 
desbordamiento de la FIFO de recepción para tramas grandes cuando la encriptación está habilitada.  
 
La siguiente gráfica muestra el rendimiento del sistema de encriptación/desencriptación 
basado en el set-up de la Figura 4.2 medido con el UNIPRO utilizando diferentes tamaños de trama el 
cual el sistema es capaz de transmitir sin llegar a colapsarse pero perdiendo tramas por saturación de 
las FIFOS.  
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Figura 4.3.- Gráfica Rendimiento de la encriptación 
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El máximo ancho de banda capaz de realizar la encriptación/desencriptación sin pérdidas de 
paquetes es del 68% para tramas de 64 bytes (1.011.905 paquetes - 518,095 Mbit/s) y del 55% para 
tramas de 1518 bytes (44.701 paquetes - 542,848 Mbit/s). 
 
Estas diferencias de tasas de absorción del tráfico de entrada radican en los tiempos de 
procesado que necesita la IP de encriptación. Para tramas pequeñas, el tiempo de procesado de la 
trama se reduce considerablemente en comparación con tramas de mayor tamaño pues procesa mucho 
menos bloques. En la Tabla 4.2 muestra el resumen de los tiempos de cálculo necesarios en función 
del tamaño de tramas más usuales. 
 
Tabla 4.2.- Comparativa tiempos de procesado 
Tamaño de la 
Trama 
Tiempo  de 
Transmisión Bytes a Encriptar 
Número de 
Bloques 
Tiempo de 
Procesado Incremento 
64 576 ns 48 3 643 ns 11,63 % 
128 1,088 µs 112 7 1,517 µs 39,48 % 
256 2,112 µs 240 15 3,266 µs 54,66 % 
512 4,160 µs 496 31 6,764 µs 62,61 % 
1024 8,256 µs 1008 63 13,760 µs 66,67 % 
1280 10,304 µs 1264 79 17,258 µs 67,49 % 
1518 12,208 µs 1502 94 20,538 µs 68,23 % 
 
 
Por último, se muestra una captura de las estadísticas realizadas por el instrumento UNIPRO 
mientras se está encriptando tramas de 64 bytes al 68%. Donde se aprecia la ausencia de errores en la 
recepción de tramas desencriptadas indicado por los leds en verde y en el display muestra los 
contadores de número de tramas enviadas y recibidas como también el número de bytes enviados y 
recibidos. 
 
 
 
Figura 4.4.- Estadísticas de Mediciones UNIPRO 
 
La diferencia entre las tramas transmitidas y tramas recibidas debido a la latencia que 
introduce el sistema teniendo en cuenta todo el circuito que recorre las tramas dentro de la FPGA 
pasando por los cores de encriptación y desencriptación. Se aprecia que el sistema introduce una 
latencia de 5 tramas entre encriptación y desencriptación, lo que demuestra que encriptar a nivel 2 
introduce una baja latencia en el procesado de las tramas. 
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4.3.- Test para el intercambio de llave 
 
El siguiente montaje permite experimentar y comprobar la prestación del intercambio de llaves 
entre dos placas independientes utilizando el bloque del gestor de llaves. 
 
 
Figura 4.5.- Montaje para los test de intercambio de llaves 
 
Utilizando el mismo equipo de generación de tramas, éstas son encriptadas a través de una 
tarjeta y son enviadas hacia el puerto de entrada de la desencriptación de la otra tarjeta. El bloque de la 
interfaz de entrada para la desencriptación detecta que son tramas encriptadas y procede a la 
extracción de la etiqueta de seguridad, recuperando la información necesaria para la desencriptación 
como es la configuración, tamaño original de la trama y la llave utilizada para la encriptación, a través 
del índice de llave suministrado. 
 
Cuando el emisor cambia de llave, el receptor puede cambiar y expandir automáticamente la 
llave que está contenida dentro del bloque de gestor de llave, explicado en el apartado 3.3.3. De esta 
forma sencilla permite al receptor seguir desencriptando tramas de forma transparente de cara al 
usuario y sin que el instrumento detecte errores en las tramas recibidas, eso así a costa de incrementar 
ligeramente la latencia durante los cambios. 
 
La fotografía de abajo muestra el aspecto real del montaje utilizando dos tarjetas 
OPTR2G5EXC-PM con el instrumento UNIPRO que va generando tramas. Las luces en verde del 
instrumento indica la ausencia de errores en las tramas recibidas. 
 
 
 
Figura 4.6.- Fotografía del montaje para el test del intercambio de llave 
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Cabe recordar que al utilizar el mismo bloque de expansión de llave para el encriptador y 
desencriptador dentro de la misma tarjeta, ambos comparten la misma llave, lo que limita la 
bidirección cuando se empiezan a cambiar las llaves y se cambian modos de funcionamiento “al 
vuelo”. La encriptación y desencriptación son dos procesos concurrentes y asíncronos entre ellos 
dentro de la misma tarjeta que se ha de tener presente.   
 
Un único gestor de llave implementado, sólo puede proteger la comunicación en un único 
sentido, los cambios “en caliente” durante el funcionamiento normal afecta al otro sentido, por eso se 
utiliza el esquema de la Figura 4.3. Para la comunicación bidireccional se requiere, tener dos bloques 
de expansión de llave con sendos gestores de llave para independizar totalmente un sentido del otro 
asegurando plenamente una comunicación bidireccional en la misma tarjeta. 
 
Finalmente como test más visual, se hizo pasar una trama que contenía un bitmap de 16x16 
píxeles cuyo tamaño permitiese ser transmitida en una única trama Ethernet y realizar la captura de la 
trama encriptada “pinchando” sobre la línea.  
 
Recuperando el contenido de los datos de la trama encriptada, e insertando manualmente la 
cabecera de un fichero bitmap, se puede visualizar el efecto que produce la encriptación sobre los 
datos. 
 
 
 
Original CBC ECB 
 
Figura 4.7.- Comparativa modos de encriptación para  una imagen 
 
Como era de esperar, la imagen encriptada en el modo CBC es una nube de píxeles de aspecto 
aleatorio camuflando por completo la imagen original. Utilizando el modo ECB se puede llegar 
apreciar el contorno de la i de la imagen y presenta más píxeles igualitarios, sobre todos los verticales. 
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Como bien se explicó en la introducción, el principal propósito de esta tesis de máster era de 
dar una primera solución para poder encriptar y desencriptar tramas Ethernet y no crear el producto 
final, el cual está reservado para W-onesys S.L.  
 
El planteamiento del diseño se ha llevado a cabo tratándose como una comunicación 
unidireccional, entre un elemento emisor y receptor. Esto ha permitido poder desarrollar y testear la IP 
de encriptación utilizando una única tarjeta que para un entorno de desarrollo esto es factible, pero 
para un entorno de explotación real, esto no factible, ya que las comunicaciones en Ethernet son 
bidireccionales y para ello se debe independizar totalmente el encriptador y el desencriptador dentro 
de la misma tarjeta. Al utilizar una única llave no hay problema, pero al pretender usar el cambio de 
llave entre emisor y receptor, exige que los procesos de encriptación y desencriptación dispongan de 
propio juego de llaves independientes entre ellos e tal forma que puedan cambiar sus llaves sin alterar 
el otro sentido de la comunicación. 
 
Los costes de área actúales en la FPGA permiten disponer de un sistema completamente 
bidireccional con cambios de llaves entre emisor y receptor en cada extremo del enlace. Esto no es un 
problema mayor, pero sí el tiempo necesario para el procesado de tramas, sobre todo de las tramas 
grandes, pese a que se alcanza un 68% para tramas de 64 bytes, el rendimiento se penaliza 
considerablemente cuanto mayor sea la trama que baja hasta el 55% para tramas de 1518 bytes. 
 
Aunque estos rendimientos están algo lejos del 100% del ancho de banda que permite Gigabit 
Ethernet para la modalidad de encriptación activada y es el principal hándicap del sistema. Este 
trabajo no obstante ha aportado un gran conocimiento y se dispone de un diseño inicial el cual permite 
definir estrategias de mejora de la arquitectura tratando de incrementar el rendimiento de procesado 
con el hardware y FPGA disponible en la medida de lo posible, como es la de disponer un doble core 
de encriptación para procesar en paralelo de las tramas recibidas, lo que implica dotar a la capa MAC 
un sistema de doble búfer tanto en la recepción como en la transmisión, lo que permitiría técnicamente 
doblar el throughput del sistema. 
 
Otro inconveniente importante es el modo de operación utilizado. El modo CBC aunque es 
más seguro que el ECB, no permite encriptar bloques en paralelo, es secuencial lo que ralentiza el 
procesado. En cambio el modo ECB se puede implementar bajo otra arquitectura basada en una 
pipeline, logrando encriptar hasta 14 bloques simultáneos obteniendo un bloque cifrado por cada ciclo 
de reloj, mejorando enormemente la eficiencia para tramas grandes a costa, de instanciar el core de la 
Figura 3.21 14 veces, una por cada ronda de encriptación para AES-256, lo que incrementa 
considerablemente el área de la FPGA, cabría ver si esto es factible o no.  
 
La arquitectura de la Figura 3.21 es compatible con los modos ECB/CBC. No obstante está 
más enfocada para CBC, pero que es reutilizable para ECB haciendo que el valor del vector de 
inicialización sea siempre nulo y eliminando la realimentación de la salida.  
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Con ello se obtiene el modo ECB pero no se aprovecha la ventaja que permite este modo de 
encriptación que es procesar los bloques de forma paralela. Por tanto el cambio de modos entre ECB y 
CBC en el sistema no aporta mayor ventaja que la de poder enmascarar más o menos la información 
pero con el mismo rendimiento para ambos modos.  
 
ECB en caso de ser utilizado, debería ser implementado a una arquitectura paralela para darle 
sentido a este modo. Esto implica tener dos arquitecturas completamente distintas a lo que implicaría 
tener dos bitstreams distintos para poder programar la FPGA y aprovechar las cualidades de cada 
modo.  
 
Una posible solución intermedia puede ser la utilización de otros modos de operación como 
puede ser el modo contador (ver apartado 2.8.6) que también ayudaría a incrementar la velocidad 
permitiendo tener un híbrido entre una arquitectura veloz como lo es ECB y aportar mayor seguridad 
como CBC. De hecho el estándar IEEE 802.1ae está basado en este modo de operación y es el modo 
por el que hay que apostar. 
 
Resumiendo, lo realizado en esta tesis ofrece un primer prototipo de I+D que funciona y que 
se expone como una primera solución, el cual cumple su función básica de encriptar y desencriptar y 
con cambio de llaves, aunque está algo lejos de llegar al 100% del ancho de banda que ofrece Gigabit 
Ethernet, el trabajo ha aportado una mayor perspectiva del sistema y se dispone de una base sólida 
sobre la cual poder abordar el desarrollo del producto final. Encriptar a 1Gbps real tiene sus 
dificultades técnicas aunque hay diversas soluciones alternativas sobre la mesa a las cuales se requiere 
poder investigarlas y evaluarlas a ver si son capaces de llegar a 1Gbps de forma estable. 
 
Para concluir, comentar que el haber podido realizar esta tesis de máster, ha permitido al autor 
sumergirse de lleno en el campo de las comunicaciones con unos de los protocolos de comunicación 
más empleados. No solamente se ha profundizado en este protocolo más allá de los clásicos conceptos 
teóricos que se imparten en la universidad, sino el haber tenido la oportunidad de poder desarrollar una 
gran parte de su electrónica, centrada principalmente en la capa MAC, lo que ha aportando un gran 
conocimiento sobre el funcionamiento de Ethernet y sobre todo el haber adquirido una valiosísima 
experiencia en diseño electrónico, construyendo bloques tan complejos como las FIFOS y el restos de 
los bloques que hace posible establecer comunicaciones entre dos sistemas usando Ethernet. 
Personalmente este ha sido sin lugar duda, la mayor motivación y satisfacción personal de haber 
realizado este trabajo. 
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