Abstract
Introduction
Path planning and control of nonholonomic robots have been widely investigated in the literature [5, 2, 11, 12, 101. Wheeled mobile robots lead to intrinsic nonlinear control problems, since linearization around a fixed equilibrium is uncontrollable, and it is also not possible to stabilize the nonhonolonomic system to a given set-point by a continuous and time-invariant feedback control [4] . In the literature two different approaches have been used to solve the point stabilization problem [lo, 11, one uses a time-varying state feedback while the other avoids the problem pointed out in [4] by means of discontinuous feedback. The control law considered in this paper belongs to the second family of stabilizing controllers. The nonlinear control problem results to be more involved because of the visual feedback. Visual servoing have been recently applied to mobile robotics [7, 13, 61 . It essentially consists of defining the control goals and designing the feedback law directly in the image domain. De- signing the feedback at the sensor level increases system performances especially when uncertainties and disturbances affect the robot model and the camera calibration, see [8] and therein references. In [8] the authors also present a classification of visual servoing systems. The approach here is known as image-based visual servoing, the error between the robot pose with respect to a target object or a set of target features is computed directly in terms of image features, since any visual task is described in the image plane as a desired evolution of object appearance towards a goal one. This paper deals with the problem of controlling the pose of a nonholonomic mobile robot with respect to a target object. The mobile robot is equipped with a camera grabbing the object cues whose image plane projections are stabilized to desired positions through the visual servoing procedure. The paper is organized as follows. Section 2 introduces the camera-object visual interaction model in terms of the planar optical flow equations. In Section 3, the control system is synthesized, after the reduction of the configuration space coordinates, and the introduction of a discontinuous diffeomorphism in the state space. In Section 4, the 3-D parameters characterizing the target object are estimated through a robot self-calibration procedure, while during the control task execution an on-line gradient-based update can be also performed.
Section 5 reports simulation results carried out to validate the theoretical framework. Finally, in Section 6 the major contribution of the paper is summarized.
Visual Modeling
We consider a unicycle model of a robotic vehicle, with a reference frame < c >= {sc,yc,zc} fixed on it. Let the configuration of the unicycle be described fig. 1 ). The control input to the mobile robot is the steering velocity w = 9 and the translational velocity w along the z, axis. Assume that a pinhole camera is fixed to the unicycle and that This section deals with the problem of stabilizing the image vector x with respect to a constant reference vector Xdes, in the assumption (to be removed in the next section) that the constant heights of points P i are known. Notice that, although x is a point in a 2n dimensional space, its evolution is constrained on a submanifold of dimension 3, which is locally diffeomorphic to the vehicle's configuration space IR2 x SI. Therefore, in the absence of noise, stabilization of any three independent combinations of components of x would guarantee stabilization of the whole image, hence of the vehicle. However, image points will inevitably be affected by measurement errors; moreover, visual occlusions might exclude from view those features that have been chosen for visual servoing. In view of this considerations, and to introduce some robustness to measurement errors and occlusions, we introduce a 3- with i < j . Notice that obtaining an optimal estimate o f $ is more involved, due to constraints on the orthonormality of the rotation matrix appearing in (3): constrained optimization techniques should therefore be adopted, such as those reported in [9] . By using the full perspective transformation, the (unperturbed) As in (11, the function V is negative semidefinite. By using the LaSalle invariance principle, the closed-loop system converges to the largest invariant set contained in the set R = { ( p , a, 4) : V = 0) = { ( p , a, 6) : p = a = 0). By substituting the control law in system (lo), we obtain the closed loop dynamics:
From the second equation it follows that b = kl k3 q5 in every invariant set within R. As the system converges to R, a and hence d! tend to zero, then also C$ tends to zero. As a consequence, the asymptotic stability of the origin follows from invariant set theorem. To make a comparison between the control approach in eq. (ll), and the modified control system of eq. (12), simulation results are reported in Fig. 2 (0, 0, 0) . From observation of fig. 2 , it can be easily checked that cusps in the state trajectory may cause features escape quickly from the image plane. As opposite, the closed-loop system with the proposed control law (12) has a regular behavior due to the fact that no inversions of motion occur, since u1 can not chahge sign. 
Image-Based Dynamic Estimat ion
To derive the system dynamics in the reduced coordinates of the configuration space, we have implicitly assumed to know the 3-D parameters hi, i = 1 , . . . ,n.
Unfortunately, for unstructured environments, no a priori knowledge of these 3-D parameters may be available.
In this section, we consider the problem of estimating the unknown, but constant, heights h, of the environment features, from measurements taken from the vehicle camera. In this phase, we do not use absolute positioning information of the vehicle. However, we do rely on velocity sensors on the vehicle, that are usually available at the wheels (either directly, or by processing of encoder information) of real vehicles. By choosing, for each block, the rows 1, 2, and 4, it is easy to verify that r a n k ( d 0 ) = 3n. We conclude that there exists inputs to the vehicle that allow to identify 3-D features completely.
Provided that regular persistent inputs The sampling time, needed for the image elaboration and control is 50msec; the gain have been chosen as kl = 1, k2 = 3, k g = 1, po = 0.8, the focal length of the camera is 120 pixel. The trajectories of image coordinates for the first simulation are shown in Fig. 3 . The behaviour of the closed-loop system is satisfactory when the heights of target points are known. Notice that the use of a redundant number of features allows completion of the control task, even with a temporary loss of features visibility. In the second simulation an off-line estimation phase that allows to get approximate values of 3-D parameters is used, results are shown in Fig. 4 . True values of heights were hl = 1 m, h2 = 1 m , h s = 2 m ^and h4 = 2 m, while the initial estimates hl = 2m, hz = 0.2m, h3 = 3 m and h4 = l m , (an initial mismatch of up to 100%). From simulation trials, some instructive experience was gained. The control inputs of the self-calibration phase have to be carefully chosen, as high velocities may cause oscillations in the estimates, and visibility of image features must be ensured. 
Conclusion
The problem of stabilizing the pose of the mobile robot with respect to a target object of interest using realtime visual data has been investigated. The designed discontinuous feedback control law represents a novel visual servoing technique, which is able to deal with the nonholonomic constraints of the vehicle. h t u r e investigation consists in applying the proposed visionbased technique in robot team coordination tasks, such as self-localization and target following.
