A simple approach is proposed to investigate the protein structure. Using a low complexity model, a simple pairwise interaction and the concept of global optimization, we are able to calculate ground states of proteins, which are in agreement with experimental data. All possible model structures of small proteins are available below a certain energy threshold. The exact low energy landscapes for the trp cage protein (1L2Y) is presented showing the connectivity of all states and energy barriers.
The most challenging problem in quan titative biology today would be the resp onse to the question, just how the spati al structure of a protein is encoded in its sequence of amino acids. The huge number of degrees of freedom per ami no acid with respect to its spatial struc ture is reflected in the high computatio nal complexity in continuous space protein models. Their variants with space discretization are called high coordination lattice models [1] . Alterna tively, simple lattice models are widely investigated, based on the assumption that the positions of amino acids are re presented by vertices of a regular lattice (see e.g. [2] ). In these cases, there are only z1 possibilities for the position of the next amino acid in a chain, where the coordination number z is 4 for the square lattice and varies between 6 and 12 for the standard 3d lattices. Using simple lattice models, one may study the qualititative behaviour of protein folding and dynamics. However, these models restrict the finding of the real threedimensional structure because of rigidity in the underlying crystalline (predefined) lattice. We propose a dyna mical lattice model (DLM), which belongs to another class of lowcoordi nation number models: the socalled re duced (ϕ−ψ) or (ατ) models. Its intro duction is motivated by the request to combine low computational complexity with the possibility of an adequate de scription of the spatial structure. Other investigations on the basis of such redu ced discrete state models are done by Park and Levitt [3] without considerati on of aminoacid specificity, whereas Zhang et al. [4] , [5] have used an ami noacid specific discrete state model.
The protein backbone consists of repea ting sequences of nitrogen (N), carbon (C α ) and carbon (C) atoms, which on their part, form the backbone of the ami no acids. In our model, the atomic distan ces in the protein backbone are fixed in a common way: CN = 1.32 Å, CC = 1.53 Å, NC α = 1.47 Å. Additionally, the angles between every three of these atoms are fixed, too: NC α C = 110º, C α CN = 114º, CNC α = 123º. Because the C α atom of the succeeding amino acid lies in the plane C α CN, its position respec tive to the preceding amino acid is de termined by three angles: ϕ, ψ, ω. Apply ing biological constraints, one of them (ω) can be fixed to 180º. In real proteins, the remaining angles ϕ and ψ are correla ted and different from one amino acid to another. We extract q relevant corre lations per amino acid by a cluster analysis over angle pairs (ϕ,ψ) from a data set consisting of 403 proteins [6] . This leads to a mean value of q av = 3.65. A cluster analysis with a coarser resoluti on (q av = 3.0, see less computational effort.
The side chains are modeled by hard spheres with volumes corresponding to the VanderWaals volumes of the real side chains. The centres of the spheres lie on the straight line C α C β (in the case of glycine a virtual C β is assumed). Their distances from the C α correspond to their radii (d sc /2, see Tab. 1). The C β atoms are placed at one corner of a tetrahedron built up by C α at the centre (see Fig. 1 ), which is selected according to the CORN law [7] . To account for volume exclusion of the protein backbone, we choose an additional distance constraint for every two C α atoms i and j: r ij ≥ 3 Å.
On the basis of the proposed model, we have taken into account 20 different ty pes of amino acids with interaction constants e µν between amino acids µ and ν. The strength of the interaction energy E ij (r ij ) is modified according to
where r ij (in Å) is the distance between the C β 's of the i th and j th amino acid along the chain. This is a smooth approximation to a stepwise function with cutoff at 8.0 Å [8] .
Our goal in the first stage was to find the ground state, which minimizes the total energy of a DLM protein with n amino acids with i , j1, i j−1 . This was done using an algorithm of discrete optimiza tion. In the second stage, we extended the method to access the exact low energy landscape.
The method is based on branchand bound and was applied first to a magne tic Ising system with frustration by Kobe and Hartwig [9] . The strategy of branchandbound is to exclude as many states with high energy values as possi ble in an early stage of calculation. Using this method, we are able to calcu late the exact ground state of the DLM, which has altogether about 3 30 different states for n ≈ 30.
In the language of Statistical Physics, the proposed model is equivalent to a ''mixed qstate Potts glass'' with 20 dif ferent Potts elements (amino acids), where q, in general, is different for each of them. The meaning of a 'Potts state' corresponds to an angle pair (ϕ−ψ).
First, we tested the model and the optimization algorithm for small prote ins. We found, e.g., a righthanded α helix for the DLM ground state of α helix protein (Protein Data Bank (PDB) entry 1AL1 [10] with the chain length n = 13. As an example for a nonhelical stucture, the DLM ground state of compstatin is shown in Fig. 2 in compa rison with the corresponding structure of the PDB, both drawn using PyMol [11].
The result for the chain A of insulin with the sequence GIVEQCCTSICS LYQLENYCN is shown in Fig. 3 . In na ture, the A chain is coupled with the B chain by disulfide bonds, which are tied at the cysteines at positions 7 and 20 in the A chain. But in our example, the A chain is computed in absence of its companion. Consequently, the nonbon ded cysteines in our model would form disulfide bonds within the chain, causing distortions with respect to the expected spatial structure. a structure, which forms a helix between position 1 and 7 in agreement with the helical structure part in the PDB. There are remaining deviations from the real structure, which are probably due to the neglected interaction with the B chain.
The sequence length n of computable peptides can be increased by restriction of the regarded interactions. When one considers only the interactions up to the l th neighbor of each amino acid along the chain, the summation in eq. (2) has to be restricted to j−li j−1 . With this procedure, we handle the Alzheimer disease peptide 1AML choosing l = 7. One of the few representative energeti cally lowlying states is shown in Fig. 4 . This structure agrees well with the ac cording PDB secondary structure, which assigns a helix in the middle part (ami no acid 14 24) and one at the end (ami no acid 32 35) as well as some bends between. These structural elements have been found in the calculated conformati on at right sequential positions. In the considered case of a relatively stretched protein, the tertiary structure shows small deviations due to neglected long range interactions along the chain, bin ding the peptide together. In general, the restriction of l cannot be applied to more compact proteins. For a more quantitative comparison of the DLM groundstate structures with experimental results, we have calculated the RMSD (root mean square deviation) with respect to the C α atoms (Tab. 2). Obviously, it cannot be the aim of a coarsegrained model with only few de grees of freedom per amino acids to compete with the accuracy of modern programs of structure prediction. On the other hand, the relevance of the DLM structures are underlined by relatively good RMSD values. In many cases, the secondary structure agrees with PDB Table 2 : RMSD (in Å, calculated according to [12] ) for comparison of some DLM ground states with experimental results of the PDB [10] . RMSD est is an estimated greatest lower limit of RMSD (see text). [10]. We have estimated RMSD est as the greatest lower limit of RMSD by a sim ple stochastical fit to the PDB.
The relative low complexity of the DLM is of particular importance for investiga tions of the energy landscape of prote ins. So, it is of great interest to study postoptimal states, which can be candi dates for misfolded conformations. For this purpose, the used branchand bound algorithm is extended in a second step in such a way, that all energetically lowlying conformations are exactly cal culated [13] . An advantage of this pro cedure is, that it provides the complete information of the model protein: energy, conformations and all possible transitions between them.
The trp cage protein (1L2Y, sequence NLYIQWLKDGGPSSGRPPPS) is used as a common protein to test models, cf. [14] . In Fig. 5 Summarizing, we have used a minimali stic aminoacid specific reduced discrete state model for proteins. Contrary to models using simple regular lattices, the discrete lattice sites in the proposed model are dynamically created in dependence upon the amino acid se quence. As a result, one can obtain re presentative spatial structures of prote ins. We have shown that most of the DLM ground state structures correspond to a high degree with the measured na tive structures. This is reflected in the agreement of secondary structure and in part, tertiary structure.
The DLM achieves good computability because of its relatively low complexity. It is shown that complete lowenergy landscapes of realistic threedimensio nal protein structures can be investiga ted. On this basis, the DLM opens the possibility to study the dynamics of the system.
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