Various control charts have been proposed to monitor generalized linear profiles in Phase II. However, robustness of the proposed methods in detecting different types and especially different directions of changes is not well-studied in the literature. In real-world applications different kinds of changes such as drift and multiple change are likely to happen which can be isotonic (increasing) or antitonic (decreasing). This paper studies the robustness of Rao Score Test (RST) method, T 2 , and multivariate exponential weighted moving average (MEWMA) in different types, drift and multiple, and directions of changes. Rao Score Test method also benefits from a change-point detection approach whose performance is studied as well. According to the results, generally RST method shows a better performance in detecting different types of changes. Moreover, the performance of the RST method is robust to direction of the change, while T 2 and MEWMA are not ARL-unbiased and show different performances under isotonic and antitonic changes. Therefore, to address this issue, we proposed a biasreduced estimator to be used in T 2 . Our results demonstrate that the proposed control chart outperforms T 2 and is less biased than T 2 . Finally, a real-world problem is presented in which aforementioned methods are applied to real data.
Introduction
A comprehensive review of the relevant literature indicates that there has been much interest in the area of profile monitoring within the past decade. A profile is the functional relationship between a response variable and one or more predictor variables. Profile monitoring is the use of control charts to monitor this functional relationship. Profiles can be utilized in a wide variety of manufacturing and service areas to monitor product or process performance over time. For instance, Kang and Albin [1] studied the case of aspartame which is an artificial sweetener. They also considered mass flow controller in which using profile monitoring was more advantageous than a single measurement over time.
Studies in the field of profile monitoring can be categorized by the types of the profiles being monitored and types of the change-points that occur in the process. Type of a profile being monitored can be simple linear, nonlinear/multiple/polynomial regression, and nonparametric. For a review of the studies in this area one can refer to Noorossana et al. [2] . The most important types of changes are single step, drift, and multiple step. Most of the research efforts have focused on single step change, but in real applications sometimes it is not practical to model changes as a simple single step change. For instance, in chemical applications or real tear and wear examples in which change occurs gradually, it can be modeled better by a drift model. Niaki and Khedmati [3] studied the change time of a multivariate binomial process for step and drift types of change. Kazemzadeh et al. [4] considered change-point estimation of multivariate linear profiles under linear drift. Korkas and Fryzlewicz [5] proposed a Wild Binary Segmentation method (WBS) to detect number and location of multiple change-points in the second order structure of time series. For a review of change-point estimation methods one can refer to Atashgar [6] and Aminikhanghahi and Cook [7] .
All of the aforementioned research works can be classified into Phase I control and Phase II monitoring. According to Woodall et al. [8] , in the Phase I analysis practitioners use a set of historical process data to evaluate process stability over time. Once anomalous observations are omitted, in-control process is modeled and unknown parameters are estimated. In the Phase II analysis, online data is utilized to quickly identify shifts in the process.
There are some limiting assumptions in most of the aforementioned control schemes. For instance, they mostly assume that response variables are continuous, while in many real examples the response variable may be discrete. For example, response variable may be a Poisson random variable (the number of defects per item) or a binomial random variable. These limitations in earlier methods encouraged us to use a more general model, including a wide variety of distributions and link functions. Generalized Linear Models (GLMs) look appropriate for this purpose.
Qiu [9] for the first time introduced the GLM to the statistical process control. Yeh et al. [10] developed five methods based on Hotelling T 2 statistic and assuming that response variable is binary, and applying them to Phase I control, compared performance of the proposed methods. Paynabar et al. [11] presented Phase I risk-adjusted control charts which are based on likelihood ratio test approach extracted from change-point model. Soleymanian et al. [12] presented four control charts, including Hotelling T 2 , MEMWA, likelihood ratio test and LRT/EWMA, to monitor a binary response variable in Phase II. Thereafter, the performances of the proposed methods were evaluated by average run length (ARL) measure. According to simulation results, all methods perform quite well. Moreover, the performances of the methods improve as the size of the samples increases. According to the results, MEWMA method performs better than others when the changes in the parameters of logistic regression are small or moderate in size, and LRT/EWMA performs better than MEWMA when the changes are large in size. Furthermore, LRT/EWMA control chart performs somewhat better than T 2 and LRT control charts for every size of change and every size of sample. Koosha and Amiri [13] showed that ignoring autocorrelation between observations in different levels of a binary profile may lead to misleading results in evaluating the performance of different monitoring methods. Afterward, they evaluated the performance of five T 2 control charts, proposed by Yeh et al. [10] under step and drift types of change assuming that autocorrelation exists. Their results demonstrated that 2 is the best method as already shown by Yeh et al. [10] . Amiri et al. [14] assessed the performance of five methods proposed by Yeh et al. [10] in Phase I monitoring of Gamma profiles. Gamma parameter estimation process was another contribution of this research. According to their results 2 performs better than other methods in detecting step change and drift. Nevertheless, 2 performs better than other methods when the step change or drift occurs in both regression parameters simultaneously. Noorossana et al. [15] evaluated four methods in Phase II monitoring of polytomous profiles. Their results demonstrate that MEWMA method performs better in detecting small size changes. Moreover, they showed that MEWMA and 2 are susceptible to the size of samples, whereas EWMA/R and 2 /EWMA are less affected by the size of samples and roughly give the same results for different sample sizes. Amiri et al. [16] modified three methods which include T 2 , likelihood ratio test and F to make them applicable in generalized linear model regression profiles following Poisson distribution. Simulation results show that likelihood ratio test method shows the best performance in detecting changes and the F method performs better than others in detecting outliers. Qi et al. [17] presented a method to monitor generalized linear profiles via weighted likelihood ratio charts. Simulation results show that their proposed method shows a better performance compared to some existing methods. Sogandi and Amiri [18] proposed a maximum likelihood estimator to monitor GLM based regression profiles under step change and drift. Simulation results show that the proposed method performs better than others in detecting small and moderate changes. Khedmati and Niaki [19] developed an approach based on the U statistic for Phase II monitoring of generalized linear profiles and removed impact of between-profile autocorrelation of error terms.
One of the attractive and practical topics in the process monitoring area is the effective estimation of the time at which a change has occurred in the process. The change-point approach provides experts with a diagnostic tool which can help to identify the time of change in process. In previous researches less efforts have been devoted to study susceptibility of the proposed methods to type and especially direction, increasing or decreasing, of the change. Most of the proposed methods use iterative weighted least square as an estimator which is a biased estimator [29] . Therefore, methods that use IWLS as an estimator are expected to be susceptible to direction of the change, and they are not ARL-unbiased, while RST method which does not use an estimator is robust to this issue. This paper studies this problem and proposes a bias-reduced estimator to be used in T 2 which satisfactorily attempts to solve this problem.
Methodology

Rao Score Test Method
Suppose that profile samples are collected over time and the j th random profile comprises of n observations. We have a set of observations {(x ij ,y ij ), i=1,2,…,n}, in which y ij is the i th response observation in the j th profile and x ij is a vector consisting of q predictor variables (x ij =(x ij1 ,x ij2 ,…,x ijq )). In this research, we assume that predictor variables in each profile are known and constant over time. Moreover, we assume that the relationship between the response variable and predictor variables can be adequately modeled by generalized linear models which means: 1) Response variables are from an exponential family with a canonical form.
2) Linear combination of predictor variables with the coefficient vector β j is as follows:
3) A monotone link function g exists that connects mean of the response variable µ ij to the linear predictor:
Most of the times, as in this research, x ij1 is set to be 1 for all i and j, therefore 1 is the intercept of the model. As mentioned earlier Rao Score test method is discussed in Shadman et al. [30] in details but the following steps give a summary of the method: 1) For j = 1,2,3,…,t ,we have: 1 T jj j   y ww X (5) In Equation (5) t is current time of monitoring, w 0 is a q dimensional 0 vector, X is an n×q regressor matrix and y j is an n-variate response vector. 2) For k=1,2,…, t-1 ,we have:
w w X (6) In Equation (6) µ 0 is an n-dimensional in-control mean vector of response variable.
And:
J U (7) In Equation (7) 0 −1 is in-control variance-covariance matrix
3) The statistic of method equals to:
In Equation (8), window is a rather newly adapted notion which is used because as t becomes very large, it will be difficult to record all the past data and find the maximum. Choosing a window is a trade-off between recording less data and having a good performance for the control chart, and theoretically having an infinite window (recording all of the data) should show the best performance. However, it can be shown that in most of the control charts if the window is not too small, it will show a performance close to the method without using window.
If R max,t ≥ h t then control chart signals and t th profile is out of control. h t is control limit for the t th profile and the method to determine this limit will be described later. The change-point is estimated by:
In most research efforts the control limits are constant for every t but Margavio et al. [31] showed that this approach could result in variation of false alarm over time. Therefore, in this research the following conditional probability is used which generates a constant alarm rate for every t:
Since Equation (10) is not easily tractable, simulation is used to determine the sequence of control limits [32] . Similar to Shadman et al. [30] , it is assumed that after 100 th profile the control limit converges to a constant control limit, and the control limit is set equal to control limit of the 100 th profile. In order to estimate control limits using simulation, we generated an 80000*100 matrix in which ith row is an in-control simulation of the following vector:
In order to set ARL at 200, 0.995 th quantile of the first column in the matrix was calculated and determined as h 1 . After that, for elements of the column 1 which are greater than h 1 the relevant row was removed from the matrix. A similar procedure was applied to second and other columns in an order to estimate all of the control limits.
Bias-Reduced T 2
Firth [29] proposed an approach called bias reduction of maximum likelihood estimates. In fitting process of the logistic model sometimes one or more parameter estimates diverge to ±infinity, this phenomenon is called separation which is ideally solved by Firth procedure [33]. This method is built on the generic iteration proposed in Kosmidis and Firth [34] to solve the bias-reducing adjusted score equations. According to Kosmidis and Firth [34] this estimator has two advantages: 1) It is a second order unbiased estimator and has smaller variance compared to MLE.
2) The resulted estimates and their standard errors are finite. A detailed description of this estimator is given in Heinze and Schemper [35] . As mentioned earlier, most of the methods that are proposed to monitor generalized linear profiles are biased due to using a biased estimator. Therefore, to deal with this problem we enhance the T 2 method proposed by Yeh et al. [10] using the estimator proposed by Firth [29] instead of the usual IWLS method.
Performance comparisons
This section is devoted to evaluate performances of the RST, T 2 , MEWMA and propose using bias reduced method under different types and direction of changes. This comparison is done using Monte Carlo simulation and ARL measure is used to evaluate the methods. RST method also benefits from a change-point estimation approach whose performance is studied as well.
Hotelling T 2
Hotelling T 2 control chart was used by Kang and Albin [1] for monitoring simple linear profiles. Yeh et al. [10] developed five Hotelling T 2 control charts to monitor binary profiles in Phase I. T 2 statistic for the j th profile is calculated as:
The above statistic can be rewritten as: (13) where ̂ is the estimated vector of parameters via iterative weighted least square algorithm, is the in-control vector of parameters and Σ 0 is in-control variance-covariance matrix. In Equation (13), W is a N×N diagonal matrix in which diagonal elements are calculated as follows:
As long as this statistic is less than upper control limit, it is assumed that the process is incontrol but when 2 > UCL it is assumed that the process is out of control. The upper control limit is estimated according to a given ARL.
MEWMA Method
MEWMA which was proposed by Zou et al. [26] , is also applicable in monitoring generalized linear profiles. Soleymanian et al. [12] and Noorossana et al. [15] used this method for monitoring generalized linear profiles. MEWMA statistic for the j th profile is calculated as: (15) In Equation (15), Z j is a q-dimensional vector which equals to: (16) is asymptotic variance-covariance matrix of Z j which is calculated as following:
̂ is maximum likelihood estimator of β j which is calculated by iterative weighted least square algorithm, λ is weighting parameter and Z 0 = 0. This control chart gives a signal when Q j >L MEWMA and L MEWMA , the MEWMA upper control limit, is simulated to give a known ARL which is 200.
Binomial profiles
To simplify the problem suppose that there is only one predictor variable (q=2) and y ij ~ ( , ) in which m is the number of observations and π ij is the probability of the success for the j th profile and i th observation. Link function is considered as:
Equation (18) can be simplified as:
In-control parameters are assumed as β 0 = (β 00 ,β 10 ) T = (-2.8,1) T . Predictor variables are 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1 and n=10. We set m=30 and simulate control charts for three different time windows: 20, 50,100.
Isotonic drift
Change-point is assumed to be τ=30 , this means that for j=1,2,…,30 the profiles are in-control and parameters are as β 0 = (-2.8,1) T and after 30 th profile for j=31,32,… process undergoes a change which is modeled as:
1 and 2 are the standard deviation of intercept and slope respectively which are calculated as: 
Therefore, standard deviations are calculated as σ 1 = 0.4676 and σ 2 = 0.6907 and the performance of the method is evaluated by ARL and estimated change-point criterion for different 1 and 2 . Results are given in Table 1 and Table 2 . In this research three cases are simulated: 1) change in intercept 2) change in slope 3) change in intercept and slope, simultaneously. However, for the sake of brevity simulation results are presented only for case 1. In the following tables the numbers stand for ARL's and the numbers inside parentheses are standard deviations of run lengths. All of the results are determined based on 10000 iterations.
Isotonic multiple step change
In isotonic multiple step change case two step changes occur in the process at 1 =30 and 2 =35. The monitoring is done in Phase II and according to the literature our aim is to detect the change as soon as possible and estimate the change-point. Let ij control the size of change in the i th parameter and j th step. The model of change is as: 
Standard deviations of intercept and slope are calculated as shown in the previous section and the number of simulation replications is set at 10000. Moreover, since the performance of Hotelling T 2 was very poor its results are not given for this case. Results are shown in Table 3 and Table 4 .
In Table 4 which is related to change-point the first change has been assumed as the changepoint.
As discussed before, to simplify the problem we considered q=2 and n=10. In order to see if the RST method is still efficient for larger values of q and n we doubled both of the parameters (q=4 and n=20) and run the simulations. In this case, the link function, in-control and out of control parameters are defined by: 
Poisson Profiles
Similar to binomial example suppose that there is only one predictor variable (q=2) and y ij ~ ( ) in which is the mean for the j th profile and i th observation. Link function is considered as:
The Equation (28) can be simplified as:
In-control parameters are assumed as β 0 = (β 00 ,β 10 ) T = (3,2) T . Predictor variables are 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1 and therefore n=10. Simulations are run for three different time windows: 20, 50,100.
Antitonic drift
Change-point is assumed to be τ=30 , that is for j=1,2,…,30 profiles are in-control and parameters are as β 0 = (3,2) T and after 30 th profile for j=31,32,… process undergoes a change which is modeled as: 
Therefore, σ 1 = 0.1082 and σ 2 = 0.1440 and the performance of the methods are evaluated by ARL and estimated change-point criterion for different 1 and 2 . All of the simulation results are based on 10000 replications. Results are given in Table 6 and Table 7 .
Antitonic multiple change
In antitonic multiple change two step changes occur in the process at 1 =30 and 2 =35. We let ij control the size of change in the i th parameter and j th step. The model of the change is as: 
Standard deviations of intercept and slope are calculated as shown in the subsection 3.4.1 and simulation results are based on 10000 replications. Results are given in Table 8 and Table 9 in which the first change has been assumed as the change-point. 
A summary of simulation results
Isotonic drift
Isotonic multiple step change
In isotonic multiple step change superiority of Rao Score test method over MEWMA is evident. Since the T 2 method's performance was poor, it was not used in simulations. As mentioned earlier, since the research is done in Phase II, the aim of research is to detect the change as soon as possible and estimate the first change. This assumption agrees with Perry et al. [21] . In simulations a constant size for the first change and 10 different sizes for the second change are assumed. According to the results as the size of the second change increases, at first the performance of change-point estimation gets better. However, for larger sizes of the second change beyond a point, the performance of change-point estimation gets worse, and the changepoint is estimated closer to the second step change. It is obvious that for large sizes of the second step change most of the times estimator estimates the second step as the change-point.
Antitonic drift
In antitonic drift Rao Score test method is not always superior to the other two methods. For small changes MEWMA with a small λ performs better than Rao Score test method. Moreover, for moderate size changes sometimes MEWMA method with a moderate λ performs better than Rao Score test method. For large changes T 2 performs better than Rao Score test method. Similar to isotonic case for large and moderate changes change-point estimation approach comes up with estimates close to the real change-point.
Antitonic multiple step change
In antitonic multiple step change Rao Score test method outperforms the other two methods most of the times. Rao Score test method is always superior to T 2 method but MEWMA with a small or moderate λ performs better than Rao Score Test method in detecting small changes. Similar to isotonic multiple example, increasing the size of the second step change cause change-point approach to estimate the second change as the change-point most of the times.
Bias-Reduced T 2
According to the results, since T 2 and MEWMA use a biased estimator, performance of these methods depend on the direction of the change, and they are not ARL-unbiased. Therefore, we used Firth bias-reduced estimator as the estimator of the T 2 and run the simulations based on following model:
The only difference is that here we used both increasing and decreasing changes to see the results. Our results show that the proposed method is significantly less biased than T 2 . The results are given in Table 10 and Figure 1 . According to the results, the proposed method shows less difference between isotonic change ARL and antitonic change ARL. Therefore, our proposed method is less biased than T 2 .
A Real-Data Analysis
In this section, Rao Score Test method is used to monitor a real-world data example in Phase II. Evaluation of filler dispersion is very important in resin substances especially in the tire industry. The amount of dispersion affects the quality of the product; and therefore it is considered as a parameter in quality control systems. In the literature different methods are introduced to evaluate the dispersion. These methods are mostly subjective, time-consuming and costly. Dispergrader using a microscope provides an appropriate method for measuring the dispersion of fillers.
In resin production filler pellets which are mostly 1milimeter in diameter are broken down into aggregates which are mostly 1 micron in diameter to produce the desirable substance. In the process of production this breaking down does not occur in all particles and particles which are not broken down remain as agglomerates and can be considered as defects. These defects can highly affect mechanical features such as tensile strength, rupture, and fatigue.
In Dispergrader, beams are sent out to the surface of the sample in a way that beams' direction and surface meet at a 30-degree angle to each other. This equipment magnifies the image 100 times.
A sample curved rubber bar is put in Dispergrader and beams are sent out on its surface. The beams reflected from agglomerates larger than 3 microns in diameter make white spots in the image. Afterward, the number of white spots are recorded for each given spot size. Recording is in a way that sizes between 3 and 6 microns are recorded as 3, sizes between 6 and 9 microns are recorded as 6, and this approach is also used for larger spots. All the white spots which are 57 microns in diameter or greater are recorded as 57. The quality characteristic is defined as a profile in which agglomerate count is the response variable and the agglomerate diameter is the predictor variable.
The aim of Phase II is online monitoring of Dispergrader. To start Phase II a set of in-control historical data are needed to estimate parameters and control limits. For this purpose, in-control data used by Shadman et al.
[30] is chosen. They assumed that response variable can be adequately modeled by negative binomial distribution. They used a log function and assumed that there is second order polynomial relationship between response variable and predictor variable:
In this research, we used the same model and the approach of Ver Hoef and Boveng [37] to estimate parameters. Parameters were estimated as: 
The models for scenario 2 and 3 are similar to scenario 1, and the only difference is that for scenario 2 the parameters which determine the slope of change are 0 = 1 = 2 =0.05. The same parameters for scenario 3 are 0.005.
Finally, a control chart based on change-point approach and Rao Score test statistic is implemented to monitor a negative binomial profile as specified in the following steps: 1) A simulated control limit which is not constant over time is determined in a way that leads to a 200 in-control ARL. 2) After obtaining new observations, R max,t statistic is calculated and compared to the control limit. If it is below control limit, new observations will be used, otherwise control chart signals and the change-point is estimated.
Three methods, RST, T 2 and MEWMA, are compared under the three mentioned scenarios. The proposed method, bias reduced T 2 , is not used in real-data analysis for two following reasons: 1) Phase I of this example is done using IWLS which is a biased estimator. Therefore, using another estimator (bias reduced estimator) in Phase II might be misleading.
2) Bias reduced GLM package in R (brglm R) currently is developed only for binomial response GLMs.
The time window of RST method is 100 and λ of MEWMA method is 0.2. The results and control charts are given in Figure 2 and Table 11 respectively.
Conclusions
The aim of this study is to evaluate the performance of RST method compared to MEWMA and T 2 in monitoring generalized linear profiles in presence of drift and multiple change which can be increasing or decreasing, and also attempts to solve the problem of being ARL-biased in control charts that use IWLS as estimator.
In this research, the performances of the mentioned methods are evaluated in detecting isotonic drift and multiple change in parameters of binomial profile and antitonic drift and multiple change in parameters of Poisson profile. For the case of increasing drift and multiple change the results are in agreement with Shadman et al. [30] and Rao Score test method outperforms MEWMA and T 2 . Furthermore, the change-point estimator estimates the change-point closely to the real change-point in large and moderate drifts. For the case of multiple change in which the first step is constant and second step can have ten different sizes, increasing the size of the second step at first makes change-point estimation approach to estimate the change-point closely to the real change-point. However, beyond a point increasing the size of the second step makes the change-point estimation to estimate the second step as the change-point most of the times. In decreasing changes Rao Score test is not superior to the other two methods in all cases. In terms of detecting a small decreasing drift MEWMA with small λ value performs better than RST method; for a moderate change some times MEWMA with moderate λ values shows a better performance and for a large change T 2 outperforms RST method. In detecting a small decreasing multiple change MEWMA with a small or moderate λ outperforms RST method. The performance of the change-point estimator in estimating the change-point for case of antitonic drift and multiple change was similar to the case of isotonic change. Another important concern might be the effect of number of predictors and observations on performance of RST method. In order to study this issue, we doubled the numbers of the predictors and observations for binomial profile under drift. Simulation results show that RST method still works well compared to T 2 .
We noticed that the performance of MEWMA and T 2 method differs for the case of isotonic and antitonic change, and they are not ARL-unbiased. This happens because MEWMA and T 2 methods does not have the characteristic of being unbiased which is a result of biased estimator that they use. Therefore, to deal with this problem we proposed using a bias reduced GLM approach as an estimator in T 2 . This estimator was proposed by Firth [29], but it had never been used in profile monitoring. Our results show that the proposed method reduces the bias of the control chart satisfactorily.
A real world example of resin industry is presented to show the implementation of the methods in Phase II. At first through statistical analysis a negative binomial profile with a log function which relates mean of the response variable to a second order polynomial of predictor variable is chosen to model the data. Afterward, three methods are used to monitor negative binomial profiles in Phase II and under drift. According to the results in the scenario with large drift, RST and T 2 show similar performance and outperform MEWMA. In the scenario with moderate drift three methods perform closely. In the scenario with small drift, MEWMA outperforms RST and RST outperforms T 2 . As mentioned earlier, bias reduced GLM package in R (brglm R) currently works only for binomial responses. Developing and testing the package for other families and using it in profile monitoring can be considered as a future study.
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