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Abstract
Estimation of convex functions finds broad applications in engineering and science, while
convex shape constraint gives rise to numerous challenges in asymptotic performance analysis.
This paper is devoted to minimax optimal estimation of univariate convex functions from the
Ho¨lder class in the framework of shape constrained nonparametric estimation. Particularly, the
paper establishes the optimal rate of convergence in two steps for the minimax sup-norm risk
of convex functions with the Ho¨lder order between one and two. In the first step, by applying
information theoretical results on probability measure distance, we establish the minimax lower
bound under the supreme norm by constructing a novel family of piecewise quadratic convex
functions in the Ho¨lder class. In the second step, we develop a penalized convex spline estimator
and establish the minimax upper bound under the supreme norm. Due to the convex shape
constraint, the optimality conditions of penalized convex splines are characterized by nonsmooth
complementarity conditions. By exploiting complementarity methods, a critical uniform Lips-
chitz property of optimal spline coefficients in the infinity norm is established. This property,
along with asymptotic estimation techniques, leads to uniform bounds for bias and stochastic
errors on the entire interval of interest. This further yields the optimal rate of convergence
by choosing the suitable number of knots and penalty value. The present paper provides the
first rigorous justification of the optimal minimax risk for convex estimation under the supreme
norm.
Key Words: shape constrained estimation, convex regression, minimax estimation theory,
sup-norm risk, penalized splines, asymptotic analysis, complementarity conditions.
1 Introduction
Nonparametric estimation of shape constrained functions (e.g., monotone/convex functions) re-
ceives increasing attention [7, 22, 25, 27, 33], driven by a wide range of applications in science
and engineering. Examples include reliability engineering, biomedical research, finance, and as-
tronomy. The goal of shape constrained estimation is to develop an estimator that preserves a
pre-specified shape property of a true function, e.g., the monotone or convex property. A challenge
in shape constrained estimation is that an estimator is subject to inequality shape constraints, e.g.,
the monotone or convex constraint. These constraints lead to nonsmooth conditions in estimator
characterizations and complicate asymptotic performance analysis.
Considerable progress has been made toward developing and analyzing shape constrained esti-
mators in the framework of nonparametric estimation. For example, estimators that preserve the
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monotone property have been extensively studied in the literature, e.g., [18, 22, 25, 26, 31, 33, 36].
In the realm of convex (or concave) estimation, earlier research is focused on the least squares
approach: the least squares convex estimator is first studied in [12] and is shown to be consis-
tent in the interior of the interval of interest [11]. The pointwise rate of convergence for the least
squares convex estimator is developed in [17] and pointwise asymptotic distributions are character-
ized in [10]. A pointwise convex estimation approach is recently introduced in [2]; this approach is
non-asymptotic and focuses on the performance of each individual function. To deal with unknown
information of a function class, adaptive convex estimation has been proposed in [5, 6], which, how-
ever, can only handle a compact sub-interval without including the boundary. To overcome this
problem, adaptive convex regression splines are proposed in [34]. Other results include [20, 27, 28].
Given a function class Σ, several critical questions arise when evaluating asymptotic performance
of estimators over the function class Σ:
(1) What is the “best” rate of convergence of estimators uniformly on Σ?
(2) How can one construct an estimator that achieves the “best” rate of convergence on Σ?
(3) Is the “best” rate of convergence in (1) strict on Σ for any permissible estimator?
These questions form central research issues in minimax theory of nonparametric estimation [21, 30].
In particular, the first and second questions pertain to the minimax upper bound on Σ and its
estimator construction, and the third question is closely related to the minimax lower bound on
Σ. For unconstrained estimation, the above questions have been satisfactorily addressed for both
the Sobolev and Ho¨lder classes under the L2 or supreme norm; see [21, 30] and references therein
for details. This has led to well known optimal rates of convergence over unconstrained function
classes (cf. (2) of Section 2). However, if shape constraints are imposed, then minimax asymptotic
analysis becomes highly complicated and much fewer results have been reported; some exceptions
include [16] for monotone estimation and [2, 5] for convex estimation. It is known that a shape
constraint does not improve the unconstrained optimal rate of convergence [13], and it is believed
that the same optimal rate holds on a constrained function class but no rigorous justification has
been given for general constraints. Furthermore, it is worth pointing out that when the supreme
norm (or simply sup-norm) is considered, shape constrained minimax analysis becomes even more
challenging due to the following reasons:
(a) Constructive minimax upper bound. Most shape constrained estimators in the literature lack
uniform convergence on the entire interval of interest, and they demonstrate poor performance
on the boundary of the interval. For example, the shape constrained least squares estimator
is inconsistent at the boundary points [35], and the convex estimators developed in [5, 6] deal
with a compact sub-interval without including the boundary. Other pointwise estimators,
such as [2, 16], are applicable only to a small interval of a fixed interior point, and they do
not yield a convex or monotone estimate on the entire interval. This hinders construction of
an estimator that achieves the optimal minimax risk under the sup-norm. On the other hand,
in order to establish the uniform convergence requested by the sup-norm risk, one inevitably
faces many nontrivial issues arising from an underlying nonsmooth optimization formulation
of a shape constrained estimator, which call for new tools to handle them.
(b) Minimax lower bound. By minimax lower bound theory, which is based upon information
theoretical results on distance between probability measures, it is known that establishing a
minimax lower bound amounts to constructing a family of functions (or hypotheses) from a
function class satisfying a suitable sup-norm separation order and a small total L2-distance
order [30, Section 2]. While it is conceived that there exist many such families, a shape
constraint considerably limits choice of a feasible family under the sup-norm, especially when
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a higher order shape constraint is imposed (recalling that roughly speaking, the convex con-
straint places a second order constraint on a function). Therefore, great care needs to be
taken in order to meet both the order conditions and shape constraints.
The present paper is devoted to minimax optimal estimation of univariate convex functions
from the Ho¨lder class with Ho¨lder order r ∈ (1, 2] under the sup-norm. Specifically, we develop
a two-step procedure to establish the optimal rate of convergence of the sup-norm risk. In the
first step, we construct a family of convex functions from the Ho¨lder class that yields the minimax
lower bound in the sup-norm. In the second step, a penalized spline based convex estimator
is developed and is shown to achieve the minimax upper bound in the sup-norm. It should be
mentioned that even though the obtained optimal rate of convergence coincides with the optimal
rate for the unconstrained Ho¨lder class as expected, its proof is much more involved than that of
the unconstrained case. In order to overcome shape constraint induced difficulties, several new
techniques from asymptotic estimation and complementarity theory in constrained optimization
are invoked. These new techniques and major contributions of the paper are summarized below.
1. Minimax lower bound. Toward this end, we construct a family of piecewise quadratic convex
functions (whose derivatives are increasing and piecewise linear); see Section 3. These functions
overlap on most of the interval [0, 1], except on certain small sub-intervals. By careful selection of
the slopes of the derivatives of these functions and the length of non-overlapping sub-intervals, we
show that the constructed convex functions satisfy the desired order conditions, thus leading to the
minimax lower bound. To the best of our knowledge, this construction is the first of its kind for
minimax convex estimation. The proposed construction process also sheds light on minimax lower
bounds for monotone or higher order derivative constraints.
2. Constructive minimax upper bound. We consider a convex penalized spline (or simply P -
spline) estimator subject to the second order difference penalty. The convex shape constraint is
converted to the second order difference constraint on spline coefficients. In spite of numerical
advantages as well as conceptual simplicity and flexibility of P -splines [15, 19], optimal spline
coefficients of the convex P -spline estimator are characterized by nonsmooth complementarity
conditions, thanks to the convex shape constraint. The present paper distinguishes the study of
P -spline estimators from that in the literature by establishing a critical uniform Lipschitz property
of optimal spline coefficients in the infinity norm [25, 26], inspired by uniform convergence required
by the sup-norm risk analysis. The proof of uniform Lipschitz property makes extensive use of
combinatorial arguments in complementarity theory and the properties of an underlying constrained
optimization problem, e.g., the second order difference penalty and piecewise linear formulation of
optimal spline coefficients; see Section 4.2. By exploiting the uniform Lispschitz property and
asymptotic estimation techniques, we develop uniform bounds for bias and stochastic errors on the
entire interval [0, 1] over the Ho¨lder class. These results pave the way for the desired minimax
upper bound under the sup-norm.
The paper is organized as follows. In Section 2, we present main results of the paper. Section 3
establishes the minimax lower bound for the rate of convergence under the sup-norm. In Section
4, we develop a convex P -spline estimator and show that this estimator attains the optimal rate of
convergence. The paper ends with concluding remarks in Section 5.
2 Problem Formulation and Main Results
Consider the convex regression problem:
yi = f(xi) + σǫi, i = 1, . . . , n, (1)
where f : [0, 1] → R is an unknown convex function, the constant σ > 0, ǫi are independent,
standard normal errors, xi = i/n, i = 1, . . . , n are the equally spaced design points. Let f
′(·)
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denote the derivative of f . Let
C :=
{
f : [0, 1]→ R
∣∣∣ (f ′(x1)− f ′(x2)) · (x1 − x2) ≥ 0, ∀x1, x2 ∈ [0, 1]}
be the collection of continuous convex functions which are differentiable (almost everywhere) on
[0, 1], and HrL be the Ho¨lder class with the Ho¨lder exponent (or order) r ∈ (1, 2] and the Ho¨lder
constant L > 0, namely,
HrL :=
{
f : [0, 1]→ R
∣∣∣ |f ′(x1)− f ′(x2)| ≤ L|x1 − x2|γ , ∀ x1, x2 ∈ [0, 1]},
where γ := r − 1 ∈ (0, 1]. Furthermore, let CH(r, L) := C ∩ HrL be the collection of functions in
both C and HrL.
For estimation of unconstrained functions over the Ho¨lder class HrL, it is well known in minimax
theory of nonparametric estimation that for a fixed r, there exists an estimator (depending on
r) which achieves the optimal rate of convergence over HrL in the sup-norm [29, 30]. In fact, the
minimax sup-norm risk on HrL has an asymptotic order given by
inf
fˆ
sup
f∈Hr
L
E
(‖fˆ − f‖∞) ≍ L 12r+1σ 2r2r+1( log n
n
) r
2r+1
, (2)
where fˆ denotes an estimator of a true function f , E(·) is the expectation operator, and a ≍ b
means that a/b is bounded by two positive constants from below and above for all n sufficiently
large. The goal of this paper is to establish the same asymptotic minimax rate on CH(r, L) with
r ∈ (1, 2]. Specifically, the main result of this paper is presented in the following theorem.
Theorem 2.1. Let r ∈ (1, 2] and CH(r, L) denote the Ho¨lder class of convex functions defined
above. Then there exists a positive constant C0 such that
inf
fˆ
sup
f∈CH (r,L)
E
(‖fˆ − f‖∞) ≍ C0( log n
n
) r
2r+1
. (3)
The proof of Theorem 2.1 is divided into two sections. Section 3 establishes a lower bound of the
optimal rate of convergence via a construction procedure based on multiple hypotheses originating
from information theory [30, Theorem 2.5]. Section 4 develops a penalized B-spline based convex
estimator that achieves the optimal rate in (3); this gives rise to an upper bound of the optimal
convergence rate and, along with the lower bound, yields the desired optimal rate in (3).
3 Minimax Lower Bound of Convex Estimators
In this section, we establish the minimax lower bound of convex estimation of functions in CH(r, L)
with r ∈ (1, 2] in the sup-norm. The key idea of developing such a lower bound for nonparametric
estimators relies on tools for distance of multiple probability measures or hypotheses from infor-
mation theory [1, 3, 9, 23]; see [30, Section 2] for detailed discussions. It follows from minimax
theory (e.g., [30, Theorem 2.5]) that establishing a minimax lower bound over the function class
CH(r, L) in the sup-norm boils down to the construction of a family of functions (or hypotheses)
fj,n, j = 0, 1, . . . ,Mn satisfying the following three conditions:
(C1) each fj,n ∈ CH(r, L), j = 0, 1, . . . ,Mn;
(C2) whenever j 6= k, ‖fj,n − fk,n‖∞ ≥ 2sn > 0, where sn ≍ (log n/n)r/(2r+1);
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(C3) there exists a fixed constant c0 ∈ (0, 1/8) such that for all n sufficiently large,
1
Mn
Mn∑
j=1
K(Pj , P0) ≤ c0 log(Mn),
where Pj denotes the distribution of (Yj,1, . . . , Yj,n), where Yj,i = fj,n(Xi) + ξi, i = 1, . . . , n
withXi = i/n and ξi being iid random variables, andK(P,Q) denotes the Kullback divergence
between the two probability measures P and Q [14], i.e.,
K(P,Q) :=

∫
log
dP
dQ
dP, if P ≪ Q
+∞, otherwise
.
In addition, we assume that there exists a constant p∗ > 0 (independent of n and fj,n) such that
K(Pj , P0) ≤ p∗
∑n
i=1
(
fj,n(Xi)− f0,n(Xi)
)2
. This assumption holds true if the iid random variables
ξi ∼ N(0, σ2) (cf. [30, (2.36)] or [30, Section 2.5, Assumption B]). Hence, the convex regression
problem defined in (1) satisfies this assumption.
In other words, once a family of functions {fj,n} satisfying the above three conditions is con-
structed, then the following minimax lower bound over CH(r, L) will hold:
lim inf
n→∞
inf
fˆn
sup
f∈CH (r,L)
( n
log n
) r
2r+1
E(‖fˆn − f‖∞) ≥ c (4)
for some constant c > 0 depending on r, L, and p∗ only, where inf fˆn denotes the infimum over
all convex estimators on [0, 1]. In view of this, the goal of this section is to construct a family of
suitable functions fj,n satisfying (C1)-(C3).
3.1 Construction of the Desired Functions fj,n
Consider the function class CH(r, L) with r ∈ (1, 2] and L > 0, and fix c0 ∈ (0, 18). Given a sample
size n, let Kn be a positive number depending on n, whose order of n will be specified below. We
construct the desired functions fj,n in two separate cases:
Case 1: γ := r − 1 ∈ (0, 1). Let
L¯ := min
(
L
4
,
√
c0γ
12p∗
)
,
where p∗ > 0 is defined above. We shall define the functions fj,n, j = 0, 1, 2, . . . , ⌊Kγn⌋ as follows.
First we define the auxiliary functions g¯j,n for j = 0, 1, . . . , ⌊Kγn⌋. For i = 0, 1, 2, . . . , let
g¯0,n(x) :=

2iL¯K−γn + L¯K
1−γ
n (x− iKγn ), if x ∈ [
i
Kγn
, i
Kγn
+ 1Kn )
(2i+ 1)L¯K−γn , if x ∈ [ iKγn +
1
Kn
, i
Kγn
+ 3Kn )
(2i+ 1)L¯K−γn + L¯K
1−γ
n
[
x− ( i
Kγn
+ 3Kn )
]
, if x ∈ [ i
Kγn
+ 3Kn ,
i
Kγn
+ 4Kn )
2(i+ 1)L¯K−γn , if x ∈ [ iKγn +
4
Kn
, i+1
Kγn
)
For each j = 1, 2, . . . , ⌊Kγn⌋, let g¯j,n = g¯0,n everywhere except on [ j−1Kγn ,
j
Kγn
) on which g¯j,n is defined
as follows:
g¯j,n(x) :=

2(j − 1)L¯K−γn , if x ∈ [ j−1Kγn ,
j−1
Kγn
+ 1Kn )
2(j − 1)L¯K−γn + L¯K1−γn
[
x− ( j−1
Kγn
+ 1Kn )
]
, if x ∈ [ j−1
Kγn
+ 1Kn ,
j−1
Kγn
+ 3Kn )
2jL¯K−γn , if x ∈ [ j−1Kγn +
3
Kn
, j
Kγn
)
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Figure 1: Plot of gj,n’s near the origin when γ ∈ (0, 1).
For each j = 0, 1, 2, . . . , ⌊Kγn⌋, let gj,n denote the restriction of g¯j,n to [0, 1].
Case 2: γ = 1. In this case, choose
L¯ := min
(
L,
√
c0
12p∗
)
,
and define for i = 0, 1, 2, . . . ,
g¯0,n(x) :=

L¯ 2iKn + L¯(x− 4iKn ) if x ∈ [ 4iKn , 4i+1Kn )
L¯2i+1Kn if x ∈ [4i+1Kn , 4i+3Kn )
L¯2i+1Kn + L¯(x− 4i+3Kn ) if x ∈ [4i+3Kn ,
4(i+1)
Kn
)
Also define g¯j,n = g¯0,n everywhere except on [
4(j−1)
Kn
, 4jKn ), on which
g¯j,n(x) :=

L¯2(j−1)Kn if x ∈ [
4(j−1)
Kn
, 4j−3Kn )
L¯2(j−1)Kn + L¯(x−
4j−3
Kn
) if x ∈ [4j−3Kn ,
4j−1
Kn
)
L¯ 2jKn if x ∈ [
4j−1
Kn
, 4jKn )
for j = 1, 2, . . . , ⌊Kn⌋. Again, for each j, we let gj,n denote the restriction of g¯j,n to [0, 1].
The plots of the functions gj,n, j = 0, 1, 2, . . . , ⌊Kγn⌋ near the origin constructed above are
displayed in Figures 1 and 2 for Case 1 and Case 2 respectively. Note that in these plots, g0,n often
obstructs the view of other gj,n’s, but if j ≥ 1, then gj,n never obstructs the view of any other
function.
Finally, in both the cases, for each j = 0, 1, 2, . . . , ⌊Kγn⌋, define
fj,n(x) :=
∫ x
0
gj,n(t) dt, x ∈ [0, 1]. (5)
We present the following theorem for the above construction, whose proof is given in Section 3.2.
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Figure 2: Plot of gj,n’s near the origin when γ = 1.
Theorem 3.1. Consider the function class CH(r, L) with r ∈ (1, 2], L > 0, and γ := r − 1. Let
Kn =
(
n
logn
) 1
2r+1
and Mn := ⌊Kγn⌋. Then the functions fj,n, j = 0, 1, . . . ,Mn constructed in (5)
satisfy conditions (C1)–(C3). Specifically, for all n sufficiently large,
(1) Each fj,n ∈ CH(r, L);
(2) For all j, k ∈ {0, 1, . . . ,Mn} with j 6= k, ‖fj,n − fk,n‖∞ = 2sn, where sn ≍ ( lognn )
r
(2r+1) ;
(3) 1Mn
∑Mn
j=1K(Pj , P0) ≤ c0 log(Mn).
This theorem, together with the similar argument in [30, Theorem 2.5], leads to the lower bound
of minimax risk of convex estimation in (4).
Remark 3.1. The proposed construction procedure for convex functions on the Ho¨lder class can
be extended to other shape constraints, e.g., monotone constraint or shape constraints in terms of
higher order derivatives.
3.2 Proof of Theorem 3.1
Proof. We consider the two cases in the proof: γ ∈ (0, 1), and γ = 1.
Case 1: γ ∈ (0, 1). For all n (and Kn) sufficiently large, the following properties of gj,n’s can
be easily verified with the help of Figure 1: for any x, y ∈ [0, 1], suppose that
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(i) 0 < |x− y| ≤ 4Kn . Then
max
j
|gj,n(x)− gj,n(y)|
|x− y| ≤
|g1,n(x)− g1,n(y)|
|x− y|
∣∣∣
x=K−1n , y=2K
−1
n
≤ L¯K1−γn .
(ii) 4Kn < |x− y| ≤ 1Kγn . Then
max
j
|gj,n(x)− gj,n(y)| ≤ |g0,n(x)− g0,n(y)|
∣∣
x=0, y=4K−1n
≤ 2L¯K−γn .
(iii) 1
Kγn
< |x − y| ≤ 1. Without loss of generality, let x < y with y = rK−γn + s(x, y) for some
r ∈ N and 0 ≤ s(x, y) < K−γn . It can be shown that
max
j
|gj,n(x)− gj,n(y)|
|x− y| ≤
|g1,n(x)− g1,n(y)|
|x− y|
∣∣∣
x=K−1n , y=rK
−γ
n +3K
−1
n
≤ 2(r + 1)L¯K
−γ
n
rK−γn + 2K
−1
n
≤ 2(r + 1)L¯K
−γ
n
rK−γn
≤ 4L¯ ≤ L.
Along with these properties, we show the three conditions as follows:
(1) Obviously, each gj,n is nondecreasing, and hence each fj,n is convex. Furthermore, to show
that each function fj,n is in the Ho¨lder class H
r
L, we consider the following three cases:
(1.1) 0 < |x− y| ≤ 4Kn . Then, by (i), we have
|f ′j,n(x)− f ′j,n(y)|
|x− y|γ =
|f ′j,n(x)− f ′j,n(y)|
|x− y| |x− y|
1−γ ≤ L¯K1−γn
(
4
Kn
)1−γ
≤ 4L¯ ≤ L.
(1.2) 4Kn < |x− y| ≤ 1Kγn . Then, by (ii), we have
|f ′j,n(x)− f ′j,n(y)|
|x− y|γ ≤
2L¯K−γn
|x− y|γ ≤ 2L¯K
−γ
n
(
4
Kn
)−γ
≤ 2L¯ ≤ L.
(1.3) 1
Kγn
< |x− y| ≤ 1. By (iii), we obtain
|f ′j,n(x)− f ′j,n(y)|
|x− y|γ ≤
|f ′j,n(x)− f ′j,n(y)|
|x− y| ≤ L.
This shows that condition (1) holds.
(2) Let j, k ∈ {0, 1, . . . ,Mn} with j < k without loss of generality. It follows from the definitions
of gj,n and fj,n and Figure 1 that
(2.1) if j = 0, then f ′j,n(x) = f
′
k,n(x) for all x ∈ [0, 1] except on the set S0k := ((k − 1)K−γn , (k −
1)K−γn + 2/Kn) ∪ ((k − 1)K−γn + 2/Kn, (k − 1)K−γn + 4/Kn);
(2.2) if j ≥ 1, then f ′j,n(x) = f ′k,n(x) for all x ∈ [0, 1] except on the set Sjk := ((j − 1)K−γn , (j −
1)K−γn + 2/Kn) ∪ ((j − 1)K−γn + 2/Kn, (j − 1)K−γn + 4/Kn) ∪ ((k − 1)K−γn , (k − 1)K−γn +
2/Kn) ∪ ((k − 1)K−γn + 2/Kn, (k − 1)K−γn + 4/Kn).
Hence, the set of critical points of fj,n − fk,n is [0, 1] \ Sjk. Furthermore, in view of piecewise
linearity of gj,n’s, it is easy to see that
8
(a) f ′j,n(x)− f ′k,n(x) = gj,n(x)− gk,n(x) > 0 for all x ∈
(
(k− 1)K−γn +1/Kn, (k− 1)K−γn +2/Kn
)
,
and f ′j,n(x)− f ′k,n(x) < 0 for all x ∈
(
(k − 1)K−γn + 2/Kn, (k − 1)K−γn + 3/Kn
)
;
(b) for case (2.2), f ′j,n(x)− f ′k,n(x) < 0 for all x ∈
(
(j − 1)K−γn +1/Kn, (j − 1)K−γn +2/Kn
)
, and
f ′j,n(x)− f ′k,n(x) > 0 for all x ∈
(
(j − 1)K−γn + 2/Kn, (j − 1)K−γn + 3/Kn
)
;
(c) g′j,n(x) = g
′
k,n(x) = 0 for all x ∈ [0, 1] \ Sjk except x = (k − 1)K−γn + 2/Kn and x =
(j − 1)K−γn + 2/Kn (if j ≥ 1).
Moreover, fj,n(x) = fk,n(x) for x = 0, 1. This shows that |fj,n(x) − fk,n(x)| achieves a local
maximum at x∗ = (k − 1)K−γn + 2/Kn and/or z∗ := (j − 1)K−γn + 2/Kn (the latter holds only if
j ≥ 1). Due to the symmetry of non-overlapping regions of gj,n and gk,n, we have ‖fj,n− fk,n‖∞ =
|fj,n(x∗) − fk,n(x∗)| = |fj,n(z∗) − fk,n(z∗)|. Furthermore, it can be verified that fj,n(x) = fk,n(x)
at x = (k − 1)K−γn . Therefore,
‖fj,n − fk,n‖∞ =
∣∣∣∣fj,n((k − 1)K−γn + 2Kn
)
− fk,n
(
(k − 1)K−γn +
2
Kn
)∣∣∣∣
=
∣∣∣∣(fj,n − fk,n)((k − 1)K−γn + 2Kn
)
− (fj,n − fk,n)
(
(k − 1)K−γn
)∣∣∣∣
=
∫ (k−1)K−γn + 2Kn
(k−1)K−γn
(
gj,n(t)− gk,n(t)
)
dt
= 2
∫ (k−1)K−γn + 1Kn
(k−1)K−γn
L¯K1−γn
(
t− (k − 1)K−γn
)
dt
= 2
∫ 1
Kn
0
L¯K1−γn t dt = L¯K
−(1+γ)
n
= L¯K−rn = 2sn,
where sn := L¯K
−r
n /2 = L¯/2 ·
( logn
n
) r
2r+1 , and thus condition (2) holds.
(3) To show this condition, we first collect a few results about fj,n’s to be used later:
(3.1) For each j = 1, 2, . . . ,Mn,
∫ 1
0
(
fj,n(x)− f0,n(x)
)2
dx =
∫ 1
0
(
f1,n(x)− f0,n(x)
)2
dx.
(3.2) Let hj := (fj,n−f0,n)2 for j = 1, . . . ,Mn. Since Xi = i/n, it follows from analysis of numerical
integration and condition (2) that for each j,∣∣∣∣∫ 1
0
hj(x)dx−
∑n
i=1 hj(Xi)
n
∣∣∣∣ ≤ maxx∈[0,1] |h′j(x)|2n ≤ ‖gj,n − g0,n‖∞ · ‖fj,n − f0,n‖∞n ≤ 2L¯2nK1+2γn .
(3.3) The following holds:
∫ 1
0
(f1,n(x)− f0,n(x))2 dx = 2
∫ 2
Kn
0
(f1,n(x)− f0,n(x))2 dx = 2
∫ 1
Kn
0
(
L¯K1−γn x2
2
)2
dx
+ 2
∫ 2
Kn
1
Kn
(
L¯K
−(1+γ)
n
2
+ L¯K−γn
(
x− 1
Kn
)
− L¯K
1−γ
n
2
(
x− 1
Kn
)2)2
dx
= 2L¯2K−2γ−3n
(
1
20
+
43
60
)
=
2L¯2
K2r+1n
· 46
60
.
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In light of the above results, we have for each j = 1, . . . ,Mn,
K(Pj , P0) ≤ p∗
n∑
i=1
(fj,n(Xi)− f0,n(Xi))2 ≤ p∗
(
n
∫ 1
0
(fj,n(x)− f0,n(x))2 dx+ 2L¯
2
K1+2γn
)
≤ p∗
(
n
∫ 1
0
(f1,n(x)− f0,n(x))2 dx+ 2L¯
2
K1+2γn
)
≤ p∗
(
2nL¯2
K2r+1n
· 46
60
+
2L¯2
K1+2γn
)
≤ c0γ
6
log(n)
for all n sufficiently large, where the last inequality follows from the definition of L¯ and the order
of Kn. Consequently,
1
Mn
Mn∑
j=1
K(Pj , P0) ≤ c0γ
6
log(n).
Finally, since γ ∈ (0, 1), we have, for all n sufficiently large,
logMn ≥ 0.9γ logKn = 0.9γ log
((
n
log n
) 1
2r+1
)
=
(
0.9γ
2γ + 3
)
log
( n
log n
)
≥ γ
6
log n.
This establishes condition (3) and hence completes the proof for Case 1.
Case 2: γ = 1. We show the three conditions in a similar manner as in Case 1:
(1) Clearly, each fj,n is convex on [0, 1]. Further, it is easy to show via the definition of gj,n and
Figure 2 that for any 0 ≤ x < y ≤ 1, |gj,n(x)−gj,n(y)||x−y| ≤ L¯ ≤ L for each j = 0, 1, . . . , ⌊Kn⌋. This thus
implies that each fj,n ∈ CH(r, L), leading to condition (1).
(2) Let 0 ≤ j < k ≤ Mn := ⌊Kn⌋. It follows from a similar argument as in (2) of Case 1 that
‖fj,n − fk,n‖∞ is achieved at x∗ =
(
4(k − 1) + 2)/Kn and fj,n(x) = fk,n(x) at x = 4(k − 1)/Kn.
Therefore, we have
‖fj,n − fk,n‖∞ =
∣∣∣∣fj,n(4(k − 1) + 2Kn
)
− fk,n
(
4(k − 1) + 2
Kn
)∣∣∣∣
=
∣∣∣∣(fj,n − fk,n)(4(k − 1) + 2Kn
)
− (fj,n − fk,n)
(
4(k − 1)
Kn
)∣∣∣∣
=
∫ 4(k−1)+2
Kn
4(k−1)
Kn
(gj,n(t)− gk,n(t)) dt
= 2
∫ 4(k−1)+1
Kn
4(k−1)
Kn
L¯
(
t− 4(k − 1)
Kn
)
dt
= 2
∫ 1
Kn
0
L¯t dt = L¯K−2n = 2sn,
where sn := L¯K
−2
n /2 = L¯/2 ·
( logn
n
) 2
5 (for r = 2), and thus condition (2) holds for γ = 1.
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(3) First of all, it is easy to see that the conditions in (3.1) and (3.2) in Case 1 remain valid for
γ = 1. To show the condition in (3.3) for γ = 1, we have∫ 1
0
(
f1,n(x)− f0,n(x)
)2
dx = 2
∫ 2
Kn
0
(
f1,n(x)− f0,n(x)
)2
dx = 2
∫ 1
Kn
0
(
L¯x2
2
)2
dx
+ 2
∫ 2
Kn
1
Kn
(
L¯K−2n
2
+ L¯K−1n
(
x− 1
Kn
)
− L¯
2
(
x− 1
Kn
)2)2
dx
= 2L¯2K−5n
(
1
20
+
43
60
)
.
By using these results and a similar argument as in (3) of Case 1, we have for all n sufficiently
large, K(Pj , P0) ≤ c06 log(n) for each j = 1, . . . ,Mn such that
1
Mn
Mn∑
j=1
K(Pj , P0) ≤ c0
6
log(n).
Again, in view of
logMn ≥ 0.9 logKn = 0.9 log
((
n
log n
) 1
5
)
=
(
0.9
5
)
log
( n
log n
)
≥ 1
6
log n
for all n sufficiently large, we obtain condition (3). This completes the proof for Case 2.
4 Convex P -spline Estimator and Minimax Upper Bound of Con-
vex Estimators
In this section, we develop a convex P -spline estimator subject to the second order difference
penalty that achieves the optimal rate of convergence. We first formulate the convex P -spline
estimator as a constrained quadratic optimization problem, and establish optimality conditions for
spline coefficients (cf. Section 4.1). We then develop a critical uniform Lipschitz property in the
infinity norm for the optimal spline coefficients (cf. Theorem 4.1). Equipped with these results,
we establish uniform convergence of the convex P -spline estimator, and this leads to the minimax
upper bound under the sup-norm in Section 4.3.
4.1 Convex P -spline Estimator and Optimal Spline Coefficients
Consider a P -spline estimator for the convex estimation problem defined in (1). Specificially, let{
B
[p]
k : k = 1, . . . ,Kn+p
}
be the p th degree B-spline basis with knots 0 = κ0 < κ1 < · · · < κKn = 1
and extension to κ−p < κ−p+1 < · · · < κ0 and κKn < κKn+1 < · · · < κKn+p on the boundary. For
simplicity, consider equally spaced knots, i.e., κk = k/Kn with k = −p, . . . ,Kn + p, where the
support of each basis function is [(k− p− 1)/Kn, k/Kn]∩ [0, 1], k = 1, . . . ,Kn+ p. The value of Kn
will depend upon n as shown below, and we also assume n/Kn to be an integer denoted by Mn. In
what follows, we consider the penalized linear B-spline based convex estimator, namely, p = 1.
Let ∆ be the backward difference operator, i.e., ∆(bk) := bk−bk−1 and ∆m(bk) = ∆(∆m−1(bk))
with m ∈ N, and consider the polyhedral cone
Ω = {b ∈ RKn+1 |∆2(bk) = bk − 2bk+1 + bk+2 ≥ 0, k = 1, . . . ,Kn − 1}.
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The constrained optimization problem for P -spline coefficients with the penalty on the mth order
difference is
bˆ[m] := argmin
b∈Ω
Kn+1∑
k=1
(
yi −
Kn+1∑
k=1
bkB
[1]
k (xi)
)2
+ λ∗
Kn+1∑
k=m+1
(
∆mbk
)2
, (6)
where bˆ[m] ∈ RKn+1, and λ∗ > 0 is the penalty parameter dependent on n whose order will be
determined later. Then the convex P -spline estimator with p = 1 is given by:
fˆ [m](x) =
Kn+1∑
k=1
bˆ
[m]
k B
[1]
k (x).
Since the knots are equally spaced, it is easy to see that if the B-spline coefficient vector bˆ[m] is in
Ω, then fˆ [m] is convex. We consider the second order difference penalty in this paper, i.e., m = 2.
In order to establish the optimality conditions for the optimal spline coefficient bˆ[m], we in-
troduce more notation. Denote the n × (Kn + 1) design matrix by X =
[
B
[1]
k (xj)
]
j,k
and βn :=∑n
i=1
(
B
[1]
k (xi)
)2
for k = 2, . . . ,Kn. Since the knots are equally spaced, βn is independent of
k = 2, . . . ,Kn. For the linear B-spline,
(
βn
Kn
n
)
converges to a positive constant as (n/Kn) → ∞.
Hence, there exists a positive constant Cβ such that
βn ≥ Cβ · n
Kn
, ∀ n,Kn. (7)
Moreover, define Γ := XTX/βn ∈ R(Kn+1)×(Kn+1). It is easy to show that Γ is positive definite
and tridiagonal. Let y = (y1, . . . , yn)
T and define the weighted response vector y¯ := XT y/βn ∈
R
Kn+1. Furthermore, let D2 ∈ R(Kn−1)×(Kn+1) be the second-order difference matrix, i.e.,
D2 =

1 −2 1 0 · · · 0 0 0 0
0 1 −2 1 · · · 0 0 0 0
· · · · · · · · · · · ·
0 0 0 0 · · · 1 −2 1 0
0 0 0 0 · · · 0 1 −2 1
 .
Then the convex constraint on spline coefficients is defined by the polyhedral cone Ω :=
{
b ∈
R
Kn+1 : D2b ≥ 0
}
. Define Λ := Γ + λDT2 D2, where λ := λ
∗/βn > 0. Therefore, the underlying
optimization problem (6) with p = 1 and m = 2 becomes the following quadratic program
bˆ = argmin
b∈Ω
1
2
bTΛ b− bT y¯, (8)
where we drop the superscript in bˆ[m] for notational convenience. In what follows, we treat the
optimal spline coefficient vector bˆ : RKn+1 → RKn+1 as a function of y¯. It is known that the
function bˆ is piecewise linear and Lipschitz continuous [8]. To obtain a piecewise linear formulation
of bˆ, consider the optimality conditions in the KKT form:
Λbˆ− y¯ −DT2 χ = 0, 0 ≤ χ ⊥ D2bˆ ≥ 0, (9)
where χ ∈ RKn−1 is the Lagrange multiplier, and u ⊥ v means that two vectors u, v are orthogonal,
i.e., uT v = 0. Here the latter condition in (9) is known as the complementarity condition [4]
in constrained optimization. Therefore, linear selection functions (or linear pieces) of bˆ can be
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determined by index sets α = { i | (D2 bˆ)i = 0} ⊆ {1, . . . ,Kn − 1}, where α may be empty. For a
given index set α, the optimality conditions in (9) yield the equations
(D2)α•bˆ = 0, χα = 0, Λbˆ− y¯ −
(
(D2)α•
)T
χα = 0, (10)
where (D2)α• denotes the rows of D2 indexed by the index set α, and α is the complement of α,
namely, α := {1, . . . ,Kn − 1} \ α. Let bˆα denote a linear selection function obtained from (10)
corresponding to the index set α, and let (Fα)
T be a matrix formed by the basis of the null space of
(D2)α•. (When α is the empty set, (Fα)
T will be the identity matrix.) In view of the first equation
in (10), bˆα takes the form (Fα)
T b˜α, where the vector b˜α consists of the free variables of the equation
(D2)α•bˆ = 0. It is easy to show via (10) and a standard argument that FαΛF
T
α b˜
α = Fαy¯. Since
Fα is row linearly independent and Λ is positive definite, we obtain the linear selection function
corresponding to α as
bˆα(y¯) = F Tα
(
FαΛF
T
α
)−1
Fαy¯.
Hence, for a fixed Kn, bˆ has 2
Kn−1 linear selection functions. Note that there are multiple ways to
construct (equivalent) piecewise linear formulation of bˆ, but the above approach offers flexibility to
select suitable Fα for analytic properties of bˆ in the next section.
4.2 Uniform Lipschitz Property of Optimal Spline Coefficients
The constrained optimization problem (8) does not admit a closed form solution for the optimal
spline coefficients, and this poses great difficulties in asymptotical statistical analysis. In this
section, we characterize a critical property for the optimal spline solution bˆ (with m = 2) pertaining
to the uniform Lipschitz constant, regardless of Kn, α, and λ, when the ℓ∞-norm is used (cf.
Theorem 4.1). Toward this end, we discuss more about the piecewise linear formulation of bˆ.
For the given design matrix X, define αn :=
∑n
i=1
(
B
[1]
k (xi)
)2
for k = 1,Kn + 1, and γn :=∑n
i=1B
[1]
k (xi)B
[1]
k+1(xi) for k = 2, . . . ,Kn, where γn is independent of k = 2, . . . ,Kn due to the
equally spaced knots. Moreover, let θn := αn/βn, and ηn := γn/βn, where βn is defined before (7).
It is easily verified via the B-spline properties that θn → 1/2 and ηn → 1/4 as n/Kn → ∞. Note
that the tridiagonal matrix Γ is positive definite and is given by
Γ =
XTX
βn
=

θn ηn 0 0 · · · 0
ηn 1 ηn 0 · · · 0
. . .
. . .
. . .
. . .
ηn 1 ηn 0
ηn 1 ηn
0 0 · · · 0 ηn θn

∈ R(Kn+1)×(Kn+1).
such that the positive definite matrix Λ = Γ + λDT2 D2 ∈ R(Kn+1)×(Kn+1).
It follows from complementarity theory [4, 8, 26] that the optimal solution bˆ is a piecewise
linear and Lipchitz continuous function of y¯ determined by an index set α = { i | (D2 bˆ)i = 0} ⊆
{1, . . . ,Kn − 1}(α may be empty). Specifically, for given bˆ and α, we define a vector b˜α and an
associated family of index sets {βαi } as follows. Let the index set ϑ := {j − 1 | (∆2(bˆj) = 0, j ∈
{3, 4, . . . ,Kn + 1}}. Since bˆi = (bˆi−1 + bˆi+1)/2 for each i ∈ ϑ, it is easy to see that bˆi, i ∈ ϑ are the
basic variables of the equation (D2)α•bˆ = 0, while bˆi, i 6∈ ϑ are the free variables. Let 1 = i1 < i2 <
· · · < iℓ = Kn + 1 be the elements of ϑ, i.e., the complement of ϑ, where ℓ := Kn + 1 − |α|. Let
b˜α := (bˆi1 , . . . , bˆiℓ)
T be the vector of free variables.
A specific basis for the null space of (D2)α• is constructed via the linear B-splines g1, g2, . . . , gℓ
on the interval [1,Kn + 1] with nodes 1 = i1 < i2 < · · · < iℓ = Kn + 1 recently introduced in [34].
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To be self-contained, we present its construction as follows. Let IS denote the indicator function
of a set S, and consider
r1(t) =
i2 − t
i2 − i1 · I[i1,i2], rℓ(t) =
t− iℓ−1
iℓ − iℓ−1 · I[iℓ−1,iℓ], (11)
and for each s = 2, . . . , ℓ− 1,
rs(t) =
t− is−1
is − is−1 · I[is−1,is) +
is+1 − t
is+1 − is · I[is,is+1]. (12)
For each s ∈ {1, . . . , ℓ}, let the vector vs :=
(
rs(1), rs(2), . . . , rs(Kn + 1)
)T
. It is easy to show that
v1, . . . , vℓ are linearly independent. Moreover, by the piecewise linear property of rs, we see that
each vector vs is in the null space of (D2)α•. Since the null space of (D2)α• is of dimension ℓ and
v1, . . . , vℓ are linearly independent, {v1, . . . , vℓ} forms a basis of the null space of (D2)α•. Letting
(Fα)
T := (v1, . . . , vℓ), we have bˆ
α = (Fα)
T b˜α.
Moreover, let ℓ0 := 1 and ℓ1 be the smallest element is > 1 in ϑ such that is+1 − is = 1, and
βα1 := {1, 2, . . . , ℓ1− 1, ℓ1}. Next let ℓ2 be the smallest element is > ℓ1 in ϑ such that is+1− is = 1,
and βα2 := {ℓ1+1, ℓ1+2, . . . , ℓ2}. Continuing this process, we obtain βαk ’s untill we reach iℓ = Kn+1.
If iℓ−1 = Kn, we also choose the last β
α
k as {Kn + 1}. Suppose that the above process leads to
the sets βα1 , . . . , β
α
L. It is clear that {βαi }Li=1 forms a disjoint partition of {1, . . . ,Kn + 1}, namely,⋃L
i=1 β
α
i = {1, . . . ,Kn + 1} and βαj ∩ βαk = ∅ whenever j 6= k. Let mαi := |βαi |, where i = 1, . . . , L.
Note that if mαi > 1, then m
α
i ≥ 3. Recall ℓ := Kn + 1 − |α|. It follows from the definition of βαi
and the construction of Fα that
Fα =

Fα,1
Fα,2
. . .
Fα,L
 ∈ Rℓ×(Kn+1), (13)
where each matrix block corresponding to βαk is shown as follows: if m
α
k = 1, then Fα,k = 1;
otherwise, assume that the nodes in ϑ on [ℓk−1, ℓk] are is′ = ℓk−1 < is′+1 < · · · <= is′+wk = ℓk
for some wk. Let h
α
k,j := is′+j − is′+j−1 ≥ 2 for each j = 1, . . . , wk. Then Fα,k ∈ R(wk+1)×m
α
k
constructed from the linear splines (11)-(12) corresponding to βαk is given by
Fα,k = (14)
1
hα
k,1
−1
hα
k,1
hα
k,1
−2
hα
k,1
· · · 1
hα
k,1
0 · · ·
0 1
hα
k,1
2
hα
k,1
· · ·
hα
k,1
−1
hα
k,1
1
hα
k,2
−1
hα
k,2
· · · 1
hα
k,2
0 0 · · ·
0 · · · 0 1
hα
k,2
· · ·
hα
k,2
−1
hα
k,2
1
hα
k,3
−1
hα
k,3
· · ·
0 · · · 0 · · · 0 1
hα
k,3
· · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · · 1
hα
k,wk
0
· · · · · · · · ·
hα
k,wk
−1
hα
k,wk
1

.
In view of the above construction of Fα and the linear selection function bˆ
α, we obtain the following
proposition that characterizes the piecewise linear formulation of bˆ.
Proposition 4.1. For each index set α ⊆ {1, . . . ,Kn−1}, its corresponding linear selection function
b
α
is given by
bˆα(y¯) = F Tα
(
Fα ΛF
T
α
)−1
Fαy¯,
where Fα ∈ Rℓ×(Kn+1) is a row independent matrix given in (13).
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Let FαΛF
T
α := G+ λH ∈ Rℓ×ℓ, where G := FαΓF Tα and H := (FαDT2 )(FαDT2 )T . The following
result establishes the properties of the matrix H.
Proposition 4.2. Let m = 2. For any Kn and α, the matrix H is a symmetric, banded matrix
with the bandwidth m. Furthermore, (i) 0 ≤ Hss ≤ 6, ∀ s = 1, . . . , ℓ; (ii) |Hs(s+1)| = |H(s+1)s| ≤ 4,
∀ s = 1, . . . , ℓ− 1; and (iii) |Hs(s+2)| = |H(s+2)s| ≤ 1, ∀ s = 1, . . . , ℓ− 2.
Proof. Consider Fα in (13). Recall that if m
α
k = 1, then Fα,k = 1 and we define wk := 1 and
hαk,1 := 1; otherwise, h
α
k,j ≥ 2 for each j = 1, . . . , wk. It follows from the structure of Fα in (13)
and (14) that
FαD
T
2 = (15)
0
1
hα
1,1
0 0 · · · · · · · · ·
0 − 1
hα
1,1
− 1
hα
1,2
0
1
hα
1,2
0 0 · · · · · · 0 0 · · ·
0
1
hα
1,2
0 − 1
hα
1,2
− 1
hα
1,3
0
1
hα
1,3
· · · · · · 0 0 · · ·
0 0 0 1
hα
1,3
0 − 1
hα
1,3
− 1
hα
1,4
· · · · · · 0 0 · · ·
0 0 0 0 0 1
hα
1,4
· · · · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · 0 1
hα
1,w1
0 · · ·
· · · · · · · · · 0 − 1
hα
1,w1
− 1 1 0 · · ·
· · · · · · · · · 0 1 − 1
hα
2,1
− 1 0 1
hα
2,1
· · ·
· · · · · · · · · 0 1
hα
2,1
0 − 1
hα
2,1
− 1
hα
2,2
· · ·
· · · · · · · · · · · · · · · · · · 1
hα
2,2
· · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · ·

,
where the bold face 0 in the above matrix denotes the zero row of (hαk,j − 1) elements if the first
nonzero term 1/hαk,j (from the top) appears in the column immediately to its right. (By convention,
if hαk,j = 1, then the zero row vanishes.) For example, the zero row 0 in the first column has (h
α
1,1−1)
elements, and the next 0 in the third column has (hα1,2 − 1) elements.
Clearly, H = (FαD
T
2 )(FαD
T
2 )
T is symmetric. In light of (15), we see that Hij = 0 whenever
|i− j| ≥ 3. Furthermore, in view of hαk,j ≥ 1, we have for each suitable s,
0 ≤ Hss ≤ max
(k,j)
(
1 +
(
1 +
1
hαk,j
)2
+
( 1
hαk,j
)2) ≤ 6,
|Hs(s+1)| ≤ 2max
(k,j)
(
1
hαk,j
+ 1
)
≤ 4,
|Hs(s+2)| ≤ max
(k,j)
(
1
hαk,jh
α
k,j+1
,
1
hαk,j
)
≤ 1.
This yields the proposition.
The next proposition further establishes important properties of the matrix FαΓF
T
α that pave
the way for the uniform Lipschitz property of bˆ.
Proposition 4.3. There exists P ∈ N such that for any Kn with n/Kn ≥ P and any index set α,
the matrix G := Fα ΓF
T
α is a symmetric, strictly diagonally dominant, and tridiagonal matrix.
Proof. Clearly, G is symmetric. For a given index subset βαk corresponding to α constructed above,
let Γβα
k
βα
k
denote the principal submatrix of Γ defined by βαk . In view of the structure of Fα in (13),
we have
G = diag
(
Fα,1Γβα1 βα1 F
T
α,1, Fα,2Γβα2 βα2 F
T
α,2, . . . , Fα,LΓβαLβ
α
L
F Tα,L
)
.
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In what follows, we drop the subscript n in θn and ηn for notational simplicity. To determine
the entries of G = (gij), we consider a fixed k ∈ {1, . . . , L}. If mαk = 1, then Fα,kΓβαk βαk F Tα,k is a
scalar that appears on the diagonal of G. Denoting this number by gss, we have
gss = Fα,kΓβα
k
βα
k
F Tα,k =
{
θ, if k ∈ {1, L}
1, otherwise
and gs(s+1) = g(s+1)s = η, gsj = 0 for all j with |s− j| ≥ 2.
Now consider mαk > 1. In this case, Fα,kΓβαk β
α
k
F Tα,k is a symmetric and positive definite matrix
of order (wk + 1) that forms a diagonal block of G. Making use of the structure of Fα,k given in
(14) and somewhat lengthy computation, we obtain the following results in two separate cases:
(1) k = 1 or k = L. For k = 1,
g11 = θ + η − η
hα1,1
+ (1 + 2η)
(hα1,1 − 1)(2hα1,1 − 1)
6hα1,1
,
gs(s+1) = g(s+1)s =
η
hα1,s
+ (1 + 2η)
(hα1,s)
2 − 1
6hα1,s
, ∀ s = 1, . . . , w1,
gss = (1 + 2η)
[
2(hα1,s−1)
2 + 1
6hα1,s−1
+
2(hα1,s)
2 + 1
6hα1,s
]
−
(
1
hα1,s−1
+
1
hα1,s
)
η, ∀ s = 2, . . . , w1,
g(w1+1)(w1+1) = (1 + 2η)
(hα1,w1 + 1)(2h
α
1,w1 + 1)
6hα1,w1
−
(
1 +
1
hα1,w1
)
η.
Besides, g(w1+1)(w1+2) = g(w1+2)(w1+1) = η, and for each s = 1, . . . , w1, gsj = 0 once |s−j| ≥ 2.
For k = L, the similar results can be established by using the symmetry of the rows of Fα,L.
(2) k ∈ {2, . . . , L−1}. In this case, suppose that the (1, 1)-element of Fα,kΓβα
k
βα
k
F Tα,k corresponds
to the diagonal entry gtt of G, where 2 ≤ t ≤ ℓ− 1. Then we have
gtt = 1 + η − η
hαk,1
+ (1 + 2η)
(hαk,1 − 1)(2hαk,1 − 1)
6hαk,1
,
g(t+s−1)(t+s) = g(t+s)(t+s−1) =
η
hαk,s
+ (1 + 2η)
(hαk,s)
2 − 1
6hαk,s
, ∀ s = 1, . . . , wk,
g(t+s)(t+s) = (1 + 2η)
[
2(hαk,s+1)
2 + 1
6hαk,s+1
+
2(hαk,s)
2 + 1
6hαk,s
]
−
(
1
hαk,s+1
+
1
hαk,s
)
η,
∀ s = 1, . . . , wk − 1,
g(t+wk)(t+wk) = (1 + 2η)
(hαk,wk + 1)(2h
α
k,wk
+ 1)
6hαk,wk
−
(
1 +
1
hαk,wk
)
η.
In addition, gt(t−1) = g(t+wk)(t+wk+1) = η, and for each s = t, . . . , t + wk + 1, gsj = 0 once
|s− j| ≥ 2.
These results show that G is tridiagonal.
Next we show that G ∈ Rℓ×ℓ is strictly diagonally dominant. Define
ξ1 := g11 − |g12|, ξℓ := gℓℓ − |gℓ(ℓ−1)|, and ξi := gii − |gi(i−1)| − |gi(i+1)|, ∀ i ∈ {2, . . . , ℓ− 1}.
Recall that θ → 1/2 and η → 1/4 as n/Kn →∞. Hence, there exists P ∈ N such that for any Kn
with n/Kn ≥ P and any α such that
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(3.1) if mαk = 1, then (i) if k ∈ {1, L}, the corresponding ξi = θ− |η| > 1/5; and (ii) otherwise, the
corresponding ξi = 1− 2|η| > 1/3.
(3.2) if mαk > 1 with k = 1, then
(i) for s = 1, in view of hα1,1 ≥ 2, the corresponding
ξi = g11 − |g12| = θ + η − η
hα1,1
+ (1 + 2η)
(hα1,1 − 1)(2hα1,1 − 1)
6hα1,1
−
∣∣∣∣∣ ηhα1,1 + (1 + 2η)(h
α
1,1)
2 − 1
6hα1,1
∣∣∣∣∣
= θ +
(
1− 2
hα1,1
)
η + (1 + 2η)
[
(hα1,1 − 1)(2hα1,1 − 1)
6hα1,1
− (h
α
1,1)
2 − 1
6hα1,1
]
≥ θ + (1 + 2η)
(hα1,1
6
− 1
2
+
1
3hα1,1
)
≥ θ + (1 + 2η)
(hα1,1
6
− 1
2
)
≥ θ + (1 + 2η)
(hα1,1
42
+
2
7
− 1
2
)
≥ 1
14
+ (1 + 2η)
hα1,1
42
> 0.
(ii) for s = 2, . . . , w1, the corresponding
ξi = gss − |gs(s−1)| − |gs(s+1)|
= (1 + 2η)
[
2(hα1,s−1)
2 + 1
6hα1,s−1
+
2(hα1,s)
2 + 1
6hα1,s
− (h
α
1,s)
2 − 1
6hα1,s
− (h
α
1,s−1)
2 − 1
6hα1,s−1
]
−2
(
1
hα1,s−1
+
1
hα1,s
)
η
= (1 + 2η)
(
hα1,s−1 + h
α
1,s
6
+
[ 1
hα1,s−1
+
1
hα1,s
][1
3
− 2η
1 + 2η
])
≥ (1 + 2η)
(
hα1,s−1 + h
α
1,s
8
)
> 0,
where the last inequality follows from the facts that 2η1+2η → 1/3 as n/Kn →∞, and that for
any h1, h2 ≥ 2,
1
h1
+
1
h2
≤ h1 + h2
4
.
and (iii) for s = w1 + 1, the corresponding
ξi = g(w1+1)(w1+1) − |g(w1+1)w1 | − |g(w1+1)(w1+2)|
= (1 + 2η)
(hα1,w1 + 1)(2h
α
1,w1
+ 1)
6hα1,w1
−
(
1 +
1
hα1,w1
)
η −
∣∣∣∣∣ ηhα1,w1 + (1 + 2η)
(hα1,w1)
2 − 1
6hα1,w1
∣∣∣∣∣− |η|
= (1 + 2η)
[
(hα1,w1 + 1)(2h
α
1,w1
+ 1)
6hα1,w1
− (h
α
1,w1
)2 − 1
6hα1,w1
]
− 2
(
1 +
1
hα1,w1
)
η
= (1 + 2η)
(
hα1,w1
6
+
1
3hα1,w1
+
1
2
−
(
1 +
1
hα1,w1
) 2η
1 + 2η
)
≥ (1 + 2η)
(
hα1,w1
8
+
1
8
)
> 0.
The similar results can be obtained for mαk > 1 with k = L using symmetry.
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(3.3) if mαk > 1 with k ∈ {2, . . . , L− 1}, then
(i) for the tth row, the corresponding
ξi = gtt − |gt(t−1)| − |gt(t+1)|
= 1 + η − η
hαk,1
+ (1 + 2η)
(hαk,1 − 1)(2hαk,1 − 1)
6hαk,1
− |η| −
∣∣∣∣∣ ηhαk,1 + (1 + 2η)
(hαk,1)
2 − 1
6hαk,1
∣∣∣∣∣
=
(
1− 2η
hαk,1
)
+ (1 + 2η)
[
(hαk,1 − 1)(2hαk,1 − 1)
6hαk,1
− (h
α
k,1)
2 − 1
6hαk,1
]
≥ (1− η)+ (1 + 2η)(hαk,1
6
+
1
3hαk,1
− 1
2
)
≥ (1 + 2η)
(
1− η
1 + 2η
+
hαk,1
6
− 1
2
)
≥ (1 + 2η)
(
1− η
1 + 2η
+
hαk,1
7
+
1
21
− 1
2
)
≥ (1 + 2η)
(
hαk,1
7
+
1
42
)
> 0
for all n/Kn sufficiently large.
(ii) for s = 1, . . . , wk − 1, the corresponding
ξi = g(t+s)(t+s) − |g(t+s)(t+s−1)| − |g(t+s)(t+s+1)|
= (1 + 2η)
(
2(hαk,s+1)
2 + 1
6hαk,s+1
+
2(hαk,s)
2 + 1
6hαk,s
)
−
(
1
hαk,s+1
+
1
hαk,s
)
η
−
∣∣∣∣∣ ηhαk,s + (1 + 2η)
(hαk,s)
2 − 1
6hαk,s
∣∣∣∣∣ −
∣∣∣∣∣ ηhαk,s+1 + (1 + 2η)
(hαk,s+1)
2 − 1
6hαk,s+1
∣∣∣∣∣
= (1 + 2η)
[
2(hαk,s+1)
2 + 1
6hαk,s+1
+
2(hαk,s)
2 + 1
6hαk,s
− (h
α
k,s)
2 − 1
6hαk,s
− (h
α
k,s+1)
2 − 1
6hαk,s+1
]
− 2
(
1
hαk,s+1
+
1
hαk,s
)
η
= (1 + 2η)
(
hαk,s+1 + h
α
k,s
6
+
1
3hαk,s+1
+
1
3hαk,s
−
[ 1
hαk,s+1
+
1
hαk,s
] 2η
1 + 2η
)
≥ (1 + 2η)
(
hαk,s+1 + h
α
k,s
8
)
> 0.
and (iii) for s = wk, the corresponding
ξi = g(t+wk)(t+wk) − |g(t+wk)(t+wk−1)| − |g(t+wk)(t+wk+1)|
= (1 + 2η)
(hαk,wk + 1)(2h
α
k,wk
+ 1)
6hαk,wk
−
(
1 +
1
hαk,wk
)
η −
∣∣∣∣∣ ηhαk,wk + (1 + 2η)
(hαk,wk)
2 − 1
6hαk,wk
∣∣∣∣∣− |η|
= (1 + 2η)
[
(hαk,wk + 1)(2h
α
k,wk
+ 1)
6hαk,wk
− (h
α
k,wk
)2 − 1
6hαk,wk
]
− 2
(
1 +
1
hαk,wk
)
η
= (1 + 2η)
(
hαk,wk
6
+
1
3hαk,wk
+
1
2
−
(
1 +
1
hαk,wk
) 2η
1 + 2η
)
≥ (1 + 2η)
(
hαk,wk
8
+
1
8
)
> 0.
Consequently, all ξi > 0 so that G is strictly diagonally dominant.
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With the help of the above results, we are ready to prove the uniform Lipschitz property for
the optimal spline coefficient vector bˆ.
Theorem 4.1. There exist positive constants λ, P ∈ N, and κ∞ (which is independent of Kn and
λ) such that for any λ ∈ [0, λ] and Kn with n/Kn ≥ P ,∥∥bˆ(y¯1)− bˆ(y¯2)∥∥
∞
≤ κ∞
∥∥y¯1 − y¯2∥∥
∞
, ∀ y¯1, y¯2 ∈ RKn+1.
Proof. By Proposition 4.1, it suffices to show the uniform bound of ‖F Tα (FαΛF Tα )−1Fα‖∞. Given
any Kn and any α, recall that FαΛF
T
α = G + λH, where G is tridiagonal and H is banded with
bandwidth m = 2. Hence, FαΛF
T
α is banded with bandwidth m = 2. Define
ξ˜i := |(FαΛF Tα )ii| −
∑
j 6=i
|(FαΛF Tα )ij |, ∀ i = 1, . . . , ℓ.
Let P ∈ N be given in Proposition 4.3. It follows from Propositions 4.2 and 4.3 that for any Kn
with n/Kn ≥ P , ξ˜i ≥ ξi − 16λ for each i, where ξi is defined in the proof of Proposition 4.3.
Moreover, Proposition 4.3 shows that ξi’s are uniformly bounded below by a positive constant for
any Kn and α. Therefore, there exists λ > 0 (independent of Kn and α) such that for any λ ∈ [0, λ],
ξ˜i ≥ ξi/2 > 0,∀ i = 1, . . . , ℓ for any Kn and α.
Let the diagonal matrix Ξ := diag(ξ˜−11 , . . . , ξ˜
−1
ℓ ) ∈ Rℓ×ℓ, which is clearly invertible. We have
‖F Tα (FαΛF Tα )−1Fα‖∞ = ‖F Tα · (ΞFαΛF Tα )−1 · (ΞFα)‖∞ ≤ ‖F Tα ‖∞ · ‖(ΞFαΛF Tα )−1‖∞ · ‖ΞFα‖∞,
where it is easy to verify ‖F Tα ‖∞ = 1. Since E := ΞFαΛF Tα is strictly diagonally dominant with
Eii −
∑ℓ
j=1,j 6=i |Eij | = 1 for each i, it follows from the Ahlberg-Nilson-Varah bound [32] that
‖E−1‖∞ = ‖(ΞFαΛF Tα )−1‖∞ ≤ 1.
Next we establish the bound on ‖ΞFα‖∞ as follows. By using the results for ξi developed in
Proposition 4.3 and ξ˜i ≥ ξi/2, we have for any α, any λ ∈ [0, λ], and any Kn with n/Kn ≥ P ,
(1) if mαk = 1, then the absolute sum of the entries in the corresponding row in ΞFα is given by
1/ξ˜i ≤ 10.
(2) if mαk > 1 with k = 1, then
(2.1) in view of h1,1 ≥ 2, the absolute sum of the entries in the row in ΞFα corresponding to
g11 is given by
1 + hα1,1
2ξ˜i
≤ 1 + h
α
1,1
1
14 + (1 + 2η)
hα1,1
42
≤ 40.
(2.2) for s = 2, . . . , w1, the absolute sum of the entries in the row in ΞFα corresponding to
gss is given by
hα1,s−1 + h
α
1,s
2ξ˜i
≤ h
α
1,s−1 + h
α
1,s
(1 + 2η)
(
hα1,s−1+h
α
1,s
8
) ≤ 12.
(2.3) for s = w1 + 1, the absolute sum of the entries in the row in ΞFα corresponding to
g(w1+1)(w1+1) is given by
1 + hα1,w1
2ξ˜i
≤ 1 + h
α
1,w1
(1 + 2η)
(
hα1,w1
8 +
1
8
) ≤ 12.
The same results can be obtained for mαk > 1 with k = L.
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(3) if mαk > 1 with k ∈ {2, . . . , L− 1}, then
(3.1) the absolute sum of the entries in the row in ΞFα corresponding to gtt is given by
1 + hαk,1
2ξ˜i
≤ 1 + h
α
k,1
(1 + 2η)
(
hα
k,1
7 +
1
42
) ≤ 40.
(3.2) for s = 1, . . . , wk − 1, the absolute sum of the entries in the row in ΞFα corresponding
to g(t+s)(t+s) is given by
hαk,s + h
α
k,s+1
2ξ˜i
≤ h
α
k,s + h
α
k,s+1
(1 + 2η)
(
hα
k,s+1+h
α
k,s
8
) ≤ 12.
(3.3) for s = wk, the absolute sum of the entries in the row in ΞFα corresponding to
g(t+wk)(t+wk) is given by
1 + hαk,wk
2ξ˜i
≤ 1 + h
α
k,wk
(1 + 2η)
(
hα
k,wk
8 +
1
8
) ≤ 12.
In view of the above results, we deduce that the existence of a positive constant κ∞, which is
independent ofKn, α, and λ, such that for all λ ∈ [0, λ] and n/Kn ≥ P , ‖ΞFα‖∞ ≤ κ∞. This in turn
implies that ‖F Tα (FαΛF Tα )−1Fα‖∞ ≤ κ∞, regardless of α, λ, and Kn. Hence, ‖bˆ(y¯)‖∞ ≤ κ∞‖y¯‖∞
for any y¯ ∈ RKn+1. Finally, the uniform Lipschitz property of bˆ thus follows from the piecewise
linear property of bˆ [8, Proposition 4.2.2].
Remark 4.1. The uniform Lipschitz property established in Theorem 4.1 for m = 2 can be
extended to other difference penalties. In fact, it follows from the similar argument as in Proposi-
tion 4.2 that for m ≥ 3, the matrix H is a banded matrix with the bandwidth m and the absolute
row sum of H is uniformly bounded. Hence, by choosing a suitable λ > 0 sufficiently small, the
uniform Lipschitz property holds. More involved computations show that the uniform Lipschitz
property also holds for the first order difference penalty. Nevertheless, it is the second order dif-
ference penalty that allows us to obtain the optimal rate of convergence uniformly on CH(r, L) as
shown in the next section.
4.3 Convex P -spline Estimator: Optimal Rate of Convergence
In this section, we show that the proposed convex P -spline estimator fˆ [1] achieves the optimal
convergence rate in the sup-norm, via the uniform Lipschitz property (cf. Theorem 4.1) and
asymptotic estimation techniques. To this end, we introduce the following convex P -spline function
with p = 1 based on noise free data ~f := (f(x1), . . . , f(xn))
T ∈ Rn, i.e.,
f¯ [1](x) =
Kn+1∑
k=1
bˇkB
[1]
k (x),
where the linear spline coefficient vector bˇ = (bˇ1, . . . , bˇKn+1)
T ∈ RKn+1 is given by
bˇ = argmin
b∈Ω
1
2
bTΛ b− bT (XT ~f/βn).
Here Ω, Λ, and βn are defined before (8). In other words, bˇ = bˆ(E(y¯)).
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The following two propositions establish the uniform bounds for bias and stochastic errors
of the proposed convex estimator, respectively. The proof of Proposition 4.5 is similar to that
of [34, Proposition 4.2] recently established by the authors, and we present its proof to be self-
contained and complete. In what follows, let the sup-norm ‖g‖∞ := supx∈[0,1] |g(x)| for a function
g ∈ C([0, 1]).
Proposition 4.4. Let r ∈ (1, 2]. Then there exist two positive constants C1 and C2 such that for
all sufficiently large Kn with n/Kn ≥ P and for each λ ∈ [0, λ] (uniformly in f),
sup
f∈CH (r,L)
‖f¯ [1] − f‖∞ ≤ C1LK−rn + C2
√
λ ·Kn · LK−rn . (16)
Proof. Given a function f ∈ CH(r, L), we introduce the following functions, in addition to f¯ [1]
defined above:
(i) f˜ : [0, 1] → R is defined by the linear interpolation of (κk, f(κk)) with k = 0, 1, . . . ,Kn.
Hence, f˜(κk) = f(κk) for all k.
(ii) Let
~˜
f := (f˜(x1), . . . , f˜(xn))
T ∈ Rn, and define f` : [0, 1] → R as f`(x) := ∑Kn+1k=1 b`kB[1]k (x),
where b` := (b`1, . . . , b`Kn+1) is given by b` = argminb∈Ω
1
2 b
TΛ b− bT (XT ~˜f/βn).
Clearly, ‖f¯ [1] − f‖∞ ≤ ‖f¯ [1] − f`‖∞ + ‖f` − f˜‖∞ + ‖f˜ − f‖∞, and we obtain the uniform bounds for
each term on the right-hand side as follows:
(1) ‖f˜ − f‖∞. For each x ∈ [κk−1, κk], k = 1, . . . ,Kn, there exist ξx, ξ˜x ∈ (κk−1, κk) such that
f˜(x)− f(x) = [f˜(κk−1) +Kn(f˜(κk)− f˜(κk−1))(x− κk−1)]− [f(κk−1) + f ′(ξx)(x− κk−1)]
=
(
f ′(ξ˜x)− f ′(ξx)
)
(x− κk−1).
Thus by the Ho¨lder condition, we have, for any x ∈ [κk−1, κk], |f˜(x)− f(x)| ≤ L|ξ˜x− ξx|γ |x−
κk−1| ≤ LK−rn . This shows ‖f˜ − f‖∞ ≤ LK−rn .
(2) ‖f¯ [1]− f`‖∞. It follows from the linear B-spline property that there exists a positive constant
̺ (independent of n) such that ‖XT ‖∞/βn ≤ ̺ for all n . Since both f¯ [1] and f` are piecewise
linear functions, we deduce, via the uniform Lipschitz property of the optimal spline coefficient
(cf. Theorem 4.1), that for all n/Kn and λ > 0 sufficiently large,
‖f¯ [1] − f`‖∞ ≤ ‖bˇ− b`‖∞ ≤ κ∞
∥∥∥XT (~f − ~˜f)/βn∥∥∥
∞
≤ κ∞ ‖X
T ‖∞
βn
‖f − f˜‖∞ ≤ κ∞̺LK−rn .
(3) ‖f` − f˜‖∞. Let the vector b˜ := (f˜(κ0), f˜(κ1), . . . , f˜(κKn))T ∈ RKn+1. Since f˜(κk) = f(κk) for
all k and f is convex, we have D2b˜ ≥ 0. Furthermore, due to the piecewise linear property
of f˜ , we deduce that f˜(x) =
∑Kn+1
k=1 b˜kB
[1]
k (x) and
~˜
f = Xb˜. Along with the definition of the
optimal spline coefficient vector bˇ, this yields
1
2
∥∥∥Xbˇ− ~˜f∥∥∥2
2
+ λ∗
∥∥D2bˇ∥∥22 ≤ 12 ∥∥∥Xb˜− ~˜f∥∥∥22 + λ∗∥∥D2b˜∥∥22 = λ∗∥∥D2b˜∥∥22.
By the virtue of
~˜
f = Xb˜ and Γ = XTX/βn ∈ R(Kn+1)×(Kn+1), we further have
1
2
∥∥X(bˇ− b˜)∥∥2
2
≤ λ∗∥∥D2b˜∥∥22 ⇐⇒ (bˇ− b˜)TΓ(bˇ− b˜) ≤ 2λ∥∥D2b˜∥∥22.
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Since Γ is symmetric and positive definite, it follows from [37, Lemma 6.2] that there exists a
positive constant µ (independent of Kn) such that the smallest real eigenvalue of Γ is bounded
below by µ for any Kn. Therefore,
µ‖bˇ− b˜‖2∞ ≤ µ‖bˇ− b˜‖22 ≤ (bˇ− b˜)TΓ(bˇ− b˜) ≤ 2λ
∥∥D2b˜∥∥22.
Moreover, using b˜k = f(κk−1) and the Ho¨lder condition for the true f , it is easy to show that
|∆2(b˜k)| ≤ 1
Kn
L
(
2Kn)
−γ ≤ 2−γLK−rn , ∀ k = 2, . . . ,Kn + 1.
Hence, ‖D2b˜‖2 ≤ (Kn)1/2LK−rn . Letting C2 := (2/µ)1/2, we have
‖bˇ− b˜‖∞ ≤
√
2λ
µ
‖D2b˜‖2 ≤
√
2λKn
µ
· LK−rn ≤ C2
√
λKn · LK−rn .
Consequently, ‖f` − f˜‖∞ ≤ ‖bˇ− b˜‖∞ ≤ C2
√
λKn · LK−rn .
Finally, putting the above uniform bounds together, we obtain the desired uniform bound of ‖f¯ [1]−
f‖∞ for all f ∈ CH(r, L).
Proposition 4.5. Let r ∈ (1, 2], λ ∈ (0, λ], and Kn satisfy n/Kn →∞ and Kn/(n
1
2r+1
√
log n)→ 0
as n→∞. Then there exists a positive constant C3 such that for all n sufficiently large (uniformly
in f),
sup
f∈CH (r,L)
E
(
‖fˆ [1] − f¯ [1]‖∞
)
≤ C3
(
Kn log n
n
)1/2
.
Proof. Define ξk :=
∑n
i=1B
[1]
k (xi)ǫi/
√
βn, where k = 1, . . . ,Kn + 1. Hence ξk ∼ N(0, 1) for each
k = 2, . . . ,Kn. Besides, in view of
∑n
i=1(B
[p]
k (xi))
2 ≤ βn, we see that each ξk with k ∈ {1,Kn + 1}
has the normal distribution with mean zero and variance not greater than one. Hence, for any
t ≥ 0, P (|ξ2| ≥ t) ≥ P (|ξk| ≥ t) for each k ∈ {1,Kn + 1}. Moreover, it follows from the uniform
Lipschitz property of bˆ (cf. Theorem 4.1) and (7) that
‖fˆ [1] − f¯ [1]‖∞ ≤ σκ∞√
βn
sup
k=1,...,Kn+1
|ξk| ≤ σκ∞√
Cβ
√
Kn
n
sup
k=1,...,Kn+1
|ξk|.
Defining C4 := κ∞/
√
Cβ and ξ := maxk=1,...,Kn+1 |ξk|, we obtain that
‖fˆ [1] − f¯ [1]‖∞ ≤ σC4
√
Kn
n
ξ,
and that for any u ≥ 0, P (|ξ2| ≥ uC4σ
√
n
Kn
) ≥ P (|ξk| ≥ uC4σ
√
n
Kn
) for each k ∈ {1,Kn+1}. In light
of all these results and the implication: Z ∼ N(0, 1) =⇒ P (Z ≥ t) ≤ 12e−t
2/2,∀ t ≥ 0, we deduce
that for a given u ≥ 0,
P
(
‖fˆ [1] − f¯ [1]‖∞ ≥ u
)
≤ P
(
ξ ≥ u
C4σ
√
n
Kn
)
≤ (Kn + 1)P
(
|ξ2| ≥ u
C4σ
√
n
Kn
)
≤ (Kn + 1) exp
{
− n
2KnC
2
4σ
2
u2
}
.
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Let Tn := C4σ
√
2
2r+1
√
Kn logn
n . It follows from the above result and
∫∞
T e
−t2/(2σ2)dt ≤
σe−T
2/(2σ2)
√
π/2,∀T ≥ 0 that for any f ∈ CH(r, L),
E
(
‖fˆ [1] − f¯ [1]‖∞
)
≤ Tn +
∫ ∞
Tn
P
(
‖fˆ [1] − f¯ [1]‖∞ > t
)
dt
≤ Tn +
∫ ∞
Tn
(Kn + 1) exp
{
− n
2KnC24σ
2
t2
}
dt
≤ Tn +
√
π
2
C4σ
√
n−1Kn (Kn + 1)n
− 1
2r+1 .
Hence, if Kn satisfies limn→∞Kn/(n
1
2r+1
√
log n) = 0, then E
(‖fˆ [1] − f¯ [1]‖∞) = O(Tn) for all
large n. This implies that there exists a positive constant C3 independent of f such that for all n
sufficiently large, E
(‖fˆ [1] − f¯ [1]‖∞) ≤ C3√Kn lognn for any f ∈ CH(r, L).
The next theorem shows that by choosing suitable Kn and λ
∗, the proposed convex P -spline
estimator achieves the optimal rate of convergence in the sup-norm uniformly on the function class
CH(r, L). This thus yields the desired minimax upper bound.
Theorem 4.2. If Kn and λ
∗ are chosen as
Kn =
⌈( n
log n
) 1
2r+1
⌉
, λ∗ = βnK
−1
n ,
then there exists a positive constant C0 (dependent on σ,L, r only) such that
sup
f∈CH (r,L)
E
(
‖fˆ [1] − f‖∞
)
≤ C0
( log n
n
) r
2r+1
, ∀ large n.
Proof. Clearly, the selected Kn satisfies Kn → ∞, n/Kn → ∞ and Kn/(n
1
2r+1
√
log n) → 0 as
n → ∞. It also follows from the choice of λ∗ that λ = λ∗/βn = K−1n . Note that λ ∈ (0, λ] as
Kn →∞. By Proposition 4.4, we see that the uniform bound of the bias is given by
sup
f∈CH (r,L)
‖f¯ [1] − f‖∞ ≤ C ′1LK−rn ,
where C ′1 is a positive constant. Furthermore, in light of Proposition 4.5, we have for all n sufficiently
large,
E
(
‖fˆ [1] − f‖∞
)
≤ ‖f¯ [1] − f‖∞ + E
(
‖fˆ [1] − f¯ [1]‖∞
)
≤ C ′1LK−rn + C3
√
Kn log n
n
for any f ∈ CH(r, L), where the positive constants C ′1 and C3 are independent of f . It is easy to show
that for any fixed n, minKn
(
C ′1LK
−r
n +C3(
Kn logn
n )
1/2
)
is achieved when C ′1LK
−r
n = C3(
Kn logn
n )
1/2.
Simple calculation further shows that the choice of Kn and λ
∗ gives rise to the desired optimal
convergence rate in the sup-norm.
Remark 4.2. Since the convex P -spline estimator achieves the uniform convergence on the entire
interval [0, 1], it is consistent not only in the interior of [0, 1] but also on the boundary, which is a
critical property that many other convex estimators (e.g., the least squares estimator) do not have.
Roughly speaking, this is because the convex P -spline estimator takes advantage of binned data
between neighboring knots near a boundary point to yield better estimates under suitable λ∗ and
Kn, while other estimators do not do so.
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5 Concluding Remarks
In this paper, we have established the optimal rate of convergence for the minimax risk of convex
estimators under the sup-norm. The results developed in this paper shed light on further research
on shape constrained minimax theory. For example, the minimax lower bound is obtained via
construction of a family of piecewise quadratic convex functions, and this approach can be extended
to other derivative constraints. The minimax upper bound is developed by a convex P -spline
estimator subject to the second order difference penalty. A key step in the upper bound analysis
is the uniform Lipschitz property for optimal spline coefficients. This important property is known
to hold for monotone P -splines [26], and it is conjectured that the similar property also holds for
other shape constrained P -splines, but its proof is much more involved and shall be reported in the
future. Other related topics include confidence band construction for shape constrained estimators
[5].
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