Abstract. A. Mitschke showed that a variety with an m-ary near-unanimity term has Jónsson terms t 0 , . . . , t 2m−4 witnessing congruence distributivity. We show that Mitschke's result is sharp. We also evaluate the best possible number of Day terms witnessing congruence modularity.
Introduction
See [4, 6] for unexplained notions and notation. A. Mitschke [5] proved that every variety V with a near-unanimity term is congruence distributive. In particular, any such variety is congruence modular. The distributivity [2] and modularity [1] levels of varieties with a nearunanimity term have been evaluated. (1) (Mitschke [5] ) A variety with an m-ary near-unanimity term is 2m−4-distributive. (2) (Sequeira [7, Theorem 3.19] ) A variety with an m-ary near-unanimity term is 2m−3-modular.
See [3] for related results and further comments.
In this note we show that Theorem 1.1 gives the best possible evaluations.
The main construction
Definition 2.1. Let m ≥ 3 and 1 ≤ k ≤ m. If some algebra A has a special element 0, we say that 0 is a k-absorbing element for a term u if u(a 1 , . . . , a m ) = 0, whenever 0 occurs at least k-times in the arguments of u, more formally, whenever |{i | a i = 0}| ≥ k.
A term u is a k-majority term (in some algebra A or in some variety V) if every element of A (of every algebra in V) is k-absorbing for u. In other words, a k-majority term is supposed to satisfy the equation u(x 1 , . . . , x m ) = x, whenever the variable x occurs at least k-times in the arguments of u.
An m-ary term is idempotent if it is an m-majority term. An m-ary term is a near-unanimity term if it is an m − 1-majority term. An m-ary term u is symmetrical (in some algebra A or in some variety V) if all the equations u(x 1 , . . . , x m ) = u(x σ(1) , . . . , x σ(m) ) hold in A or in V, for all permutations σ of {1, . . . , m}.
In principle, when k < m − 1, the notion of a k-majority m-ary term has little interest, since it implies the existence of a near-unanimity term of arity < m. However, we shall merge different varieties with a k-majority term, for distinct values of k, in such a way that the resulting variety V has an m−1-majority term (namely, a near-unanimity term) and provides all the desired counterexamples.
The next construction and, more generally, all the arguments here share many aspects in common with the constructions we have performed in [4] . However, an important difference should be mentioned. In the constructions in [4] , at each inductive step, we have taken the product of some formerly constructed algebra A 4 with three further algebras. One of these additional algebras, the algebra A 3 , is a term-reduct of the two elements lattice C 2 . In the present situation it is necessary to fix A 3 once and for all from the beginning, hence here the induction steps start with a subalgebra of A 3 × A 4 .
We shall frequently consider special elements 0 z ∈ A z , for z = 1, 2, 3. When no confusion is possible, we shall omit subscripts. The types introduced in the next lemma have been used also in many constructions from [4] . Before the statement of the lemma, just a formal comment. The lemma deals with a product A 1 × A 2 × A 3 × A 4 of four algebras and with a subalgebra F of
but, of course, it is isomorphic to a subalgebra of A 1 × A 2 × A 3 × A 4 via a canonical isomorphism. Since the distinction is not relevant for our purposes, we shall consider the two objects as identified. Lemma 2.2. Suppose that A 1 , A 2 , A 3 and A 4 are algebras with exactly one m-ary operation u. Suppose that 3 ≤ m, 1 ≤ h ≤ k and h + k ≤ m. Suppose further that 0 z ∈ A z , for z = 1, 2, 3 and (1) 0 z is h-absorbing for u in A z , for z = 1, 2, (2) 0 3 is 2-absorbing for u in A 3 , and (3) u is a k-majority term in A 4 .
Suppose that a, d ∈ A 4 , F is a subalgebra of A 3 × A 4 and let B = B(a, d) be the subset of A 1 × A 2 × F consisting of the elements which have one of the following types
where dotted places can be filled with arbitrary elements from the corresponding algebras, under the provision that each 4-uple actually belongs to A 1 × A 2 × F , namely, that the couple consisting of the two last coordinates belongs to F . Recall that we are omitting subscripts.
Then B = B(a, d) is the base set for a subalgebra
Proof. First notice that B is nonempty, since there exists at least an element of type II. Suppose that b 1 , . . . , b m ∈ B. We have to show that b = u(b 1 , . . . , b m ) ∈ B. Since A 1 and A 2 are algebras and F is a subalgebra of 
Mitschke's Theorem is sharp
We now consider lattice terms of the form i<j (x i + x j ), i<j<k (x i + x j + x k ) and so on. We shall combine various lattice reducts defined using the above terms in order to obtain our counterexamples. Let u j,m be the following m-ary lattice term
where J varies on all subsets of {1, . . . , m}.
Observation 3.2. Notice that, in every lattice, 0 is j-absorbing for u j,m and u j,m is a p-majority term for p = max{j, m−j+1}. In particular, if j ≤ m+1 2 , then u j,m is a m−j+1-majority term.
, where C 2 is the two-elements lattice with base set {0, 1}.
if m is odd, and ℓ = m 2 if m is even. Let N m be the variety generated by the algebras
The definition is well-posed since the second superscript determines the type of the algebra, in the present case, the arity of the only operation. 
for every q ≥ 2, where β
Proof. The variety N m has an m-ary near-unanimity term, actually, an mary near-unanimity operation, since in each algebra N j,m , for 2 ≤ j ≤ ℓ, the only operation is a near-unanimity operation. Indeed, by Observation 3.2, the operation of N j,m is a p-majority term for p = max{j, m−j+1}.
and m ≥ 3, we have p ≤ m − 1, for every j in the interval under consideration. Now notice that if p ≤ p ′ , then a p-majority term is a p ′ -majority term. Hence in each algebra N j,m the operation is an m−1-majority term, that is, a near-unanimity term. The operation is symmetrical, since it is symmetrical on each generating algebra.
We now show that (1) - (3) all follow from (4). Indeed, (3.2) is the special case q = 2 of (3.3), thus (2) follows from (4). Moreover, (1) is immediate from (2), since αβ • αγ ⊆ α(β • γ). Finally, we show that (4) implies (3). If (4) holds, then, considering the case q = 3 in (3.3), we get that
, we get that (3.4) holds, a contradiction. It remains to prove (4) . Fix m ≥ 3, q ≥ 2 and let ℓ be as in Definition 3.3. For every j with 2 ≤ j ≤ ℓ, let N j m be the variety generated by the algebras
In particular, N Claim. For every j such that 2 ≤ j ≤ ℓ, there are an algebra A 
During the inductive proof of the claim we shall need some further properties of the constructions witnessing the claim itself. Recall that N 2,m is a reduct of the two-elements lattice with base set {0, 1}. We shall need the following additional properties.
(*) For every j, the failure of identity (3.5) in F j can be witnessed by elements of the form (1, a) and (1, d) . ((1, a), (1, d) ) belongs to the left-hand side of (3.5), but not to the right-hand side of (3.5).
(**) We shall also require that the assumption in (*) above that the pair ((1, a), (1, d) 0, c 3 ) . . . αβ
, but we shall not need this). In the above statement we have used the following notation. If A is an algebra, we let 0 A denote the smallest congruence on A. Similarly, 1 A denotes the largest congruence on A. When there is no risk of ambiguity we shall omit subscripts.
We now proceed with the proof of the claim, at the same time checking that we can handle the proof in such a way that (*) -(***) are verified. The claim will be proved in three steps.
First step. Consider the case when m is odd and j = ℓ, thus m − 2j + 2 = 1. In this case the claim is obvious since if the exponent on the right is 1, then identity (3.5) implies congruence q-permutability (just take α = 1, the largest congruence). Lattices are not q-permutable, hence, a fortiori, the termreduct N ℓ m is not q-permutable. It is then enough to take a witness A In order to continue the proof of the claim we need to establish some further notation. Let C q+1 be the chain with q + 1 elements {0, 1, . . . , q} and the standard lattice operations. For every q ≥ 2, let β * q+1 be the congruence on C q+1 determined by the partition {{q, q − 1}, {q − 2, q − 3}, . . .}, where {0} is a block of β * q+1 if q is even. Let γ * q+1 be the congruence on C q+1 determined by the partition {{q}, {q −1, q −2}, {q −3, q −4}, . . . }, where {0} is a block of γ * q+1 if q is odd. Notice that β * q+1 and γ * q+1 are congruences on every term-reduct of C q+1 .
Second step. Now we consider the case j = ℓ and m even in the claim. In this case m − 2j + 2 = 2. Apply Lemma 2.2 taking , since C q+1 belongs to the variety generated by C 2 . In particular, A 1 and A 2 belong to N ℓ m . Take h = k = ℓ in Lemma 2.2. By Observation 3.2, 0 is ℓ-absorbing in A 1 and in A 2 and 0 3 is 2-absorbing in A 3 . The operation of A 4 is trivially an ℓ-majority term. By Lemma 2.2 we get a subalgebra B of
The proof that (3.5) fails in B for j = ℓ presents now no significant difference with respect to [3, 4] . Consider the following elements of B.
, and
The above elements are indeed in B, since c 0 has type I, c q has type III (since a = d) and the remaining c i 's have type IV. Recall that in this special case we have taken F equal to A 3 × A 4 , hence the above elements automatically belong to
If q is even, let β and γ be, respectively, the congruences on B induced by β * q+1 × γ * q+1 × 1 × 1 and γ * q+1 × β * q+1 × 1 × 1. If q is odd, let β and γ be, respectively, the congruences on B induced by β * q+1 × β * q+1 × 1 × 1 and γ * q+1 × γ * q+1 × 1 × 1. Both in case q even and q odd, let α be the congruence induced by 1 × 1 × 0 × 1.
We have c 0 α c q and c 0 β c 1 αγ c 2 αβ c 3 . . . , hence (c 0 , c q )
Towards a contradiction, suppose the contrary. Then there is some element
. Thus c 0 α f and there are elements f 0 = c 0 , f 1 , . . . , f q = f such that f 0 γ f 1 β f 2 . . . Recall that f 0 = c 0 = (q, 0, 1, a). By γ-equivalence of f 0 and f 1 , the first component of f 1 is q. By β-equivalence of f 1 and f 2 , the first component of f 2 is at least q − 1. Going on, the first component of f q = f is at least 1, in particular, it is not 0. Thus f has neither type II nor III. Moreover, f has not type IV, either, since its third component is 1, by α-equivalence of f 0 and f . Since f ∈ B, then f has necessarily type I, thus its second component is 0. However, by performing a symmetric argument, using the assumtpion
, we get that the second component of f is at least 1, a contradiction. We have showed that (3.5) fails in B when j = ℓ.
We are almost done. It is now enough to declare who A obtained by discarding the fourth component and by applying an appropriate permutation of the remaining components. In detail, take a 2 , a 3 , a 4 ) ∈ B}, of course, with the structure induced by N 2,m × A 1 × A 2 . Since F ℓ is isomorphic to B, then (3.5) fails in F ℓ , as well. The additional conditions (*) -(***) are verified, since the third coordinate in, say, formula (3.6) is moved to the first place in the final part of our construction.
Let us observe that in the present step we could have worked with just three coordinates. However, it is easier to add a dummy fourth coordinate, rather than state and prove also a three-coordinate (and essentially less general) version of Lemma 2.2. The full four-coordinate version of Lemma 2.2 will be necessary in the proof of the next step. Let us also mention that the final accessory permutation is not strictly necessary, either. We could have stated Lemma 2.2 with an appropriate permutation of coordinates from the beginning. The only reason for choosing the present formulation is to be consistent with the notation used in [4] , in particular, to maintain the correspondence of types I -IV.
Third step. Finally, we suppose that we have proved the claim for some j with 2 < j ≤ ℓ and we shall prove the claim for j − 1. Since we have proved the claim when j = ℓ, an easy finite induction establishes the claim for all j's, hence the theorem.
The proof of the third step is not really different from the proof of the second step. However, here the fourth algebra is not trivial and is given by the inductive hypothesis. Taking into account a nontrivial A 4 involves a bit of further details and, as we mentioned, the full power of Lemma 2.2 will be necessary.
So let A j 4 and F j ⊆ N 2,m × A j 4 be given by the case j of the claim and let the failure of (3.5) in F j be witnessed by congruencesα,β andγ. We can inductively assume that properties (*) -(***) hold, so, by (*), let ((1, a), (1, d) ) belong to the left-hand side of (3.5), but not to the right-hand side, for certain a, d ∈ A Hence we can apply Lemma 2.2 with h = j − 1 and k = m−j+1 (notice that h ≤ k, since j ≤ ℓ), getting a subalgebra B of A 1 × A 2 × F, which is itself (canonically isomorphic to) a subalgebra of
Recall the definitions of β * q+1 and γ * q+1 given after the proof of the first step. If q is even, let β and γ be, respectively, the congruences on B induced by β * q+1 ×γ * q+1 ×β and γ * q+1 ×β * q+1 ×γ. If q is odd, let β and γ be, respectively, the congruences on B induced by β * q+1 × β * q+1 ×β and γ * q+1 × γ * q+1 ×γ. In both cases, let α be the congruence induced by 1 × 1 ×α. By (**), there are elementsc 1 , . . . ,c q−1 in A j 4 such that (1, a) β (0,c 1 ) αγ (0,c 2 ) . . . Consider the following elements of B. c 0 = (q, 0, 1, a) , c q = (0, q, 1, d) , and
Notice that c 0 belongs to A 1 × A 2 × F , since (1, a) ∈ F , by (*). Moreover, c 0 has type I, hence c 0 is indeed in B. Similarly, c q belongs to A 1 × A 2 × F and has type III, hence c q ∈ B. The remaining c i 's belong to A 1 × A 2 × F , since (0,c i ) ∈ F , by (**). Moreover, each c i has type IV, hence c i ∈ B.
One easily checks that (c 0 , c q )
, thus identity (3.5) fails in B for j − 1. Suppose the contrary. Then there are elements f, g ∈ B such that (
From the first relation we get c 0 α f and that there are elements 0, 1, a) , then, by γ-equivalence, the first component of f 1 is q. By β-equivalence, the first component of f 2 is at least q − 1. Going on, the first component of f q = f is at least 1, thus f has neither type II nor type III. Since c 0 α f , then, by (***), the third component of f is 1, hence f has not type IV, either. Since f ∈ B, then f has type I, thus the fourth component of f is a. Symmetrically, the third component of g is 1, g has type III and the fourth component of g is d. 
