In this study, a numerical solution of the modified Burgers' equation is obtained by the finite difference methods. For the solution process, two linearization techniques have been applied to get over the non-linear term existing in the equation. Then, some comparisons have been made between the obtained results and those available in the literature. Furthermore, the error norms L 2 and L ∞ are computed and found to be sufficiently small and compatible with others in the literature. The stability analysis of the linearized finite difference equations obtained by two different linearization techniques has been separately conducted via Fourier stability analysis method.
INTRODUCTION
The one-dimensional generalized Burgers' equation is of the form
where U(x,t) is the velocity for space x and time t, ν is a positive constant representing thekinematic viscosity of the fluid, and p is a positive parameter. When p = 1 we get Burgers' equation, p = 2 we get modified Burgers' equation.
The Burgers' equation has a wide range of applications in miscallenous fields as a mathematical model for several phenomena and is thus of a great interest. The analytical and numerical solutions of the equation have been found out by several authors using various methods and techniques. In the present work, a variation of it has been considered, namely the modifed Burgers' equation, given in the form of
where U is the dependent variable, ν is the viscosity parameter, and t and x are the independent parameters, denoting time and space, recpectively. For the solution of the ____________________________________________________________________ 10.1515/jamsi-2017-0002 ©University of SS. Cyril and Methodius in Trnava numerical example, the following boundary conditions are going to be used U(a,t) = β 1 , U(b,t) = β 2 t ≥ t 0 .
The current work's main aim is to apply the finite difference methods to develop a numerical method for the approximate solution of the modified Burgers' equation.
Eq.
(1) has been solved both analytically and numerically by several authors using A numerical example has been considered to test the performance of two linearization techniques and then the stability analysis of the numerical schemes has been investigated separately.
THE FINITE DIFFERENCE METHOD
Let's suppose that the solution domain of the problem a ≤ x ≤ b is divided into intervals having equal length h in the x direction and having equal time intervals k in time t such that x i = ih, i = 0(1)N and t j = jk, j = 0(1)J and U i j will denote U(x i ,t j ) throughout the article.
In the finite difference method, in place of the dependent variable and its derivatives their approximated values by the finite difference approximation are written. These approximations will result in either a single explicit equation or a system of difference equations. When applied to non-linear problems, it normally results in non-linear system of equations and they cannot be solved directly. Thus, an appropriate numerical algorithm is used to solve them.
LINEARIZATION I:
Using the forward difference approximation for U t , the weighted central difference approximation for U xx in Eq.
(1) at the nodal point (i, j + 1)
respectively, and applying the the following linearization technique for the non-
we can easily obtain the following system of algebraic equations
For different values of θ (θ = 0, 1/2, 1), the Eq. (3) is going to be solved using an appropriate algorithm.
Stability analysis
To investigate the stability of the approximation obtained by the present algorithm,we will use the von Neumann theory in which the growth factor of a typical Fourier mode is defined as:
where i = √ −1. To investigate the stability of the numerical scheme, the nonlinear term U 2 U x in the modified Burgers'equation has been linearized by making the quantity U 2 a local constant. Thus the nonlinear term in the equation converts into UU x and the Eq. (1) becomes
If we take the weighted average approximation as
the generalized m th row of Eq. (5) becomes
Substituting the Fourier mode (4) into the linearised recurrence relationship (3)
where
If θ = 0 is taken, it corresponds to explicit method, and the following inequality is requried for the stability condition.
If θ = 1 is taken, it corresponds to implicit method, and the following inequality is required for the system to be stable.
2 is taken, it corresponds to Crank-Nicolson method, and the scheme is unconditionally stable by the following inequality
−4h
2 kv(cos φ − 1) ≥ 0
After some basic arithmetic operations, it is seen that the stability condition |g| ≤ 1 is satisfied by the following inequality:
therefore we have come to the conclusion that the linearised scheme is unconditionally stable.
LINEARIZATION II:
(1) can be written as
Using the forward difference approximation for U t , the Crank-Nicolson difference approximations for U p+1
x and U xx , and then utilizing the central difference operator δ defined by δ x U m,n = U m+1,n − U m−1,n (see, e.g. [14] ), Eq. (1) yields the system of algebraic equations
for m = 1 (1) M − 1 and n = 0 (1) N.
Stability analysis
To investigate the stability of the above scheme, we perform the computation of Eq. (9) with the values U * m,n instead of U m,n . Introducing an error E m,n given by E m,n = U * m,n −U m,n and substituting it into Eq. (9) leads to
We now assume that U varies little over a small region in comparison with the errors means that U m−1,n U m,n U m+1,n U m−1,n+1 U m,n+1 U m+1,n+1 .
It is also assumed that E m,n is sufficiently small compared with U m,n and then
for all m and n. Using the above assumptions and substituting Fourier mode E m,n = ξ n e iβ mh , i = √ −1 into the scheme gives the growth factor ξ of the form
where A = νk 2h 2 and B = kU p m,n 4h . Taking the modulus of (10) gives |ξ | ≤ 1. The scheme is therefore unconditionally stable.
Clearly, the scheme (9) is a non-linear system of equations in U m,n+1 and it needs to use an iterative technique to evaluate the solution. The main aim of this study is to solve the scheme (9) by a direct method. Using a Taylor series expansion of U p+1 m,n+1 about the point (m, n) we obtain
Hence in terms of order k, U p+1 m,n+1
Eq. (9), with some manipulations, leads to
(m = 1 (1) M − 1) a system of linear equations for W m . This approximation is second order in both space and time as regards truncation error. Obviously, the solution at the (n + 1)th time level is obtained from (11) as U m,n+1 = U m,n +W m [14].
NUMERICAL EXAMPLES AND RESULTS
For the test problem used in the present work, numerical results of the equation
have been obtained and all computations have been run on a Pentium i7 PC in the Fortran code using double precision arithmetic. To show how accurate the results, both the error norm L 2
and the error norm L ∞
are going to be computed and presented.
TEST PROBLEM
The analytical solution of the modified Burgers' equation is given as
where c 0 is a constant, 0 < c 0 < 1 and t 0 = 1.
For the initial condition of test problem, we will take equation (15) by evaluating it at t = 1. For the boundary conditions, we will use U(0,t) = U x (0,t) = 0 and U(1,t) = U x (1,t) = 0. Various viscosity constants ν = 0.01, 0.001, 0.005, space steps h = 0.005, time steps ∆t = 0.01 and c 0 = 0.5 will be taken over the problem domain [0, 1] during the solution process of the problem. First of all, the program has been run until the time t = 11 and then the error norms L 2 and L ∞ are computed and presented in Table I for different values of viscosity ν. As it is seen from the table, both of the error norms L 2 and L ∞ are small enough. Both of the error norms L 2 and L ∞ have been compared with those of some other authors for various values of h and ν in Table II . It is clearly seen from the table that both of the error norms are better or as good as the others found in literature. Table II . Comparison of the error norms L 2 and L ∞ with those in other studies in the literature at t = 2, 6, 10. The computed numerical results together with their errors are graphed in 
