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Abstract
In the present paper conﬂuent polynomial Vandermonde-like matrices with general recurrence structure are
introduced. Three kinds of displacement structure equations and two kinds of fast inversion formulas for this class
ofmatrices are derived by using displacement structurematrixmethod.A relationship between conﬂuent polynomial
Vandermonde-like matrices and conﬂuent Cauchy-like matrices is pointed out.
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1. Introduction
Undoubtedly, Vandermonde matrix and its extensions are important matrices in applied matrix theory.
They have many applications in functional approximation theory and interpolation problem, etc. Let
x1, . . . , xn be n distinct complex numbers, the classical or simple Vandermonde matrix is deﬁned by
V (x)=(xji )n,n−1i=1,j=0,whichmay be seen being deﬁnedwith respect to a nodes sequence x=(x1, x2, . . . , xn)
and the standard power basis P(x) = (1, x, . . . , xn−1) of the linear space Cn[x] of polynomials with
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degree less than n over the complex ﬁeld C. If the standard power basis P(x) is replaced by any other
basis Q(x) = (Q0(x),Q1(x), . . . ,Qn−1(x)) with deg Qk(x) = k, then VQ(x) = [Qj(xi)]n,n−1i=1,j=0 is
called Vandermonde-like matrix [2,7,8] or polynomial Vandermonde matrix [14,12]. For example, if
Q(x) denotes Chebyshev polynomial sequence (both the ﬁrst and second kinds), then the corresponding
matrix is called Chebyshev–Vandermonde-like matrix [11,5]. For the discussions of Vandermonde-like
matrix, there are a large number of papers in the literature. Usually, one makes sufﬁcient use of the
special recurrence structure and orthogonality ofQk(x) to derive the fast inversions ofVandermonde-like
matrices and fast algorithms for associated linear systems by direct computation; see, e.g., [1,2,5,7,8,17]
and references therein.
On the other hand, Vandermonde-like or polynomial Vandermonde matrix is an important class of
displacement structure matrices. This means that Vandermonde-like matrices may satisfy some special
kinds of matrix equations, and their fast inversions and algorithms can be obtained from these matrix
equations. The concept of displacement structure matrix was ﬁrst introduced in [10] (see also, [9]). It
originated from the study ofToeplitz andHankelmatrices. For instance, Toeplitzmatrix is almost invariant
under the shifting one unit along the main diagonal. Generally speaking, let,, F,A be four given n×n
complex matrices, which usually have simple forms (for example, diagonal, tridiagonal or triangular),
the generalized displacement operator and equation are deﬁned by
∇{,,F,A}(R) ≡ R− FRA=GB, (1.1)
where G is of n×  and B is of × n. If  is independent of n or >n, then R is said to be structured or
a displacement structure matrix with respect to the displacement operator and equation deﬁned by (1.1),
 is referred to as the displacement rank of R and matrix pair {G,B} is called a generator of R. For the
details of displacement structure theory we refer the reader to the book of Heinig and Rost [6] and the
survey paper of Kailath and Sayed [13]. A special case of (1.1) will have a more simple Sylvester form
∇{,I,I,A}(R) ≡ R − RA=GB (1.2)
which will be denoted by ∇{,A}(·)= ∇{,I,I,A}(·), for short.
In [3], the displacement structure theory of classical Vandermonde-like matrices was discussed; paper
[11] dealtwith the displacement structure theory ofChebyshevor three-term recurrenceVandermonde-like
matrices, and more general, paper [12] dealt with polynomial Vandermonde-like matrices with general
recurrence structure. The contents of these papers included mainly the displacement equations, fast
inversion formulas and algorithms for Vandermonde-like matrices, and all results were derived in the
case of simple nodes. The main aim of the present paper is to generalize the main results of the above
papers [3,11,12] to the case ofmultiple interpolation nodes.The paper is organized as follows: In Section 2,
three kinds of displacement structure equations for conﬂuent polynomialVandermondematrices with two
different general recurrence structures are given. In Section 3, we show that all these three displacement
operators deﬁne the same class, the class of conﬂuent polynomialVandermonde-like matrices. In Section
4, two kinds of fast inversion formulas for conﬂuent polynomial Vandermonde-like matrices are derived,
which include conﬂuent Vandermonde-like and Chebyshev–Vandermonde-like matrices as special cases.
In the last section, Section 5, a relationship between conﬂuent polynomial Vandermonde-like matrices
and conﬂuent Cauchy-like matrices is pointed out.
Z. Yang et al. / Journal of Computational and Applied Mathematics 177 (2005) 1–15 3
2. Displacement structures for conﬂuent polynomial Vandermonde matrices
In this section, the simple polynomial Vandermonde matrix VQ(x) deﬁned before is ﬁrst extended to
the case of multiple nodes, and then three kinds of displacement structures for it are given. Let
x = (x1, . . . , x1︸ ︷︷ ︸
n1
, x2, . . . , x2︸ ︷︷ ︸
n2
, . . . , xt , . . . , xt︸ ︷︷ ︸
nt
) (2.1)
be a sequence of nodes with xi distinct, and
∑t
i=1 ni = n, and let
Jx = diag(Jxi )ti=1, where Jxi =


xi 0 · · · 0
1 xi
...
...
. . .
. . .
...
0 · · · 1 xi

 ∈ Cni×ni (2.2)
be Jordan canonical form corresponding to x. In connectionwith nodes sequence x and polynomial system
Q(x)= {Q0(x), . . . ,Qn−1(x)}, conﬂuent polynomial Vandermonde matrix is deﬁned as follows:
VQ(x)=

VQ(x1)...
VQ(xt )

 , (2.3)
where
VQ(xi)=
[
1
j !
djQk(xi)
dxj
]ni−1,n−1
j=0,k=0
=


Q(xi)
Q
′
(xi )
1!
...
Q(ni−1)(xi )
(ni−1)!

= col
(
1
j !
djQ(xi)
dxj
)ni−1
j=0
.
Hereafter col(ai)(row(ai)) denotes a column (resp. row) vector with ai as its components. Also, let
Q= {Q0(x),Q1(x), . . . ,Qn(x)} be a system of n+1 polynomials satisfying the recurrence relations
Q0(x)= 0,
Qk(x)= kxQk−1(x)− ak−1,kQk−1(x)− ak−2,kQk−2(x)− · · · − a0,kQ0(x), (2.4)
where all k = 0.
2.1. First displacement structure
From the coefﬁcients k and ai,k in (2.4), we introduce the matrices
MQ =


1 a01 a02 · · · a0,n−1
0 1 a12 · · · a1,n−1
...
. . . 1 . . .
...
...
. . .
. . . an−2,n−1
0 0 · · · 0 1

 and NQ =


0 1 0 · · · 0
0 0 2
. . .
...
0 0 0 . . . 0
...
. . . n−1
0 · · · · · · 0 0

 . (2.5)
Then the following statement holds.
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Theorem 2.1. Let the polynomials systemQ={Qk(x)}nk=0 be deﬁned by (2.4), the matricesMQ andNQ
be given by (2.5), and Jx be given by (2.2). Then the conﬂuent polynomial Vandermonde matrix VQ(x)
given by (2.3) satisﬁes the following equation:
∇{I,MQ,Jx,NQ}(VQ(x))= VQ(x)MQ − JxVQ(x)NQ
=


e1
e2
...
et

 [0 0 · · · 0], (2.6)
where ei = [1 0 · · · 0]T ∈ Cni×1 is the ﬁrst canonical column vector of length ni .
Proof. Rewriting the recurrence relations (2.4) in matrix form, we have
Q(x)MQ − xQ(x)NQ = [0 0 · · · 0]. (2.7)
HereQ(x)= (Q0(x),Q1(x), . . . ,Qn−1(x)). Then taking j th derivative at xi and dividing by j ! on both
sides of (2.7) (i = 1, . . . , t, j = 0, . . . , ni − 1) and using product rule, Eq. (2.6) is obtained immediately.
2.2. Second displacement structure
Following [14,12], deﬁne for a polynomial
(x)= 0Q0(x)+ 1Q1(x)+ · · · + n−1Qn−1(x)+ nQn(x) (n = 0),
its confederate matrix
CQ()=


a01
1
a02
2
a03
3
· · · · · · a0nn − 1n . 0n
1
1
a12
2
a13
3
· · · · · · a1nn − 1n . 1n
0 12
a23
3
· · · · · · a2nn − 1n . 2n
0 0 . . . . . .
...
...
...
. . .
. . .
. . .
...
0 0 · · · 0 1n−1
an−1,n
n
− 1n .
n−1
n


(2.8)
with respect to the system Q = {Qk(x)}nk=0. In the simplest case of the standard power basis P ={1, x, . . . , xn},CP () reduces to the well-known companion matrix
CP ()=


0 0 · · · 0 − 0n
1 0 · · · 0 − 1n
0 1 . . .
...
...
. . .
. . . 0
...
0 · · · 0 1 −n−1n

 .
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Theorem 2.2. Let the polynomial system Q = {Qk(x)}nk=0 be deﬁned by (2.4), and let CQ() be the
confederate matrix of (x) as deﬁned in (2.8). Then
∇{Jx,CQ()}(VQ(x))= JxVQ(x)− VQ(x)CQ()
=


(x1)
...
(n1−1)(x1)
(n1−1)!
...
(xt )
...
(nt−1)(xt )
(nt−1)!


[
0 · · · 0 1
nn
]
. (2.9)
In particular, if x1, x2, . . . , xt are the zeros with multiplicities n1, n2, . . . , nt of the polynomial (x),
thus, (x)= nti=1(x − xi)ni , then
VQ(x)CQ()VQ(x)
−1 = Jx. (2.10)
Proof. Note thatQn(x)= (x)n − 0nQ0(x)−· · ·−
n−1
n
Qn−1(x). Rewriting the recurrence relations (2.4)
in matrix form, we have
xQ(x)−Q(x)CQ()=(x)
[
0 · · · 0 1
nn
]
, (2.11)
hereQ(x)= (Q0(x), . . . ,Qn−1(x)), then taking jth derivatives at xi and dividing by j ! on both sides of
(2.11) (i = 1, . . . , t, j = 0, 1, . . . , ni − 1), Eq. (2.9) is obtained.
2.3. Third displacement structure
In this subsection, we consider another recurrence form ofQ= {Qk(x)}nk=0:
Q1(x)= 1Q0(x)+ xw12Q0(x),
Qk(x)= kQ0(x)+ x
k∑
i=1
wi,k+1Qi−1(x) (k = 2, 3, . . . , n) (2.12)
and introduce an upper triangular matrix of the form
WQ =


0 w12 w13 · · · w1n
0 0 w23
. . .
...
...
. . .
. . . wn−2,n
...
. . . wn−1,n
0 · · · · · · 0 0

 . (2.13)
Note that since {Q0(x), xQ0(x), . . . , xQn−1(x)} forms a basis of the linear space Cn[x] of all poly-
nomials of degree less than n, the numbers k and wij are uniquely determined by (2.12). In the standard
power basis case,WQ reduces to the backward shift matrix (denoted by Z0).
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Theorem 2.3. Let x1, x2, . . . , xt in (2.1) be all nonzero,
= J−1x = diag(J−1x1 , J−1x2 , . . . , J−1xt ), (2.14)
and let the matrixWQ be deﬁned as in (2.13). Then
∇{J−1x , WQ}(VQ(x))= J−1x VQ(x)− VQ(x)WQ
=


J−1x1 e1
J−1x2 e2
...
J−1xt et

 [0 01 · · · 0n−1], (2.15)
where ei are deﬁned as in Theorem 2.1.
Proof. Rewriting the recurrence relations (2.12) in matrix form, we have
1
x
Q(x)−Q(x)WQ = 1
x
[0 01 · · · 0n−1], (2.16)
here Q(x)= (Q0(x),Q1(x), . . . ,Qn−1(x)), then taking jth derivatives at xi and dividing by j ! on both
sides of (2.16) (i = 1, . . . , t, j = 0, 1, . . . , ni − 1), Eq. (2.15) is obtained immediately.
3. Conﬂuent polynomial Vandermonde-like matrices
Theorems 2.1–2.3 claim that the conﬂuent polynomial Vandermonde matrix VQ(x) has the same dis-
placement rank 1 and different generators with respect to the displacement operators ∇{,,F,A}(·) in
(2.6), (2.9) and (2.15). Any of these displacement operators can be chosen for deﬁning a more general
class of matrices with a low∇{,,F,A}(·) displacement rank. In this section we shall show that if a square
matrix has low displacement rank with respect to any one of the above three displacement operators, then
it also has low displacement rank with respect to the other two. This means that no matter which of the
displacement operators in (2.6), (2.9) or (2.15) is chosen, all three deﬁnitions describe in fact the same
class of matrices, which we shall call the class of conﬂuent polynomial Vandermonde-like matrices.
The following lemma see [12, Lemma 2.3].
Lemma 3.1. The matrixWQ speciﬁed by (2.12) and (2.13) admits the representation
WQ =NQM−1Q , (3.1)
whereMQ and NQ are given by (2.5).
Theorem 3.2. Let ∇{I,MQ,Jx,NQ}(·) and ∇{J−1x ,WQ}(·) be the ﬁrst and the third displacement operators
deﬁned by (2.6) and (2.15), respectively. Then for an arbitrary matrix R ∈ Cn×n we have
rank∇{I,MQ,Jx,NQ}(R)= rank∇{J−1x ,WQ}(R). (3.2)
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Proof. Indeed, we have from Lemma 3.1 that
rank∇{I,MQ,Jx,NQ}(R)= rank (RMQ − JxRNQ)= rank Jx(J−1x R − RNQM−1Q )MQ
= rank(J−1x R − RNQM−1Q )=rank(J−1x R − RWQ)=rank∇{J−1x ,WQ}(R).
Theorem 3.3. Let∇{I,MQ,Jx,NQ}(·) and∇{Jx,CQ()}(·) be the ﬁrst and the second displacement operators
deﬁned by (2.6) and (2.9), respectively. Then for an arbitrary matrix R ∈ Cn×n we have
|rank∇{I,MQ,Jx,NQ}(R)− rank∇{Jx,CQ()}(R)|2. (3.3)
Proof. Denote by
Z1 =


0 1 0 · · · 0
0 0 1 · · · 0
...
. . .
. . .
. . .
...
0 . . . 0 1
1 0 · · · 0 0

= Z0 +


0
...
0
1

 [1 0 · · · 0]
a n×n circulant shift matrix, which may be seen as a rank-one perturbation of Z0. LetN1= diag(1, 2,
. . . , n)Z1, which is a rank-one perturbation of the matrix NQ in (2.5). Hence the rank of the matrix
∇{I,MQ,Jx,N1}(R)= RMQ − JxRN1 (3.4)
may differ from the ∇{I,MQ,Jx,NQ}(·)-displacement rank of R by no more than one. Multiplying (3.4)
by N−11 from the right, one obtains rank∇{I,MQ,Jx,N1}(R) = rank(RMQN−11 − JxR) = rank(JxR −
RMQN
−1
1 )= rank∇{Jx,MQN−11 }(R). Hence we have
|rank∇{I,MQ,Jx,NQ}(R)− rank∇{Jx,MQN−11 }(R)|1. (3.5)
On the other hand, it is easy to check that MQN−11 = MQZ−11
diag(1/1, 1/2, . . . , 1/n)=MQZT1 diag(1/1, 1/2, . . . , 1/n) differs from the matrix CQ() in (2.8)
only in the entries of the last column, i.e., the matrix MQN−11 is a rank-one perturbation of CQ().
Therefore (3.5) implies (3.3), and this completes the proof. 
4. Fast inversion formulas
In this section we give two kinds of fast inversion formulas for conﬂuent polynomialVandermonde-like
matrices. To this end, we need two lemmas and some notations.
Association with a given systemQ={Q0(x),Q1(x), . . . ,Qn(x)}, the generalized Horner polynomials
system Qˆ= {Qˆ0(x), Qˆ1(x), . . . , Qˆn(x)} is deﬁned by
Qˆn(x)=Qn(x) and Qn(x)−Qn(y)
x − y =
n−1∑
i=0
Qi(x)Qˆn−1−i(y). (4.1)
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Let Qˆ have the same form of recurrence relations as Q in (2.4), thus
Qˆ0(x)= ˆ0,
Qˆk(x)= ˆkxQˆk−1(x)− aˆk−1,kQˆk−1(x)− aˆk−2,kQˆk−2(x)− · · · − aˆ0,kQˆ0(x), (4.2)
and then we have the following relations:
ˆk = n−k, aˆk,j = n−j
n−k
an−j,n−k (4.3)
(k = 0, 1, . . . , n− 1, j = 1, 2, . . . , n). These relations can be written in matrix form.
Lemma 4.1 ([12]). Let Qk(x) and Qˆk(x) be the systems of polynomials speciﬁed by (2.4) and (4.1),
(4.2), respectively. Then the following statements hold:
(i) Qn(x)= Qˆn(x), CQˆ(Qˆn)= I˜CQ(Qn)TI˜ ;
(ii) W
Qˆ
= I˜WTQI˜ ,
(4.4)
where I˜ stands for the n × n anti-identity matrix, WQ and WQˆ are the matrices deﬁned in the same
manner as in (2.12) and (2.13).
Along with the polynomials setQ={Qk(x)}nk=0, consider another set of polynomials R={Rk(x)}nn=0
deﬁned by analogous recurrence as (2.4), and let
SRQ = [Sij ]ni,j=1 (4.5)
be the upper triangular matrix corresponding to Passing from the basis R to the basisQ in the linear space
Cn[x]. Then we have
VQ(x)= VR(x)SRQ. (4.6)
Furthermore, we have
Lemma 4.2 ([12]). Let SRQ be deﬁned by (4.5). Then
(i) CQ()= S−1RQCR()SRQ, (4.7)
(ii) WQ = S−1RQWRSRQ. (4.8)
In the simplest case when R stands for the standard power basis P = {xk}nk=0, the ﬁrst row of the matrix
SPQ is given by
[s1k] = [0 01 · · · 0n−1], (4.9)
where k are as in (2.12).
(iii) WQ = S−1PQZ0SPQ. (4.10)
For any given vector a ∈ Cn, let a be partitioned into t subcolumns in accordance with nodes vector
x, thus, a = col(ai)ti=1, ai ∈ Cni×1. Here and henceforth, by L(a) = diag(L(ai))ti=1 is denoted a block
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diagonal matrix, whereL(ai) denotes a lower triangular Toeplitz matrix with ﬁrst column ai ∈ Cni .Also,
let J = diag(I˜ni )ti=1, where I˜ni is the ni × ni anti-identity matrix. Note that J is different from I˜ , and
J T = J, J 2 = I .
4.1. First inversion formula
The following lemma shows how any matrix can be recovered from its ∇{J−1x , WQ} displacement struc-
ture.
Lemma 4.3. Let Q be the system of polynomials speciﬁed by (2.4). Then for given matrices
G= [g(1), . . . , g()] = row(g(k))k=1, g(k) = col[col(g(k)ij )ni−1j=0 ]ti=1 ∈ Cn×1,
B = col(bk)k=1, bk = row(bkj )nj=1 ∈ C1×n, (4.11)
the unique solution R ∈ Cn×n of the equation
∇{J−1x , WQ}(R)= J−1x R − RWQ =GB (4.12)
is given by
R =
∑
k=1
L(c(k))VQ(x)

 n∑
j=1
dkjW
j−1
Q

 , (4.13)
where
c(k) = Jxg(k) ∈ Cn or [c(1) · · · c()] = JxG
and
dk = [dk1 dk2 · · · dkn] = bkSQP ,
where P = {1, x, . . . , xn−1} and SQP is deﬁned as in (4.5).
Proof. First note that since the spectra of the matrices J−1x and WQ have no intersection, there is only
one solution of Eq. (4.12). Substituting R given by (4.13) into (4.12) and then using (2.15), we have
∇{J−1x ,WQ}(R)=
∑
k=1
L(c(k))[J−1x VQ(x)− VQ(x)WQ]
n∑
j=1
dkjW
j−1
Q
=
∑
k=1
L(c(k))

J
−1
x1 e1
...
J−1xt et

 [0 01 · · · 0n−1] ×
n∑
j=1
dkjW
j−1
Q .
Furthermore, since lower triangular Toeplitzmatrices commute, we haveL(c(k)i )J
−1
xi
ei=L(Jxi g(k)i )J−1xi ei
= J−1xi L(Jxi g(k)i )ei = L(J−1xi Jxi g(k)i )ei = g(k)i . This fact, using (4.10) and that the ﬁrst row of SPQ is
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given by (4.9), we have
∇{J−1x ,WQ}(R)=
∑
k=1
L(c(k))


J−1x1 e1
...
J−1xt et

 [0 01 · · · 0n−1]
× S−1PQ

 n∑
j=1
dkjZ
j−1
0

 SPQ
=
∑
k=1
col(g(k)i )
t
i=1[1 0 · · · 0]

 n∑
j=1
dkjZ
j−1
0

 SPQ
=
∑
k=1
g(k)dkSPQ =
∑
k=1
g(k)bk =GB,
and (4.12) follows.
Theorem 4.4. Let Q be a system of polynomials given by (2.4). Then
rank∇{J−1x , WQ}(R)= rank∇{J−1x , WQˆ}(JR
−TI˜ ), (4.14)
where Qˆ is the associated system speciﬁed by (4.1) and (4.2).Moreover, if R is speciﬁed by its generator
{G, B} on the right-hand side of
∇{J−1x ,WQ}(R)= J−1x R − RWQ =GB, (4.15)
then
R−1 = I˜
∑
k=1

 n∑
j=1
dkj (W
T
Qˆ
)j−1

V T
Qˆ
(x)L(c(k)), (4.16)
where c(k) and dkj are determined from 2 linear system of equations
[c(1), . . . , c()] = JxJR−TBT ∈ Cn×, (4.17)
d1...
d

= [dkj ],nk,j=1 =GTR−TI˜ SQˆP ∈ C×n. (4.18)
Proof. Multiplying (4.15) by I˜R−1 from the left and by R−1 from the right, then taking transpose, we
obtain
J−Tx (R−TI˜ )− (R−TI˜ )WQˆ = (R−TBT)(GTR−TI˜ ), (4.19)
where we have used (4.4). Note that J−Tx = JJ−1x J . Then (4.19) is equivalent to the following equality:
J−1x (JR−TI˜ )− (JR−TI˜ )WQˆ = (JR−TBT).(GTR−TI˜ ). (4.20)
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Eq. (4.20)means that the∇{J−1x ,WQˆ}(·)-displacement rank of thematrixJR
−TI˜ is equal to the∇{J−1x ,WQ}(·)
-displacement rank of matrix R, which proves (4.14).Writing then (4.13) for the matrix JR−TI˜ , in (4.20),
one easily obtains (4.16).
4.2. Second inversion formula
Now we obtain below another formula for the inverse of a conﬂuent polynomial Vandermonde-like
matrix, by use of its {Jx, CQ(Qn)}-displacement representation. For the following Lemma 4.5 see [12].
Lemma 4.5. Let Q be a polynomial system speciﬁed by (2.4), CQ(Qn) the confederate matrix deﬁned
as in (2.8) ofQn(x) with respect to Q. Let Qˆ be the system of associated polynomials given by (4.1) and
(4.2). Then the last row of the matrix Qˆk(CQ(Qn)) is given by
eTnQˆk(CQ(Qn))= neTn−k. (4.21)
Lemma 4.6. Let Q be as in (2.4), CQ(Qn) the confederate matrix ofQn(x) with respect to Q and let G,
B as given as in (4.11). IfQn(x) is coprime with f (x)=ti=1(x − xi)ni , then the unique solution of the
equation
∇{Jx, CQ(Qn)}(R)= JxR − RCQ(Qn)=GB (4.22)
is given by
R =
∑
k=1
L(c(k))VQ(x)

 n∑
j=1
bk,n+1−j Qˆj−1(CQ(Qn))

 , (4.23)
whereQn(Jx) row[c(k)]k=1 =G.
Proof. Note that the uniqueness of solution of Eq. (4.22) is obvious, since the spectrum ofCQ(Qn) coin-
cides with the zeros ofQn(x) and, therefore, has no intersection with the spectrum of Jx by assumption.
Substituting R given by (4.23) into (4.22), and then using (2.9), we have
∇{Jx, CQ(Qn)}(R)=
∑
k=1
L(c(k))[JxVQ(x)− VQ(x)CQ(Qn)]

 n∑
j=1
bk,n+1−j Qˆj−1(CQ(Qn))


=
∑
k=1
col[Qn(Jxi )eni ]ti=1[0 · · · 0 1/n]

 n∑
j=1
bk,n+1−j Qˆj−1(CQ(Qn))

 .
Furthermore, since lower triangularToeplitzmatrices commute,wehaveL(c(k)i )Qn(Jxi )eni=L[Qn(Jxi )−1
g
(k)
i ]Qn(Jxi )eni = Qn(Jxi )L[Qn(Jxi )−1g(k)i ]eni = L[Qn(Jxi ) · Qn(Jxi )−1g(k)i ]eni = L[g(k)i ]eni = g(k)i .
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Using this fact and (4.21), we obtain
∇{Jx, CQ(Qn)}(R)=
∑
k=1
col(g(k)i )
t
i=1

 n∑
j=1
bk,n+1−j eTn+1−j

= ∑
k=1
g(k)bk =GB,
this completes the proof. 
Theorem 4.7. Let Q be the same as in (2.4). Then
rank∇{Jx, CQ(Qn)}(R)= rank∇{Jx, CQˆ(Qn)}(JR−TI˜ ). (4.24)
Moreover, if R is speciﬁed by its generator {G,B} on the right-hand side of
∇{Jx, CQ(Qn)}(R)= JxR − RCQ(Qn)=GB, (4.25)
then
R−1 = I˜ ·
∑
k=1

 n∑
j=1
dkjQj−1(CT
Qˆ
(Qn))

 (JV
Qˆ
(x))TL(c(k)), (4.26)
where c(k) and dkj are determined from the following 2 linear systems of equations:
RT(JQn(Jx))row[c(k)]k=1 = BT, R[djk],nk,j=1 =G. (4.27)
Proof. Multiplying (4.25) by I˜R−1 from the left and by R−1 from the right and then taking transpose,
we obtain
J Tx (R
−TI˜ )− (R−TI˜ )C
Qˆ
(Qn)= (R−TBT)(GTR−TI˜ )
or equivalently
Jx(JR
−TI˜ )− (JR−TI˜ )C
Qˆ
(Qn)= (JR−TBT)(GTR−TI˜ ). (4.28)
Eq. (4.28) implies that equality (4.24) holds, and by writing (4.23) for the matrixJR−TI˜ in (4.28), one
easily obtains (4.26).
4.3. Fast algorithm
In the above two subsections we have given two kinds of inversion formulas for conﬂuent polynomial
Vandermonde-like matrices, each kind of inversion is expressed by the solutions of 2 linear equations
with the same coefﬁcient matrices R or RT (see (4.27), (4.17) and (4.18)). When  is independent of n or
>n, these inversion formulas are fast compared with solving n linear equations for inverting a general
n × n nonsingular matrix without any special structure. On the other hand, when the polynomials in Q
satisfy an m-term recurrence relation and all multiplicities ni are very small compared with n, formulas
(4.6) and (4.26) give a fast algorithm to compute all n2 entries ofR−1 in O(mn2) operations. Paper [2,4]
presented a recursive scheme for evaluating the entries of R−1 for a three-term Vandermonde matrix R
in simple nodes case. We point out that the method in [2,4] may be extended to the m-termVandermonde
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matrix in multiple nodes case under consideration of this paper, which will be discussed in a single paper
elsewhere.
5. Transformation into conﬂuent Cauchy-like matrices
Association with a pair of multiple nodes sequences
x = ([x1, n1], . . . , [xt , nt ]) and y= ([y1,m1], . . . , [ys,ms]),
where xi and yj are pairwise distinct for all i = 1, . . . , t, j = 1, . . . , s, one may deﬁne the conﬂuent
Cauchy matrix as follows:
C(x, y)= [Cij ]t,si,j=1, where Cij = (Cklij )
ni−1,mj−1
k=0,l=0 ,
and
Cklij =
1
k!l!
k+l
xkyl
[
1
x − y
]y=yj
x=xi
=
(
k + l
k
)
(−1)k
(xi − yj )k+l+1
(see e.g., [15,16,19]).
It can be shown that the above conﬂuent Cauchy matrix satisﬁes the following displacement Eq. (see
[19]):
∇{Jx, JTy }(C(x, y))= JxC(x, y)− C(x, y)J Ty
=


en1
en2
...
ent

 [eTm1 eTm2 · · · eTms ], (5.1)
where Jx = diag(Jxi )ti=1 and Jy = diag(Jyj )sj=1 are the (lower triangular) Jordan canonical forms cor-
responding to x and y, respectively, and eni = [1 0 · · · 0]T ∈ Cni and emj = [1 0 · · · 0]T ∈ Cmj are
column vectors with ﬁrst entry 1 and other entries 0.
In the sense of displacement structure matrices, conﬂuent Cauchy-like or generalized conﬂuent Cauchy
matrices can be deﬁned as matrices with low ∇{Jx, JTy }(·)-displacement rank. For the detailed discussions
of generalized conﬂuent Cauchy and Cauchy–Vandermonde matrices, one can refer to paper [18]. Here
we only point out a relationship between conﬂuent polynomialVandermonde-like matrices and conﬂuent
Cauchy-like matrices, that is,
Theorem 5.1. LetQ={Qk(x)}nk=0 be a system of polynomials satisfying (2.4), and let(x)=sj=1(x−
yj )
mj
, where yj are pairwise distinct. Let R be given by its ∇{Jx, CQ()}-generators G ∈ Cn× and
B ∈ C×n:
∇{Jx, CQ()}(R)= JxR − RCQ()=GB. (5.2)
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Then RVQ(y)−1J ′ is a conﬂuent Cauchy-like matrix:
∇{Jx, JTy }(RVQ(y)−1J ′)= Jx[RVQ(y)−1J ′] − [RVQ(y)−1J ′]J Ty
=G[BVQ(y)−1J ′], (5.3)
where J ′ = diag(I˜mj )sj=1, I˜mj is the mj ×mj anti-identity matrix.
Proof. Note that in the conﬂuent case the matrix CQ() is block diagonalized by VQ(y) : CQ() =
VQ(y)−1JyVQ(y) (see (2.10)), also Jy=J ′J Ty J ′=J ′−1J Ty J ′. Therefore,CQ()=VQ(y)−1J ′J Ty J ′VQ(y).
Substituting the latter expression into (5.2) and then multiplying VQ(y)−1J ′ from the right, one obtains
(5.3) immediately.
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