This paper develops the limit theory of the GARCH(1,1) process that moderately deviates from IGARCH process towards both stationary and explosive regimes. The GARCH(1,1) process is defined by equations u t = σ t ε t ,
Introduction
The model considered in this paper is a GARCH(1,1) process: u t = σ t ε t , σ 2 t = ω + α n u 2 t−1 + β n σ 2 t−1 , ω > 0, α n ≥ 0, and β n ≥ 0, where {ε t } n t=0 is a sequence of independent identically distributed (i.i.d) variables such that Eε 0 = 0 and Eε 2 0 = 1. Unlike conventional GARCH(1,1) process, the innovation process considered in this paper is a mildly-integrated GARCH process whose key parameters, α n and β n , are changing with the sample size, viz.
α n = O(n −p ), β n = 1 + O(n −q ), where p, q ∈ (0, 1).
This type of GARCH process is first studied in Berkes et al. (2005) with a similar parameter setup where p ∈ (1/2, 1) and q ∈ (1/3, 1). However, the variation range of the parameters is a bit narrow in that paper and is widened to cover the whole range of (0, 1) in this paper. As a consequence, the GARCH(1,1) model in this case will deviate further from unity than that in Berkes et al. (2005) . To see that, we defined
Then, we can observe that our model considers the case κ ∈ (0, 1) which is wider than Berkes et al. (2005) where κ ∈ (1/3, 1).
Results
The main results are summarized in the following one proposition and three theorems. The first proposition establishes an additive representation for σ 2 t . And the following three theorems describes the asymptotic behaviours of σ Assumption 2. α n → 0, α n log log n → 0, nα n → ∞ and β n → 1. 
Proposition 1 (Additive Representation
where ξ t = ε 2 t − 1 and the remainder terms satisfy
Proof. First, note the GARCH(1,1) model can be written into the following multiplicative form: 
Therefore, the term above is
Now consider the sequence of events
From the previous result we know lim n→∞ P (A n ) = 1. Then by Taylor expansion,
By Assumption 1 and law of large numbers (LLN), we know
Then by the equation above, we have
Now by direct plugging into the key multiplicative term we care about, we
Further, note {ξ t } n t=1 is an i.i.d sequence with Eξ 2 0 < ∞, then we know
Similarly, we define the sequence of events
which is known to have the property lim n→∞ P (B n ) = 1. Then by Taylor expan-
and by law of iterated logarithm, we know
Combining the results above, we have thus showed that
Lastly, by the equation above, we know
and this establishes R
t .
To formulate the theorems below, I introduce the following notations. For
Further, we need the assumptions for relative convergence rate between α n and γ n to regulate the asymptotic behaviours of returns and volatilities.
Theorem 1 (Near-stationary Case). Suppose γ n < 0, then under Assumption 1-3, the random variables
In addition, the random variables
are asymptotically independent, each with the asymptotic distribution equals to the distribution of ε 0 .
Proof. First, we focus on the volatilities. Denote k = ⌊nt⌋, 0 < t ≤ 1,
For σ
and this implies
For σ 2 k,2 , note by Lemma 4.1 in Berkes et al. (2005) , we have
and note that
Then by equation (1), (2) and Proposition 1 we have 
, by Lemma 4.1 in 1 we have
Therefore, we only have to consider the last term in the above equation.
Define
and by Jensen's inequality, we know for some δ > 0,
This implies that
Now we can easily check the Liapounov condition, where
Then by Liapounov central limit theorem, we have
where η 1 , η 2 , · · · , η N are independent standard normal random variables.
Now we have to check the relationship between τ m and τ * m . Note by
Then, we know
where the last equality comes from the well known limits of xe
Therefore, we have
Now combine the results above, we have,
Now, for returns, we know from the above result that
Therefore, by the return equation, we have
Theorem 2 (Integrate Case). Suppose γ n = 0, then under Assumption 1 and 2, the volatility has the asymptotic distribution
Proof. Similar to Theorem 1, when γ n = 0, the volatility admits the decomposition
For σ 2 k,1 , by central limit theorem, we know
which, combining with Proposition 1, implies that
For σ 2 k,2 , note that we have established equation (2), then by Proposition 1, we have
, by Proposition 1 we have
Lastly, for σ 2 k,4 , note by Lemma 5.1 in Berkes et al. (2005) , for k = ⌊nt⌋, t ∈ (0, 1) , we have
where W (x) is a Wiener process.
Further, note the results above implies that
Hence, by return equation, we obtain
Similar to the near-stationary case, we have to impose additional assumption on the relative speed of converging to zero between α n and γ n .
Assumption 4. γ n /α n → 0, as n → ∞.
Theorem 3 (Near-explosive Case). Suppose γ n > 0, then under Assumption 1, 2 and 4, the volatility has the asymptotic distribution
are asymptotically independent, each with the asymptotic distribution equals to the distribution of ε 0
Proof. By Proposition 1, we know when γ n > 0, the volatility admits the additive representation
with k = ⌊nt⌋, 0 ≤ t ≤ 1.
For σ 2 k,1 , similar to that in Theorem 1,
For σ 2 k,2 , by Proposition 1 and equation (2), we have the relation
where the last inequality comes from the fact that
, by Proposition 1, we have
Lastly, for σ 2 k,4 , we have
Now, we introduce the following lemma to assist the proof.
Lemma 1. If Assumption 1 and 2 hold, then
Then by Lemma 1, we have
Therefore, by Donsker's theorem, we obtain that, for k(m) = ⌊nt m ⌋, t m ∈ (0, 1) and m = 1, 2, · · · , N , 
Therefore,
