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Abstract
A GGC (Generalized Gamma Convolution) representation for Riemann’s reciprocal
ξ-function is constructed.
Keywords: RH, GGC, Zeta and Xi-function, Thorin’s Condition.
1 Introduction
Riemann (1859) defines the ζ-function via the analytic continuation of
∑∞
n=1 n
−s on the
region Re(s) > 1 and the ξ-function by
ξ(s) = 1
2
s(s− 1)pi− 12 sΓ ( 1
2
s) ζ(s). (1)
The Riemann Hypothesis (RH) states that all the non-trivial zeroes of ζ(s) lie on the
critical line Re(s) = 1
2
, or equivalently, those of ξ( 1
2
+ is) = ξ( 1
2
− is) lie on the real axis.
The ξ-function is an entire function of order one and hence admits a Hadamard fac-
torisation. Titchmarsh (1974, 2.12.5) shows Hadamard’s factorization theorem gives, for
all values of s, with b0 = 12 log(4pi)− 1− 12γ and ξ(0) = −ζ(0) = 12 , such that
ξ(s) = ξ(0)eb0s
∏
ρ
(
1− s
ρ
)
e
s
ρ (2)
The zeros, ρ, of ξ correspond to the non-trivial zeros of ζ .
The argument to show RH proceeds by showing that it is equivalent to the existence
of a generalised gamma convolution (GGC) random variable, denoted by Hξ1
2
, whose
Laplace transform expresses the reciprocal ξ-function as
ξ ( 1
2
)
ξ ( 1
2
+
√
s)
= E(exp(−sHξ1
2
)). (3)
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This is known as Thorin’s condition (Bondesson, 1992, p.124]).
To see this, first assume that RH is true. Then the zeroes of ξ are of the form ρ = 1
2
±iτ
as ξ(s) = ξ(1− s). The Hadamard factorisation is then
ξ(s) = ξ(0)
∏
τ>0
(
1− s
1
2
+ iτ
)(
1− s
1
2
− iτ
)
. (4)
Now ξ( 1
2
) = ξ(0)
∏
τ>0 τ
2/( 1
4
+ τ2) as
ξ(s) = ξ(0)
∏
τ>0
(s− 1
2
)2 + τ2
1
4
+ τ2
. (5)
Hence, (5) shows that the reciprocal ξ-function satisfies
ξ ( 1
2
)
ξ ( 1
2
+ s)
=
∏
τ>0
τ2
τ2 + s2
. (6)
Using Frullani’s identity, log(z/z + s2) =
∫∞
0 (1− e−s
2t)e−tzdt/t, write
ξ ( 1
2
)
ξ ( 1
2
+ s)
=
∏
τ>0
τ2
τ2 + s2
= exp
{∫ ∞
0
log
(
z
z + s2
)
U(dz)
}
(7)
= exp
(
−
∫ ∞
0
(1− e−s2t)gξ1
2
(t)
dt
t
)
= E(exp(−s2Hξ1
2
)). (8)
Here gξ1
2
(t) =
∫∞
0 e
−tzU 1
2
(dz) and U 1
2
(dz) =
∑
τ>0 δτ2(dz) with δ a Dirac measure.
The GGC random variable Hξ1
2
D
=
∑
τ>0 Yτ where Yτ ∼ Exp(τ2) satisfies
∏
τ>0
τ2
τ2 + s2
= E
(
exp(−s2Hξ1
2
)
)
. (9)
Conversely, if ξ ( 1
2
) /ξ ( 1
2
+
√
s) = E(exp(−sHξ1
2
)) then ξ( 1
2
+ s) has no zeroes. Then ξ(s)
has no zeroes for Re(s) > 1
2
and ξ(s) = ξ(1− s), implies no zeroes for Re(s) < 1
2
either.
1.1 GGC Properties
The GGC class of probability distributions on [0,∞) have Laplace transform (LT) which
takes the form, with (left-extremity) a ≥ 0, for s > 0,
E
(
e−sH
)
= exp
(
−as+
∫
(0,∞)
log (z/(z + s))U(dz)
)
Here U(dz) a non-negative measure on (0,∞) (with finite mass on any compact set of
(0,∞)) such that ∫(0,1) | log t|U(dz) <∞ and ∫(0,∞) z−1U(dz) <∞, see Bondesson (1992).
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The σ-finite measure U on (0,∞) is chosen so that the exponent
φ(s) =
∫
(0,∞)
log(1 + s/z)U(dz) =
∫
(0,∞)×(0,∞)
(1− e−sz)t−1e−tzU(dz) <∞. (10)
U is often referred to as the Thorin measure and can have infinite mass. The correspond-
ing Le´vy measure is t−1
∫
(0,∞) e
−tzU(dz).
A key property of the class of GGC distributions is that it is equivalent to the class of
generalized convolutions of mixtures of exponentials (Kent, 1982). Hence, we can write
H
D
=
∑
γ>0 Yγ where Yγ ∼ Exp(γ2). This is central to characterizing the zeros of the zeta
function and constructing its Hadamard factorization.
2 Riemann’s ξ-function and GGC representation
The following Theorem (Polson, 2017) provides an GGC representation of Riemann’s
reciprocal ξ-function. First, by definition,
ξ(α+ s) = (α− 1 + s)pi− 12 (α+s)Γ (1 + 1
2
(α+ s)) ζ(α+ s) (11)
ξ (α) = (α− 1)pi− 12αΓ (1 + 1
2
α) ζ (α) . (12)
Theorem 1. Riemann’s reciprocal ξ-function satisfies, for α > 1 and s > 0,
ξ(α)
ξ(α+ s)
= exp
(
−bαs+
∫ ∞
0
(e−
1
2
s2t − 1)ν
ξ
α(t)
t
dt
)
(13)
where bα = ξ
′(α)/ξ(α) − 1/(α − 1). Here νξα(t) = νΓα(t) + νζα(t) + ν0α(t) with
νΓα(t) =
1√
2pit
∫ ∞
0
1− e−x2/2t
1− e−2x e
−(α+2)xdx (14)
νζα(t) =
1√
2pit
∑
n≥2
Λ(n)
nα
(
1− e−(log2 n)/2t
)
(15)
ν0α(t) =
1
2
e
1
2
(α−1)2t erfc((α− 1)√ 1
2
t) (16)
Moreover νµα(t) =
∫∞
0 e
−tzUµα (dz) is completely monotonic with
Uµα (z) =
1√
2pi
(∫ ∞
0
2 sin2(x
√
z/2)e−αxµ(dx)
)
1√
piz
. (17)
Proof. From (11) with α > 1 and Re(s) > 0,
ξ(α+ s)
ξ(α)
e
−s ξ
′(α)
ξ(α) =
(
1 +
s
α− 1
)
e−
s
α−1 · Γ (1 +
1
2
(α+ s))
Γ (1 + 1
2
α)
e−s
1
2
ψ(1+ 1
2
α) · ζ(α+ s)
ζ (α)
e−s
ζ′
ζ
(α).
(18)
3
where taking derivatives of log ξ(s) at s = α, with ψ(s) = Γ′(s)/Γ(s), gives
ξ′
ξ
(α) =
1
α− 1 −
1
2
log pi +
ζ ′
ζ
(α) + 1
2
ψ (1 + 1
2
α) . (19)
Euler’s product formula, for α > 1 and Re(s) > 0, now gives
ζ (α+ s) =
∏
p prime
(
1− p−α−s)−1 = ∏
p prime
ζp(α+ s) where ζp(s) := p
s/(ps − 1). (20)
Using ζ(α) =
∏
p ζp(α) yields
log
ζ(α+ s)
ζ(α)
=
∑
p
log
1− p−α
1− p−α−s =
∑
p
∞∑
r=1
1
r
p−αr(e−sr log p − 1) (21)
=
∫ ∞
0
(e−sx − 1)e−αxµ
ζ(dx)
x
where µζ(dx) =
∑
p
∞∑
r=1
(log p)δr log p(dx). (22)
Hence, with Λ(n) the von Mangoldt function,
ζ(α+ s)
ζ(α)
e
− ζ
′(α)
ζ(α)
s
= exp
(∫ ∞
0
(e−sx + sx− 1)e−αxµ
ζ(dx)
x
)
(23)
µζ(dx)
x
=
∑
p
µζp(dx)
x
=
∑
n≥2
Λ(n)
log n
δlog n(dx). (24)
For Re(s) > 0, the Gamma function can be represented as
Γ (1 + 1
2
(α+ s))
Γ (1 + 1
2
α)
e−s
1
2
ψ(1+ 1
2
α) = exp
(∫ ∞
0
(e−sx + sx− 1)e−αxµ
ζ(dx)
x
)
(25)
µΓ(dx) =
dx
e2x − 1 . (26)
The first term on the rhs (18), for α > 1, can be represented as
1
α− 1 + s =
∫ ∞
0
e−sxe−(α−1)xdx =
∫ ∞
0
e−
1
2
s2t


∫ ∞
0
xe−
x2
2t√
2pit3
e−(α−1)xdx

 dt (27)
=
1
α− 1 exp
{∫ ∞
0
(e−
1
2
s2t − 1)ν
0
α(t)
t
dt
}
(28)
with completely monotone function
ν0α(t) =
1
2
e
1
2
(α−1)2t erfc((α− 1)√ 1
2
t) = E(e−tZ
0
α). (29)
Here Z0α has density 2(α− 1)/pi
√
2x((α − 1)2 + 2x) for x > 0.
4
For s > 0, the identity
e−sx + sx− 1
x
=
∫ ∞
0
(1− e− 12s2t)(1− e− 12x2/t) 1√
2pit3
dt. (30)
implies that, for s > 0 and µ(dx),∫ ∞
0
(e−sx + sx− 1)e−αxµ(dx)
x
=
∫ ∞
0
(1− e− 12s2t)να(t)
t
dt (31)
where να(t) is the completely monotone function
να(t) =
1√
2pi
∫ ∞
0
e−tz
(∫ ∞
0
2 sin2(x
√
z/2)e−αxµ(dx)
)
dz√
piz
. (32)
Hence,
ξ(α)
ξ(α+ s)
= exp
(
−bαs+
∫ ∞
0
(e−
1
2
s2t − 1)ν
ξ
α(t)
t
dt
)
(33)
where bα = ξ
′(α)/ξ(α) − 1/(α − 1). Here νξα(t) = ν0α(t) + νΓα(t) + νζα(t)with
νΓα(t) =
1√
2pit
∫ ∞
0
1− e−x2/2t
1− e−2x e
−(α+2)xdx (34)
νζα(t) =
1√
2pit
∑
n≥2
Λ(n)
nα
(
1− e−(log2 n)/2t
)
(35)
=
1√
2pit
∑
p prime
log p


∑
r≥1
1
pαr
(
1− e−(r2 log2 p)/2t
)
 (36)
ν0α(t) =
1
2
e
1
2
(α−1)2t erfc((α − 1)√ 1
2
t). (37)
The LT of a GGC distribution is analytic in the cut plane C \ (−∞, 0). Hence (33)
is also analytic in that cut plane. Therefore, by analytic continuation, evaluating (33) at
is+ ( 1
2
− α) and −is+ ( 1
2
− α) yields
ξ(α)
ξ( 1
2
+ is)
= exp
(
−bαis− bα( 12 − α) +
∫ ∞
0
(e−
1
2
(is+( 1
2
−α))2t − 1)νξα(t)
dt
t
)
(38)
ξ(α)
ξ( 1
2
− is) = exp
(
bαis− bα( 12 − α) +
∫ ∞
0
(e−
1
2
(is−( 1
2
−α))2t − 1)νξα(t)
dt
t
)
. (39)
Hence, by symmetry, ξ( 1
2
+ is) = ξ( 1
2
− is), we have
ξ( 1
2
)
ξ( 1
2
+ is)
= cα exp
(
1
2
∫ ∞
0
(e−
1
2
(is−( 1
2
−α))2t + e−
1
2
(is+( 1
2
−α))2t − 2)νξα(t)
dt
t
)
(40)
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where cα = exp(−bα( 12 − α))ξ( 12)/ξ(α).
Theorem 2. There exists a GGC distribution Hξ1
2
, such that
ξ( 1
2
)
ξ( 1
2
− s) = E[exp
(
− 1
2
s2Hξ1
2
)
] (41)
Proof. As the Laplace transform of GGC is analytic on the cut plane C \ (−∞, 0) and the
RHS of (33). As any GGC distribution is a mixture of convolutions of exponentials, we
can write, given νξα(t) =
∑
γα
e−γ
2
αt, Frullani identity
∫∞
0 (e
−at − e−bt)dt/t = log(b/a) for
Re(b) > Re(a) > 0, then implies
ξ( 1
2
)
ξ( 1
2
+ is)
= cα exp
(
1
2
∑
γα
∫ ∞
0
(e−
1
2
(is−( 1
2
−α))2t − 1)e−γ2αtdt
t
+
∫ ∞
0
(e−
1
2
(is+( 1
2
−α))2t − 1)e−γ2αtdt
t
)
= cα exp
(
1
2
∑
γα
log
γ4α
( 1
2
s2 − γ2α + 12( 12 − α)2)2 + 2( 12 − α)2γ2α
)
= cα exp
(∑
γα
log
γα
1
2
s2 − (γα − 1√2 i( 12 − α))2
+ log
γα
1
2
s2 − (γα + 1√2 i( 12 − α))2
)
:= E
[
exp( 1
2
s2Hξ1
2
)
]
(42)
The mgf of a GGC distribution evaluated as 1
2
s2.
Finally, the Laplace transform, E(exp(−sHξ1
2
)), of a GGC distribution, is analytic on
the cut plane, namely C \ (−∞, 0), and, in particular, it cannot have any singularities
there. By analytic continuation, the same is true of ξ ( 1
2
) /ξ ( 1
2
+
√
s). The denominator,
ξ( 1
2
+
√
s) cannot have any zeros in the cut plane, and ξ( 1
2
+s) has no zeros forRe(s) > 0.
Then ξ(s) has no zeroes for Re(s) > 1
2
and, as ξ(s) = ξ(1 − s), no zeroes for Re(s) < 1
2
either. Hence all non-trivial zeros of the ζ-function lie on the critical line 1
2
+ is.
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