Quantile regression provides a detailed and robust picture of the distribution of a response variable, conditional on a set of observed covariates. Recently, it has be been extended to the analysis of longitudinal continuous outcomes using either time-constant or time-varying random parameters. However, in real-life data, we frequently observe both temporal shocks in the overall trend and individual-specific heterogeneity in model parameters. A benchmark dataset on HIV progression gives a clear example. Here, the evolution of the CD4 log counts exhibits both sudden temporal changes in the overall trend and heterogeneity in the effect of the time since seroconversion on the response dynamics. To accommodate such situations, we propose a quantile regression model, where time-varying and timeconstant random coefficients are jointly considered. Since observed data may be incomplete due to early drop-out, we also extend the proposed model in a pattern mixture perspective. We assess the performance of the proposals via a large-scale simulation study and the analysis of the CD4 count data.
Introduction
In longitudinal studies, measurements recorded on the same individual are likely correlated. In the 'standard' (mean) regression context, within-individual dependence is often accommodated by postulating a conditional model augmented by individual-specific sources of unobserved heterogeneity. Marginal dependence is obtained, since the measures from the same individual share common values for the latent variables. In a similar fashion, in the quantile regression setting, Geraci and Bottai 1 proposed a linear quantile mixed model (lqmm) with timeconstant, individual-specific, random effects. Extensions of this model are discussed by Liu and Bottai, 2 Geraci and Bottai, 3 Tzavidis et al. 4 and, in a Bayesian framework, by Reich et al. 5 and Yuan and Yin. 6 However, when the assumption of time-constant random coefficients does not hold, adopting the model specifications above may lead to biased parameter estimates. 7 To solve this issue, Farcomeni 8 proposed a linear quantile hidden Markov model (lqHMM), where time-varying (discrete) random intercepts capture unobserved dynamics. 9 Other references on quantile regression in the longitudinal data framework include conditional fixed effect models [10] [11] [12] [13] and the proposal by Liu et al. 14 for handling (short) longitudinal sequences of Gaussian responses subject to (possibly) non-ignorable missingness. For a general review, see Marino and Farcomeni. intercepts evolving over time with a Markovian structure; the latter may be described by a time-constant, individualspecific, slope for the time since seroconversion. For handling such a complex data structure, we propose a linear quantile model, where time-constant and time-varying random coefficients are jointly considered.
Frequently, individuals participating in longitudinal studies may not be available at all the measurement occasions for reasons that may be related to the (unobserved) outcome of interest. In the CD4 data, only 2.7% of the individuals are observed until the last measurement occasion. A key question is whether individuals who stay longer into the study are similar (conditional on the observed data) to those who have incomplete information, as missing data may potentially bias parameter estimates. In the context of quantile regression for longitudinal data, few proposals do exist to handle potentially non-ignorable missingness. Yuan and Yin 6 introduced a shared parameter model, while Farcomeni and Viviani 18 considered a joint model for quantile regression. A pattern mixture approach was proposed instead by Marino and Alfo´1 9 and by Liu et al. 14 In a similar manner, we extend the proposed linear quantile model via a latent drop-out (LDO) class representation. 20, 21 The dependence between the observed longitudinal responses and the missing data process is described by a discrete latent variable capturing (unobserved) propensity to participate in the study. This leads to groups characterised by common departures from the homogeneous linear quantile model and to a simple, albeit general, approach for modelling conditional quantiles in the presence of monotone missingness.
The paper is structured as follows: in Section 2, we introduce the proposed linear quantile mixed hidden Markov model (lqmHMM). In Section 3, we show how this model can be modified in a pattern mixture perspective, by adopting a suitable LDO representation. Section 4 describes maximum likelihood estimation via the EM algorithm. Results from the analysis of the CD4 data are illustrated in Section 5, while the last section provides concluding remarks. The results from a large-scale simulation study are reported in the supplementary material.
The linear quantile mixed hidden Markov model
Quantile regression extends standard regression analysis to the quantiles of a conditional distribution. In the presence of longitudinal observations, the dependence between measurements from the same individual must be taken into account. A frequent solution is to introduce within-individual dependence by considering unobserved heterogeneity in the model parameters via individual-specific random coefficients. These may be either timeconstant, [1] [2] [3] or time-varying. 8 We propose a quantile regression model that allows us to jointly consider both sources of unobserved heterogeneity.
Let Y it be a continuous response variable and x it a set of covariates recorded for individual i ¼ 1, . . . , n, at occasion t ¼ 1, . . . , T. Here, we assume that T measurements are available for all individuals in the sample. However, the model directly generalises to unbalanced designs (T i , i ¼ 1, . . . , n), with some individuals dropping out before the end of the study. For a given quantile 2 ð0, 1Þ, let fS it ðÞg be a homogeneous, first order, hidden Markov chain defined on the state space SðÞ ¼ f1, . . . , mðÞg, with initial and transition probabilities denoted by h ðÞ ¼ PrðS it ðÞ ¼ hÞ and q kh ðÞ ¼ PrðS it ðÞ ¼ hjS itÀ1 ðÞ ¼ kÞ, h, k ¼ 1, . . . , mðÞ. Last, let b i ðÞ ¼ ðb i1 ðÞ, . . . , b iq ðÞÞ be a q-dimensional vector of individual-specific random coefficients with density f b ðÁjD, Þ, where D ¼ DðÞ is a (possibly quantile-dependent) covariance matrix. A lqmHMM is defined by the following assumptions. The vector of random coefficients, b i ðÞ, and the hidden Markov chain, fS it ðÞg, are independent as they capture different sources of unobserved heterogeneity. Conditional on the hidden state occupied at t and on the individual-specific random coefficients, observations from the same individual are independent (local independence assumption), and the following equality holds
Here, y i1:tÀ1 denotes the response history for the ith individual up to occasion tÀ1, s i1:t is the sequence of hidden states up to t, and w ¼ wðÞ is the vector of model parameters.
Maximum likelihood estimation can be pursued using an asymmetric Laplace distribution (ALD 22 ) for the longitudinal responses. 1 That is, for a given quantile , we assume that the conditional density in equation (1) is
where ðÁÞ denotes the quantile asymmetric loss function. 23 The location parameter it is defined by the linear model
with z it being a subset of x it and w it being a further set of covariates whose effects are assumed to vary over time. Random coefficients b i ðÞ identify time-constant random deviations from the corresponding fixed parameters in bðÞ, where Eðb i ðÞÞ¼0 is used for parameter identifiability. On the other hand, a s it ðÞ evolves over time according to the hidden Markov chain described above and takes one of the values in the set fa 1 ðÞ, . . . , a mðÞ ðÞg. It is worth noticing that, when a single hidden state (m ¼ 1) is considered, it ½s it , b i , ¼ it ½b i , and the model reduces to the lqmm by Lui and Bottai 2 with unspecified random coefficient distribution. Also, when w it ¼ w it ¼ 1 and
. . , T, the location parameter it ½s it , b i , simplifies to it ½s it , and model (2) reduces to the lqHMM by Farcomeni. 8 As it is clear, all model parameters may depend on . In what follows, we simplify the notation by dropping this index. Let ( ¼ ðw, d, Q, DÞ, with w ¼ ðb, a 1 , . . . , a m Þ, denote the vector of model parameters; the observed data likelihood is defined by
where, due to the Markov property, f s s i jd, Q, ð Þ¼ s i1 Q T t¼2 q s itÀ1 s it :
Specification of the random coefficient distribution
With a parametric distribution for the random coefficients, one may use either a Monte Carlo EM algorithm for parameter estimation 1,2 or a direct ML approach via Gaussian quadrature. 3, 24 Both methods should be appropriately extended to deal with the hidden Markov chain. Here, we propose an alternative solution where the unobserved, unknown, distribution of b i is approximated by a discrete distribution defined on GðÞ n support points, f g ðÞ, with masses g ðÞ ¼ Prðb i ðÞ ¼ f g ðÞÞ, g ðÞ ! 0,
with ðÞ being the one-point distribution putting unit mass on . This approach connects to the non-parametric maximum likelihood (NPML) estimate of the mixing distribution f b ðÁjD, Þ 25 and leads to a model where support points refer to components and the distribution is defined by a (finite) mixture of component-specific distributions.
For a generic quantile level 2 ð0, 1Þ, let c i ðÞ ¼ ðc i1 ðÞ; . . . ; c iGðÞ ðÞÞ denote a discrete latent variable indicating component membership; that is, c ig ðÞ ¼ 1 if the ith individual belongs to the gth component and zero otherwise. As before, all the quantities above depend on the chosen quantile , but we drop this index to simplify the notation. The observed data likelihood in equation (3) becomes
In the above expression, f yjs,c ð y it js it , c ig ¼ 1, w, Þ denotes the AL density with location parameter
It is worth noticing that the computational complexity of the proposed approach is linear with the integral dimension in equation (3); therefore, it always remains under control, even for large q. Also, since locations in the finite mixture are completely free to vary over the corresponding support, extreme and/or asymmetric departures from the homogeneous model can be easily accommodated. Direct maximisation of the likelihood equation (4) , although possible, is challenging. A generalisation of the EM algorithm 26 for finite mixtures is a simpler alternative. 27 In Section 4, we outline its structure.
3 A pattern mixture specification for non-random drop-outs Drop-out is a common problem in longitudinal data analysis, since individuals may leave the study before its end. The question is whether fitting a model to the observed data only may lead to biased estimates due to the implicit assumption that the same model is valid also for non-observed responses. 28 Let R i ¼ ðR i1 , . . . , R iT Þ denote the missing data indicator vector for the ith individual, where R it ¼ 1 if y it has not been observed at occasion t ¼ 1, . . . , T, and R it ¼ 0 otherwise. Since we are considering drop-out, that is irretrievable exit from the study,
. . , T. Let ( and n denote the parameter sets for the longitudinal and the missing data process, respectively. Two broad classes of models to handle (potentially non-ignorable) missing data may be identified. 29 In the selection model (SM) formulation, 30 the joint distribution of y i and r i is factorised as
where the conditional density f rjy ðr i jy i , nÞ defines the selection mechanism in terms of propensity, for a generic unit, to continue participating in the study. In the pattern mixture model (PMM) formulation, 31 the following factorisation holds
The rationale for PMMs is that each individual has his/her own propensity to drop-out from the study. Individuals dropping out closer in time likely share similar (unobserved) features. The model for the whole population is given by a mixture over these patterns. Further modelling alternatives are available in the literature, such as shared parameter models 32 and joint models. 33 See, e.g. Little 34 and Rizopoulos and Lesaffre 35 for a general review. In the hidden Markov framework, Bartolucci and Farcomeni 36 discussed a model for multivariate longitudinal responses and a (discrete) time to event considering discrete (time-varying and time-constant) random intercepts shared by the longitudinal response and the missingness indicator. A pattern mixture approach for HMMs, where the transition matrix may vary across individuals as a function of the number of individual measurements, is also available in the literature. 19, 37 Since the corresponding model is often heavily parametrised, one may wonder whether a simpler approach may be defined to study the (potential) dependence between the primary response and the drop-out mechanism. For this purpose, we notice that, by slightly modifying its formulation, the model introduced in Section 2 can be easily interpreted in a pattern mixture perspective. In particular, to overcome the weak identifiability which is typical to PMMs due to a possibly large number of patterns, 31 we consider a reduced number of latent classes representing ordered levels of the unobserved propensity to drop-out from the study. 20 We will refer to such classes as LDO classes. Let T i ¼ T À P T t¼1 R it indicate the number of measurements available for the ith individual. Also, for a generic quantile level, 2 ð0, 1Þ, let c i ¼ ðc i1 , . . . , c iG Þ denote a latent variable identifying the membership to a specific LDO class for individual i ¼ 1, . . . , n. We assume that individuals with a higher propensity to remain into the study have a higher chance to present complete sequences. 20, 21 According to this guiding principle, the probability of being in one of the first LDO classes is described by a monotone function of the number of available measurements T i . That is, the following ordinal regression model is defined:
where 01 . . . 0GÀ1 holds. As it is clear, this latter model specification extends the lqmHMM since the latent variable c i is now ordinal, and the corresponding masses are defined to be a function of T i . As for the lqmHMM specification, all model parameters depend on the analysed quantile ; for ease of notation, we decided to drop this index.
We assume that, conditional on S it ¼ s it and c ig ¼ 1, longitudinal observations from the same individual are independent. Furthermore, conditional on c i , the longitudinal response and the missing data mechanism are independent; that is, the latent variable c i entirely captures the dependence. Such an assumption may not always be appropriate and should be properly tested. 21, 38 We may also notice that 1 ¼ 0 implies the independence of the longitudinal and the missing data mechanism and, therefore, this parameter could be considered as an ignorability parameter. 39 As before, we formulate the model starting from the working assumption of a (conditional) asymmetric Laplace distribution for the longitudinal response. We will refer to this pattern mixture formulation as the lqHMMþLDO. Denoting by y o i and y m i the observed and the missing part of the individual sequence y i , the individual observed data likelihood is given by
where
Þ is the conditional probability for the ith individual to belong to the gth LDO class, g ¼ 1, . . . , G. This is obtained as the difference between two adjacent cumulative probabilities. 40 Due to the local independence assumption between y i and T i , missing data can be directly integrated out from expression (5). Also, as T i is observed and the corresponding parameter set, n, is separate from ( ¼ ðw, d, Q, p, kÞ, inference can be based on the (individual) conditional observed data likelihood
We should point out that, by using the lqmHMM+LDO specification, we assume that
have the same distribution. A whole branch of research is focused on studying the effects of potential departures from this assumption, in a global sensitivity perspective. Our concern here is, rather, to define a flexible model which could be used to suggest potential counterpart scenarios for a global sensitivity study.
Maximum likelihood estimation and inference
Parameter estimates for the lqmHMM and the lqHMMþLDO are obtained by using a modified Baum-Welch algorithm. 41, 42 As before, we suppress the indexing for model parameters to simplify the notation. We will refer to LDO classes with the generic term 'components', using ig ¼ g and ig ¼ ig ðT i jk, Þ when referring to the lqmHMM and the lqHMMþLDO formulation, respectively.
Let u i ðhÞ ¼ I S it ¼ h ½ denote the indicator variable for the ith individual in the hth state at occasion t and let u it ðk, hÞ ¼ I S itÀ1 ¼ k, S it ¼ h ½ indicate whether an individual moves from the kth state at occasion tÀ1 to the hth one at t. As before, c ig denote the indicator variable for the ith individual in the gth component. The (conditional) complete data log-likelihood can be written as follows:
Parameter estimates are derived by alternating two steps. At the rth iteration of the EM algorithm, in the E-step, we compute the expected value of the complete data log-likelihood in equation (6), conditional on the observed data and the current parameter estimates ( ðrÀ1Þ , that is Qð(j( ðrÀ1Þ Þ. This corresponds to the computation of the posterior probabilities of the indicator variables in equation (6) . In the following, a 'hat' sign will be used to identify such estimates. To simplify the procedure, we can rely on the recursions which are typically used in the hidden Markov model framework. 41, 42 See the supplementary material for computational details. In the M-step, model parameter estimates are derived by maximising Qð(j( ðrÀ1Þ Þ with respect to (. Based on the modelling assumptions we introduced so far, the maximisation can be partitioned into (orthogonal) subproblems. Standard estimates are available for the initial and the transition probabilitieŝ
Longitudinal model parameters, w, are estimated by solving weighted estimating equations with weights given by the joint posterior probabilities of the hidden Markov process and of the finite mixture. That is, model parameters are estimated as followŝ
To solve this problem, we alternate three different steps, where one parameter out of (b, a, f) is maximised over with the other two kept fixed. Since S it ¼ h implies a s it ¼ a h , the vector b is estimated by solvinĝ
In the lqmHMM formulation, closed form expressions are available for the mixture component probabilitieŝ
For the lqHMMþLDO specification, the parameters in the ordinal logit model are estimated via the following constrained optimisation:
For a given quantile , the scale parameter is estimated bŷ
The E-and the M-steps of the algorithm are iterated until convergence, that is until the (relative) difference between subsequent likelihood values is lower than an arbitrary small quantity " 4 0. Penalised likelihood criteria, such as the AIC 43 or the BIC 44 can be used to identify the best number of components and hidden states. In particular, the simulation study reported in the supplementary material shows that the BIC should be preferred for a better identification of optimal values for m and G. As regards, the penalisation term for the BIC computation, different choices are available in the longitudinal data literature. 45 Here, we decided to consider the number of observed individuals n and compute the BIC as follows:
Although it is known that using logðnÞ to penalise the likelihood function, ', is quite a conservative choice, 45 this represents a reasonable solution, in our perspective, when a clear interpretation of the states and of the mixture components/LDO classes is a crucial matter.
As it is common in the quantile regression literature, standard errors for parameter estimates are derived by non-parametric block bootstrap; that is, by resampling individuals and retaining the corresponding sequence of measurements to preserve within individual dependence. 46 Let( ðbÞ , b ¼ 1, . . . , B, denote the vector of parameter estimates for the bth bootstrap sample. Standard error estimates for( correspond to the diagonal elements of the matrixV ð(Þ ¼ 47 for a discussion of the topic.
5 Application: re-analysing the CD4 cell count data 5.1 Data description
The proposed models are illustrated by re-analysing the CD4 dataset. 16, 17 Data come from the Multicenter AIDS Cohort Study which involved, since 1984, more than 5000 volunteered homosexual and bisexual men from Baltimore, Pittsburgh, Chicago and Los Angeles. The HIV virus is known to destroy the T-lymphocytes (CD4 cells) which play a vital role in immune functioning. For this reason, virus progression is often monitored by measuring the number of CD4 cells which, on average, tend to decrease throughout the incubation period. Among the volunteers participating in the study, 371 (7%) seroconverted during the analysed time window. Two patients were excluded from the analysis due to some missing covariates. 17 The analysed sample (369 individuals) was observed from a minimum of 3 years before to a maximum of 6 years after the seroconversion with a total of 2376 measurements. For each individual, the number of available measurements ranges from a minimum of 1 to a maximum of 12. While the time occasions are not exactly equally spaced, the distribution of the time elapsed between two consecutive visits is strongly concentrated around 0.50 (that is, half a year). Therefore, we may treat the analysed data as if they were equally spaced and this greatly simplifies notation and estimation.
The interest is in determining the effect of covariates on the dynamics of the CD4 cell counts while controlling for unobserved heterogeneity. We are also interested in studying whether the covariates' impact varies with the analysed quantiles. Covariates include: years since seroconversion (negative values indicate that the CD4 measurement was taken before the seroconversion), age at seroconversion (centred at 30), smoking (packs per day), recreational drug use (yes or no), number of sexual partners, depression symptoms measured by the CES-D scale. 48 The latter ranges from 0 to 60, with larger values indicating more severe symptoms. The analysis was conducted on the log transformed CD4 count, logðcount þ 1Þ. To choose the model that best describes the evolution of the data over time, we started with a graphical analysis of the individual trajectories. Figure 1 shows the evolution of the response for a random subset of subjects under observation. The local polynomial estimate (dotted line) and the 95% confidence intervals (grey bands) are also reported to highlight the general trend. When looking at the figure, differences between units are immediately evident. In particular, longitudinal trajectories seem to be characterised by high variability in the baseline CD4 count levels and in the evolution of the disease over time. Based on these findings, we first fitted a lqmm 3 with timeconstant (discrete) random intercepts and time-constant (discrete) random slopes for the time since seroconversion, which is clearly a proxy of the time. The former allows us to account for 'persistent' differences in the CD4 count levels, while the latter describes differences in the effect of Time sero on the longitudinal evolution of the (conditional) quantiles of interest.
We then fitted a lqmHMM to capture the sudden shocks around the individual trends that can be observed in Figure 1 . More complex model structures have also been considered but, on the basis of penalised likelihood values, we did not adopt them. Last, we considered the lqHMMþLDO specification to account for potentially non-ignorable missingness. A comparison of these results with those from the corresponding MAR specification (lqmHMM) provides further insight on the CD4 data.
MAR data: the lqmm with discrete random parameters
To analyse the effect of the observed covariates on the dynamics of the log CD4 counts and account for sources of unobserved heterogeneity, we started the analysis by fitting a lqmm with time-constant random coefficients only. We adopted a non-parametric specification for the random coefficient distribution to ensure model flexibility. As we highlighted before, this model corresponds to a lqmHMM with m ¼ 1 hidden states. In particular, we focused on the following parametrisation:
where x it includes a continuous covariate (age), the dummy variable drug (baseline: no) and three discrete variables (packs of cigarettes per day, number of sexual partners and CES-D score). On the other hand, z it includes a column of ones, corresponding to a time-constant random intercept, and the time since serconversion, corresponding to a time-constant random slope.
We fitted a lqmm with a varying number of components (G ¼ 1, . . . , 15) for ¼ f0:25, 0:50, 0:75g. To avoid local maxima, for each value of G, we considered 30 different starting points and retained the solution corresponding to the maximum likelihood value. The optimal model was selected based on the BIC values reported in the supplementary material (Table 1 ). In particular, we chose G ¼ 12, 6, 10 components for ¼ 0:25, 0:50, 0:75, respectively. Estimates for the fixed parameters and the variance components in the longitudinal data process (with the corresponding 95% confidence intervals based on B ¼ 1000 bootstrap re-samples) are reported in Table 1 . When looking at the results, we may firstly observe that the baseline CD4 levels (intercept estimates) increase when moving from ¼ 0:25 to ¼ 0:75, and this is coherent with the standard quantile regression theory. When focusing on the fixed parameter estimates, we may notice that age plays a minor role, while using drugs, smoking more cigarettes, and having more sexual partners have a positive and significant effect on the log CD4 count. The positive association of these 'risk' factors with the quantiles of the response variable may reflect a selection bias mechanism: healthier men that stay longer into the study may choose to continue their usual practices. 17 More severe depression symptoms, indicated by higher values of the CES-D score, lead to a slight, though significant, decrease in the number of T-lymphocytes. Last, the number of CD4 cells decreases with increasing time since seroconversion. This effect reduces when we move to higher quantiles, that is, the progression of the virus seems slower for healthier men.
The estimated variance of the random coefficients reported in Table 1 , as well as the number of mixture components that we selected based on the BIC values, confirm the presence of quite a high individual-specific heterogeneity. In particular, as highlighted in the previous section, we may observe differences between units both in terms of the baseline CD4 count levels and in terms of a different effect of the time since seroconversion on the response dynamics.
Therefore, we may wonder whether time-constant random coefficients only may not be able to properly model the sudden 'jumps' that can be evinced from Figure 1 . Indeed, although the random slope for the time since seroconversion allows us to describe an individual-specific evolution of the disease over time, only monotonic effects can be captured under this model specification. For this purpose, in the next section, we will describe the results obtained from a lqmHMM specification.
MAR data: the lqmHMM
In this section, we extend the lqmm discussed before, by considering a time-varying random intercept. That is, we consider the following parametrisation:
where the vector of covariates associated with the fixed parameters, x it , is defined as before. For the other subsets of covariates, z it includes the time since seroconversion observed for individual i at occasion t and corresponds to a time-constant random slope, while w it ¼ w i ¼ 1 corresponds to a time-varying random intercept.
We fitted a lqmHMM with a varying number of hidden states (m ¼ 1, . . . , 5) and of mixture components (G ¼ 1, . . . , 6) for ¼ f0:25, 0:50, 0:75g. As for the lqmm, to reduce the chance of local maxima solutions, we adopted a multi-start strategy. For each combination ½m, G, we considered 30 different starting points and retained the best solution according to the BIC index (see the supplementary material, Table 2 ). In particular, we selected a model with m ¼ 4 hidden states at all the analysed quantiles, with a fairly strong time-varying unobserved heterogeneity. For the distribution of the individual-specific slope associated with Time sero , we selected a number of mixture components that decrease as we move from the left to the right tail of the response distribution. In detail, we chose G ¼ 5, 4, 3 components for ¼ 0:25, 0:50, 0:75, respectively. For all the analysed quantiles, the BIC values obtained under the lqmHMM specification are much lower than those for lqmm, thus highlighting a better fit of the model to the observed data. Also, we may observe that a lower number of components are required to describe the data when fitting the lqmHMM. This is directly related to the presence of the Markovian structure in the model which allows to describe the individual dynamics in a more synthetic manner (by means of the transitions probability matrix).
In Table 2 , we report parameter estimates for the longitudinal data model, with 95% confidence intervals (in parentheses) based on B ¼ 1000 bootstrap re-samples. By looking at the estimates of fixed model parameters, we may notice slight differences with respect to the results discussed for the lqmm. In particular, if we look at significance levels, these generally agree but for Drugs; the estimate at ¼ 0:25 for lqmm is not included in the confidence interval for the same parameter under the lqmHMM specification. This may be due to some form of aliasing between the categorical covariate and the time-constant locations. Further differences are observed for the marginal estimate of Time sero and the corresponding standard deviation. For ¼ 0:25, the effect of the time since seroconversion is slightly higher under the lqmHMM with respect to the lqmm, while this effect is attenuated for ¼ 0:50 and ¼ 0:75. On the other hand, the estimates of Time sero are globally higher (for all analysed quantiles) when considering the lqmHMM specification. As regards the estimated random intercepts ( h ), we may notice that the estimates tend to increase with and this is consistent with increasing values of the baseline (log) CD4 levels. Table 3 reports the estimates for the initial and the transition probabilities of the hidden Markov chain. The combination of these results with the intercept values reported in Table 2 give some hints on the dynamics of the response variable. The estimated initial probabilities suggest that most of the individuals in the sample start the study with intermediate levels of CD4 counts ( 2 þ 3 4 0:70), and only few of them show more extreme (lower or higher) levels. For ¼ 0:50 and ¼ 0:75, transitions across hidden states are quite unlikely (q hh 4 0:8, h ¼ 1, . . . , m) and, if any transition is observed, subjects tend to move towards states with a lower intercept value, with a moderate reduction in the CD4 counts. For ¼ 0:25, we observe a slightly different evolution of the response. Estimated transition probabilities highlight that, for less healthy men, the log count of CD4 cells in the blood tends to repeatedly increase and decrease over the time, particularly for hidden states with lower intercept values. Transitions towards the first state (with the lowest CD4 log count) are unlikely ð P m k¼1 q k1 5 0:15Þ and, if any transition is observed, in the next occasion, individuals move towards states Table 2 . CD4 data -lqmHMM: parameter estimates for the longitudinal model at different quantiles. Table 3 . CD4 data -lqmHMM: initial and transition probability estimates at different quantiles. characterised by higher CD4 baseline levels (q 11 ¼ 0:284). This indicates that the sudden transition to the first hidden state is just temporary, with subsequent up and down jumps that render the left tail of the (conditional) response distribution quite unstable. In the last panel of Table 2 , we report the estimated values of the slope for the covariate Time sero . As it is clear, increasing values of this covariate correspond to a substantial decrease of the response. This effect progressively reduces when moving across components: individuals belonging to the former classes show a steeper reduction in the (log) CD4 as the time since seroconversion increases. Also, when moving from ¼ 0:25 to ¼ 0:75, the effect of Time sero becomes less evident.
Looking at drop-out patterns: the lqHMMþLDO
As previously stated, individuals were observed up to 12 occasions and only few of them have complete data records. Figure 2 shows the mean response distribution at each visit stratified by whether subjects drop-out from the study between the current and the next occasion. As it can be seen, CD4 levels for individuals dropping out prematurely are much lower than those observed for individuals who remain under observation. This is particularly evident when the subject is lost at the beginning of the study, thus suggesting that healthier individuals stay longer under observation. The selective participation in the study may question the reliability of the results discussed in the previous sections. For this purpose, we estimated the following lqHMMþLDO
and compared the results with those we obtained from the lqmHMM model described in Section 5.3. The vectors x it , z it and w it are defined as before and parameters have all the same interpretation apart from the random slope for Time sero , which is now assumed to vary with LDO classes. We estimated the proposed model for ¼ f0:25, 0:50, 0:75g and for a varying number of states and LDO classes (m; G ¼ 1; . . . ; 6). To avoid local maxima, model parameters were initialised via the same multi-start strategy we used for lqmHMM. For each ½m, G-combination, we considered 30 starting points and retained the solution with the lowest BIC value. According to results reported in the supplementary material (see Table 3 ), we selected the model with m ¼ 5 hidden states and G ¼ 5 LDO classes for ¼ 0:25; for the median and the third quartile, the solution with m ¼ 4 and G ¼ 4 provides the lowest BIC value. However, examining the parameter estimates for the LDO class model at ¼ 0:75, we noticed that two 0g ðÞ did not significantly differ from zero and the corresponding confidence intervals substantially overlapped. Therefore, for this quantile, to avoid spurious solutions, we performed the search for the optimal number of classes in the set G 3. As a result, the best fit corresponds to m ¼ 4 hidden states and G ¼ 3 LDO classes. In Table 4 , we report the parameter estimates for the longitudinal and the LDO class membership with the corresponding 95% confidence intervals (in parentheses) based on B ¼ 1000 bootstrap re-samples. Comparing the estimates for the fixed parameters to those we obtained by fitting the lqmHMM (see Table 2 ), we may observe only slight differences. As before, state-dependent intercepts increase when moving from the left to the right tail of the response distribution. By combining these results with the estimated initial and transition probabilities reported in Table 5 , we draw conclusions that are similar to those for the lqmHMM specification. Only for ¼ 0:25, we observe a further state with a lower intercept that seems to be linked to the highly variable dynamics of units dropping out very early in time. Differences in the Markovian estimates appear to be negligible for ¼ 0:50 and ¼ 0:75. LDO-dependent parameters ( g parameters in Table 4 ) do not substantially differ from those described for the lqmHMM specification. Units belonging to the first LDO classes experience a steeper decline in the (log) CD4 count as the time since seroconversion increases. This effect is more evident in the left tail of the distribution, while it progressively reduces when moving from the first to the last latent category. The results from the lqHMMþLDO can be further explored by looking at the estimates reported in the last rows of Table 4 . For all quantiles, the negative and significant effect of the time to drop-out ( 1 5 0) suggests that the probability of belonging to one of the first g classes reduces with increasing number of available measures. That is, units in the latter classes present longer longitudinal sequences. Based on this finding, we will refer to 'lower' and 'higher' LDO classes in what follows. Table 6 compares the classifications (based on a maximum a posteriori rule) obtained under the lqHMMþLDO and the lqmHMM specifications. In particular, it shows the adjusted RAND index 49 for ¼ f0:25, 0:50, 0:75g and the row percentage of individuals classified within different components under the two model specifications. By looking at the table, it is clear that, generally, the two models lead to similar classifications for ¼ 0:50 and ¼ 0:75, which may suggest a reduced impact of the missing data process on the longitudinal responses for individuals in better health conditions. On the other hand, for the first quartile, that is for less healthy individuals, the classification supplied by the two models appears to be quite different, with an adjusted RAND index equal to 0.138 only. In particular, when adopting the lqHMMþLDO in place of the lqmHMM formulation, Table 4 . CD4 data -lqHMMþLDO: parameter estimates for the longitudinal and the LDO class model at different quantiles. we may notice that individuals are mainly shifted towards 'lower' components. As discussed before, these are characterised by shorter longitudinal sequences and by a stronger impact (especially in the last occasions) of Time sero on the CD4 count levels.
Sensitivity analysis
Results reported in the previous sections, together with the lower BIC values for lqHMMþLDO when compared to those observed for lqmm and lqmHMM (see Tables 1 to 3 in the supplementary material) suggest a better fit of the LDO model to the observed data. Under this specification, the strength of dependence between the longitudinal process and the missing data mechanism is assessed via the non-ignorability parameter 1 and the corresponding confidence interval. As highlighted before, results reported in Table 4 suggest quite a strong association between the two processes. However, when dealing with missingness, we should consider that the observed data contain only limited information on the missing data mechanism, and sensitivity analysis represents a crucial matter. In this Table 5 . CD4 data -lqHMMþLDO: initial and transition probability estimates at different quantiles. perspective, the comparison between the fixed parameter estimates in the longitudinal data model obtained under the lqmHMM (Table 2 ) and the lqHMMþLDO formulations (Table 4 ) is of major interest. As we may notice by looking at the tables, estimates are quite similar, suggesting a certain degree of robustness of the proposed models with respect to possible misspecifications of the missing data mechanism. Also, a key assumption of lqHMMþLDO is the conditional independence between the longitudinal and the missing data process, given the LDO class membership. This assumption may be questionable and may be appropriate for the observed data only. We may follow an approach similar to Roy and Daniels 21 and Dantan et al. 38 to formally test this hypothesis, at least for the observed data. For each quantile and for the chosen ½G, mcombination, we estimated a lqHMMþLDO adding in the linear predictor the time to drop-out and its logarithm, while keeping fixed to the ML estimates for the LDO-dependent parameters and the corresponding posterior probabilities. We will refer to these model specifications as M T i ðÞ and M log T i ðÞ, respectively. It is worth noticing that the logarithmic transform was considered to make more evident potentially non-linear effects of the drop-out time on the longitudinal response. The likelihood values we obtained using M T i ðÞ and M logT i ðÞ were compared to those of the estimated lqHMMþLDO via a likelihood ratio test (LRT). Under the hypothesis of a null effect for T i after controlling for the LDO membership, the LRT follows an approximate 2 distribution with ¼ 1 degrees of freedom. The p-values obtained for M T i ð0:25Þ, M T i ð0:50Þ and M T i ð0:75Þ are f0:24, 0:02, 0:00g, respectively, while for M logT i ðÞ we obtained f0:72, 0:45, 0:71g. These results highlight the presence of a residual dependence between the missingness and the longitudinal process for ¼ 0:50 and ¼ 0:75 when fitting M T i ðÞ. However, the only substantial change with respect to the chosen model was found for the Markov-dependent intercepts. To further investigate the conditional independence assumption, we computed the confidence intervals based on B ¼ 1000 bootstrap re-samples for the parameters in M T i ðÞ. Results are reported in Table 7 . As it is clear, no substantial changes in the significance of the parameters of interest are present and, above all, when conditioning on the LDO class membership, the effect of the time to drop-out on the log CD4 count seems negligible for all the analysed quantiles. Thus, the local independence assumption seems to be quite appropriate.
Concluding remarks
We discuss a class of mixed hidden Markov quantile regression models for longitudinal continuous responses. A general dependence structure is considered by allowing the measurements from each individual to share timevarying and time constant random coefficients, extending the lqmm 1-3 and the lqHMM 8 specifications. Both sources of unobserved heterogeneity are modelled via non-parametric distributions which offer a robust alternative to (possibly unverifiable) parametric assumptions.
The model is further extended to handle non-ignorable drop-out via a pattern mixture representation. We assume that the time-constant random coefficient distribution depend on the observed number of measurements for each individual through an ordered latent class variable. The re-analysis of a well-known benchmark dataset, the CD4 cell count data, 16, 17 reveals the potential impact of drop-out on lower quantiles of the response variable distribution.
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