The tools of aggregation kinetics are applied to the "popularity" phenomena of single-lane tra c clustering, and to the growth of a network that mimics citations of scientiÿc publications. In the latter, the network is built by introducing papers (new nodes) one at a time, with preferential linking to more popular previously existing nodes. From the rate equations, the distribution of node degree, as well as various global properties, can be determined easily. A simple extension of the model appears to describe the degree distributions of the world-wide web.
Introduction
In aggregation, clusters A i of mass i evolve according to
where K(i; j) is the rate at which clusters of mass i and mass j form a cluster of mass k = i + j. Assuming spatial homogeneity, the system is characterized by the concentrations c k (t) of aggregates of mass k at time t. Under the law of mass action, these concentrations evolve according to the rate equations
The ÿrst term on the right accounts for processes that increase c k (t), while the second term accounts for loss processes.
Due to its fundamental appeal, as well as its broad range of applications [1] , there has been intense e ort to solve the rate equations for physically relevant reaction rates (see e.g. [2] ). Generally, the nature of these solutions depends on: (i) the homogeneity index of the reaction rate; this is deÿned by K(ai; aj) ∼ a K(i; j), and (ii) a secondary index , deÿned by K(1; j) ∼ j , that characterizes the relative importance of largelarge and large-small interactions. In many such situations the cluster size distribution exhibits scaling, that is c k (t) ∼ s(t) −2 f(k=s(t))
with typical size s(t) ∼ t 1=(1− ) for ¡ 1. Further, the scaled size distribution is a power law, when ¿ , and is a localized peak, for ¡ [3] .
We now investigate two measures of popularity: tra c clustering and the growth of citation-driven networks. The basic message is that the tools of aggregation kinetics are both convenient and powerful in determining the time evolution of these systems.
Tra c clustering on suicide alley
Consider tra c on a single-lane road with no passing. Each vehicle has an intrinsic speed that is drawn from a distribution P 0 (v). When a faster vehicle overtakes a slower one, the former then moves at the speed of the latter (Fig. 1) . The inspiration for this model comes from an infamous 13-mile stretch of Massachusetts highway on Cape Cod known as "suicide alley". Here, two lanes in both directions each are constricted to a single lane, along which no passing is allowed.
As anyone who drives on this type of road has experienced, homogeneous tra c entering such a constriction becomes strongly clustered upon reaching the far end. We can ÿnd the typical cluster size n(v) and speed v(t) at time t by a simple dimensional argument [4] . Since the typical distance ' between clusters varies as ' ∼ vt, the typical number of cars in a cluster is proportional to this distance, yielding n ∼ ' ∼ vt. To ÿnd the typical speed, we relate the cluster size to its speed. The probability of ÿnding a fast car (with speed ¿ v) is Q + (v) = with n ∼ vt gives [4] 
Thus, a car that enters suicide alley slows down considerably and typically becomes part of a large cluster by the far end.
Structure of growing networks
We now investigate a growing network, introduced in Ref. [5] , that was inspired by modeling the distribution of scientiÿc citations. The model, however, has wider applications, with the world-wide web [6, 7] as one notable example. A characteristic feature of these systems is that the node degree distribution N k (t)-the average number of nodes with k links-is a power law [5, 12] (some of the results in Ref. [12] were also obtained in Ref. [13] ). We can account for this behavior by the rate equation approach.
Some citation data motivates our discussion. From ISI data of 783,339 papers (with 6,716,198 citations) published in 1981 and cited between 1981 and June 1997 [9] , 64 papers are cited ¿ 1000 times, 282 papers are cited ¿ 500 times, and 2103 papers are cited ¿ 200 times. Conversely, 633,391 articles are cited 6 10 times and 368,110 are uncited! More relevant for this presentation is that the citation distribution itself appears to be a power law with exponent −3 ( Fig. 2) [10]; however, Ref. [11] suggests a stretched exponential form.
A crude but e ective model [5] for this citation dynamics is illustrated in Fig. 3 . Nodes are introduced one at a time and each links to one earlier node. In terms of citations, nodes are publications, and a link from one paper to an earlier one is a citation. The key ingredient that determines the network structure is the attachment kernel A k , namely, the probability that a new node links to an existing node with k links. While much attention has been focused on the linear attachment kernel A k = k, the rate equation approach easily gives the solution for general attachment kernels.
The degree distribution
The rate equations for the degree distribution N k (t) are [12] dN
The ÿrst term on the right accounts for processes in which a node with k − 1 links is connected to the new node, thus increasing N k by one. This happens with probability A k−1 =A, where A(t) = j¿1 A j N j (t) is the appropriate normalization factor. A corresponding role is played by the second (loss) term on the right-hand side. The last term accounts for the introduction of new nodes with no incoming links. It is easy to verify that the moments of the degree distribution, M n (t)= j¿1 j n N j (t), increase linearly with time for 0 6 n 6 1. In fact, M 0 (t) is the total number of nodes and it grows as M 0 (t) = M 0 (0) + t. Similarly, the ÿrst moment gives the number of link endpoints which grows as M 1 (t) = M 1 (0) + 2t. The ÿrst two moments are thus independent of the attachment kernel.
For kernels of the form A k = k with 0 6 6 1, both the degree distribution and A(t) grow linearly with time. By substituting N k (t) = t n k and A(t) = t into Eq. (5), we obtain the recursion relation n k = n k−1 A k−1 =( + A k ) and n 1 = =( + A 1 ). These yield the formal expression
To complete the solution, we need the amplitude which can be found numerically by combining the deÿnition = j¿1 A j n j and Eq. (6). The ÿnal asymptotic result is [12, 13] 
bible; 2 ¡ :
The degree distribution decays exponentially for = 0, while for 0 ¡ ¡ 1, this distribution exhibits a robust stretched exponential decay. For the strictly linear kernel A k = k, the solution to Eq. (5) is n k = 4=[k(k + 1)(k + 2)]. For asymptotically linear attachment kernels A k ∼ k, the situation is more delicate, as the exponent of the degree distribution is non-universal and depends on microscopic details of A k . From Eq. (6), we ÿnd n k ∼ k − , where the exponent = 1 + can be tuned to any value larger than 2 [12, 14] .
For super-linear kernels, one node links to almost every other node. For ¿ 2, all but a ÿnite number of nodes are linked to a "bible" that has the rest of the links. For 1 ¡ ¡ 2, the number of nodes with a small number of links grows slower than linearly in time while a "best seller" has the rest of the links. There is also an accompanying inÿnite sequence of transitions as ranges between 1 and 2. Generally for (m + 1)=m ¡ ¡ m=(m − 1), the number of nodes with ¿ m links is ÿnite, while N k ∼ t k−(k−1) for k 6 m.
Node degree correlations
An important advantage of the rate equation approach is that we can obtain properties beyond the single-particle degree distribution with minimal additional e ort. One such property is the correlation between degrees of connected nodes [14] . These develop naturally because a node with large degree is likely to be old. Thus, its ancestor is also old and hence also has a large degree. Deÿne C kl (t) as the number of nodes of degree k that attach to an ancestor node of degree l. For example, in the network of Fig. 3 , there are N 1 = 6 nodes of degree 1, with C 12 = C 13 = C 15 = 2. There are also N 2 = 2 nodes of degree 2, with C 25 = 2, and N 3 = 1 nodes of degree 3, with C 35 = 1.
For the linear attachment kernel, the degree correlation C kl (t) evolves according to the rate equation
The ÿrst two terms on the right account for the change in C kl due to the addition of a link onto a node of degree k − 1 (gain) or k (loss), respectively, while the second set of terms gives the change in C kl due to the addition of a link onto the ancestor node. Finally, the last term accounts for the gain in C 1l due to the addition of the new node. Once again C kl → tc kl ; this reduces Eq. (8) to time-independent recursion relations, whose solution in the scaling regime k → ∞ and l → ∞ is [14] c kl → 16 (l=k 5 ) when lk ;
The basic feature is that the degree correlation does not factorize; that is, c kl = n k n l = (k l) −3 .
Global properties
In the context of citations, several global properties are of interest. One is obtained by taking the reference list of this paper, plus the reference lists of all these cited papers, etc. In a growing network, this citation ancestry is the out-component with respect to a given node x-the set of nodes that can be reached by following directed links that emanate from x (Fig. 4) . In a similar vein, we could track all publications that cite this work, plus all papers that cite these daughter papers, etc. This progeny comprises the in-component to node x-the set from which x can be reached by following a path of directed links on the network.
The rate equations for these two components can be written and solved in much the same spirit as the degree correlation [14] . From these, the number of in-components with s nodes at time t, I s (t), has the generic asymptotic behavior
The salient feature is that there is a robust s −2 tail, independent of the form of the attachment kernel. The result agrees with measurements of the web [7] .
The complementary out-component from each node is related to an underlying network "genealogy" A genealogical tree may be built by taking generation g = 0 to contain the initial node. Nodes that attach to those in generation g form generation g + 1. For example, the network of Fig. 3 has ÿve nodes in generation g = 1 and four in g = 2, leading to the genealogical tree of Fig. 5 .
By construction, the number O s of out-components with s nodes equals L s−1 , the number of nodes in generation s − 1 in the genealogical tree. We may compute L g (t) by noting that L g (t) increases when a new node attaches to a node in generation g − 1.
For the uniform attachment kernel, this occurs with rate L g−1 =M 0 , where M 0 (t) = 1 + t i=4 j=5 is the number of nodes. This gives a simple di erential equation for L g (t) with solution L g ( ) = g =g!, where = ln(1 + t). Thus at ÿxed (large) time, the generation size grows with g when g ¡ , and then decreases. The number O s of out-components with s nodes simply equals
As a useful corollary, since the genealogical tree contains approximately e generations at time t, the network diameter D ≈ 2e ≈ 2e ln N , where N is the number of nodes.
Joint in-and out-degree distribution
In the world-wide web, link directionality is relevant and the node degree should be resolved into the in-degree-the number of incoming links to a node, and the complementary out-degree (Fig. 6) . Measurements on the web indicate that these two distributions are power laws with di erent exponents [8] . We now determine these distributions by the rate equation approach.
To generate a non-trivial, out-degree distribution and distinct in-and out-degree distributions spontaneously, we consider the following generalized network (the earliest network model of the type was proposed in Ref. [16] ) [17] where growth occurs by two processes (Fig. 7): (i) With probability p, a new node is introduced and attaches to an earlier node. The attachment probability depends only on the in-degree of the target. (ii) With probability q = 1 − p, a new link is created between already existing nodes.
The choices of the originating and target nodes depend on the out-degree of the originating node and the in-degree of the target.
The average node degree can be determined simply. Let N (t) be the total number of nodes, and let I (t) and J (t) be the total in-and out-degree, respectively. According to the elemental growth processes, these degrees evolve according to one of the following at each step: (N; I; J ) → (N + 1; I + 1; J + 1) with probability p ;
(N; I + 1; J + 1) with probability q ; (12) so that N (t) = pt, and I (t) = J (t) = t. Thus the average in-and out-degrees, D in ≡ I (t)=N (t) and D out ≡ J (t)=N (t), are both equal to 1=p. For the joint degree distribution, we need: (i) the attachment rate A(i; j)-the probability that a new node links to an existing node with i incoming and j outgoing links, and (ii) the creation rate C(i 1 ; j 1 |i 2 ; j 2 )-the probability of adding a new link from an (i 1 ; j 1 ) to an (i 2 ; j 2 ) node. Interesting behavior arises for linear-bilinear rates A i = i + , and C(j; i) = (i + )(j + ), with ¿ 0 and ¿ − 1. The latter conditions ensure that the rates are positive for all attainable in-and out-degree values, i ¿ 0 and j ¿ 1.
The joint degree distribution, N ij (t), deÿned as the average number of nodes with i incoming and j outgoing links, obeys the rate equation
The ÿrst group of terms on the right accounts for the changes in the in-degree of target nodes by simultaneous creation of a new node and link (probability p) or by creation of a new link only (probability q). For example, the creation of a link to a node with in-degree i leads to a loss in the number of such nodes. This occurs with rate (p+q)(i+ )N ij , divided by the appropriate normalization factor i; j (i+ )N ij =I + N . Similarly, the terms in the second group of terms account for out-degree changes. These occur due to the creation of new links between already existing nodes-hence the prefactor q. The last term accounts for the introduction of new nodes with no incoming links and one outgoing link. This rate equation conserves the total number of nodes, N = i; j N ij , while the total in-and out-degrees, I = i; j iN ij and J = i; j jN ij , obeyİ =J = 1. Because the N ij grow linearly with time, we use N ij (t) = t n ij , as well as N = pt and I = J = t, in Eq. (13) to yield algebraic recursion relations for n ij . The asymptotic behavior of the in-and out-degree distributions, I i and O j , respectively, are found to be the distinct power laws [15] ,
O j ∼ j − out ; out = 1 + q −1 + pq −1 (15) with in and out necessarily ¿ 2. These can be tuned to the observed values for the web, in ≈ 2:1, out ≈ 2:7 [8] , by using the fact that p is ÿxed by the constraint that p −1 = D in = D out ≈ 7:5, and then choosing = 0:75 and = 3:55. The fact that these adjustable parameters are of order 1 indicates that the linear-bilinear rate is a viable working hypothesis.
Summary
In this presentation, I have tried to highlight how the rate equations of aggregation give a powerful and appealing way to obtain many geometrical properties of growing networks. For the degree distribution, we ÿnd a stretched exponential, power law, or a "winner take all" situation, depending on whether the exponent in the attachment rate A k ∼ k is ¡ 1; =1 or ¿ 1. More general properties can be obtained by natural extensions of the basic approach. There are many other applications of the rate equation approach to growing network phenomena that can be envisioned.
