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Abstract
In this paper we establish the large deviation principle for the stochastic quasi-geostrophic
equation with small multiplicative noise in the subcritical case. The proof is mainly based
on the weak convergence approach. Some analogous results are also obtained for the small
time asymptotics of the stochastic quasi-geostrophic equation.
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1 Introduction
The main aim of this work is to establish large deviation principles for the stochastic quasi-
geostrophic equation, which is an important model in geophysical fluid dynamics. We consider
the following two dimensional (2D) stochastic quasi-geostrophic equation in the periodic domain
T
2 = R2/(2πZ)2:
∂θ(t, x)
∂t
= −u(t, x) · ∇θ(t, x)− κ(−△)αθ(t, x) + (G(θ)ξ)(t, x) (1.1)
with initial condition
θ(0, x) = θ0(x). (1.2)
Here 0 < α < 1, κ > 0 are real numbers, θ(t, x) (representing the potential temperature) is
a real-valued function of t and x, ξ(t, x) is a Gaussian random field, white noise in time and
subject to the restrictions imposed below, u (representing the fluid velocity) is determined by
θ via the following relation:
u = (u1, u2) = (−R2θ, R1θ) = R⊥θ, (1.3)
0Supported in part by NSFC (No.11201234), a project funded by the PAPD of Jiangsu Higher Education
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where Rj is the j-th periodic Riesz transform. The case α =
1
2
is called the critical case, the
case α > 1
2
subcritical and the case α < 1
2
supercritical.
Equation (1.1) is used to describe models arising in meteorology and oceanography. In the
deterministic case (G = 0) such equations are important models in geophysical fluid dynam-
ics. Indeed, they are special cases of general quasi-geostrophic approximations for atmospheric
and oceanic fluid flows with small Rossby and Ekman numbers. These models arise under
the assumptions of fast rotation, uniform stratification and uniform potential vorticity. The
case α = 1/2 exhibits similar features (singularities) as the 3D Navier-Stokes equations and
can therefore serve as a model case for the latter. For more details about the geophysical
background, see for instance [7, 24]. In the deterministic case, this equation has been already
intensively investigated because of both its intrinsic mathematical importance and its applica-
tions in geophysical fluid dynamics (see e.g. [5, 8, 17, 18, 19, 27] and the references therein).
For example, the global existence of weak solutions has been obtained in [27] and one very
remarkable result in [5] proved the existence of a classical solution for α = 1
2
and the other in
[19] proved that solutions for α = 1
2
with periodic C∞ data remain C∞ for all time.
Recently, in [28] the two last named authors and Rongchan Zhu have studied the 2D stochas-
tic quasi-geostrophic equation on T2 for general parameter α ∈ (0, 1) and for both additive as
well as multiplicative noise. For the subcritical case α > 1
2
the authors obtained a (probabilis-
tically strong) solution. In this paper, we want to establish the large deviation principles for
stochastic quasi-geostrophic equation both for small noise and for short time in the subcritical
case.
The large deviation theory concerns the asymptotic behavior of a family of random variables
{θε} and we refer to the monographs [9, 31] for many historical remarks and extensive references.
It asserts that for some tail or extreme event A, P (θε ∈ A) converges to zero exponentially
fast as ε → 0 and the exact rate of convergence is given by the so-called rate function. The
large deviation principle was first established by Varadhan in [34] and he also studied the small
time asymptotics of finite dimensional diffusion processes in [35]. Since then, many important
results concerning the large deviation principle have been established. For results on the large
deviation principle for stochastic differential equations in finite dimensional case we refer to
[15]. For the extensions to infinite dimensional diffusions or SPDE, we refer the readers to
[3, 6, 12, 21, 22, 26, 30, 32, 36] and the references therein.
The large deviation principle for the stochastic quasi-geostrophic equation with small mul-
tiplicative noise is proved in Section 3 and the small time large deviations for this equation in
Section 4 in the subcritical case (i.e. α > 1
2
). The proof of small noise LDP is mainly based on
the weak convergence approach from [2]. Compared to some recent works on LDP for SPDE
(cf.[6, 21, 26]), the main difficulty here lies in dealing with the nonlinear term in (1.1) since the
solution to the stochastic quasi-geostrophic equation is not as regular as in the case of SPDE
within the variational framework (see [6, 21, 26] for many examples). For example, for 2D
Navier-Stokes equation, the solution lies in the first order Sobolev space by which the nonlinear
term can be dominated. Compared with this, the solution of the stochastic quasi-geostrophic
equation only lies in Hα (see definition below) and the nonlinear term cannot be handled as for
2D Navier-Stokes equation. Here we use the regularity of solutions of the deterministic equa-
tion to control the nonlinear term. Indeed, the solution of the deterministic quasi-geostrophic
equation will be in Hδ if the initial value lies in Hδ (see Theorem A.1). Our main result on
small noise large deviations for equation (1.1) is formulated in Theorem 3.9. The small time
2
large deviation principle describes the behavior of the temperature of the fluid when time is
very small. The proof is mainly inspired by the approach from [36]. We first establish the large
deviation principle on L∞([0, T ], H) if the initial value is smooth (see Theorem 4.1). However,
since the solution to the stochastic quasi-geostrophic equation is very irregular, we cannot ap-
proximate the initial value similarly as in [36] for the 2D Navier-Stokes equation to obtain the
result for more general initial value. In order to overcome this difficulty, we establish the small
time large deviation principle with general initial value on a larger state space (see Theorem
4.2). Here we use the Lp-norm estimate to control the nonlinear term. But these Lp-norm
estimates we cannot prove by Galerkin approximation, instead we use another approximation
which can be seen as a piecewise linear equation on small subintervals (see (4.11)).
2 Notations and preliminaries
In the following, we will restrict ourselves to flows which have zero average on the torus, i.e.∫
T2
θdx = 0.
Thus (1.3) can be restated as
u = (− ∂ψ
∂x2
,
∂ψ
∂x1
) and (−△)1/2ψ = −θ.
Set
H = {f ∈ L2(T2) :
∫
T2
fdx = 0}
and let | · | and 〈·, ·〉 denote the usual norm and inner product in H respectively. On the periodic
domain T2, it is well known that
{sin(kx)|k ∈ Z2+} ∪ {cos(kx)|k ∈ Z2−}
form an eigenbasis (we denote it by {ek}) of −△ and the corresponding eigenvalues are |k|2.
Here
Z
2
+ = {(k1, k2) ∈ Z2|k2 > 0} ∪ {(k1, 0) ∈ Z2|k1 > 0}, Z2− = {(k1, k2) ∈ Z2|(−k1,−k2) ∈ Z2+}.
Now we define
‖f‖2Hs =
∑
k
|k|2s〈f, ek〉2
and let Hs denote the (Sobolev) space of all f such that ‖f‖Hs is finite.
Set Λ = (−△)1/2, then we have
‖f‖Hs = |Λsf |.
By the singular integral theory of Caldero´n and Zygmund (cf.[29, Chapter 3]), for any
p ∈ (1,∞), there exists a constant C(p) such that
‖u‖Lp ≤ C(p)‖θ‖Lp. (2.1)
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For fixed α ∈ (0, 1), we define the linear operator
Aα : D(Aα) = H
2α(T2) ⊂ H → H, Aαu = κ(−△)αu.
It is well known that Aα is positive definite and self-adjoint with the same eigenbasis as that
of −△ mentioned above. We denote the eigenvalues of Aα by 0 < λ1 ≤ λ2 ≤ · · · and renumber
the above eigenbasis correspondingly as e1, e2, · · · .
We first recall the following product estimate (cf.[27, Lemma A.4]).
Lemma 2.1 Suppose that s > 0 and p ∈ (1,∞). If f, g ∈ C∞(T2) , then
‖Λs(fg)‖Lp ≤ C (‖f‖Lp1‖Λsg‖Lp2 + ‖g‖Lp3‖Λsf‖Lp4 ) , (2.2)
where pi ∈ (1,∞), i = 1, ..., 4 satisfy that
1
p
=
1
p1
+
1
p2
=
1
p3
+
1
p4
.
For the reader’s convenience we also recall the following standard Sobolev inequality (cf.[29,
Chapter V]):
Lemma 2.2 Suppose that q > 1, p ∈ [q,∞) and
1
p
+
σ
2
=
1
q
.
If Λσf ∈ Lq, then we have f ∈ Lp and there is a constant C ≥ 0 (independent of f) such that
‖f‖Lp ≤ C‖Λσf‖Lq .
3 Freidlin-Wentzell’s large deviations in the subcritical
case
In this section, we consider the large deviation principle for the stochastic quasi-geostrophic
equation with small multiplicative noise. Here we will use the weak convergence approach
introduced by Budhiraja and Dupuis in [2]. Let us first recall some standard definitions and
results from large deviation theory (cf.[11]).
Let {Xε} be a family of random variables defined on a probability space (Ω,F , P ) taking
values in some Polish space E.
Definition 3.1 (Rate function) A function I : E → [0,∞] is called a rate function if I is
lower semicontinuous. A rate function I is called a good rate function if the level set {x ∈ E :
I(x) ≤M} is compact for each M <∞.
Definition 3.2 (I)(Large deviation principle) The sequence {Xε} is said to satisfy the large
deviation principle with rate function I if for each Borel subset A of E
− inf
x∈Ao
I(x) ≤ lim inf
ε→0
ε logP (Xε ∈ A) ≤ lim sup
ε→0
ε logP (Xε ∈ A) ≤ − inf
x∈A¯
I(x),
where Ao and A¯ denote the interior and closure of A in E respectively.
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(II)(Laplace principle) The sequence {Xε} is said to satisfy the Laplace principle with rate
function I if for each bounded continuous real-valued function h defined on E
lim
ε→0
ε logE{exp[−1
ε
h(Xε)]} = − inf
x∈E
{h(x) + I(x)}.
It is well known that the large deviation principle and the Laplace principle are equivalent if
E is a Polish space and the rate function is good. The equivalence is essentially a consequence
of Varadhan’s lemma and Bryc’s converse theorem (cf.[11]).
Suppose W (t) is a cylindrical Wiener process on a Hilbert space U (with inner product
〈·, ·〉U and norm | · |U) defined on a probability space (Ω,F ,Ft, P ) (i.e. the paths of W take
values in C([0, T ], Y ), where Y is another Hilbert space such that the embedding U ⊂ Y is
Hilbert-Schmidt). Now we define
A =
{
φ : φ is a U -valued {Ft}-predictable process s.t.
∫ T
0
|φ(s)|2Uds <∞ a.s.
}
;
SM =
{
v ∈ L2([0, T ], U) :
∫ T
0
|v(s)|2Uds ≤M
}
;
AM = {φ ∈ A : φ(ω) ∈ SM , P -a.s.} .
Here we remark that we will always refer to the weak topology on the set SM in this paper.
Suppose gε : C([0, T ], Y )→ E is a measurable map and Xε = gε(W ). Now we formulate the
following sufficient conditions for the Laplace principle (equivalently, large deviation principle)
of Xε as ε→ 0.
Hypothesis 3.3 There exists a measurable map g0 : C([0, T ], Y )→ E such that the following
conditions hold:
1) Let {vε : ε > 0} ⊂ AM for some M < ∞. If vε converge to v as SM -valued random
elements in distribution, then gε(W (·)+ 1√
ε
∫ ·
0
vε(s)ds) converge in distribution to g0(
∫ ·
0
v(s)ds).
2) For every M <∞, the set KM = {g0(
∫ ·
0
v(s)ds) : v ∈ SM} is a compact subset of E.
The following crucial result was proven in [2] (see also [1] for finite dimensional case).
Theorem 3.4 ([2, Theorem 4.4]) If {gε} satisfies Hypothesis 3.3, then {Xε} satisfies the
Laplace principle (hence large deviation principle) on E with the good rate function I given by
I(f) = inf
{v∈L2([0,T ],U): f=g0(∫ ·
0
v(s)ds)}
{
1
2
∫ T
0
|v(s)|2Uds
}
. (3.1)
Now we reformulate (1.1)-(1.3) in the following form of an abstract stochastic evolution
equation: {
dθ(t) + Aαθ(t)dt + u(t) · ∇θ(t)dt = G(θ)dW (t),
θ(0) = θ0 ∈ H, (3.2)
where u satisfies (1.3).
We first need to impose some assumptions on G such that (3.2) has a unique solution. Let
L2(U,H) be the space of all Hilbert-Schmidt operators from U to H and {fn} be an ONB of
U . Recall that we only consider the subcritical case (i.e. α > 1
2
) in this work. Let β > 3 be
some fixed constant.
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Hypothesis 3.5 Suppose that G satisfies the following conditions:
i) There exist some positive real numbers C1, C2, C3 and ρ1 < 2κ such that
‖G(θ)‖2L2(U,H) ≤ C1|θ|2 + ρ1|Λαθ|2 + C2, θ ∈ Hα;
‖G(θ)‖2L2(U,H−β) ≤ C3(|θ|2 + 1), θ ∈ Hα.
ii) If θn, θ ∈ Hα and θn → θ in H , then for all v ∈ C∞(T2),
lim
n→∞
|G(θn)∗(v)−G(θ)∗(v)|U = 0,
where the asterisk denotes the adjoint operator.
iii) For some p with 0 < 1/p < α− 1
2
, there exists some constant C such that∫
T2
(
∑
j
|G(θ)(fj)|2)p/2dx ≤ C
(∫
T2
|θ|pdx+ 1
)
, θ ∈ Hα ∩ Lp(T2); (3.3)
iv) There exist some constants C and β1 < 2κ such that
‖Λ−1/2(G(θ1)−G(θ2))‖2L2(U,H) ≤ C|Λ−1/2(θ1 − θ2)|2 + β1|Λα−
1
2 (θ1 − θ2)|2, θ1, θ2 ∈ Hα. (3.4)
Now we give the definition of the (probabilistically) strong solution to (3.2).
Definition 3.6 We say that there exists a (probabilistically) strong solution to (3.2) on
[0, T ] if for every probability space (Ω,F , {Ft}t∈[0,T ], P ) with an Ft-cylindrical Wiener process
W , there exists an Ft-adapted process θ : [0, T ]× Ω→ H such that for P -a.s. ω ∈ Ω
θ(·, ω) ∈ L∞([0, T ];H) ∩ L2([0, T ];Hα) ∩ C([0, T ];H−β)
and P -a.s.
〈θ(t), ϕ〉+
∫ t
0
〈A1/2α θ(s), A1/2α ϕ〉ds−
∫ t
0
〈u(s) · ∇ϕ, θ(s)〉ds = 〈θ0, ϕ〉+ 〈
∫ t
0
G(θ(s))dW (s), ϕ〉
for all t ∈ [0, T ] and all ϕ ∈ C1(T2).
Remark Note that divu = 0, so for regular functions θ and ϕ we have
〈u(s) · ∇(θ(s) + ϕ), θ(s) + ϕ〉 = 0.
Hence,
〈u(s) · ∇θ(s), ϕ〉 = −〈u(s) · ∇ϕ, θ(s)〉.
This relation justifies the integral equation in Definition 3.6.
We recall the following existence and uniqueness result from [28].
Theorem 3.7 ([28, Theorem 4.3]) Assume α > 1
2
and Hypothesis 3.5 hold. Then for each
initial condition θ0 ∈ Lp, there exists a pathwise unique probabilistically strong solution θ of
equation (3.2) on [0, T ] with initial condition θ(0) = θ0 such that
E sup
t∈[0,T ]
|Λ−1/2θ(t)|2 <∞.
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Moreover, the solution θ satisfies
E sup
t∈[0,T ]
‖θ(t)‖pLp + E
∫ T
0
|Λαθ(t)|2dt <∞.
Now we consider the stochastic quasi-geostrophic equation driven by small multiplicative
noise:
dθε(t) + Aαθ
ε(t)dt+ uε(t) · ∇θε(t)dt = √εG(θε)dW (t) (3.5)
with θε(0) = θ0 ∈ Lp. Here uε satisfies (1.3) with θ replaced by θε. By Theorem 3.7, un-
der Hypothesis 3.5, there exists a pathwise unique strong solution of (3.5) in L∞([0, T ], H) ∩
L2([0, T ], Hα) ∩ C([0, T ], H−β). Therefore, there exist Borel-measurable functions
gε : C([0, T ], Y )→ L∞([0, T ], H) ∩ L2([0, T ], Hα) ∩ C([0, T ], H−β)
such that θε(·) = gε(W (·)).
Now the aim is to prove the large deviation principle for θε. For this purpose we need to
impose some further assumptions on G.
Hypothesis 3.8 Assume G satisfies the following conditions:
i) G(θ) is a bounded operator from U to Hδ for some δ > 2− 2α such that
‖G(θ)‖L(U,Hδ) ≤ C(‖θ‖Hδ+α + 1), θ ∈ Hδ+α (3.6)
and for r := (2− 2α) ∨ α
‖G(θ)‖L(U,Hr) ≤ C(‖θ‖Hδ+α + 1), θ ∈ Hδ+α. (3.7)
ii)
‖G(θ1)−G(θ2)‖L(U,H) ≤ C‖θ1 − θ2‖Hα, θ1, θ2 ∈ Hα.
Remark (i) (3.6) can also be replaced by the following condition:
‖G(θ)‖L(U,Hδ−α) ≤ C(‖θ‖Hδ + 1).
(ii) Typical examples for G satisfying Hypothesis 3.5 and 3.8 have the following form: for
θ ∈ Hα
G(θ)y =
∞∑
k=1
bk〈y, fk〉Ug(θ), y ∈ U,
where g ∈ C1b (R) and bk are C∞ functions on T2 satisfying
∞∑
k=1
b2k(ξ) ≤ C,
∞∑
k=1
|Λδ∨rbk|2 ≤ C.
For v ∈ L2([0, T ], U), we consider the following skeleton equation
dθv(t)
dt
= −Aαθv(t)− uv(t) · ∇θv(t) +G(θv)v(t) (3.8)
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with θv(0) = θ0 ∈ Hδ ∩ Lp. Here uv satisfies (1.3) with θ replaced by θv. Then by Hypothesis
3.5 and 3.8 we have
‖G(θ)v‖Lp ≤ C|v|U(‖θ‖Lp + 1); (A.1)
‖G(θ)v‖Hδ ≤ C|v|U(‖θ‖Hδ+α + 1); (A.2)
|Λ−1/2(G(θ1)−G(θ2))v| ≤ |v|U(C|Λ−1/2(θ1 − θ2)|+
√
β1|Λα− 12 (θ1 − θ2)|). (A.3)
By a similar argument as in [27, Theorems 3.5 and 3.7], we know that (3.8) has a unique
solution θv ∈ L∞([0, T ], Hδ ∩ Lp) ∩ L2([0, T ], Hδ+α) ∩ C([0, T ], H−β). For the completeness we
include the proof of this result in the Appendix.
Remark Here we want to emphasize that although by Theorem A.1 in Appendix if θ0 ∈
Hδ ∩ Lp, then we have θv ∈ L∞([0, T ], Hδ ∩ Lp) ∩ L2([0, T ], Hδ+α) ∩ C([0, T ], H−β). However,
this might be not true for θε. This is the reason why we establish the large deviation principle
for θε on L∞([0, T ], H)∩L2([0, T ], Hα)∩C([0, T ], H−β) (which is the state space of θε) instead
of L∞([0, T ], Hδ) ∩ L2([0, T ], Hδ+α) ∩ C([0, T ], H−β).
Define g0 : C([0, T ], Y )→ L∞([0, T ], H) ∩ L2([0, T ], Hα) ∩ C([0, T ], H−β) by
g0(h) =
{
θv, if h =
∫ ·
0
v(s)ds for some v ∈ L2([0, T ], U),
0, otherwise.
Now we formulate the main result concerning the large deviation principle for θε.
Theorem 3.9 Suppose that Hypothesis 3.5 and Hypothesis 3.8 hold. Then for any θ0 ∈
Hδ ∩Lp with p in Hypothesis 3.5 iii), {θε} satisfies the Laplace principle (hence large deviation
principle) on L∞([0, T ], H)∩L2([0, T ], Hα)∩C([0, T ], H−β) with a good rate function given by
(3.1).
Proof To prove the theorem it suffices to verify the two conditions in Hypothesis 3.3 so that
Theorem 3.4 is applicable to obtain the large deviation principle for θε.
[Step 1] First we show that the set KM = {g0(
∫ ·
0
v(s)ds) : v ∈ SM} is a compact subset of
L∞([0, T ], H) ∩ L2([0, T ], Hα) ∩ C([0, T ], H−β).
Let {θn} be a sequence in KM where θn corresponds to the solution of (3.8) with vn ∈ SM in
place of v. By the weak compactness of SM in L
2([0, T ], U), there exists a subsequence (which
we still denote it by {vn}) converging to a limit v weakly in L2([0, T ], U).
Let wn = θn − θv, it suffices to show that wn → 0 (in fact, a subsequence is enough) in
L∞([0, T ], H) ∩ L2([0, T ], Hα) ∩ C([0, T ], H−β) as n→∞.
Note that un · ∇wn ∈ H−α, where un satisfies (1.3) with θ replaced by θn. In fact, we have
uniform Lp norm bound for θn, wn by Theorem A.1. And we also have
|H−α〈un · ∇wn, ϕ〉Hα| = |H−α〈∇ · (unwn), ϕ〉Hα| ≤ |Λαϕ||Λ1−α(un · wn)|
≤ |Λαϕ|(|Λ1−α+σwn|‖θn‖Lp + |Λ1−α+σθn|‖wn‖Lp),
where σ = 2
p
< 2α−1 and we use divun = 0 in the first equality and Lemmas 2.1, 2.2 and (2.1)
in the last inequality. Thus by divun = 0, we obtain
H−α〈un · ∇wn, wn〉Hα = 0. (3.9)
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If δ < 1 we get
|〈(un − uv) · ∇θv, wn〉| = |〈∇ · ((un − uv)θv), wn〉| ≤ |Λαwn||Λ1−α((un − uv) · θv)|
≤ C|Λαwn|(|Λ2−α−δwn||Λδθv|+ |Λ1−α+δ−(1−α)θv||Λ2−α−δwn|)
≤ C|Λαwn||Λαwn|γ|wn|1−γ |Λδθv|
≤ κ
4
|Λαwn|2 + C|Λδθv|N |wn|2,
(3.10)
where γ = 2−α−δ
α
, N = 2α
2α−2+δ and we use div(un − uv) = 0 in the first equality, Lemmas 2.1,
2.2 and (2.1) in the second inequality, the interpolation inequality and δ > 2− 2α in the third
inequality and Young’s inequality in the last inequality.
Similarly, if δ ≥ 1 we get
|〈(un − uv) · ∇θv, wn〉| = |〈∇ · ((un − uv)θv), wn〉| ≤ |Λαwn||Λ1−α((un − uv) · θv)|
≤ C|Λαwn||Λ1−α+σ1wn||Λδθv|
≤ C|Λαwn||Λαwn|γ1 |wn|1−γ1 |Λδθv|
≤ κ
4
|Λαwn|2 + C|Λδθv|N1|wn|2,
where 0 < σ1 < 2α − 1, γ1 = 1−α+σ1α , N1 = 2α2α−1−σ1 and we use div(un − uv) = 0 in the first
equality, Lemmas 2.1, 2.2 and (2.1), δ ≥ 1 in the second inequality, the interpolation inequality
in the third inequality and Young’s inequality in the last inequality.
In the following we only prove the result for δ < 1 and the argument for δ ≥ 1 is similar.
By (3.8) we have
|wn(t)|2 + 2κ
∫ t
0
|Λαwn|2ds
=2
∫ t
0
(−〈un · ∇θn, wn〉+ 〈uv · ∇θv, wn〉) ds
+ 2
∫ t
0
〈G(θn)vn −G(θv)v, wn〉ds
=− 2
∫ t
0
〈(un − uv) · ∇θv, wn〉ds
+ 2
∫ t
0
〈(G(θn)−G(θv))vn, wn〉ds
+ 2
∫ t
0
〈G(θv)(vn − v), wn〉ds
≤
∫ t
0
[
κ|Λαwn|2 + C(|Λδθv|N + |vn|2U)|wn|2
+ 2〈G(θv)(vn − v), wn〉
]
ds,
where in the second equality we use (3.9) and in the last inequality we use (3.10), Hypothesis
3.8 ii) and Young’s inequality.
9
Let
hn(t) :=
∫ t
0
G(θv)(vn − v)ds,
then we have
sup
t∈[0,T ]
‖Pkhn(t)− hn(t)‖Hr ≤
∫ T
0
‖(Pk − I)G(θv)‖L(U,Hr)‖vn − v‖Udt
≤ (2M)1/2
(∫ T
0
‖(Pk − I)G(θv)‖2L(U,Hr)dt
)1/2
→ 0 as k →∞.
Here Pk is the orthogonal projection in H onto the space spanned by e1, ...ek and we use (3.7)
and θv ∈ L2([0, T ];Hδ+α) which follows from Theorem A.1 in the last step.
Since PkH
r ⊂ Hr is compact and vn → v weakly in L2([0, T ];U), by (3.7) it is easy to show
that Pkhn → 0 in C([0, T ], Hr) as n → ∞ (see e.g. [21, Lemma 3.2]) using the Arze`la-Ascoli
theorem (since for any subsequence the limit is the same, this convergence holds for the whole
sequence). Hence we obtain that hn → 0 in C([0, T ], Hr) as n→∞.
And we also have ∫ t
0
〈G(θv)(vn(s)− v(s)), wn(s)〉ds
=〈wn(t), hn(t)〉 −
∫ t
0
〈w′n(s), hn(s)〉ds
=〈wn(t), hn(t)〉+
∫ t
0
〈Aαwn + un · ∇θn − uv · ∇θv, hn〉ds
−
∫ t
0
〈G(θn)vn −G(θv)v, hn〉ds
=:I1 + I2 + I3.
(3.11)
Note that
I1 ≤ ε|wn(t)|2 + C|hn(t)|2;
and by Hypothesis 3.5 i) and (A.4)
I3 ≤ sup
s∈[0,T ]
|hn(s)|
∫ T
0
(‖G(θn)‖L2(U,H)|vn|U + ‖G(θv)‖L2(U,H)|v|U) ds
≤ C sup
s∈[0,T ]
‖hn(s)‖Hr
( ∫ T
0
(|Λαθv|2 + |Λαθn|2 + C)ds
)1/2 ≤ C sup
s∈[0,T ]
‖hn(s)‖Hr .
For ϕ ∈ H2−2α, we obtain
|〈un · ∇θn − uv · ∇θv, ϕ〉| = |〈∇ · (unθn − uvθv), ϕ〉|
≤ C|Λ2α−1(unθn − uvθv)||Λ2−2αϕ|
≤ C(|Λαθn|2 + |Λαθv|2)|Λ2−2αϕ|,
where we use divun = 0 and divuv = 0 in the first equality and Lemmas 2.1, 2.2 and (2.1) in
the last inequality.
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Hence
‖un · ∇θn − uv · ∇θv‖H−(2−2α) ≤ C
(|Λαθn|2 + |Λαθv|2) .
Therefore,
I2 ≤
∫ t
0
(‖Aαwn(s)‖H−α + ‖un · ∇θn − uv · ∇θv‖H−(2−2α))‖hn(s)‖Hrds
≤C sup
s∈[0,T ]
‖hn(s)‖Hr
∫ t
0
(‖wn‖Hα + ‖θn‖2Hα + ‖θv‖2Hα)ds
≤C sup
s∈[0,T ]
‖hn(s)‖Hr ,
where in the last step we use (A.4).
Then the Gronwall lemma and (3.11) yield that
sup
t∈[0,T ]
|wn(t)|2+ κ
2
∫ T
0
|Λαwn|2ds ≤ C sup
t∈[0,T ]
‖hn(t)‖Hr
(
exp
{
C
∫ T
0
(|Λδθv|N + |vn|2U) ds}+ 1) .
Then by (A.4) we have
sup
t∈[0,T ]
|wn(t)|2 + κ
2
∫ T
0
|Λαwn|2ds→ 0, n→∞.
[Step 2] Suppose that {vε : ε > 0} ⊂ AM for someM <∞ and vε converge to v as SM -valued
random elements in distribution. Then, by Girsanov’s theorem, θ¯vε = g
ε(W (·) + 1√
ε
∫ ·
0
vε(s)ds)
solves the following equation
dθ¯vε(t) + Aαθ¯vε(t)dt + uθ¯vε (t) · ∇θ¯vε(t)dt = G(θ¯vε)vε(t)dt+
√
εG(θ¯vε)dW (t). (3.12)
Here uθ¯vε satisfies (1.3) with θ replaced by θ¯vε .
Since SM is a Polish space, by the Skorohod theorem, we can construct processes (v˜ε, v˜, W˜ε)
such that the joint distribution of (v˜ε, W˜ε) is the same as that of (vε,W ), the distribution of v
coincides with that of v˜ and v˜ε → v˜ a.s. as SM -valued random elements.
Setting wε := θ¯v˜ε − θv˜, it suffices to prove that wε → 0 in probability in L∞([0, T ], H) ∩
L2([0, T ], Hα) ∩ C([0, T ], H−β). For wε and uθ¯vε we also have similar estimates as (3.9) and
(3.10). In the following we write vε = v˜ε,W = W˜ε for simplicity.
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Itoˆ’s formula and (3.9) imply that
|wε(t)|2 + 2κ
∫ t
0
|Λαwε|2ds
=2
∫ t
0
(−〈uθ¯vε · ∇θ¯vε , wε〉+ 〈uv · ∇θv, wε〉) ds
+ 2
∫ t
0
〈G(θ¯vε(s))vε(s)−G(θv(s))v(s), wε(s)〉ds
+ 2
√
ε
∫ t
0
〈wε, G(θ¯vε)dW 〉+ ε
∫ t
0
‖G(θ¯vε)‖2L2(U,H)ds
=− 2
∫ t
0
〈(uθ¯vε − uv) · ∇θv, wε〉ds+ 2
∫ t
0
〈(G(θ¯vε(s))−G(θv(s)))vε(s), wε(s)〉ds
+ 2
∫ t
0
〈G(θv(s))(vε(s)− v(s)), wε(s)〉ds
+ 2
√
ε
∫ t
0
〈wε, G(θ¯vε)dW 〉+ ε
∫ t
0
‖G(θ¯vε)‖2L2(U,H)ds
≤
∫ t
0
[
κ|Λαwε|2 + C(|Λδθv|N + |vε|2U)|wε|2
]
ds
+ 2
∫ t
0
〈G(θv(s))(vε(s)− v(s)), wε(s)〉ds
+ 2
√
ε
∫ t
0
〈wε, G(θ¯vε)dW 〉+ ε
∫ t
0
‖G(θ¯vε)‖2L2(U,H)ds,
(3.13)
where in the last inequality we use (3.10), Hypothesis 3.8 ii) and Young’s inequality.
Similarly we define
hε(t) =
∫ t
0
G(θv(s))(vε(s)− v(s))ds.
Then by the same argument as [Step 1] we know hε(t)→ 0 in C([0, T ], Hr) a.s. as ε→ 0.
By Itoˆ’s formula and a similar argument as in (3.11) we have∫ t
0
〈G(θv(s))(vε(s)− v(s)), wε(s)〉ds
≤ε|wε(t)|2 + C
(
1 +
∫ t
0
|Λαθ¯vε |2ds
)
sup
s∈[0,T ]
‖hε(s)‖Hr −
√
ε
∫ t
0
〈hε, G(θ¯vε)dW 〉.
Define
τL,ε := T ∧ inf{t : |θ¯vε(t)|2 +
∫ t
0
|Λαθ¯vε(s)|2ds > L}.
Since θ¯vε is weakly continuous in H , τL,ε is a stopping time with respect to Ft+ = ∩s>tFs and
12
|θ¯vε(t ∧ τL,ε)| ≤ L. By the Burkholder-Davis-Gundy inequality one has
√
εE sup
t∈[0,τL,ε]
|
∫ t
0
〈wε − hε, G(θvε)dW 〉|
≤C√εE
(∫ τL,ε
0
|θ¯vε − θv − hε|2‖G(θ¯vε)‖2L2(U,H)ds
)1/2
≤C√εE
(∫ τL,ε
0
(|Λαθ¯vε |2 + 1)ds
)1/2
≤ C√ε.
Combining the above estimates with (3.13) and applying Gronwall’s lemma we have
sup
s∈[0,t]
|wε(s)|2 + κ
2
∫ t
0
|Λαwε|2ds
≤
[
C(1 +
∫ t
0
|Λαθ¯vε |2ds) sup
s∈[0,T ]
‖hε(s)‖Hr + 2
√
ε sup
t∈[0,T ]
|
∫ t
0
〈wε − hε, G(θ¯vε)dW 〉|
+ ε
∫ t
0
‖G(θ¯vε)‖2L2(U,H)ds
]
exp
{
C
∫ T
0
(|Λδθv|N + |vε|2U) dr} .
Then we have
sup
t∈[0,τL,ε]
|wε(t)|2 + κ
2
∫ τL,ε
0
|Λαwε|2ds→ 0
in probability as ε→ 0.
By Itoˆ’s formula and standard argument (cf. [28, Theorem 3.3]) we have
sup
ε∈[0,1)
E[ sup
t∈[0,T ]
|θ¯vε(t)|2 +
∫ T
0
|Λαθ¯vε(t)|2dt] <∞.
Let L be fixed. Then for a suitable constant C
sup
ε∈[0,1)
P (τL,ε = T ) ≥ 1− C
L
.
Therefore, we have
sup
t∈[0,T ]
|wε(t)|2 + κ
2
∫ T
0
|Λαwε|2ds→ 0
in probability as ε→ 0.
Now the proof of Theorem 3.9 is complete. 
4 The small time large deviations in the subcritical case
In this section, we establish some small time large deviations results for the stochastic quasi-
geostrophic equation. The proof is mainly inspired by the approach used in [36]. We consider
the stochastic quasi-geostrophic equation (3.2) again and assume that G satisfies Hypothesis
13
3.5. Then by Theorem 3.7, for θ0 ∈ Lp there exists a pathwise unique strong solution of (3.2)
in L∞([0, T ], H) ∩ L2([0, T ], Hα) ∩ C([0, T ], H−β) for β > 3.
We assume the following additional conditions on G:
S.1) There exists a constant L such that for some δ > 0
‖G(θ)‖2L2(U,Hδ) ≤ L(1 + ‖θ‖2Hδ), θ ∈ Hδ;
S.2) There exists a constant L1 such that
‖G(θ1)−G(θ2)‖2L2(U,H) ≤ L1|θ1 − θ2|2, θ1, θ2 ∈ H.
Let ε > 0. By the scaling property of the Wiener process, it is easy to see that θ(εt)
coincides in law with the solution of the following equation
dθε(t) + εAαθ
ε(t)dt+ εuε(t) · ∇θε(t)dt = √εG(θε)dW (t) (4.1)
with θε(0) = θ0. Here u
ε satisfies (1.3) with θ replaced by θε.
Let µε be the law of θε on L∞([0, T ], H). Now we formulate the small time large deviation
principle for (4.1) on L∞([0, T ], H) for regular initial value θ0.
Theorem 4.1 Suppose that S.1) for some δ ≥ α and δ > 2 − 2α, S.2) and Hypothesis 3.5
hold. Then for θ0 ∈ Hδ ∩ Lp with p in Hypothesis 3.5 iii), µε satisfies the large deviation
principle on L∞([0, T ], H) with rate function I given by
I(f) = inf
{v∈L2([0,T ],U):f(t)=θ0+
∫ t
0
G(f(s))v(s)ds}
{
1
2
∫ T
0
|v(s)|2Uds
}
. (4.2)
Proof Let vε be the solution of the stochastic equation
vε(t) = θ0 +
√
ε
∫ t
0
G(vε(s))dW (s) (4.3)
and νε be the law of vε on L∞([0, T ], H). Then by [21] we know that νε satisfies the large
deviation principle with rate function I given by (4.2). Now it is sufficient to show that the
two families of probability measures µε and νε are exponentially equivalent, i.e. for any η > 0,
lim
ε→0
ε logP ( sup
0≤t≤T
|θε(t)− vε(t)|2 > η) = −∞. (4.4)
Then the conclusion in Theorem 4.1 follows directly from [11, Theorem 4.2.13].
In the following we assume that δ < 1 and for δ ≥ 1 the proof is similar.
For M > 0, we define the following stopping times:
τε,M = inf{t ≥ 0 : ‖vε(t)‖2Hδ > M}.
Then we have
P ( sup
0≤t≤T
|θε(t)− vε(t)|2 > η, sup
0≤t≤T
‖vε(t)‖2Hδ ≤M)
≤P ( sup
0≤t≤T∧τε,M
|θε(t)− vε(t)|2 > η). (4.5)
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Applying Itoˆ’s formula to |vε(t ∧ τε,M)− θε(t ∧ τε,M)|2 we get
|vε(t ∧ τε,M)− θε(t ∧ τε,M)|2 + 2εκ
∫ t∧τε,M
0
|Λα(vε(s)− θε(s))|2ds
=2ε
∫ t∧τnε,M
0
〈Aαvε(s), (vε(s)− θε(s))〉ds+ 2ε
∫ t∧τε,M
0
〈uε · ∇θε, (vε − θε)〉ds
+ 2
√
ε
∫ t∧τε,M
0
〈vε − θε, (G(vε)−G(θε))dW 〉
+ ε
∫ t∧τε,M
0
‖G(vε)−G(θε)‖2L2(U,H)ds.
Note that by similar arguments as in (3.9) and (3.10), we have
|〈uε · ∇θε, vε − θε〉|
=|〈uε · ∇(θε − vε), θε − vε〉
+ 〈(uε − uvε) · ∇vε, θε − vε〉
+ 〈uvε · ∇vε, θε − vε〉|
≤κ
2
|Λα(θε − vε)|2 + C|Λδvε|N |θε − vε|2 + C|Λδvε|4,
where uvε satisfies (1.3) with θ replaced by vε. Here for the last term we use the following
estimate:
|〈uvε · ∇vε, θε − vε〉| = |〈∇ · (uvεvε), θε − vε〉|
≤ C|Λα(θε − vε)||Λ1−α(uvεvε)|
≤ |Λα(θεn − vεn)||Λδvε|2,
where in the first equality we use divuvε = 0 and in the last inequality we use Lemmas 2.1, 2.2
and δ ≥ (2− 2α) ∨ α.
Therefore, by S.2) and Young’s inequality we get
|vε(t ∧ τε,M)− θε(t ∧ τε,M)|2 + 2εκ
∫ t∧τε,M
0
|Λα(vε(s)− θε(s))|2ds
≤2ε
∫ t∧τε,M
0
(κ
2
|Λα(vε − θε)|2 + C|Λαvε|2
)
ds
+ 2ε
∫ t∧τε,M
0
(κ
2
|Λα(θε − vε)|2 + C|Λδvε|N |θε − vε|2 + C|Λδvε|4
)
ds
+ 2
√
ε
∫ t∧τε,M
0
〈vε − θε, (G(vε)−G(θε))dW 〉
+ εC
∫ t∧τε,M
0
|vε − θε|2ds.
Then by Gronwall’s lemma and δ ≥ α we have
|vε(t ∧ τε,M)− θε(t ∧ τε,M)|2 ≤
[
2ε
∫ t∧τε,M
0
(C|Λδvε|2 + C|Λδvε|4)ds
+ 2
√
ε|
∫ t∧τε,M
0
〈vε − θε, (G(vε)−G(θε))dW 〉|
]
eεC
∫ t∧τε,M
0 |Λδvε|Nds+Ctε.
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To estimate the stochastic integral term, we will use the following result from [4, 10], namely
that there exists a universal constant c such that for any q ≥ 2 and for any continuous martingale
Mt with M0 = 0, one has
‖M∗t ‖Lq ≤ cq1/2‖〈M〉1/2t ‖Lq , (4.6)
where M∗t = sup0≤s≤t |Ms|.
By this result and S.2) we have
(E[ sup
0≤s≤t∧τε,M
|vε(s)− θε(s)|2]q)2/q
≤CeεCMN/2t+Ctε
[
(εMt + εM2t)2 + qε
(
E(
∫ t∧τε,M
0
|vε(r)− θε(r)|4dr)q/2)2/q]
≤CeεCMN/2t+Ctε
[
(εMt + εM2t)2 + qε
∫ t
0
(E[ sup
0≤r≤s∧τε,M
|vε(r)− θε(r)|2]q)2/qds
]
.
Then Gronwall’s lemma yields that
(E[ sup
0≤s≤T∧τε,M
|vε(s)− θε(s)|2]q)2/q
≤CeεCMN/2T+CTε(εMT + εM2T )2 exp
[
CqTεeεCM
N/2T+CTε
]
.
Fixing M and taking q = 2/ε we obtain
ε logP ( sup
0≤t≤T∧τε,M
|θε(t)− vε(t)|2 > η)
≤ε log E[sup0≤s≤T∧τε,M |v
ε(s)− θε(s)|2q]
ηq
≤ logC(εMT + εM2T )2 − 2 log η + CTeεCMN/2T+CTε + εCMN/2T + CTε
→−∞, as ε→ 0.
Therefore, by (4.5) there exists ε0 such that for every ε satisfying 0 < ε ≤ ε0,
P ( sup
0≤t≤T
|θε(t)− vε(t)|2 > η, sup
0≤t≤T
‖vε(t)‖2Hδ ≤M) ≤ e−R/ε. (4.7)
By the same argument as in [36, Lemma 3.2] and S.1) we have
lim
M→∞
sup
0<ε≤1
ε logP ( sup
0≤t≤T
‖vε(t)‖2Hδ > M) = −∞. (4.8)
Then for any R > 0, there exists a constant M such that for every ε ∈ (0, 1] the following
inequality holds:
P ( sup
0≤t≤T
‖vε(t)‖2Hδ > M) ≤ e−R/ε. (4.9)
By (4.7) and (4.9), we know that there exists ε0 such that for every ε satisfying 0 < ε ≤ ε0 we
have
P ( sup
0≤t≤T
|θε(t)− vε(t)|2 > η) ≤ 2e−R/ε.
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Since R is arbitrary, we obtain (4.4).
Hence the proof of Theorem 4.1 is complete. 
Note that the solution of (4.1) is not as regular as in the case of the 2D stochastic Navier-
Stokes equation. In Theorem 4.1 we use the regularity of vε to control the nonlinear term,
but we can not approximate the initial value in (4.1) to obtain the large deviation principle on
L∞([0, T ], H) for general initial value in Lp as Xu and Zhang did in [36] for the 2D stochastic
Navier-Stokes equation since the nonlinear term can not be dominated. To overcome this
difficulty, now we enlarge the state space of the solution and use Lp norm estimate to control
the nonlinear term. Then we establish the large deviation principle on L∞([0, T ], H−1/2).
We consider the following condition on G.
S.3) There exists a constant L2 such that
‖Λ−1/2(G(θ1)−G(θ2))‖2L2(U,H) ≤ L2|Λ−1/2(θ1 − θ2)|2, θ1, θ2 ∈ Hα.
Remark Typical examples for G satisfying Hypothesis 3.5 and S.1)-S.3) have the following
form: for θ ∈ Hα
G(θ)y =
∞∑
k=1
bk〈y, fk〉Uθ, y ∈ U,
where bk are C
∞ functions on T2 satisfying
∑∞
k=1 b
2
k(ξ) ≤ M and
∑∞
k=1 |Λ1+εbk|2 ≤M for some
ε > 0.
Let µ¯ε be the law of θε on L∞([0, T ], H−1/2). Now we formulate our main result about the
small time large deviation principle for (4.1).
Theorem 4.2 Suppose that S.1) for δ ≥ (3
4
− α
2
)∨(α− 1
2
) and Hypothesis 3.5, S.3) hold. Then
for θ0 ∈ Lp, µ¯ε satisfies the large deviation principle on L∞([0, T ], H−1/2) with rate function I
given by (4.2).
It is sufficient to show that the two families of probability measures µ¯ε and νε (for simplicity
we still use the same notation) are exponentially equivalent, i.e. for any η > 0,
lim
ε→0
ε logP ( sup
0≤t≤T
|Λ−1/2(θε(t)− vε(t))|2 > η) = −∞. (4.10)
Then the conclusion in Theorem 4.2 follows directly from [11, Theorem 4.2.13].
In order to show (4.10) we prove a few lemmas in below.
Lemma 4.3
lim
M→∞
sup
0<ε≤1
ε logP ( sup
0≤t≤T
‖θε(t)‖pLp > M) = −∞.
Proof We consider the same approximation θε,n to θε as in [28, Theorem 3.3]. We pick a
smooth function φ ≥ 0 such that supp φ ⊂ [1, 2] and ∫∞
0
φ = 1. Then for σ > 0 we define
Uσ[θ](t) :=
∫ ∞
0
φ(τ)(kσ ∗R⊥θ)(t− στ)dτ,
where kσ is the periodic Poisson kernel in T
2 given by k̂σ(ζ) = e
−σ|ζ|, ζ ∈ Z2, and we set θ(t) = 0
for t < 0.
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We take a sequence δn converging to 0 and consider the following equation:
dθε,n(t) + εAαθ
ε,n(t)dt+ εuε,n(t) · ∇θε,n(t)dt = √εkδn ∗G(θε,n)dW (t) (4.11)
with initial data θε,n(0) = kδn ∗ θ0 and uε,n = Uδn [θε,n]. For a fixed n, this is a linear equation
in θn,ε on each subinterval [tnk , t
n
k+1] with t
n
k = kδn, since u
ε,n is determined by the values of θε,n
on the two previous subintervals.
Then by [28, Theorem 3.3, Step 2] , there exists a weak solution to (4.11) which converges
in distribution to θε in L2([0, T ], H) ∩ C([0, T ], H−β).
By [20, Lemma 5.1] we have (here we write θ(t) = θε,n(t), u(t) = uε,n(t) to simplify the
notation)
‖θ(t)‖pLp =‖kδn ∗ θ0‖pLp + ε
∫ t
0
[
− p
∫
T2
|θ(s)|p−2θ(s)(Λ2αθ(s) + u(s) · ∇θ(s))dx
+
1
2
p(p− 1)ε
∫
T2
|θ(s)|p−2(
∑
j
|kδn ∗G(θ(s))(fj)|2)dx
]
ds
+ p
√
ε
∫ t
0
∫
T2
|θ(s)|p−2θ(s)kδn ∗G(θ(s))dxdW (s)
≤‖θ0‖pLp +
1
2
p(p− 1)ε
∫ t
0
∫
T2
|θ(s)|p−2(
∑
j
|kδn ∗G(θ(s))(fj)|2)dxds
+ p
√
ε
∫ t
0
∫
T2
|θ(s)|p−2θ(s)kδn ∗G(θ(s))dxdW (s)
≤‖θ0‖pLp + ε
∫ t
0
(∫
T2
|θ(s)|pdx+ C
∫
(
∑
j
|kδn ∗G(θ(s))(fj)|2)p/2dx
)
ds
+ p
√
ε
∫ t
0
∫
T2
|θ(s)|p−2θ(s)kδn ∗G(θ(s))dxdW (s),
where in the first inequality we used divu = 0 and
∫ |θ|p−2θΛ2αθ ≥ 0 (cf. [27, Lemma 3.2]) as
well as Young’s inequality in the second inequality.
Then by Hypothesis 3.5 (iii) we have
sup
t∈[0,T ]
‖θ(t)‖pLp ≤‖θ0‖pLp + εCT + Cε
∫ T
0
sup
t∈[0,s]
‖θ(t)‖pLpds
+p
√
ε sup
0≤t≤T
|
∫ t
0
∫
T2
|θ(s)|p−2θ(s)kδn ∗G(θ(s))dxdW (s)|.
Therefore, for q ≥ 2 we obtain
(E( sup
t∈[0,T ]
‖θ(t)‖pqLp))1/q ≤‖θ0‖pLp + εCT + Cε(E(
∫ T
0
sup
t∈[0,s]
‖θ(t)‖pLpds)q)1/q
+p
√
ε(E sup
0≤t≤T
|
∫ t
0
∫
T2
|θ(s)|p−2θ(s)kδn ∗G(θ(s))dxdW (s)|q)1/q.
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Using (4.6) and Minkowski’s inequality we have
p
√
ε(E sup
0≤t≤T
|
∫ t
0
∫
T2
|θ(s)|p−2θ(s)kδn ∗G(θ(s))dxdW (s)|q)1/q
≤ pc√qε(E(
∫ T
0
(
∫
T2
|θ(s)|p−1(
∑
j
|kδn ∗G(θ(s))(fj)|2)1/2dx)2ds)q/2)1/q
≤ pc√qε(E( sup
s∈[0,T ]
‖θ(s)‖p−1Lp (
∫ T
0
(
∫
T2
(
∑
j
|kδn ∗G(θ(s))(fj)|2)p/2dx)2/pds)1/2)q)1/q
≤ pc√qε(E( sup
s∈[0,T ]
‖θ(s)‖p−1Lp (
∫ T
0
(
∫
T2
(
∑
j
|kδn ∗G(θ(s))(fj)|2)p/2dx)ds)1/p)q)1/q
≤ 1
2
(E sup
s∈[0,T ]
‖θ(s)‖pqLp)1/q + c(p)(qε)p/2(E(
∫ T
0
(
∫
T2
(
∑
j
|kδn ∗G(θ(s))(fj)|2)p/2dx)ds)q)1/q
≤ 1
2
(E sup
s∈[0,T ]
‖θ(s)‖pqLp)1/q + c(p)(qε)p/2
[∫ T
0
(
1 + (E‖θ(s)‖pqLp)1/q
)
ds
]
,
where in the last inequality we use Hypothesis 3.5 iii) and Jesen’s inequality.
Hence,
(E( sup
t∈[0,T ]
‖θ(t)‖pqLp))1/q ≤2‖θ0‖pLp + εCT + Cε
∫ T
0
(E sup
t∈[0,s]
‖θ(t)‖pqLp)1/qds
+c(p)(qε)p/2
[∫ T
0
(
1 + (E‖θ(s)‖pqLp)1/q
)
ds
]
.
Applying Gronwall’s lemma we obtain that
(E( sup
t∈[0,T ]
‖θ(t)‖pqLp))1/q ≤
[
2‖θ0‖pLp + εCT + c(p)(qε)p/2T
]
exp
[
CTε+ c(p)T (qε)p/2
]
.
Letting n→∞ we get
(E( sup
t∈[0,T ]
‖θε(t)‖pqLp))1/q ≤
[
2‖θ0‖pLp + εCT + c(p)(qε)p/2T
]
exp
[
CTε+ c(p)T (qε)p/2
]
.
Since
P ( sup
0≤t≤T
‖θε(t)‖pLp > M) ≤M−qE( sup
t∈[0,T ]
‖θε(t)‖pqLp),
letting q = 2/ε we get
ε logP ( sup
0≤t≤T
‖θε(t)‖pLp > M) ≤ −2 logM + 2 log(E( sup
t∈[0,T ]
‖θε(t)‖pqLp))1/q
≤− 2 logM + 2 log(2‖θ0‖pLp + εCT + CT ) + 2CTε+ 2CT.
Hence the proof is complete. 
Since Hδ ∩ Lp is dense in Lp, there exists a sequence {θn0} ⊂ Hδ ∩ Lp such that
lim
n→∞
‖θn0 − θ0‖Lp = 0.
19
Let θεn be the solution of (4.1) with initial value θ
n
0 . From the proof of Lemma 4.3, it follows
that
lim
M→∞
sup
n
sup
0<ε≤1
ε logP ( sup
0≤t≤T
‖θεn(t)‖pLp > M) = −∞. (4.12)
Let vεn be the solution of (4.3) with initial value θ
n
0 . By the same argument as in (4.8) and
Lemma 4.3 we have the following result.
Lemma 4.4 For every n ∈ Z+,
lim
M→∞
sup
0<ε≤1
ε logP ( sup
0≤t≤T
(‖vεn(t)‖2Hδ + ‖vεn(t)‖pLp) > M) = −∞.
Lemma 4.5 For every η > 0,
lim
n→∞
sup
0<ε≤1
ε logP ( sup
0≤t≤T
‖θεn(t)− θε(t)‖2H−1/2 > η) = −∞.
Proof For M > 0, we define the following stopping time for N0 =
α
α− 1
2
− 1
p
:
τ¯ε,M = inf{t ≥ 0 :
∫ t
0
‖θε(t)‖N0Lpdt > M}.
Clearly, we have
P ( sup
0≤t≤T
‖θεn(t)− θε(t)‖2H−1/2 > η,
∫ T
0
‖θε(t)‖N0Lpdt ≤ M)
≤P ( sup
0≤t≤T∧τ¯ε,M
‖θεn(t)− θε(t)‖2H−1/2 > η).
(4.13)
Let k be a positive constant and N0 =
α
α− 1
2
− 1
p
. Then applying Ito’s formula to
e−kε
∫ t∧τ¯ε,M
0 ‖θε(s)‖
N0
Lp
ds|Λ−1/2(θε(t ∧ τ¯ε,M)− θεn(t ∧ τ¯ε,M))|2
we get
e−kε
∫ t∧τ¯ε,M
0 ‖θε(s)‖
N0
Lp
ds|Λ−1/2(θε(t ∧ τ¯ε,M)− θεn(t ∧ τ¯ε,M))|2
+ 2εκ
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε(r)‖
N0
Lp
dr|Λα− 12 (θε(s)− θεn(s))|2ds
=|Λ− 12 (θ0 − θn0 )|2 − kε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε‖
N0
Lp
dr‖θε(s)‖N0Lp |Λ−
1
2 (θε(s)− θεn(s))|2ds
− 2ε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0
‖θε‖N0
Lp
dr〈uε(s) · ∇θε(s)− uεn(s) · ∇θεn(s),Λ−1(θε(s)− θεn(s))〉ds
+ 2
√
ε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0
‖θε‖N0
Lp
dr〈Λ−1/2(θε(s)− θεn(s)),Λ−1/2(G(θε(s))−G(θεn(s)))dW (s)〉
+ ε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε‖
N0
Lp
dr‖Λ−1/2(G(θε(s))−G(θεn(s)))‖2L2(U,H)ds,
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where uεn satisfies (1.3) with θ replaced by θ
ε
n.
Note that
〈uε · ∇θε − uεn · ∇θεn,Λ−1(θε − θεn)〉
=〈(uεn − uε) · ∇θεn,Λ−1(θεn − θε)〉+ 〈uε · ∇(θεn − θε),Λ−1(θεn − θε)〉.
Moreover, we also have (cf.e.g. [27])
〈(uεn − uε) · ∇θεn,Λ−1(θεn − θε)〉 = 0 (4.14)
and
|〈uε · ∇(θεn − θε),Λ−1(θεn − θε)〉| = |〈uε · ∇Λ−1(θεn − θε), θεn − θε〉|
≤‖uε‖Lp‖θεn − θε‖Lp′‖∇Λ−1(θεn − θε)‖Lp′
≤C‖uε‖Lp‖θεn − θε‖H1/p‖∇Λ−1(θεn − θε)‖H1/p
≤C‖uε‖Lp‖Λ−1(θεn − θε)‖2
H
1+ 1p
≤C‖θε‖Lp‖Λ−1(θεn − θε)‖2/NH1/2‖Λ−1(θεn − θε)‖
2(1− 1
N
)
H
1
2+α
≤κ|Λα− 12 (θεn − θε)|2 + C0‖θε‖N0Lp |Λ−1/2(θεn − θε)|2,
(4.15)
where 1
p
+ 2
p′
= 1 and we used that divuε = 0 in the first equality and H1/p →֒ Lp′ in the second
inequality, the interpolation inequality in the forth inequality and Young’s inequality in the
last inequality.
Therefore, by (4.14), (4.15) and S.3)
e−kε
∫ t∧τ¯ε,M
0 ‖θε(s)‖
N0
Lp
ds|Λ−1/2(θε(t ∧ τ¯ε,M)− θεn(t ∧ τ¯ε,M))|2
+ 2εκ
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε(r)‖
N0
Lp
dr|Λα− 12 (θε(s)− θεn(s))|2ds
≤|Λ− 12 (θ0 − θn0 )|2 − kε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε‖
N0
Lp
dr‖θε(s)‖N0Lp |Λ−
1
2 (θε(s)− θεn(s))|2ds
+ 2ε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0
‖θε‖N0
Lp
dr(κ|Λα− 12 (θεn(s)− θε(s))|2 + C0‖θε(s)‖N0Lp |Λ−1/2(θεn(s)− θε(s))|2)ds
+ 2
√
ε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε(s)‖
N0
Lp
dr〈Λ−1/2(θε(s)− θεn(s)),Λ−1/2(G(θε(s))−G(θεn(s)))dW (s)〉
+ Cε
∫ t∧τ¯ε,M
0
e−kε
∫ s
0 ‖θε‖
N0
Lp
dr|Λ−1/2(θε(s)− θεn(s))|2ds.
Choosing k > 2C0 and using (4.6) we have
(E[ sup
0≤s≤t∧τ¯ε,M
e−kε
∫ s
0
‖θε(r)‖N0
Lp
dr|Λ−1/2(θε(s)− θεn(s))|2]q)2/q
≤2|Λ− 12 (θ0 − θn0 )|4
+C(qε+ tε2)
∫ t
0
(E[ sup
0≤r≤s∧τ¯ε,M
e−kε
∫ s
0 ‖θε(r)‖
N0
Lp
dr|Λ−1/2(θε(s)− θεn(s))|2]q)2/qds.
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Applying Gronwall’s lemma we obtain
(E[ sup
0≤s≤T∧τ¯ε,M
e−kε
∫ s
0
‖θε(r)‖N0
Lp
dr|Λ−1/2(θε(s)− θεn(s))|2]q)2/q ≤ 2|Λ−
1
2 (θ0 − θn0 )|4eCT (qε+ε
2T ).
Hence we have
(E[ sup
0≤s≤T∧τ¯ε,M
|Λ−1/2(θε(s)− θεn(s))|2]q)2/q ≤ 2e2kM |Λ−
1
2 (θ0 − θn0 )|4eCT (qε+ε
2T ).
Fixing M and taking q = 2/ε we get
sup
0<ε≤1
ε logP ( sup
0≤t≤T∧τ¯ε,M
‖θεn(t)− θε(t)‖2H−1/2 > η)
≤ sup
0<ε≤1
ε log
E[sup0≤s≤T∧τ¯ε,M |Λ−1/2(θε(s)− θεn(s))|2q]
ηq
≤2kM + log 2|Λ− 12 (θ0 − θn0 )|4 − 2 log η + C
→−∞, as n→∞.
(4.16)
By Lemma 4.3, for any R > 0 there exists a constant M such that for every ε ∈ (0, 1] the
following inequality holds:
P (
∫ T
0
‖θε(t)‖N0Lpdt > M) ≤ P ( sup
0≤t≤T
‖θε(t)‖pLp > (
M
T
)p/N0) ≤ e−R/ε. (4.17)
For such M , according to (4.13) and (4.16), there exists a constant N2 such that for every
n ≥ N2,
sup
0<ε≤1
ε logP ( sup
0≤t≤T
‖θεn(t)− θε(t)‖H−1/2 > η,
∫ T
0
‖θε(t)‖N0Lpdt ≤M) ≤ −R. (4.18)
Combining (4.17) and (4.18) we conclude that there exists a positive integer N2 such that for
every n ≥ N2 and ε ∈ (0, 1]
P ( sup
0≤t≤T
‖θεn(t)− θε(t)‖2H−1/2 > η) ≤ 2e−R/ε.
Since R is arbitrary, the assertion of the lemma follows. 
The next lemma can be proved similarly as Lemma 4.5.
Lemma 4.6 For every η > 0,
lim
n→∞
sup
0<ε≤1
ε logP ( sup
0≤t≤T
‖vεn(t)− vε(t)‖2H−1/2 > η) = −∞.
Lemma 4.7 For every η > 0 and every positive integer n,
lim
ε→0
ε logP ( sup
0≤t≤T
‖θεn(t)− vεn(t))‖2H−1/2 > η) = −∞.
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Proof For M > 0, we define the following stopping times:
τnε,M = inf{t : ‖vεn(t)‖2Hδ + ‖vεn(t)‖pLp > M}.
Then we have
P ( sup
0≤t≤T
‖θεn(t)− vεn(t)‖2H−1/2 > η, sup
0≤t≤T
(‖vεn(t)‖2Hδ + ‖vεn(t)‖pLp) ≤M)
≤P ( sup
0≤t≤T∧τnε,M
‖θεn(t)− vεn(t)‖2H−1/2 > η).
(4.19)
Applying Itoˆ’s formula to |Λ−1/2(vεn(t ∧ τnε,M)− θεn(t ∧ τnε,M))|2 we get
|Λ−1/2(vεn(t ∧ τnε,M)− θεn(t ∧ τnε,M))|2 + 2εκ
∫ t∧τnε,M
0
|Λα− 12 (vεn(s)− θεn(s))|2ds
=2ε
∫ t∧τnε,M
0
〈Aαvεn(s),Λ−1(vεn(s)− θεn(s))〉ds+ 2ε
∫ t∧τnε,M
0
〈uεn · ∇θεn,Λ−1(vεn − θεn)〉ds
+ 2
√
ε
∫ t∧τnε,M
0
〈Λ−1/2(vεn − θεn),Λ−1/2(G(vεn)−G(θεn))dW 〉
+ ε
∫ t∧τnε,M
0
‖Λ−1/2(G(vεn)−G(θεn))‖2L2(U,H)ds.
Note that by similar arguments as in (4.14) and (4.15), we have
|〈uεn · ∇θεn,Λ−1(vεn − θεn)〉|
=|〈(uεn − uεvn) · ∇θεn,Λ−1(θεn − vεn)〉
+ 〈uεvn · ∇(θεn − vεn),Λ−1(θεn − vεn)〉
+ 〈uεvn · ∇vεn,Λ−1(θεn − vεn)〉|
≤κ
2
|Λα− 12 (θεn − vεn)|2 + C‖vεn‖N0Lp |Λ−1/2(θεn − vεn)|2 + C‖vεn‖4Hδ ,
where uεvn satisfies (1.3) with θ replaced by v
ε
n. Here in the last step for the last term we use
the following estimate:
|〈uεvn · ∇vεn,Λ−1(θεn − vεn)〉| = |〈uεvn · ∇Λ−1(θεn − vεn), vεn〉| ≤ ‖θεn − vεn‖Lp1‖vεn‖2Lp2
≤ |Λα− 12 (θεn − vεn)||Λδvεn|2,
where 1
p1
+ 2
p2
= 1, 1
p1
+ α−1/2
2
= 1
2
and we use Hα−
1
2 ⊂ Lp1 and Hδ ⊂ Lp2 since δ ≥ (3
4
− α
2
).
Therefore, by S.3)
|Λ−1/2(vεn(t ∧ τnε,M)− θεn(t ∧ τnε,M))|2 + 2εκ
∫ t∧τnε,M
0
|Λα− 12 (vεn − θεn)|2ds
≤2ε
∫ t∧τnε,M
0
κ
2
|Λα− 12 (vεn − θεn)|2 + C|Λα−
1
2vεn|2ds
+ 2ε
∫ t∧τnε,M
0
κ
2
|Λα− 12 (θεn − vεn)|2 + C‖vεn‖N0Lp |Λ−1/2(θεn − vεn)|2 + C‖vεn‖4Hδds
+ 2
√
ε
∫ t∧τnε,M
0
〈Λ−1/2(vεn − θεn),Λ−1/2(G(vεn)−G(θεn))dW 〉
+ εC
∫ t∧τnε,M
0
|Λ−1/2(vεn − θεn)|2ds.
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Then Gronwall’s lemma yields that
|Λ−1/2(vεn(t ∧ τnε,M)− θεn(t ∧ τnε,M))|2 ≤
[
2Cε
∫ t∧τnε,M
0
(|Λα− 12 vεn|2 + ‖vεn‖4Hδ)ds
+ 2
√
ε|
∫ t∧τnε,M
0
〈Λ−1/2(vεn − θεn),Λ−1/2(G(vεn)−G(θεn))dW 〉|
]
eεC
∫ t∧τnε,M
0 ‖vεn‖
N0
Lp
ds+Ctε.
Using (4.6) we have
(E[ sup
0≤s≤t∧τnε,M
|Λ−1/2(vεn(s)− θεn(s))|2]q)2/q
≤CeεCtMN0/p+Ctε
[
(εMt + εM2t)2 + qε
∫ t
0
(E[ sup
0≤r≤s∧τnε,M
|Λ−1/2(vεn(r)− θεn(r))|2]q)2/qds
]
.
By Gronwall’s lemma we obtain that
(E[ sup
0≤s≤T∧τnε,M
|Λ−1/2(vεn(s)− θεn(s))|2]q)2/q
≤CeεCTMN0/p+CTε(εMT + εM2T )2 exp
[
CqTεeεCTM
N0/p+CTε
]
.
Fixing M and taking q = 2/ε we have
ε logP ( sup
0≤t≤T∧τε,M
‖θεn(t)− vεn(t)‖2H−1/2 > η)
≤ε log E[sup0≤s≤T∧τε,M |Λ
−1/2(vεn(s)− θεn(s))|2q]
ηq
≤ logC(εMT + εM2T )2 − 2 log η + CTeεCTMN0/p+CTε + εCMN0/p + CTε
→−∞, as ε→ 0.
(4.20)
Therefore, there exists ε0 such that for every ε satisfying 0 < ε ≤ ε0,
P ( sup
0≤t≤T
‖θεn(t)− vεn(t)‖2H−1/2 > η, sup
0≤t≤T
(‖vεn(t)‖2Hδ + ‖vεn(t)‖pLp) ≤M) ≤ e−R/ε. (4.21)
By Lemma 4.4 and (4.21), we know that there exists ε0 such that for every ε satisfying 0 < ε ≤ ε0
we have
P ( sup
0≤t≤T
‖θεn(t)− vεn(t)‖2H−1/2 > η) ≤ 2e−R/ε.
Since R is arbitrary, the desired result follows. 
Now we can finish the proof of Theorem 4.2.
Proof of Theorem 4.2 By Lemmas 4.5 and 4.6, we have for every R > 0 there exists N2 such
that
P ( sup
0≤t≤T
‖θεN2(t)− θε(t)‖2H−1/2 >
η
3
) ≤ e−R/ε for any ε ∈ (0, 1];
and
P ( sup
0≤t≤T
‖vεN2(t)− vε(t)‖2H−1/2 >
η
3
) ≤ e−R/ε for any ε ∈ (0, 1].
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For such N2, according to Lemma 4.7, there exists ε0 such that for every ε satisfying 0 < ε ≤ ε0,
P ( sup
0≤t≤T
‖θεN2(t)− vεN2(t)‖2H−1/2 >
η
3
) ≤ e−R/ε.
Therefore, for every ε satisfying 0 < ε ≤ ε0 we have
P ( sup
0≤t≤T
‖θε(t)− vε(t)‖2H−1/2 > η) ≤ 3e−R/ε.
Since R is arbitrary, we have
lim
ε→0
ε logP ( sup
0≤t≤T
|Λ−1/2(θε(t)− vε(t))|2 > η) = −∞,
i.e. (4.10) holds. Hence the proof of Theorem 4.2 is complete. 
Appendix
Theorem A.1 Suppose that A.1)-A.3) hold. Then for any θ0 ∈ Hδ∩Lp with p in Hypothesis
3.5 iii), (3.8) has a unique solution
θv ∈ L∞([0, T ], Hδ ∩ Lp) ∩ L2([0, T ], Hδ+α) ∩ C([0, T ], H−β)
and it has the following estimate:
sup
t∈[0,T ]
(|Λδθv(t)|2 + ‖θv(t)‖pLp) +
∫ T
0
|Λδ+αθv(s)|2ds ≤ C, (A.4)
where C is some constant only depending on |Λδθ0|, ‖θ0‖Lp, T and
∫ T
0
|v|2Uds.
Proof In the following we will assume that δ < 1. The case for δ ≥ 1 is similar.
[Step 1] We first establish the existence of solutions of the following equation
dθ(t)
dt
+ Aαθ(t) + w(t) · ∇θ(t) = kσ ∗G(θ(t))v(t), (A.5)
θ(0) = θ0 ∈ H3
with a given smooth function w(t) which satisfies divw(t) = 0 and supt∈[0,T ] ‖w(t)‖C3 ≤ C.
Here kσ ∗G(θ) means for y ∈ U , kσ ∗G(θ)(y) = kσ ∗ (G(θ)(y)), where kσ is the periodic Poisson
kernel in T2 given by k̂σ(ζ) = e
−σ|ζ|, ζ ∈ Z2.
Then we have the following apriori estimate
d
dt
|Λ3θ|2 + 2κ|Λ3+αθ|2 ≤ 2|〈w · ∇θ,Λ6θ〉|+ 2|〈Λ3θ,Λ3kδ ∗G(θ)v〉|.
By Lemmas 2.1 and 2.2 we have that
|〈Λ3−α(w · ∇θ),Λ3+αθ〉| ≤ C‖w‖C3(T2)|Λ4−αθ||Λ3+αθ| ≤ C|Λ3θ|2 + κ|Λ3+αθ|2,
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where in the last inequality we use the interpolation inequality and Young’s inequality.
Note that we also have
|Λ3kσ ∗G(θ)v| ≤ C(σ)‖G(θ)‖L2(U,H)|v|U ≤ C|v|U(|Λαθ|+ 1).
Thus,
d
dt
|Λ3θ|2 + κ|Λ3+αθ|2 ≤ C|v|U(|Λ3θ|2 + 1) + C|Λ3θ|2.
Then by the standard Galerkin approximation we obtain that there exists a solution θ ∈
L∞([0, T ], H3) ∩ L2([0, T ], H3+α) ∩ C([0, T ], H1) of (A.5).
[Step 2] Now we construct an approximation of (3.8).
We pick a smooth φ ≥ 0, with supp φ ⊂ [1, 2] and ∫∞
0
φ = 1, and for σ > 0 let
Uσ[θ](t) :=
∫ ∞
0
φ(τ)(kσ ∗R⊥θ)(t− στ)dτ,
where kσ is the periodic Poisson Kernel in T
2 given by k̂σ(ζ) = e
−σ|ζ|, ζ ∈ Z2, and we set
θ(t) = 0 for t < 0.
We take a sequence δn ↓ 0 and consider the equation
dθn(t)
dt
+ Aαθn(t) + un(t) · ∇θn(t) = kδn ∗G(θn)v(t) (A.6)
with initial data θn(0) = kδn ∗ θ0 and un = Uδn [θn].
For a fixed n, this is a linear equation in θn on each subinterval [t
n
k , t
n
k+1] with t
n
k = kδn,
since un is determined by the values of θn on the two previous subintervals.
By [Step 1], we obtain the existence of a solution to (A.6) for fixed n. Moreover by (A.1)
the solution satisfies the following Lp norm estimate:
d
dt
‖θn‖pLp = p
∫
|θn|p−2θn(kδn ∗G(θn)v − un · ∇θn − Λ2αθn)dx
≤ p
∫
|θn|p−2θnkδn ∗G(θn)vdx ≤ C|v|U(‖θn‖pLp + 1).
Here in the first inequality we use divun = 0 and
∫ |θn|p−2θnΛ2αθn ≥ 0 (c.f. [27, Lemma 3.2]).
Then Gronwall’s lemma implies that
sup
t∈[0,T ]
‖θn‖pLp ≤ (‖θ0‖pLp +
∫ T
0
|v|Udt) exp (
∫ T
0
|v|Udt).
By (2.1) we have
sup
t∈[0,T ]
‖un‖pLp ≤ C(‖θ0‖pLp +
∫ T
0
|v|Udt) exp (
∫ T
0
|v|Udt).
Now we prove the uniform Hδ estimate:
d
dt
|Λδθn|2 + 2κ|Λδ+αθn|2 ≤ 2|〈Λδ(un · ∇θn),Λδθn〉|+ 2|〈Λδθn,Λδkδn ∗G(θn)v〉|.
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By [27, Proposition 3.6] we have
|〈Λδ(un · ∇θn),Λδθn〉| ≤ κ
4
|Λδ+αθn|2 + κ
8
|Λδ+αun|2 + C‖un‖N0Lp |Λδθn|2 + C‖θn‖N0Lp |Λδun|2,
where N0 =
α
α− 1
2
− 1
p
.
By A.2) we also obtain
|〈Λδθn,Λδkδn ∗G(θn)v〉| ≤ C|v|U |Λδθn|(|Λδ+αθn|+ 1) ≤ ε|Λδ+αθn|2 + C(|v|2U |Λδθn|2 + 1).
Thus,
|Λδθn(t)|2 + κ
∫ t
0
|Λδ+αθn|2ds ≤
∫ t
0
[
2C‖un‖N0Lp |Λδθn|2 + C‖θn‖N0Lp |Λδun|2 + C(|v|2U |Λδθn|2 + 1)
]
ds.
Note that we have (here we cannot control |Λδun| by |Λδθn| pointwisely in time)∫ t
0
|Λδun|2ds ≤ C
∫ t
0
|Λδθn|2ds.
Using Gronwall’s inequality and Lp norm estimate above we obtain the uniform Hδ estimate
for θn.
Then by standard argument we know that θn converges to the solution θv of (3.8), which
implies (A.4). The proof of uniqueness is the same as in [27, Theorem 3.7] by A.3). 
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