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Abstract   The Dynamic Cross-Correlation Map(DCCM) technique has been used 
extensively to study protein dynamics. In this work, we introduce the use of the method 
of Correlation of Probability of Recurrence (CPR) as a complementary method to detect 
correlations between protein residue atoms. Time series of the distances of the Cα atoms 
of the β-Lactamase Inhibitory protein(BLIP) from a reference position are analyzed using 
CPR and Mutual Information(MI). The results are compared to those provided by 
DCCM. In comparison to MI, CPR is found to detect more of the correlations present in 
DCCM. It is also able to detect a small number of significant correlations between distant 
residues that are not detected by DCCM.    
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Introduction: 
The method of the dynamic cross-correlation map or matrix (DCCM) was 
introduced to study collective atomic motions in proteins [1,2]. Since then, it has been 
used extensively to study protein dynamics [3,4,5]. However, this method has drawbacks: 
First, it does not provide information about the size of the correlated motions. It only 
provides the value of correlation or anti-correlation between atomic motions. Second, for 
atoms moving in perfect correlated motion, but along perpendicular directions, the 
correlation value given will be zero. Thus only atoms moving along the same line will 
give an accurate correlation value. Third is the fact that the covariance matrix, upon 
which DCCM depends, only contains linear correlations. This is not suitable for protein 
motions that exhibit both linear and non-linear components. To deal with these 
limitations a generalized correlation approach based on mutual information(MI) was 
introduced. It was shown to identify more correlations than the DCCM method, and 
captured both linear and nonlinear correlations[6].  A method based on MI, but applied to 
time series of atom distances from a moving average, as opposed to their (x,y,z) 
coordinates, was recently used to study residue correlations[ 7,8]. The advantages of such 
an approach are:a) lower computational cost, which can be significant for large proteins, 
b) the independence of the correlations from the direction of motion, c)the ability to 
detect both linear and nonlinear correlations. In this work, a method based on the 
recurrences in time series of atom distances from a reference position will be applied to 
find correlations between the different residues of the protein system under study.  
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The formal concept of recurrence was introduced by Henri Poincaré in 1890 [9]. 
In 1987 the method of recurrence plots (RPs) was introduced as a visualization tool to 
highlight recurrences of dynamical systems [10]. This technique was later upgraded to 
give quantitative results and became known as recurrence quantification analysis (RQA) 
[11]. Since then, it has been used in many fields [12]. 
Recurrence plots (RP) and Recurrence Quantification Analysis (RQA) have been 
used extensively to study proteins over the years [13 – 47]. Most of the work investigated 
the sequence-structure relationship in proteins. A few works dealt with analyzing protein 
molecular dynamics simulations [13,14,20], and the Lennard-Jones systems of different 
fluid and solid states [36].  
The RP is a non-linear analysis method. It visualizes graphically the recurrence of 
a state S  to a former state S  in the phase space trajectory of the system. For example, 
assume that a dynamical system, with an unknown time evolution law, is being 
investigated experimentally. If a scalar time-series {  } representing one of the 
measurable quantities for this system is available, then the trajectory of this dynamical 
system can be reconstructed [48]. This reconstruction involves using time delays. The 
dynamics of the system are presumably stored in the time-series for the single measurable 
quantity, with the time delays approximating derivatives [49]. The m-dimensional orbit is 
re-constructed from the scalar   , such that S = (  ,   + 1 ,…..   + m− 1). This m-dimensional 
vector in phase space, S , represents the state of the system at time  . The RP can be 
prepared by assigning a black dot at each point ( ,  ) whenever a point S  lies within the 
ball of radius ɛ centered at S . In other words, if two vectors representing the state of the 
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system are within a certain tolerance from each other, then this means that the system is 
in similar states at two different time instances,   and  . The mathematical expression of 
the RP is given by: 
 
  ,  (ɛ) = Θ (ɛ−∥S −S ∥)      , =1,…..,                       (1) 
where N is the number of states, ɛ is a threshold distance, Θ is the Heaviside function (i.e. 
Θ( x) = 0 if x<0 and 1 otherwise), and ∥.∥ is the Euclidean norm. 
The embedding dimension (m) represents the degrees of freedom (or the number 
of dominant operating variables) in the dynamical system of interest. It is estimated by 
the method of false nearest neighbors [50]. The delay parameter (d) determines the 
number of points to be skipped in the time-series between the numbers forming the m-
dimensional vector S. It is set to a value that makes the interaction between the points of 
the measured time-series minimum, and is estimated by finding the first minimum in the 
mutual information function [51].  The norm parameter determines the size and the shape 
of the neighborhood surrounding each reference point. There are three types of norms: 
minimum, maximum, and Euclidean norms.  In this work, the Euclidean norm will be 
used due to its intermediate value of neighbors between the maximum and minimum 
norms [12]. The threshold or radius parameter (ɛ) is the limit that transforms the distance 
matrix (DM) into a recurrence matrix (RM). It plays a role similar to that of the 
Heaviside function. Elements (i, j) in the DM with distances between states at or below 
the radius cutoff are included in the RM (Ri,j = 1). Elements above the cutoff are 
excluded from RM (Ri,j = 0). This threshold can be chosen using a number of different 
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techniques. In this work, it will be chosen to give a recurrence ratio of 1% for the whole 
matrix [12].  
For each diagonal line in the recurrence plot, a distance τ away from the main 
diagonal, a τ-recurrence rate can be defined [12]. This measure can be considered as a 
probability of recurrence, and simply gives the rate of dark points (Ri,j =1) per line 
parallel to the main diagonal. It is given by 

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where N is the number of states. In other words, P(τ) gives an estimate of the probability 
that a system will return to a certain state after a delay of τ[Fig.1]. If we are interested in 
detecting synchronization between two systems x and y, a measure based on the 
probability of recurrence can be defined as the correlation between px(τ) and py(τ) 
 pp
y
CPR . 
x
                                     (3) 
where the two probabilities of recurrence values are normalized to zero mean, and a 
standard deviation of 1,respectively. If the two systems are perfectly synchronized then 
CPR has a value of 1. If they are not synchronized at all, CPR will have a value of zero 
[52].  The synchronization value is independent of the amplitude of the motions. This 
technique has been used to investigate correlations in financial datasets [53] and brain 
dynamics [54]. In this work, the CPR value is calculated for τ larger than 5 time steps to 
remove the bias towards high values (P(0)=1)[54]. 
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Figure 1 . The probability of recurrence (P(τ))  for residue 49 in BLIP, as a function of 
the delay time steps.  
Due to the fact that the underlying dynamics of the protein residues are not known 
exactly, one needs to test for the statistical significance of the results given by the CPR 
values. For this goal, the method of twin surrogates is used [55]. Assume that a CPR 
value, C0, is calculated between the two system time series. The original time series 
representing one of the systems is not modified, while a number of independent, 
surrogate, copies of the other system time series are produced based on its recurrence 
properties. A set of CPR values between the first system original time series, and the 
surrogate copies of the second system time series, are then calculated.   The z-test is then 
used to compute the statistical significance of the observed CPR value at a certain P-
value. 
 
Figure 2. The structure of the BLIP protein(PDB entry 3gmu).  
 
In this work, the protein system to be analyzed is the β-Lactamase Inhibitory 
Protein (BLIP) produced by Streptomyces clavuligerus [Fig.2]. This 165 amino-acid 
protein  inhibits a variety of  β-Lactamase enzymes by clamping over their active sites, 
with residues 49 and 142 playing a major role in this process[56,57].  It consists of two 
similar domains. The first domain (D1) consists of the amino acids 1-76. The second 
domain (D2) consists of the amino acids 80-165. Each domain is made up of a helix-
loop-helix motif packed against a four stranded β-sheet. Loops of varying lengths connect 
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the four strands in the anti-parallel β-sheet. The protein has a slightly concave interaction 
interface [57]. In this work, helices will be represented by the letter H. The β strands will 
be represented by the letter S. There are two disulphide bridges between residues 30 and 
42, and residues 109 and 131, respectively[57]. The secondary structure elements in D1 
are: H1(5-12), H2(17-26), H3(33-37), S1(30-31), S2(40-47), S3(50-58), S4(67-73). The 
secondary structure elements in D2 are: H4(84-91), H5(96-105), S5(109-115),S6(126-
132), S7(146-152), and S8(155-162). 
Methods 
The molecular dynamics simulation and related analysis are performed using the 
molecular dynamics computer programs NAMD[58] and VMD[59], respectively. The 
starting BLIP protein structure is downloaded from the protein data bank (PDB entry 
3gmu)[57]. Periodic boundary conditions are used in an 80Å X 80Å X 80Å box. The 
protein is neutralized using 20 Cl
-
 ions and 22 Na
+
 ions. The protein is solvated using 
15264 TIP3P waters( 0.15 M/ NaCl). The Particle-Mesh-Ewald method [60] is used to 
make the electrostatic calculations. A switching function is used for non-bonded 
interactions with a switch distance of 10 Å and a cutoff distance of 12 Å. A pair-list 
distance of 14 Å is used. The simulation is performed at constant pressure of 1.01325 atm 
with an integration step of 2fs. The protein is minimized using the conjugate gradient 
method for 2000 steps. This is followed by a gradual heating from an initial temperature 
of 100K in steps of 30K, with the simulation running for 10ps at each temperature, until 
reaching the final temperature of 310 K. The simulation then runs for a total of 16ns, with 
the atom positions saved every 1ps. The first 5ns of this simulation are considered the 
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equilibration stage. The analysis is performed over the next 10ns. For each protein 
residue, a time series of the root mean square deviation (RMSD) value for the Cα atoms 
(backbone atom) is prepared. This is done after removing translational and rotational 
motions using least square fitting. Each series is 1000 points long, with the time interval 
of 10ps between the points. The protein structure used as a reference in the RMSD 
calculations is that at the end of the 5ns equilibration interval in the simulation. 
The DCCM is calculated using the CARMA program over a time period of 10ns 
[61]. The MI matrix is calculated using the MILCA program [62]. This is performed 
using the k-nearest neighbor distance approach with k=6[63]. The MI matrix values are 
normalized to the range [0, 1] using the following transformation 
))2exp(1(
2/1
MIMI rawnorm 

  
 where MInorm and MIraw are the normalized and the raw mutual information values, 
respectively [6]. The recurrence parameters of embedding dimension and delay are 
calculated using the VRA program [64]. The threshold parameter for a recurrence value 
of 1% and the CPR matrix are calculated using the CRP toolbox[65]. All plots are 
prepared using MATLAB[66]. 
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Results and Discussion 
Figure 3 shows the inter-residue distance matrix for BLIP. Correlations between residues 
that are distant from each other should be of special interest [67].  For BLIP, most of 
these long distance correlations will be between inter-domain residues. 
  
 
Figure 3. The inter-residue distance matrix for BLIP. The distances(in Å) are calculated 
between the Cα atoms.  
 
Figure 4.The DCCM correlation map for BLIP. The secondary structure elements are 
shown. The color-map covers correlation values between -1 and 1. 
 
Figure 5. The MI correlation map for BLIP. The secondary structure elements are shown. 
The color-map covers correlation values between 0 and 1. The diagonal values are set to 
zero to improve color contrast. 
 
Figure 6. The CPR correlation map for BLIP. The secondary structure elements are 
shown. The color-map covers correlation values between 0 and 1. The diagonal values 
are set to zero to improve color contrast. 
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Figures 4,5, and 6 show the correlation results for BLIP by DCCM, MI, and CPR, 
respectively . All matrices are symmetric above and below the diagonal. The color 
scheme for DCCM is different from MI and CPR due to the presence of anti-correlations 
with negative values in DCCM. Weak, medium, and high correlations are chosen 
arbitrarily to refer to absolute values between 0 and .33, .34 and .66, and .67 to 1, 
respectively. For D1 (residues 1-76), DCCM shows that the whole domain moves in a 
highly correlated fashion except for a few pockets of weak correlations. These pockets 
are mainly between some of the loops connecting the secondary structure elements in this 
domain. The MI matrix also shows clear correlations between the different components 
of D1.  Limited regions of a few residues form bands of weak correlations with other 
residues in D1. Similarly, CPR shows that D1 is self correlated, with a few bands of weak 
correlations. Interestingly MI and CPR are able to detect significant correlations in areas 
of D1 that DCCM fails to detect. For example, while DCCM gives weak correlation 
values between the residues 58-69 and 44-54, MI gives high correlation values between 
some of these residues, while CPR gives high correlation values between most of these 
residues. These correlations are especially noteworthy due to the large distances between 
the residues involved (Fig. 3).   
  DCCM shows that D2 (residues 80-165) is also self correlated. Residue groups 
80-111, 114-127,129-149,150-165, show thick correlation lines at and near the diagonal. 
Thick lines parallel and perpendicular to the diagonal give correlations between S6 and 
S7, H4 and H5, S7 and S8, S6 and H4, S6 and H5, S7 and H4, S7 and H5, S8 and H4, 
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and S8 and H5. These correlations are due to geometrical proximity as can be seen from 
Figure 2, and thus can be considered trivial. DCCM results also show large anti-
correlation islands in D2, mostly between connecting loops. The first island consists 
mainly of the correlations between the loop joining S6 and S7, with the loop joining S5 
and S6.  The second island consists mainly of the correlations between the loop 
connecting S5 and S6, with the N-terminal end of D2 and part of H4. The third island 
consists mainly of correlations between the loop connecting H5 to S5, and the loop 
connecting S5 to S6. The fourth island consists of the correlations between the loop 
connecting S7 to S8, and the loop connecting S6 to S7. The fifth island consists of the 
correlations between the C-terminal end of D2, and the loop connecting S5 to S6. The 
sixth island contains the correlations between a part of the loop connecting S6 to S7 with 
a part of H5. All of these anti-correlation islands occur between residue groups that are 
geometrically distant from each other (Fig. 3).  
 The MI matrix shows a sparse correlation picture for D2. It shows a few thick 
regions of self-correlations along the diagonal, but not nearly as pronounced as those 
shown by DCCM.   The off-diagonal correlation clusters in MI are also considerably less 
than those shown by DCCM. The first cluster is between the loop connecting S6 to S7 
and the N-terminal end of D2. The second cluster is between the loop connecting S6 to 
S7, and the loop connecting H4 to H5, and H5, respectively. The third cluster consists of 
the loop connecting S6 to S7, with the loop connecting S5 to S6. The fourth cluster is 
between the loop connecting S7 to S8, S8, and the loop connecting H4 to H5, and part of 
H5, respectively. The fifth cluster is between the loop connecting S7 to S8 and a part of 
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S8, with the loop connecting S5 to S6. The sixth cluster consists of the loop connecting 
S7 to S8 with a part of S8, and the loop connecting S6 to S7. MI detects completely three 
of the anti-correlation regions detected by DCCM between residues that are distant from 
each other, while it detects two of them partially, and misses one completely. The 
significant correlation landscape is mostly due to correlations between connecting loops. 
Correlations between secondary elements in D2, similar to those in DCCM, are not 
detected. 
The CPR matrix shows larger self-correlation blocks along the diagonal for D2 
than the MI matrix. However, these blocks are less pronounced than those in DCCM. 
There are nine major off-diagonal correlation clusters. These include correlations 
between the loop connecting S5 to S6, with the N terminal end, the loop connecting H4 to 
H5, the loop connecting S6 to S7, and the C terminal end, respectively. They also include 
the correlations between the loop connecting S6 to S7, with the N terminal end, the C 
terminal end, and the loop connecting H4 to H5, respectively. There are also correlations 
between the C-terminal end with the N-terminal end and the loop connecting H4 to H5 
respectively. CPR completely detects five of the anti-correlation regions detected by 
DCCM, and partially detects the sixth region. CPR also detects a small region of high 
correlations for distant residues between residues 162-165 and 94-100. DCCM and MI 
give low correlation values between these residues. In contrast to MI, CPR detects 
correlations between secondary structure elements as well as correlations between 
connecting loops in D2. 
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 DCCM shows a mixture of correlation and anti-correlation regions between D1 
and D2, with the anti-correlation areas being clearly larger. The correlation areas 
correspond mostly to geometrically close residue groups, while the anti-correlation 
regions correspond mainly to geometrically distant residue groups (Fig. 3).  We will 
therefore concentrate on the anti-correlation regions in our comparison with MI and CPR. 
H4, S6, S7, and S8 are each anti-correlated with H1 and H2, respectively. H5 is anti-
correlated with H2, S1, H3, and S2 respectively. H4 and H5 are each anti-correlated with 
S3, S4 respectively. The loops connecting S5 to S6, and S7 to S8, are each anti-correlated 
with the loop connecting S2 to S3. The loop connecting S6 to S7, S7, and the C-terminal 
end of D2, are each anti-correlated to the loop connecting S3 to S4. Thus the inter-
domain correlations consist of correlations between secondary elements as well as 
between loops. Basically, the correlations describe an increase in the concavity of the 
interaction surface. This correlation picture is in line with the reported inhibition action of 
BLIP which reportedly clamps over the active site of β-Lactamase[68]. 
The MI matrix shows clear correlation bands between D1 and D2.  A strong 
correlation band is obvious between the loop connecting S6 to S7, with most of the 
residues in D1. Another clear band of correlations is between part of the loop connecting 
S5 to S6 with most of the residues in D1. A band consisting of the loop connecting S7 to 
S8, with most of the residues of D1 can also be seen. This band is not as homogeneous as 
the two previous bands. Two weak bands of correlations can also be seen between the 
loop connecting H4 to H5 and H5, with most of D1, and the C-terminal end of D2 with 
D1, respectively. A still weaker band can be seen between the N-terminal end of D2 with 
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some of the residues in D1. The correlation bands in MI manage to detect most of the 
anti-correlations in DCCM. However, the large anti-correlation band between residues 
80-110 and most of D1 is only weakly detected by MI. 
Compared to MI, the CPR matrix gives larger and clearer correlation bands 
between D2 and D1. For example, the C-terminal end of D2 shows stronger correlations 
with D1. The correlations between the loop connecting S5 to S6 with D1, are also much 
more pronounced and exhibit correlations from all the residues forming the loop and not 
just some of them. Most noteworthy is that all the anti-correlation areas present in DCCM 
are detected by CPR, including the large anti-correlation island between residues 80-110 
with D1. 
  In addition DCCM detects very low correlations between certain residues in D2 
and D1, while MI and CPR were able to detect higher correlations for the same residues, 
with CPR giving larger values of correlation for these residues. These include residues 
161-165 with residues 1-6, and residues 157-162 with residues 34-37. These residue 
groups are distant from each other, thus removing geometric proximity as a possible 
cause of correlations. 
 
 
 
 
PROTEIN ATOM CORRELATIONS USING RECURRENCES 
 
15 
 
Figure 7. The CPR correlation results vs. BLIP inter-residue distance.  
 
 
Figure 8. The MI correlation results vs. BLIP inter-residue distances.  
 
 
 
Figure 9. DCCM correlation results vs. BLIP inter-residue distances.  
Figures 7, 8, and 9 show the residue correlation values vs. the inter-residue 
distances for CPR, MI, and DCCM, respectively. The CPR and MI correlation results are 
uniformly distributed between close and distant residue pairs. However, DCCM shows 
that high correlation values occur between close residues, while large anti-correlation 
values occur mainly between distant residue pairs. Thus it is usually more interesting to 
study the anti-correlations between residues. A similar observation is reported in the 
literature[67]. 
To test for statistical significance of the CPR results, two groups of residues, 40-
50 and 130-150, exhibiting weak, medium, and high CPR values are chosen. For each 
residue RMSD time series in the second group, 100 surrogate time series are produced 
using the method of twin surrogates.  Figure 10 shows the z score results between the 
original CPR values and the surrogate distribution. Almost all of the observed CPR 
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values between the residues in the two groups have a very small probability (P<0.01) of 
occurring by chance. 
 
 
  
 
 
 
 
 
 Figure 10. The zscore values for the CPR values between residues 40-50 and 130-150 in 
BLIP. The vertical dashed line denotes the test significance level, p=0.01. 
  
 
 
 
 
Conclusion 
The correlations between the Cα atoms of the BLIP protein are investigated using 
DCCM, CPR, and MI. The three methods show that D1 is self-correlated, and basically 
behaves as one unit. They also show a large number of correlations between residues that 
PROTEIN ATOM CORRELATIONS USING RECURRENCES 
 
17 
 
are distant from each other. This is especially obvious between residues in D1 and D2.  
The method of DCCM uses the x, y, and z coordinates for each one of these atoms. It has 
the ability to find correlations and anti-correlations. On the other hand, CPR and MI are 
applied to time series of the distances of the atoms from a reference position. This is 
especially useful when studying proteins with a large number of residues. While DCCM 
is limited to linear correlations, CPR and MI can detect both linear and non-linear 
correlations. CPR is able to detect more of the correlations furnished by DCCM than MI. 
It is also able to detect a small number of significant correlations that are not detected by 
either DCCM or MI. This is the first time that CPR is used in the field of protein 
dynamics, and the results in this work show that it complements DCCM and MI very 
well. In addition, while DCCM and MI provide correlations between atoms, CPR 
provides information about the amount of synchronization between atoms in terms of 
their dynamics. Its results are also easy to test for significance using the method of twin 
surrogates. 
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Figure Legends 
 
Figure 1. The probability of recurrence (P(τ))  for residue 49 in BLIP, as a function of the 
delay time steps.  
Figure 2. The structure of the BLIP protein(PDB entry 3gmu).  
Figure 3. The inter-residue distance matrix for BLIP. The distances(in Å) are calculated 
between the Cα atoms.  
Figure 4.The DCCM correlation map for BLIP. The secondary structure elements are 
shown. The color-map covers correlation values between -1 and 1. 
Figure 5. The MI correlation map for BLIP. The secondary structure elements are shown. 
The color-map covers correlation values between 0 and 1. The diagonal values are set to 
zero to improve color contrast. 
Figure 6. The CPR correlation map for BLIP. The secondary structure elements are 
shown. The color-map covers correlation values between 0 and 1. The diagonal values 
are set to zero to improve color contrast. 
Figure 7. The CPR correlation results vs. BLIP inter-residue distance.  
Figure 8. The MI correlation results vs. BLIP inter-residue distances.  
Figure 9. DCCM correlation results vs. BLIP inter-residue distances.  
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Figure 10. The zscore values for the CPR values between residues 40-50 and 130-150 in 
BLIP. The vertical dashed line denotes the test significance level, p=0.01. 
 
