Abstract-We present an approach to simultaneous localization and mapping (SLAM) for RGB-D cameras like the Microsoft Kinect. Our system concurrently estimates the trajectory of a hand-held Kinect and generates a dense 3D model of the environment. We present the key features of our approach and evaluate its performance thoroughly on a recently published dataset, including a large set of sequences of different scenes with varying camera speeds and illumination conditions. In particular, we evaluate the accuracy, robustness, and processing time for three different feature descriptors (SIFT, SURF, and ORB). The experiments demonstrate that our system can robustly deal with difficult data in common indoor scenarios while being fast enough for online operation. Our system is fully available as open-source.
I. INTRODUCTION
Many relevant applications in robotics and computer vision require the ability to quickly acquire 3D models of the environment and to estimate the camera pose with respect to this model. A robot, for example, needs to know its location in the world to navigate between places. This problem is a classical and challenging chicken-and-egg problem because localizing the camera in the world requires the 3D model of the world, and building the 3D model in turn requires the pose of the camera. Therefore, both the camera trajectory and the 3D model need to be estimated at the same time.
With the introduction of the Microsoft Kinect camera, a new sensor has appeared on the market that provides both color images and dense depth maps at full video frame rate. This allows us to create a novel approach to SLAM that combines the scale information of 3D depth sensing with the strengths of visual features to create dense 3D environment representations.
In this paper we present an approach to SLAM based on RGB-D-data that consists of the four processing steps illustrated in Figure 2 . First, we extract visual features from the incoming color images. Then we match these features against features from previous images. By evaluating the depth images at the locations of these feature points, we obtain a set of point-wise 3D correspondences between any two frames. Based on these correspondences, we estimate the relative transformation between the frames using RANSAC. As the pairwise pose estimates between frames are not necessarily globally consistent, we optimize the resulting pose graph in the fourth step using the g 2 o solver, which is a general open-source framework for optimizing graph-based nonlinear error functions [11] . The output of our algorithm at this stage is a globally consistent 3D model of the perceived environment, represented as a colored point cloud. Finally, we use the Octomap library [33] to generate a volumetric representation of the environment.
The contribution of this paper is twofold. First we describe our RGB-D SLAM system and its components. Our second contribution is a thorough analysis of the performance of our system on a recently published benchmark dataset [29] . The dataset contains both the RGB-D images of the Kinect with time-synchronized ground truth poses obtained from a high-accuracy motion-capture system. As the benchmark comes with a tool that evaluates the accuracy of an estimated trajectory, the measured performance of our algorithm can be objectively compared to those of other systems. Therefore, we hope to establish with our evaluation a baseline for future RGB-D SLAM systems. All code required to reproduce, verify (and improve) on our results is also fully available online. To summarize our results, we found that our system provides the camera pose with an average RMSE of 9.7 cm and 3.95°in a typical office environment, and can very robustly handle even the high speed sequences of the benchmark with average velocities of up to 50 deg/s and 0.43 m/s.
The remainder of this paper is organized as follows. We briefly review related approaches in Sec. II, before we introduce our approach in Sec. III. We evaluate our system in Sec. IV using the RGB-D benchmark sequences.
II. RELATED WORK
The general problem of SLAM has a long history in robotics [30] , [22] , [10] , [6] , [15] , [9] , [23] . Especially methods designed to learn three-dimensional maps of the environment employ laser scanners or Time-of-Flight (ToF) cameras to provide dense point clouds of an environment. Many modern variants apply the iteratively closest point (ICP) algorithm [2] , [26] , [27] for aligning pairs of local point clouds to establish constraints between observations. These constraints are then used to find maximum likelihood map.
Visual SLAM systems [5] , [16] , [28] -in the computer vision literature often referred to as structure and motion estimation [14] , [21] -typically extract sparse keypoints from the camera images. Visual feature points have the advantage of being more informative which simplifies data association. Relevant feature descriptors include SIFT [20] , SURF [1] , and the recently introduced ORB features [25] , as well as parallelized versions thereof like SIFTGPU [32] . In the monocular setting, the absolute scale of the map cannot be determined, so that additional normalization steps are required during optimization. Stereo SLAM systems [17] , [24] do not suffer from this limitation as the depth can be calculated from the disparity between the two images. In general, however, the disparity can only be estimated for distinctive points in the image, i.e., surfaces with little or no texture cannot be matched easily.
Novel RGB-D sensors that are based on structured light like the Microsoft Kinect directly provide dense depth maps and color images. Note that in general SLAM approaches that operate on RGB-D images are structurally different from stereo systems as the input is dense RGB-D instead of two color images. Fioraio and Konolige [7] recently presented a system that uses bundle adjustment to align the dense point clouds of the Kinect directly however without further exploiting the RGB images. Most similar to our work is the approach of Henry et al. [12] . Their approach uses sparse keypoint matches between consecutive color images as an initialization to ICP. In their experiments, they found however that often the computationally expensive ICP step was not necessary. Therefore, they improved the algorithm so that ICP was only used if few (or none) keypoint matches could be established. While Henry et al. use sparse bundle adjustment [19] for the optimization of the 2.5D reprojection errors in RGB-D image space, we optimize the 3D pose graph using the g 2 o [18] framework. Finally, the post-processing of the two approaches is different: Henry et al. post-process the resulting point cloud into a surfel representation, while we create a volumetric voxel representation [33] that can directly be used for robot localization, path planning and navigation [13] .
Finally, in contrast to all of the above approaches, we evaluate our system on a publicly available benchmark [29] . Therefore, our results can directly be compared to other approaches that are evaluated on the same datasets. We have fully released our code (including the evaluation routines) as open-source 1 to ensure that our results are reproducible and scientifically verifiable.
III. APPROACH
This section gives a detailed description of our approach. A schematic overview of our system is given in Figure 2 . The trajectory estimation is divided into a front-end and a backend. Whereas the front-end extracts spatial relations between individual observations, the back-end optimizes the poses of these observations in a so-called pose graph and with respect to a non-linear error function.
In the front-end, we use the visual image of the RGB-D sensor to detect keypoints and extract descriptors. These are matched to previously extracted descriptors and the relative transformation between the sensor poses is computed using RANSAC. Together with the depth information this allows us to register dense point clouds in a common coordinate system.
To compute globally optimal poses for the sensor positions w.r.t. the estimated relative transformations, we use a graph-based optimization routine. After reconstruction of the trajectory, we compute an occupancy voxel grid map. 
A. SLAM Front-End
The front-end is responsible for establishing spatial relations from the sensor data. Our system computes pairwise relations between camera images by matching of visual features. We rely on OpenCV [3] for detection, description and matching of various feature types, namely SURF, SIFT and ORB. Since SIFT features are computationally much more demanding than SURF and ORB, we also make use of a GPU based implementation of SIFT [32] .
ORB is a new keypoint detector and feature descriptor combination recently introduced by Rublee et al. [25] . It is based on the FAST detector [25] and the BRIEF [4] descriptor. ORB computes an unambiguous orientation from the FAST corners and uses it for descriptor extraction, thus making the combination robust to viewpoint changes. Being significantly faster to compute than SIFT and SURF, we added it as an alternative in our system and present an evaluation in Section IV-B.1.
For the SURF keypoint detector, we apply the selfadjusting variant which increases or decreases the threshold on the Hessian to keep the number of keypoints roughly constant. While this slows down keypoint detection in case of fluctuating scene properties, variations in the number of keypoints with a fixed threshold can lead to inaccurate or even failed motion estimations. Too many features slow the system down in the matching step and may lead to many false positives.
After the detection of the keypoints, we project the feature locations from the image to 3D using the depth measurement at the center of the keypoint. The transformation of the camera pose between two frames can then be computed in closed form these correspondences [31] .
However, no visual feature provides perfect reliability with respect to repeatability and false positives. Further, the depth data often is inconsistent with the color image, mainly due to a missing synchronization of the shutters of infrared and color camera, but also due to interpolation at depth jumps. Since visually salient points often lie at object borders, the 3D feature positions are prone to be at a wrong depth, making the robust estimation of transformations highly non-trivial.
A well-known approach to cope with noisy data and outliers is the Random Sample Consensus (RANSAC) algorithm [8] : After matching the feature descriptors of two frames, we randomly select three matched feature pairs, which is the minimal number from which a rigid transformation in SE(3) can be computed. Thanks to the full 3D position we can efficiently avoid outliers by refusing sample sets for which the pairwise Euclidean distances do not match. If the samples pass this test, they are used to compute an estimate of the rigid transformation. We apply the transformation to all matched features and count the number of inliers. In our case, consider a feature point an inlier when its mutual distance after the transformation is smaller than 3 cm. Subsequently, we use the inliers to compute a refined transformation. These steps are iterated and the transformation with most inliers is kept.
While the described procedure is very fast (exact timing depends on the number of features and the outlier percentage), after few seconds the number of past frames is too high to compare a new frame against all previous frames. Therefore, we select a subset of twenty frames, consisting of the 3 most recent frames and uniformly sampled earlier frames, and compute the pairwise transformations in parallel using threads.
If a frame could be matched to any predecessor, it is added as a node to the pose graph of the SLAM back-end, the pairwise spatial relations connecting it to the existing pose graph. The process applied when no relation to previous nodes can be found, depends on the application. If it is tolerable that the map is fragmented, a sensible action would be to keep the node even though disconnected, starting a new map fragment possibly to be connected later on through a loop closure. For evaluation purposes, we do not allow fragmentation in our experiments. If a frame cannot be matched, it will be connected to the prior node in the pose graph under the assumption of a constant motion model with high uncertainty. While this usually leads to higher error values than evaluation on the biggest fragment, it facilitates the comparison to other approaches, by reducing the comparison to fully connected trajectories.
B. SLAM Back-end
The pairwise transformations between sensor poses, as computed by the front-end, form the edges of a pose graph. Due to estimation errors, the edges form no globally consistent trajectory. To create a globally consistent trajectory we optimize the pose graph using the g 2 o framework [18] . The g 2 o framework is an easily extensible graph optimizer that can be applied to a wide range of problems including several variants of SLAM and bundle adjustment. It performs a minimization of a non-linear error function that can be represented as a graph, as for example the one created by the SLAM front-end described above. Generally, the error function has the form
Here, x = (x 1 , . . . , x n ) is a vector of pose representations x i . z ij and Ω ij represent respectively the mean and the information matrix of a constraint relating the poses x j , i.e., the pairwise transformation computed by the frontend. e(x i , x j , z ij ) is a vector error function that measures how well the poses x i and x j satisfy the constraint z ij . It is 0 when x i and x j perfectly match the constraint, i.e., the difference of the poses exactly matches the estimated transformation. For more details on the error function, we refer the interested reader to [18] . Global optimization is especially beneficial in case of a loop closure, i.e., when revisiting known parts of the map, since the loop closing edges in the graph allows to diminish the accumulated error. Unfortunately, large errors in the motion estimation step may impede the accuracy of large parts of the graph. This is primarily a problem in areas of highly ambiguous features. We therefore use a threshold to prune edges with high error values after the initial convergence and continue the optimization.
C. Map Representation
The system described so far computes a globally consistent trajectory. Using this trajectory, the original data can be used to construct a representation of the environment. Projecting all point measurements into a global 3D coordinate system leads to a straightforward point-based representation. Such a model, however, is highly redundant and requires vast computational and memory resources.
To overcome these limitations, we use 3D occupancy grid maps to represent the environment. In our implementation, we use the octree-based mapping framework OctoMap [33] . Voxels are managed in an efficient tree structure that leads to a compact memory representation and inherently allows for map queries at multiple resolutions. The use of probabilistic occupancy estimation furthermore provides a means of coping with noisy measurements and errors in pose estimation. In contrast to a point-based representation, it represents free space and unmapped areas explicitly which is essential for robot navigation and exploration tasks.
IV. EVALUATION
To evaluate our system, we use the RGB-D benchmark [29] which provides a dataset of Kinect sequences with synchronized ground truth. Furthermore, the benchmark provides an evaluation tool that computes the root mean square error (RSME) given an estimated trajectory. or our evaluation we choose the Freiburg1 (FR1) dataset consisting of nine sequences placed in a typical indoor environment. Two of these, the sequences "FR1 xyz/rpy" have very simple motions. The result on these sequences show the capabilities of our approach in the best case. However, results like this can usually be achieved when the sensor can be carefully moved in an indoor environment, e.g., during manual map recording prior to employing a robot. The other datasets are more challenging as they cover larger areas of the office space and unrestricted camera motions.
In this section, we first present our results on the accuracy of our SLAM system and evaluate how the accuracy depends on the chosen feature detector and sensor frame rate. Second, we investigate the influence of various parameters on the runtime of our system. We evaluated our system on all nine sequences from the FR1 set, see Table I . As can be seen from this table, the average camera velocities range from 9 deg/s to 42 deg/s and from 0.06 m/s to 0.43 m/s.
A. Accuracy of the Trajectory Estimation
In our first rounds of experiments, we evaluated the accuracy of our system on all sequences using SIFTGPU feature extraction and approximate matching using FLANN. On the simple "xyz" and "rpy" sequences, we obtain the best values of 2.1 cm and 4.1 cm RMSE error, respectively. We achieved the worst result of 20.1 cm RMSE error on the "room" sequence of 16 m length consisting of a long round through an office space. In general, this evaluation shows that our approach performs well in most of the sequences. High angular and translational velocity pose no obvious difficulty even though frames exhibit less overlap.
Further, we investigated the influence of different choices for the keypoint detectors and feature descriptors. Table II shows the root mean square of the translational and rotational error per sequence. The accuracy achieved is similar for SIFT and SURF. In contrast, ORB features turn out to be less accurate and also less reliable: Using ORB, the trajectory estimation failed for two of the nine sequences. This could not be resolved by adapting the parameters of the feature detector to find more keypoints.
B. Runtime Evaluation
In this section we discuss the computational requirements of the presented system. All experiments were carried out on a quad-core CPU with 8 GB of memory. By parallelizing our software we achieved a speed-up by a factor between 2 and 2.5. Graph optimization is started after all frames have been Table I were generated using SIFTGPU and FLANN matching. On average, our system required 0.35 s per frame. The overall runtime performance strongly depends on the configurations presented in the previous sections. Therefore, we evaluated the runtime performance in more detail in the remainder of this section. 1) Feature Detection and Descriptor Extraction: Our approach has to detect features and extract their descriptors in each incoming image frame. Table III shows a comparison of the computation time required for the different feature types as described in Section III-A. We found that ORB is faster than SURF and SIFTGPU by one order of magnitude. However, the system produced high errors in two of the nine sequences. SIFTGPU is still about 3.5 times as fast as the non-parallelized SURF implementation.
2) Feature Matching and Motion Estimation: Feature matching and motion estimation needs to be computed at least once per frame. If the current frame is only matched against one predecessor, the resulting camera trajectory will quickly accumulate errors over time. Feature matching for many frames is costly to compute, but especially since we do not assume the availability of any odometry information, only with the possibility for loop closures, the system can be accurate over longer trajectories. Further, more information about pairwise relative transformations makes the trajectory estimation more robust to errors in pose estimation. However, a densely connected pose graph also requires more time to optimize. We therefore found matching the current features to those of 20 previous frames a good compromise. Table IV shows the average runtime for matching and motion estimation. We found that FLANN reduces the time required for frame-to-frame registration by a factor of two.
3) Pose Graph Optimization: The optimization of small pose graphs is fast enough to be done in real time, i.e., for every frame. With longer sequences of densely connected poses, the optimization time increases. However, if the motion estimates are reliable, the global optimization is not required in every step. In all sequences, the ratio of graph optimization versus the total runtime was below 6 %.
V. CONCLUSION AND OUTLOOK
We presented a novel approach to visual SLAM from RGB-D sensors. Our approach extracts visual keypoints from the color images and uses the depth images to localize them in 3D. We use RANSAC to robustly estimate the transformations between RGB-D frames and optimize the pose graph using non-linear optimization. Finally, we generate a volumetric 3D map of the environment that can be used for robot localization, navigation and path planning. We evaluated our approach quantitatively on a publicly available RGB-D dataset. On this dataset our system achieves on average an accuracy of 9.7 cm and 3.95°. With an average frame processing time of 0.35 s our approach is suitable for online operation. To allow other researchers to use our software and reproduce the results (and improve on them), we have released all source code required to run and reevaluate our RGB-D SLAM system as open-source.
During the evaluation of our system, we discovered that sometimes erroneous edges are created that lead to a degradation of the mapping result. It would be interesting to see how such problems can be efficiently detected and possibly repaired autonomously. In the near future, we want to optimize the keypoint matching scheme, for example by adding a feature dictionary, pruning never matched features, and integrating keypoints as landmarks directly during nonlinear optimization.
