We consider a problem of multiclass classification, where the training sample
Introduction
Multiclass classification is a natural generalization of the well-studied problem of binary classification with a wide range of applications. It is a problem of supervised learning when one observes a sample S n = {(X 1 , Y 1 ), . . . , (X n , Y n )}, where X i ∈ X ⊆ R d , Y i ∈ Y = {1, . . . , M }, 1 i n, M > 2. The pairs (X i , Y i ) are generated independently according to an unknown distribution D over X × Y. Given a test pair (X, Y ), which is generated from D independently of S n , the learner's task is to propose a rule f : X → {1, . . . , M } in order to make a probability of misclassification
as small as possible.
Concerning the multiclass learning problem, one can distinguish between two main approaches. The first one is by reducing to the binary classification. The most popular and straightforward examples of these techniques are One-vs-All (OvA) and One-vs-One (OvO). Another example of reduction to the binary case is given by error correcting output codes (ECOC) [12] . In [2] , this approach was generalized for margin classifiers. A similar approach uses tree-based classifiers. Methods of the second type solve a single problem such as it is done in multiclass SVM [8] and multiclass one-inclusion graph strategy [25] . Daniely, Sabato, and Shalev-Shwartz in [10] provided a theoretical comparison of OvA, OvO, ECOC, tree-based classifiers and multiclass SVM for linear discrimination rules in a finite-dimensional space. From their study, multiclass SVM outperforms the OvA method. In [8] , Crammer and Singer also showed a superiority of multiclass SVM on several datasets. Nevertheless, in our work, we will use One-vs-All for two reasons. First, we will consider a broad nonparametric class of functions and results in [10] do not cover this case. Second, in [22] , Rifkin and Klautau showed that OvA behaves comparably to multiclass SVM if binary classifier in OvA is strong enough. Unfortunately, true values η 1 (X), . . . , η M (X) are unknown but can be estimated. Since for any classifier f it holds
then one can be interested in the excess risk
which shows, how far the classifier f from the best possible one. One of the most popular approaches to tackle the classification problem is a (weighted) k-nearest neighbors rule. Given a test point X ∈ X , this rule constructs nearest neighbor estimates η
(X) of η 1 (X), . . . , η M (X) and predicts the label Y at the point X by a plug-in rule:
Although the method is simple and known for a long time, several new finite sample results were obtained quite recently (cf. [6] , [7] , [14] , [15] , [26] and references therein). Note that the nearest neighbor estimate η (N N ) m (X) strongly depends on the parameter k and its choice determines the performance of the classifier f (N N ) . Moreover, in multiclass learning, there is a common problem of class imbalance, i. e. some classes may be not presented in a small vicinity of a distinct point. Therefore, for each test point X and each class m, the optimal value of k may be different, and the tuning procedure may become tricky. To solve this problem, we consider a sequence of integers n 1 , . . . , n K , compute weighted nearest neighbor estimates for each of them and use a plug-in classifier based on a convex combination of these estimates.
An aggregation of the nearest neighbor estimates is a key feature of our procedure. We use a multiclass spatial stagewise aggregation (SSA), which originates from [4] , where an aggregation of binary classifiers was studied. Unlike many other aggregation procedures (for instance, [27] , [9] , [28] , [16] , [17] , [18] , [19] , [24] ), which perform global aggregation, SSA makes local aggregation yielding a point dependent aggregation scheme. This means that the aggregating coefficients depend on the point X where the classification rule is applied. The drawback of the original SSA procedure [4] is that it is tightly related to the Kullback-Leibler aggregation and, therefore, puts some restrictions, which are usual for such setup and appear in other works on this topic (for instance, [23] , [5] ) but are completely unnecessary for the classification task. We show that, in a special case of the multiclass classification, one can omit these restrictions and obtain the same results under weaker assumptions.
Finally, it is worth mentioning that nonparametric estimates have slow rates of convergence especially in the case of high dimension d. It was shown in [3] and then in [13] that plug-in classifiers can achieve fast learning rates under certain assumptions in both binary and multiclass classification problems. We will use a similar technique to derive fast learning rates for the plug-in classifier based on the aggregated estimate.
Main contributions of this paper are the following:
• we propose an efficient algorithm of multiclass classification, which is based on aggregation of nearest neighbor estimates; • the procedure simultaneously adapts to an unknown smoothness of the functions η 1 (·), . . . , η M (·) and a local class imbalance; • we provide theoretical guarantees on large deviations of the excess risk and on its mean value as well under mild assumptions; theoretical guarantees claim optimal accuracy of classification with only a logarithmic payment for adaptation.
The rest of the paper is organized as follows. In Section 2, we give auxiliary definitions and introduce some notations. In Section 3, we formulate the multiclass classification procedure and then provide its theoretical properties in Section 4. Section 5 is devoted to the proof of the main result, which is given in Theorem 1. Some auxiliary results and proofs are moved to the appendix. Finally, in Section 6, we demonstrate a performance of the procedure on both artificial and real datasets.
Preliminaries and notations
In the standard learning theory framework, a learner is given a training sample
n , where X ⊆ R d is a feature space and Y is a set of labels. In the problem of multiclass classification, Y = {1, . . . , M }. It is also assumed that there is an (unknown) distribution D over X × Y and the pairs (X i , Y i ), 1 i n, are generated independently according to this distribution. The goal of the learner is, based on the training sample, propose a rule f , minimizing the risk
with a high probability over training samples. Here the pair (X, Y ) is generated from D independently of S n . We denote a marginal distribution of X by P X and suppose that P X has a density p(X) with respect to the Lebesgue measure µ. Given X, we denote the conditional probability P (Y = m|X), 1 m M by η m (X). It is well known that the best possible classification rule in this setting is the Bayes rule defined by the formula
However, f * requires a knowledge of the distribution D, which is unavailable for the statistician. Since no rule can perform better than f * , it is reasonable to introduce an excess risk
which compares the performance of the classifier f with the Bayes rule f * . Introduce
It is easy to show that for the truncated function
and, instead of the value η m (x), one can estimate θ m (x) at a point x. In our approach, we consider a plug-in classifier
where θ m (x) stands for an estimate of θ m (x), 1 m M , at the point x. Now, the problem is to estimate θ m (x), 1 m M . Fix some m and transform the labels into binarized ones:
This approach is nothing but the One-vs-All procedure for multiclass classification. Then a weighted k-nearest-neighbor estimate of θ m (x) at the point x can be expressed as θ 
where
, is a weighted nearest neighbor estimate of η m (x). The non-negative weights w i (X i , x) depend on the distance between X i and x and w i (X i , x) > 0 if and only if X i is among k nearest neighbors of x; otherwise, w i (X i , x) = 0. In this paper, we consider the weights of the following form:
where a bandwidth h = h(k) is a distance to the k-th nearest neighbor and the kernel K (·) fulfills the following conditions:
• K (t) is a non-increasing funciton,
• there is a constant L such that for any t ∈ (0, 1] 1(0 t 1) respectively, fulfill (A1). It is also important to mention that here and further in this paper, without loss of generality, we suppose that a tie (i. e. a situation, when there are several candidates for the k-th nearest neighbor) does not happen almost surely. Otherwise, one can use the tie-breaking procedure described in [7] .
The nearest neighbor estimate (2) requires a proper choice of the parameter k. Moreover, an optimal value of k may be different for each test point x and each class m, and the problem of a fine parameter tuning may become tricky. Instead of using one universal value of the number of neighbors, we fix an increasing sequence of integers {n k : 1 k K}. We only require that there exist constants 0 < u 0 < u < 1 such that
and there are positive constants a and b such that n 1 a and n K bn 2/(d+2) . Each n k induces a set of weights w
where h k stands for the distance to the n k -th nearest neighbor, and a weighted n k -NN estimator:
can use the SSA procedure [4] to construct aggregated estimates θ 1 (x), . . . , θ M (x).
The final prediction of the label at the point x is given by the plug-in rule (2) . The detailed description of the procedure for multiclass classification is given in Section 6. We will refer to it as MSSA (short for Multiclass Spatial Stagewise Aggregation).
To show a consistency of the MSSA procedure, we will derive upper bounds for the generalization error P (X,Y )∼D Y = f (X) S n of the classifier f , which hold in mean and with high probability over training samples S n . As a byproduct, we will provide convergence rates for the pointwise error max
| and obtain a user-friendly bound on the performance of the nearest neighbor estimates under mild assumptions. Namely, along with (A1) and (A2), we assume the following. First, the functions η m (·) are α-Holder continuous, i. e. there exist L > 0 and α > 0 such that for all x, x ∈ X and 1 m M it holds
Second, since we deal with the problem of nonparametric classification, even the optimal rule can show poor performance in the case of a large dimension d. Low noise assumptions are usually used to speed up rates of convergence and allow plug-in classifiers to achieve fast rates. We can rewrite
In the case of binary classification, a misclassification often occurs, when η 1 (X) ≡ P(Y = 1|X) is close to 1/2 with a high probability. The well-known MammenTsybakov noise condition [20] ensures that such a situation appears rarely. More precisely, it assumes that there exist non-negative constants B and β such that for all t > 0 it holds
This assumption can be extended to the multiclass case. Let
. Then the condition (2) for the multiclass classification can be formulated as follows (cf. [1] , [21] ): there exist B > 0 and β 0 such that for all t > 0 it holds
We will use this assumption to establish fast rates for the plug-in classifier f (X) in Section 4.
There are two more requirements we need: the minimal mass assumption and the tail assumption introduced in [15] . The first one assumes that there exist κ > 0 and r 0 > 0, such that for all r ∈ (0, r 0 ] and x ∈ supp(P X ) it holds
where B(x, r) stands for the Euclidean ball of radius r centered at x and p(x) is a density of the marginal distribution P X with respect to the measure µ. The tail assumption admits that there are positive constants C, ε 0 and p such that for every ε ∈ (0, ε 0 ] it holds
It was discussed in [15] (Theorem 4.1) that the conditions (A5) and (A6) are necessary for quantitative analysis of classifiers and cannot be removed.
One can pick out a case of a bounded away from zero density when for any x ∈ supp(P X ) it holds p(x) p 0 > 0 with a positive constant p 0 . The most difficult points x for classification with the nearest neighbor rule are those points, where the density p(x) approaches to zero and a vicinity of x may not contain the sample points at all. The assumption (A5) helps to control the minimal probability mass of the ball B(x, r) in regions where the density p(x) is close to zero. A curious reader can ensure that all the results we formulate will also hold if p(x) and κ in (A5) are replaced with p 0 and µ(B(0, 1)) respectively in the case of a bounded away from zero density p(x). Also, note that in this case, the assumption (A6) is satisfied with ε 0 < min{1, p 0 } and the power p = ∞.
We proceed with several examples of distributions when the tail assumption (A6) holds. For instance, univariate Gaussian N (µ, σ 2 ), exponential distribution Exp(λ), gamma-distribution Gamma(k, λ), Cauchy and Pareto P(k, 1) distributions meet (A6) with the powers 1, 1, 1 + ε (with arbitrary ε > 0), 1/2 and k/(k + 1) respectively (cf. [15] , Example 4.1).
Algorithm
In this section, we present the multiclass spatial stagewise aggregation (MSSA) procedure, which is precisely formulated in Algorithm 1. The procedure takes a sequence of integers {n k : 1 k K}, which fulfills (A2), a training sample S n = {(X i , Y i ) : 1 i n}, a test point x ∈ X and a set of positive numbers {z k : 1 k K}. The numbers z 1 , . . . , z K will be referred to as critical values. This name is not occasional since the original spatial stagewise aggregation procedure is tightly related to a hypothesis testing. More details can be found in [4] . It is important to mention that performance of the MSSA procedure crucially depends on a choice of the critical values z k , 1 k K. At first glance, one can think that the problem of tuning of so large number of parameters is very time consuming and impracticable. However, in Section 6 with numerical experiments we provide a simple tuning procedure leading to a proper choice of the critical values.
We also emphasize that, by construction, θ Given a sequence of integers {n k : 1 k K} fulfilling (A2), a set of critical values{z k : 1 k K} , a training sample Sn = {(X i , Y i ) : 1 i n} and a test point x ∈ X , do the following: 3:
for m from 1 to M do 4:
For each k from 1 to K compute the weights w
according to the formula (4) with a kernel K satisfying (A1) and calculate θ
according to (5) and (6). 7:
Put θ
. 11:
12:
Update the estimate θ
to compute nearest neighbor estimates for all classes and O(log n) operations to aggregate them. As a result, the computational time of the procedure, consumed for a prediction of the label of one test point, is O (M n log n). 
In particular, for the case of a bounded away from zero density p(x) (i.e. p = ∞ in (A6)), one has
Moreover, for any δ ∈ (0, 1), on an event with probability at least (1 − δ) over training samples, it holds
Here and further in the paper the relation g(n)
h(n) means that there exists a universal constant c > 0 such that g(n) ch(n) for all n ∈ N.
There are some comments we have. First, the rates (8) and (9) are optimal up to a logarithmic factor. Second, in the case of a bounded away from zero density one can take p → ∞. Then the inequality (10) transforms into
, which revisits the result of Theorem 7 in [7] .
Comparison with the nearest neighbor rule
Theorem 2. Assume (A1), (A3) and (A5)
The proof of this result is moved to Appendix B.1. The bound in Theorem 2 improves the result for the nearest neighbor regression obtained in [14] since it controls large deviations of |η m (x) − η (k) m (x)| rather than its mean value. For the case of a bounded away from zero density, Theorem 2 and the union bound immediately yield
for any r > 0. This, together with Lemma 3, implies a bound for the n k -nearest neighbors classifier f
provided that n k n 2α/(2α+d) . In the case of the bounded away from zero density, the nearest neighbor rule attains the minimax rate n −(1+β)/(2α+d) , while the MSSA classifier has an additional logarithmic factor. It can be easily explained by the fact that in the case p(x) p 0 , it is enough to take only one number of neighbors n k n d/(2α+d)
for all points x ∈ X . At the same time, the MSSA procedure aggregates several nearest neighbor estimates and the factor log n can be considered as a payment for adaptation. Nevertheless, MSSA is capable to adapt to an unknown smoothness parameter α ∈ (0, 1] from the condition (A3), while the optimal choice of the smoothing parameter n k of the classifier f (n k −N N ) is based on the knowledge of α.
The situation is completely different in the case of a general density, fulfilling (A5) and (A6). In [15] (Theorems 4.3 and 4.5), it was shown that a universal choice of n k for all points x ∈ X leads to a suboptimal rate n − α(1+β) α(1+β)/p+2α+d , while Theorem 1 guarantees that the MSSA classifier has a minimax rate of convergence up to a logarithmic factor. It was also shown in [15] (Theorems 4.4 and 4.5) that a point-dependent choice n k (x) (np(x)) 2α/(2α+d) leads to the same rate (log n)/n α(1+β) αβ/p+2α+d , as for the MSSA classifier. However, it is not clear how to implement such a choice of n k in practice, since a prior knowledge of the density p(x) is required. Of course, one can try to estimate p(x) but the density estimates are susceptible to the curse of dimensionality. In our turn, in Section 6, we describe a simple procedure of tuning parameters of MSSA.
Proof of Theorem 1
The proof of Theorem 1 is divided into several steps. On the first one, we discuss nice properties of the MSSA estimates θ m (x), 1 m M . Next, we focus on the MSSA plug-in classifier f (x) = argmax 1 m M θ m (x). In Section 5.2, we study the case of a bounded away from zero density and prove the upper bound (9) for the mean excess risk E Sn E( f ). Then, in Section 5.3, we extend our analysis to the case of a general density p(x), which fulfils the minimal mass assumption (A5) and the tail assumption (A6). Finally, in Section 5.4, we obtain the bound (10) on the excess risk E( f ), which holds on an event with high probability. 
simultaneously for all 1 m M and 1 k K on an event with probability at least 1 − δ.
Next, the MSSA procedure comes into the play. Denote
, and for any δ ∈ (0, 1) and any x ∈ X define
We call the set {k : 1 k k * } the small bias region. In this region, MSSA has the following oracle property. Lemma 1. Let (A1) and (A2) be fulfilled. Fix any δ ∈ (0, 1) and x ∈ X and choose
Then there exists a universal constant C 1 (depending only on u 0 and u from (A2) ) such that, with probability at least 1 − δ over training samples, it holds
The proof of Lemma 1 is given in Appendix B.2. A natural question arises: how large is the small bias region? The answer is given in the following lemma.
Lemma 2. Assume (A1), (A2) and (A5). Fix any x ∈ X and δ ∈ (0, 1). Then
with probability at least (1 − δ) over training samples.
The proof is moved to Appendix B.3. We will show later that an optimal value of n k is less than n k * , so the MSSA classifier enjoys a minimax rate of convergence up to a logarithmic factor.
5.2.
Step 2: the case of a bounded away from zero density Lemma 2, Lemma 1 and Theorem 2 imply that, given x ∈ X , with probability at least 1 − 3δ, simultaneously for all m, 1 m M , and k k
Fix any r > 0. Since | θ m (x) − θ m (x)| 1 almost surely, the expectation of max
r with respect to training samples can be bounded by
Choose any k k * , fulfilling
Existence of such k is guaranteed by Lemma 2. Then, the choice
In the case, when there exists p 0 > 0, such that p(x) p 0 , we simply have
The next lemma helps to transform the bound on moments (15) into the bound on the mean excess risk E Sn ( f ) of the classifier f . Lemma 3. Let the low noise condition (A4) be fulfilled. Let θ m (x) be any estimator of θ m (x) at the point x ∈ X . Suppose that for some r > 1 + β, for all m from 1 to M and for almost all x with respect to P X , it holds
with a function ψ r , which does not depend on x. Denote a plug-in classifier, associated with the estimates θ 1 (x), . . . , θ M (x), by f (x) = argmax
Proof of Lemma 3 is given in Appendix B.4. The inequality (15) and Lemma 3 immediately yield
, which finishes the proof of the bound (9).
Step 3: extension to the case of a general density
Now, consider a density p(x), which fulfils (A5) and (A6). Define events B 0 = {p(X) p 0 } and B j = {2 −j p 0 p(X) < 2 −j+1 p 0 }, j ∈ N. Then, using Lemma 5, we have
have p p 0 and, again, applying the argument we used in the case of a bounded away from zero density, we obtain
Let {t j : j ∈ N} be a sequence of integers, which will be specified later. Then
Due to the tail assumption (A6), we have
For the second term, again, using the inequality
one obtains
Applying the Markov inequality and using the bound on moments (14), for any X ∈ B j we have
and therefore,
Thus, taking (17), (18) and (19) together, one obtains
Now, choose t j from the condition
Inequalities (16) and (20) immediately imply
Choose the density level p 0 from the condition
, which is equivalent to
Note that p 0 ε 0 from (A6), provided that n is sufficiently large. Finally,
Step 4: a bound on the excess risk with high probability Due to Theorem 2, Lemma 2 and Lemma 1, for any x ∈ X , it holds
log(12KM/δ) n k with probability at least 1−δ over training samples, simultaneously for all m, 1 m M , and k k
with probability at least 1 − δ over training samples.
Consider an event {p(X) p 0 } with a constant p 0
On this event f
. This yields,
Then, the probability of an incorrect prediction can be bounded by
, and it finishes the proof of Theorem 1.
Numerical experiments

The tuning procedure
The tuning of parameters z k , 2 k K, is based on the Monte-Carlo simulations. Consider the first test point x ∈ X . We generate artificial labels Y 1 , . . . , Y n , which are sampled independently according to the distribution Bernoulli 1 2 . In this case, η 1 (x) = P(Y = 1|X = x) ≡ 1/2. Now, the proof of Lemma 1 gives an insight, how to choose the critical values z k : in the homogeneous situation
1 (x)} has to occur with a small probability. Such property of the MSSA procedure is called propagation. Therefore, we fix a small δ ∈ (0, 1), and, for the artificial dataset S n = {(X i , Y i ) : 1 i n}, we run the MSSA procedure and compute statistics
. Generating the artificial labels many times, we are able to compute empirical δ K -quantiles of T 2 , . . . , T K . Then the critical values z 2 , . . . , z K are set to cT 2 , . . . , cT K respectively, where c is a constant, which will be chosen later.
We perform the Monte-Carlo simulations only for the first test point, because otherwise the algorithm becomes time-consuming. Next, we use a crossvalidation procedure to tune the constant c.
Experiments on artificial datasets
We start with presenting the performance of MSSA on artificial datasets. We generate points from a mixture model:
and
Then the density of X is given by the formula
and the Bayes rule is defined according to
We provide results for three different experiments. The information about them is summarized in Table 1 and sample realizations are displayed in Figure 1 . For example, in the first experiment, the sample consists of n = 500 points, each of them belongs to one of M = 3 classes, and the prior class probabilities π m , 1 m 3, are equal to 1/3. Class densities p 1 (x), p 2 (x) and p 3 (x) were Class densities, pm(x)
rectangular,
rectangular, Next, we took the sequence of integers n k = 3 · 1.25 k , 0 k 11, and considered n k -nearest-neighbors estimates with the rectangular kernel K (t) = 1(0 t 1). We computed leave-one-out cross-validation errors for the MSSA classifier and all n k -nearest neighbors classifiers. The second and the third experiments on artificial datasets were carried out in the same way. The results, which are shown on Figure 2 , indicate that even the best n k -nearest neighbors classifier is outperformed by the properly tuned MSSA classifier. 
Experiments on the real datasets
We proceed with experiments on datasets from the UCI repository [11] : Ecoli, Iris, Glass, Pendigits, Satimage, Seeds, Wine and Yeast. Short information about these datasets is given in Table 2 . Table 2 Information about datasets from the UCI repository [11] We compare the performance of the MSSA algorithm with the oracle choice of the nearest neighbor estimate. For Pendigits and Satimage datasets, we calculated misclassification error on the test dataset, for all other datasets we used leave-one-out cross-validation. Results of our experiments are shown in Table 3 , best ones are boldfaced. From Table 3 , one can observe that MSSA outperforms ordinary nearest neighbor rule in most situations. 
Proof. There are three cases we have to consider:
Consider the case (i). Note that in this case the condition
where we used M 2.
Consider the case (ii). In this case, for all m = m * , it holds
Finally, consider the case (iii). Since, η m * (x) 1 M (otherwise, one gets a contradiction with the fact that m * ∈ argmax
and we have for all m = m *
Lemma 6. Fix a point x ∈ X , an integer 1 m M and a set of weights
Assume that 0 w i (x) 1 for 1 i n. Then, for any t > 0, it holds
Proof.
The Hoeffding inequality yields
Appendix B: Additional proofs
B.1. Proof of Theorem 2
Proof. Fix any x ∈ X , 1 m M and 1 k K. The triangle inequality yields
where X (n k ) (x) is the n k -th nearest neighbor of x. The last equality holds, since
For any t ∈ (0, r 0 ], it holds
where Binom(n, κp(x)t d ) stands for the Binomial random variable with parameters n and κp(x)t d , and the last inequality follows from (A5). Next, the Bernstein's inequality yields
provided that nκp(x)t d > n k . One can verify that the choice
Thus, we proved that, on an event with probability at least 1 − δ, it holds
Then, taking the expectation with respect to X 1 , . . . , X n , one obtains
Bringing the two bounds together, one obtains that, with probability at least 1 − 2δ over training samples, it holds
The union bound implies that the next inequality holds simultaneously for all 1 m M and 1 k k * :
Thus, with probability at least 1 − δ over learning samples, simultaneously for all 1 m M and 1 k k * it holds
B.3. Proof of Lemma 2
Proof. Fix some 1 m M and 1 k K. Let h k−1 and h k stand for the distance from x to its n k−1 -th and n k -th nearest neighbors respectively. Then
The condition (A1) implies
and one obtains
Consider (h k − h k−1 ). For any t ∈ (0, r 0 ] it holds P(h k − h k−1 > t) P(h k > t) = P . Fix an arbitrary t > 0 and denote
Then, due to (7) and Lemma 5, we have
= E Sn E X η f * (X) (X) − η f (X) (X) = E Sn E X η f * (X) (X) − η f (X) (X) 1 f * (X) = f (X) = E Sn E X η f * (X) (X) − η f (X) (X) 1 0 < η f * (X) (X) − η f (X) (X) t
E Sn E X η f * (X) (X) − η f (X) (X) 1(f * (X) = f (X))1(A i )
tE Sn P X 0 < η f * (X) (X) − η f (X) (X) t
Note that f (X) = f * (X) if and only if θ f (X) (X) θ f * (X) (X). Then θ f * (X) (X) θ f * (X) (X) + | θ f * (X) (X) − θ f * (X) (X)| θ f (X) (X) + | θ f * (X) (X) − θ f * (X) (X)| θ f (X) (X) + | θ f * (X) (X) − θ f * (X) (X)| + | θ f (X) (X) − θ f (X) (X)| For each i ∈ N we have
2E Sn E X 1 max 
