A real hyperelliptic curve X is said to be Gaussian if there is an automorphism α :
Introduction
Complex hyperelliptic curves are uniquely determined, up to isomorphism, by their branch locus. For real curves this is false, in general: if p is a reduced real polynomial, the real hyperelliptic curves X and X − defined by the affine plane equations y 2 = p(x) and y 2 = −p(x) have the same branch locus but they are not isomorphic, in general. For example, this is the case when p is strictly positive, since X then has real points, while X − has not. So a natural question arises: "when are the real curves X and X − isomorphic?" A first answer is that this happens if and only if there exists an automorphisms α of the complexification X C of X such that α = [−1] C • α, where [−1] denotes the hyperelliptic involution on X (see Theorem 6.3) . In this case we say that α is an imaginary automorphism for X, and that X is a Gaussian curve.
But why is it interesting to study Gaussian curves? They arise naturally when one studies the real Schottky problem. This problem asks for a characterization of Jacobians of real curves among all principally polarized real abelian varieties (see [1] or [7] for details about real abelian varieties). Since the complexification of a real Jacobian is a complex Jacobian (but the converse is not true), one usually restricts one's attention to the moduli space J of principally polarized real abelian varieties whose complexification is a complex Jacobian. In fact, there is a natural involution I acting on J , having the nice property that it exchanges Jacobians of non-hyperelliptic real curves with principally polarized real abelian varieties that are not real Jacobians (see [6, Prop. 3.4 ] for the precise definition of I). On the contrary, the locus of hyperelliptic real Jacobians is stable for I. However its general point is not fixed by I and the link with our problem is just the following: a real hyperelliptic curve having real points is Gaussian if and only if its Jacobian is fixed by I.
The main results of the present paper concern the classification of Gaussian curves. Topologically, a Gaussian curve X is classified by only two invariants: its genus g and the number k of connected components of its real locus. To classify X geometrically it is useful to look at the real automorphism β of P 1 induced, via the hyperelliptic covering, by the imaginary automorphism α that defines the structure of Gaussian curve on X. Then X is said to be of type I or of type II according to whether β has real fixed points or not. In Theorem 10.3 we classify Gaussian curves of type I: first we determine for what pairs (g, k) the moduli space of Gaussian curves of type I having genus g and k real components is not empty. Next, for such pairs, we compute the dimension and the number of irreducible components of this space. Similarly in Theorems 11.3 and 11.5 we classify Gaussian curves of type II.
The paper is organized as follows. In Sections 2-7 we develop the theory that we need to study Gaussian curves. Since all the results contained in these sections hold for ramified double coverings of real varieties of any dimension, we deal with this more general context. In Sections 8-9 we restrict our attention to double coverings of P 1 . Section 10 and 11 are devoted to Gaussian curves of type I and of type II, respectively. Finally, in Section 12 we apply our results to the case of real curves of genus 2.
Ramified double coverings
In this section we study ramified double coverings of a given real algebraic variety.
Let Y be a real algebraic variety. A ramified double cover of Y is a pair (X, f ), where X is a real algebraic variety and f is a finite morphism from X into Y of degree 2 which is notétale.
Let (X, f ) and (X , f ) be two ramified double covers of Y . A morphism of ramified double covers of Y from (X, f ) into (X , f ) is a morphism g : X → X making the diagram X
commute. Obviously, the ramified double covers of Y , together with their morphisms, constitute a category. We will denote this category by D.
Let f : X → Y be a ramified double cover. We recall the definition of the branch locus of f . The morphism f induces a morphism of sheaves
where Ω ·/R is the sheaf of Kähler differentials over R. The branch locus of f is the support B of coker(f ). Since f is notétale, B = ∅. We introduce another category D which will turn out to be equivalent to the opposite category D
• of D, but which has the advantage of being more manageable.
The objects of D are pairs (L, ϕ), where L is an invertible sheaf on Y , and ϕ :
is an injective and nonsurjective morphism of O Y -modules such that the image I = im(ϕ) of ϕ is the ideal sheaf of a smooth reduced divisor on Y .
Obviously, the pairs (L, ϕ) as above, together with their morphisms, constitute a category. We will denote this category by D .
Let us define a functor
and for all open subsets U of Y . Let X = Spec(A) [3, Exercise II.5.17]. Then X is a scheme over R, and comes along with a morphism f into Y . The morphism f is finite and of degree 2 since A is locally free of rank 2 as a sheaf of O Y -modules. In particular, X is proper. Since the branch locus B of (L, ϕ) is a smooth and reduced divisor on Y , the scheme X is smooth and geometrically integral. Hence, X is a real algebraic variety, and the morphism f is a ramified double cover of Y . Indeed, its ramification locus is exactly equal to B. Since ϕ is not surjective, B = ∅, i.e. f is notétale. The ramified double cover (X, f ) is said to be the ramified double cover associated to (L, ϕ). We set D(L, ϕ) = (X, f ).
Let
It is clear that D is a functor from the catgeory D into the category D • .
Proposition 2.1. The functor D : D → D
• is an equivalence of categories.
Proof. It is clear that D is fully faithful. Therefore, it suffices to show that D is essentialy surjective. Let f : X → Y be a ramified double cover of Y . The sheaf f O X is locally free of rank 2 as a sheaf of O Y -modules. Since f is of degree 2, there is a unique nontrivial automorphism of X over Y . We denote this automorphism
and for all open subsets U of Y . Since X is geometrically integral, ϕ is injective. Since the double cover f is ramified, ϕ is not surjective. Since X is smooth, the branch locus of (L, ϕ) is a smooth reduced divisor. It follows that (L, ϕ) is an object of the category D . It is clear that D(L, ϕ) is isomorphic to (X, f ).
Note that Proposition 2.1 implies, in particular, that the branch locus of a ramified double covering f : X → Y is of pure codimension 1 in Y . This is a special case of Zariski's Purity of Branch Locus [8] .
Twisting real structures
Let Y be a real algebraic variety, and let f : X → Y be a ramified double cover of Y . In this section, we construct a ramified double cover f − : X − → Y which is said to be obtained from f by twisting the real structure. It will give rise to an endofunctor on the category D. We will also show to which endofunctor it corresponds on the category D .
Since f is a finite morphism of degree 2, there is a unique nontrivial automorphism [−1] of X over Y . The Galois group G = Gal(C/R) acts naturally on the complexification X C = X × R C, and gives rise to a morphism of groups ϕ from G into the group Aut R (X C ) of R-automorphism of X C . Now, one can twist the ϕ-action of G on X C by defining a morphism
, and σ is the nontrivial element of G. Note that ψ is indeed a morphism of groups since ϕ(σ) and [−1] C commute in Aut R (C). Therefore, ψ defines another action of G on X C . The quotient X C by the ψ-action of G is a real algebraic variety X − . Observe that the complexification f C : X C → Y C of f is equivariant with respect to the ψ-action on X C and the natural action of G on
The following example describes explicitly what the twisted real structure looks like in the case that f is a ramified double cover of the real projective line P 1 .
Example 3.1. Let k be a nonconstant separable polynomial in R [x] . Let Y = P 1 and let X be a smooth projective model of the smooth affine curve defined by the equation y 2 = k(x). Let f : X → Y be the morphism that satisfies f (x, y) = x on the affine part of X. Then, f is a ramified double cover of Y . The real algebraic curve X − is isomorphic to a smooth projective model of the affine curve defined by the equation y 2 = −k(x). The restriction of f − to this affine part maps (x, y) onto x.
The assignment (X, f ) → (X − , f − ) can be easily extended to a functor T from the category of ramified double covers of Y into itself. It is clear that T • T ∼ = id. Now, since the categories D and D • are equivalent, the endofunctor T on D should correspond to an endofunctor T on D. In fact, it is easy to see what T should be. Define the endofunctor T of D on objects by
and on morphisms by T (ψ) = ψ. Then, T is, indeed an endofunctor of D , and it is easy to check that T corresponds to T via the equivalence D.
Classification of ramified double covers
In this section, we classify the ramified double covers of a real algebraic variety having real points and whose Picard group is 2-torsion free.
Proposition 4.1. Let Y be a real algebraic variety, and let f : X → Y be a ramified double covering. Let B be the branch locus of f . Then the following statements hold.
Proof. By Proposition 2.1, we may assume that (X, f ) = D(L, ϕ). A real point P of Y \ B belongs to f (X(R)) if and only if the image of the map
Since B(R) is contained in both subsets f (X(R)) and f − (X − (R)), statements 1 and 2 follow.
Over the field of complex numbers, a ramified double covering of an algebraic variety Y , whose Picard group is 2-torsion free, is entirely determined by the branch locus. Over the field of real numbers, that statement is not true. Instead, there are essentially two ramified double coverings having a given branch locus. 
Proof. By Proposition 2.1, we may assume that (X, f ) = D(L, ϕ) and that (X , f ) = D(L , ϕ ). Since (X, f ) and (X , f ) have the same branch loci, the respective images I and I of ϕ and ϕ are equal. It follows that the invertible sheaves L ⊗2 and (L ) ⊗2 are isomorphic. Since Pic(Y ) is 2-torsion free, the invertible sheaves L and L are isomorphic. Let ψ be an isomorphism from L onto L . Then there is a unique nonzero real number λ such that the diagram
Using Theorem 4.2, we prove the following classification theorem of ramified double covers of a real algebraic variety having real points and whose Picard group is 2-torsion free. Proof. It is clear that, if (X, f ) and (X , f ) are isomorphic, conditions 1 and 2 hold.
Conversely, suppose that conditions 1 and 2 hold. By Theorem 4.2, (X , f ) is either isomorphic to (X, f ) or to (X − , f − ). Since Y (R) = ∅ and since Y is smooth, B(R) = Y (R). It follows from Proposition 4.1 that the subsets f (X(R)) and f
Lifting automorphisms to double coverings
Let Y be a real algebraic variety, and let f : X → Y be a ramified double covering of Y . Let β be an automorphism of Y . A lift of β to X is an automorphism α of X such that the diagram
commutes.
In this section we formulate a necessary and sufficient condition for β to admit a lift to X. 
Proof. Suppose that β lifts to an automorphism α. Then, α is an isomorphism of the two ramified double covers (X, β • f ) and (X, f ) of Y . By Theorem 4.3, the branch locus of (X, β • f ) is equal to B, and β(f (X(R))) = f (X(R)). Since the branch locus of β • f is equal to β(B), conditions 1 and 2 follow.
Conversely, suppose that β is an automorphism of Y satisfying conditions 1 and 2. Then, the ramified double covers (X, β•f ) and (X, f ) are isomorphic by Theorem 4.3. Hence, there is an isomorphism α : 
Imaginary automorphisms
Now, we change slightly our point of view. Instead of studying ramified double coverings of a given real algebraic variety, we study ramified double coverings of arbitrary real algebraic varieties. More precisely, a ramified double covering is a finite morphism f of real algebraic varieties of degree 2 which is notétale. If f : X → Y and f : X → Y are such coverings, a morphism of ramified double coverings from f into f is a pair of morphisms (h,
commutes. Obviously, the ramified double coverings, together with their morphisms, constitute a category.
Let f : X → Y be a ramified double cover. As can be seen from Example 3.1 above, the real algebraic varieties X − and X are not necessarily isomorphic. In particular, the ramified double covers f and f − are not necessarily isomorphic. Theorem 6.3 below gives necessary and sufficient conditions for f and f − to be isomorphic as double covers. Let Y be a real algebraic variety and let B be a reduced smooth divisor on Y . Let Aut(Y, B) be the group of automorphisms β of Y that satisfy β(B) = B. We say that B is bilateral if there are two closed subsets C 1 and C 2 of Y (R) satisfying
If B is bilateral, an unordered pair {C 1 , C 2 } of closed subsets of Y (R) that satisfy conditions 1, 2 and 3 above, is called a pair of opponents for B. Of course, if such a pair exists, it is far from unique, in general.
Bilateral divisors abound, as follows from the following statement.
Proposition 6.1. Let Y be a real algebraic variety, and let B be a smooth reduced divisor on Y . Let I be the sheaf of ideals of B. If I is a square in Pic(Y ) then B is bilateral.
Proof. As is usual, let O(B) be the inverse of the invertible sheaf I. Then, O(B) comes along with a global section s whose divisor is equal to B. Since I is a square, O(B) is a square in Pic(Y ). Let L be an invertible sheaf on Y and let ϕ : L ⊗2 → O(B) be an isomorphism. For a real point P of Y , we say that s(P ) is nonnegative, i.e. s(P ) ≥ 0, if there is a section t of L in an open neighborhood of P such that ϕ(t ⊗ t)(P ) = s(P ). Define subsets C 1 and C 2 of Y (R) by
Choose β ∈ Aut(Y, B), and let us show that β(C 1 ) is either equal to C 1 or to C 2 . The same statement will then hold for β(C 2 ). Since β(B) = B, there is a nonzero real number λ such that β (s) = λs. If λ > 0 then β(C 1 ) = C 1 , and if λ < 0 then β(C 1 ) = C 2 .
Corollary 6.2. Let Y be a real algebraic variety, and let f : X → Y be a ramified double cover. Then the branch locus of f is bilateral. Moreover, a pair of opponents for B is {f (X(R)), f − (X − (R))}.
Proof. Let B be the branch locus of f . By Proposition 2.1, we may assume that (X, f ) = D(L, ϕ). Then, the sheaf I of ideals of B is equal to the image of ϕ. It follows that I is a square in Pic(Y ). By Proposition 6.2, B is bilateral.
The fact that {f (X(R)), f − (X − (R))} is a pair of opponents for B follows from Proposition 4.1 and the definition of f − .
The natural action of G on X C induces an action of G on the group Aut(X C ) of automorphisms of X C . As usual, for α ∈ Aut(X C ), we denote by α the element σ · α, where σ is the nontrival element of G. In fact, with notation as in Section 3, If, moreover, Y (R) = ∅, and Pic(Y ) is 2-torsion free, then the above conditions are equivalent to 3. There is an automorphism β of Y such that β(B) = B and β(f (X(R))) = f (X(R)).
Proof. 1⇒2: Suppose that f and f − are isomorphic. Then, there are isomorphisms γ :
We check that α satisfies the two conditions of 2.
Since 
Hence, γ induces an automorphism β of Y . It follows that (γ, β) is an isomorphism from (X, f ) onto (X − , f − ). 2⇒3: Let α be an automorphism of X C satisfying condition 2. As in the proof of the implication 2⇒1, the automorphism α induces an automorphism β of Y .
One clearly has β(B) = B. In order to show that β(f (X(R))) = f (X(R)), suppose that β(f (X(R))) is equal to f (X(R)). Then, by Theorem 5.1, β would lift to an automorphism γ of X.
In both cases, α = α, which contradicts the hypothesis that 
Commuting imaginary automorphisms and Gaussian double covers
Let f : X → Y be a ramified double covering. A commuting imaginary automorphism for f is an automorphism α of the complexification X C of X such that α and [−1] C commute, and
Observe that such an automorphism α for f does neither commute with ϕ(σ), nor with ψ(σ), with the notation of Section 3. To put it otherwise, an imaginary automorphism α for f is not the complexification of an automorphism of X or X − . This justifies the terminology "imaginary automorphism", in case the formula α = [−1] C • α is not striking enough.
Suppose that α is a commuting automorphism for f . Note that [−1] C • α is then another commuting automorphism for f .
Let Y be a real algebraic variety. Let f : X → Y be a ramified double covering. We say that f is Gaussian if the ramified double covers f and f − are isomorphic. By Theorem 6.3, f is Gaussian if and only if f admits a commuting imaginary automorphism. The following statement implies that a Gaussian ramified double covering is, up to isomorphism, determined by its branch locus. Proof. By Theorem 6.3, there is an automorphism β of Y that satisfies β(f (X(R))) = f (X(R)). Hence, f (X(R)) is nonempty. By Corollary 6.2,
Let γ be the fundamental class of B(R) in H n−1 (Y (R), Z/2). Let L be topological real line bundle on Y (R) that corresponds to the restriction of the invertible sheaf O(B) to Y (R). Then, the homology class γ is Poincaré dual to the first Stiefel-Whitney class w 1 (L) of L. Since O(B) is a square in Pic(Y ), the line bundle L is the square of a topological line bundle. Hence, L is trivial, and w 1 (L) vanishes. Therefore, γ = 0.
Gaussian real curves
In the literature, a hyperelliptic curve is supposed to be of genus at least 2. Although we are primarily interested in curves of genus at least 2, it will be convenient to enlarge slightly the category of hyperelliptic curves to curves of arbitrary genus. More precisely, a real hyperelliptic curve is a pair (X, f ), where X is a real algebraic curve, and f is a ramified double cover from X into P 1 . The morphism f is also called the hyperelliptic covering.
Let (X, f ) be a real hyperelliptic curve. When the genus of X is greater than 1, the hyperelliptic covering f is uniquely determined by X, up to isomorphism. More precisely, let f : X → P 1 be another ramified double covering. Then there is an automorphism β of P 1 such that f = β • f . Therefore, the current definition of a real hyperelliptic curve of genus greater than 1 is equivalent to the usual definition.
Let f : X → Y be a real hyperelliptic curve. We say that (X,
As is generally true for ramified double covers of real algebraic varieties, a real hyperelliptic curve is not uniquely determined by the branch locus of the hyperelliptic covering. Indeed, Let (X, f ) be a hyperelliptic real curve. Let X − be the real algebraic curve obtained from X by twisting the real structure relative to f (cf. Section 3). The morphism f induces a morphism f − from X − into P 1 . The pair (X − , f − ) is a real hyperelliptic curve. Now, the hyperelliptic covering f − has the same branch locus as f . However, the real hyperelliptic curves (X, f ) and (X − , f − ) are not necessarily isomorphic (cf. Theorem 6.3). When this happens we say that (X, f ), or simply X, is Gaussian, according to the terminology of Section 7.
Proposition 8.2. Let (X, f ) be a Gaussian real hyperelliptic curve. Then (X, f ) is ordinary, i.e., the morphism f is ramified over real points of P 1 .
Proof. Since P 1 (R) is nonempty and connected, and Pic(P 1 ) ∼ = Z is 2-torsion free, one can apply Proposition 7.2. Therefore, f is ramified over at least 1 real point, i.e, (X, f ) is ordinary.
Let (X, f ) be a Gaussian real hyperelliptic curve. By Theorem 6.3, f admits a commuting imaginary automorphism. According to the following statement, one may assume that the order of this automorphism is finite. Proposition 8.3. Let (X, f ) be a real hyperelliptic curve. Let B be the branch locus of f . Then the following conditions are equivalent.
2. There is a commuting imaginary automorphism α for f of finite order.
3. There is an automorphism β of P 1 of finite order such that β(B) = B and β(f (X(R))) = f (X(R)).
Moreover, if the above conditions are satisfied, the number of automorphisms β of P 1 satisfying condition 3 is finite, and any such automorphism has even order.
Proof. The implication 3⇒1 follows directly from Theorem 6.3. The implication 2⇒3 is clear since the automorphism β induced by α is of finite order if α is of finite order. Let us show the implication 1⇒2.
Let g be the genus of X. If g ≥ 2 then, as is well known, any automorphism of X has finite order. Therefore, we may assume that g ≤ 1.
By Theorem 6.3, there is a commuting imaginary automorphism α for f . Let B be the branch locus of f . Then, as before, α induces an automorphism β of P 1 satisfying β(B) = B. By Riemann-Hurwitz, deg(B) = 2g + 2. In particular, deg(B) is equal to 2 or 4. If deg(B) = 4, β is of finite order. Hence, α is of finite order. If deg(B) = 2 then X ∼ = P 1 , by Proposition 7.2, and we may assume that f is the morphism P 1 → P 1 that maps x to x 2 . In that case, the automorphism α of P 1 C defined by α (x) = √ −1x is an imaginary automorphism for f of finite order. This shows the implication 1⇒2. Therefore, the conditions 1, 2 and 3 are equivalent.
By Proposition 7.2, B(R) contains at least 2 points. It follows that there are only finitely many automorphisms β of P 1 of finite order that satisfy β(B) = B. Therefore the number of automorphisms β of P 1 that satisfy condition 3, is finite.
Let β be an automorphism of P 1 satisfying condition 3. We show that β has even order. Indeed, since β(f (X(R))) = f (X(R)), one has β(f (X(R))) = f − (X − (R)) by Corollary 6.2. Then also β(f − (X − (R))) = f (X(R)). It follows that β 2 maps f (X(R)) into itself. Therefore, β has even order.
Moduli of Gaussian real curves
Let H be the moduli space of all real hyperelliptic curves. As a set, H consists of all isomorphism classes of ramified double covers of the real projective line P 1 , where isomorphism is taken in the sense of Section 6. The set H is easily seen to have a natural structure of a semianalytic variety (see [4] for the definition of a seminanalytic variety). Of course, H has infinitely many connected components. Indeed, let (X, f ) and (X , f ) be real hyperelliptic curves. Then, (X, f ) and (X , f ) belong to the same connected component of the moduli space H of all real hyperelliptic curves if and only if X and X have the same genus, and the continuous maps
are homeomorphic. Now, let G be the locus in H of all Gaussian curves. Let us show that G is a real analytic subvariety of H.
Define an involution ι on H by
It is clear that ι 2 = id. Since ι = id, ι is an involution on H. By definition of a Gaussian real hyperelliptic curve, the subset G of H of Gaussian curves is equal to the set of fixed points of ι on H. Since ι is analytic, the set G is a real analytic subvariety of H. In particular, G acquires a natural structure of a semianalytic variety. It is the moduli space of all Gaussian curves.
A connected component of H contains either only ordinary real hyperelliptic curves, or only extraordinary ones. Therefore, we define a connected component of H to be ordinary if all its elements are ordinary, and we define it to be extraordinary if all its elements are extraordinary. Proposition 8.2 has the following consequence.
Corollary 9.1. The subset G of H of all Gaussian curves is contained in the union of all ordinary components of H.
Let X be a real algebraic curve. Denote by g(X) the genus of X. Denote by r(X) the number of real components of X, i.e., the number of connected components of X(R). Let g be a natural integer, and let r be a natural integer satisfying 1 ≤ r ≤ g + 1. Denote by H g,r the subset of H of all ordinary real hyperelliptic curves (X, f ) such that the genus of X is equal to g and the number of real components of X is equal to r. Then, H g,r is an ordinary connected component of H. Conversely, any ordinary connected component of H is of the form H g,r for some natural integers g and r satisfying 1 ≤ r ≤ g + 1. Define
i.e. G g,r is the locus in H g,r of Gaussian curves. The sequel of the paper is devoted to the study of G g,r .
Let (X, f ) be a Gaussian real hyperelliptic curve. Let β be an automorphism of P 1 of finite order satisfying β(f (X(R))) = f (X(R)) (cf. Proposition 8.3). Two cases can occur: either β has real fixed points, or β has not. In the former case we say that X is Gaussian of type I. In the latter case we say that X is Gaussian of type II. Note that a Gaussian curve can be of both types at the same time.
Let G I be the locus of Gaussian curves in G that are of type I, and let G II be the locus of Gaussian curves in G that are of type II. Then, G I ∪ G II = G. Let also G I g,r be the locus of Gaussian curves of type I in G g,r , and let G II g,r be the locus of Gaussian curves of type II in G g,r . Then,
DefineG to be the moduli space of triples (X, f, β), where (X, f ) is a Gaussian curve and β is an automorphism of P 1 of finite order that satisfies β(B) = B and β(f (X(R))) = f (X(R)), where B is the branch locus of f . Here, two such triples (X, f, β) and (X , f , β ) are said to be isomorphic if there is an isomorphism (h, k) from (X, f ) into (X , f ) that satisfies β • k = k • β. As a set,G consists of all isomorphism classes of triples (X, f, β) as above. We will see thatG has a natural structure of a semianalytic variety. DefineG I to be the locus inG of the isomorphism classes of (X, f, β) with β having real fixed points. DefineG II to be the locus inG of the isomorphism classes of (X, f, β) with β not having real fixed points. Then, G is the disjoint union ofG I andG II . Let
be the forgetful map. By Proposition 8.3, ϕ is surjective. Moreover, ϕ(G I ) = G I and ϕ(G II ) = G II . By Proposition 8.3, ϕ has finite fibers.
Gaussian curves of type I
In this section we give an explicit description of the moduli spaceG I . First, we show how to construct explicitly Gaussian curves of type I. After that, we will show that all Gaussian curves of type I are obtained by this construction (cf. Proposition 10.1).
For the explicit construction of Gaussian curves of type I, let k be a separable polynomial in R[x] such that k(0) = 0. Let X = X k be the smooth model of the real curve defined by the equation y 2 = xk(x 2 ), and let f = f k : X → P 1 be the morphism defined by f (x, y) = x. Then (X, f ) is a real hyperelliptic curve, as defined in Section 8.
Let β : P 1 → P 1 be the automorphism β(x) = −x. Then, there is a commuting imaginary automorphism α for f inducing β by Proposition 8.3. Indeed, since the polynomial xk(x 2 ) changes sign at x = 0, the automorphism β does not map the subset f (X(R)) of P 1 (R) into itself. Therefore, (X, f, β) is a Gaussian curve of type I. Proof. Let (X, f, β) be an element ofG I , i.e., X is a Gaussian curve of type I, and the automorphism β has real fixed points. Since β = id, the automorphism β has exactly 2 real fixed points. Then, after a change of coordinates of P 1 , we may assume that β is the automorphism on P 1 defined by β(x) = −x. In particular, the order of β is equal to 2. Now, there is a nonzero separable polynomial h in R[x] such that X is a smooth model of the real curve defined by the equation y 2 = h(x) and such that f is the mapping (x, y) → x. Since β respects the branch locus of f , β (h) = λh, for some nonzero real number λ. Since β does not map f (X(R)) into itself, λ < 0. Since β has finite order, λ = −1. It follows that there is a separable polynomial k in R[x] with k(0) = 0 and such that h(x) = xk(x 2 ). Hence, X is a smooth model of the curve defined by the equation y 2 = xk(x 2 ), i.e., (X, f, β) is isomorphic to the Gaussian curve (X k , f k , x → −x) of type I.
The map π is, in fact, a quotient map. Indeed, the group R acts lefthandedly on Σ by multiplication, i.e, λ · k = λk. The group Γ = R µ 2 acts right-handedly on Σ as follows. The first factor of Γ acts by λ · k(x) = λk(λ 2 x). The second factor of Γ acts by (−1)
It is clear that the actions of R and Γ on Σ commute.
Since a Gaussian curve is determined by its branch locus (cf. Corollary 7.1), one has the following statement. In particular,G I acquires a natural structure of a semianalyitc variety as a quotient of Σ.
For k ∈ Σ, let d(k) denote its degree, p(k) the number of its positive real roots, and q(k) the number of its negative real roots. Let d, p and q be natural integers. Let Σ (d,p,q) be the set of polynomials k ∈ Σ such that d(k) = d, p(k) = p and q(k) = q. It follows that the connected components ofG I are the subsets π (Σ (d,p,q) ).
Theorem 10.3. Let g and r be natural integers satisfying 1 ≤ r ≤ g + 1.
The connected component H g,r of the moduli space H of real hyperelliptic curves contains Gaussian curves of type I. More precisely, the irreducible components of the locus of Gaussian curves of type I in the moduli space H g,r are the subsets ϕ(π(Σ (g,r−1,q) )), where q is a natural integer satisfying q ≤ g − r + 1 and q ≡ g − r + 1 (mod 2). In particular, all its irreducible components are of dimension g − 1, if g ≥ 1.
Proof. Since the connected components ofG I are the subsets π(Σ (d,p,q) ), the irreducible components of G I are the subsets ϕ(π (Σ (d,p,q) )), where p + q ≤ d and p+q ≡ d (mod 2). In order to show the statement of the theorem, it suffices to show that a real hyperelliptic curve (X, f ) belonging to ϕ(π (Σ (d,p,q) )) has genus d and has p + 1 real components. But this is easy to check.
Gaussian curves of type II
To study Gaussian curves of type II it is useful to introduce the following notation. Let B be a reduced effective bilateral divisor on P 1 . Let {C 1 , C 2 } be a pair of opponents for B. An automorphism β ∈ Aut(P 1 , B) is said to be of signature −1 if β(C 1 ) = C 2 .
LetB be the moduli space of all pairs (B, β) where B is a reduced effective bilateral divisor on P 1 , and β ∈ Aut(P 1 , B) is an automorphism of finite order and of signature −1. As a set,B consists of the isomorphism classes of all pairs (B, β). Two such pairs (B, β) and (B , β ) are isomorphic if there is an automophism k of P 1 such that k(B) = B and k • β = β • k. It is clear thatB has a natural structure of a semianalytic variety.
Let ρ :G −→B be the map that associates to an element (X, f, β) ofG, the element (B, β) ofB, where B is the branch locus of f . Then, ρ is a bijection by Proposition 8.3. Define the subsetB I ofB consisting of all pairs (B, β), where β has real fixed points. Define also the subsetB II ofB consisting of all pairs (B, β), where β has no real fixed points. Then,B is the disjoint uinon ofB I and B II . In fact,B I andB II are open subsets ofB. In particular,B I and B II come along with a natural structure of a semianalytic variety. Again, the restrictions ρ I and ρ II of ρ to the subsetsG I andG II , respectively, are isomorphisms ontoG I andG II , respectively. Now we are ready to give an explicit description of the moduli spaceG II . It will give rise to an explicit description of each irreducible component of G II . Let (X, f, β) be an element ofG II , i.e., X is a Gaussian curve of type II, and β is an automorphism of P 1 having no real fixed points and of even nonzero order, by Proposition 8.3. Let n be the order of β. Of course, the nonzero natural integer n is uniquely determined by (X, f, β). Let us call n the order of (X, f, β). Denote byG II,n the subset ofG II of all (X, f, β) of order n. Of course,G II is the disjoint union of the subsetsG II,n , for n ∈ 2N, n = 0. Let G II,n be the image ofG II,n in H by the forgetful map ϕ. We say that a Gaussian curve (X, f ) of type II is of order n if it belongs to the subset G II,n of H. Of course, a Gaussian curve of type II can be of several orders at the same time, i.e., the intersection G II,n ∩ G II,k is not necessarily empty.
As for the case of Gaussian curves of type I, we need to determine the genus and the number of real components that can have a Gaussian curve of type II. More precisely, given g, r ∈ N with 1 ≤ r ≤ g + 1, we determine a necessary and sufficient condition on g, r for G II g,r = G II ∩ H g,r to be empty or not.
Lemma 11.1. Let r and be nonzero natural integers. Then, is the order of an odd element of Z/2rZ, if and only if divides 2r and the quotient 2r is odd.
Proof. Note that it makes sense to speak about odd elements of Z/2rZ since 2r is even. It is clear that is the order of an element of Z/2rZ if and only if divides 2r. Moreover, the elements of Z/2rZ of order are the generators of the subgroup kZ/2rZ of Z/2rZ, where k = 2r . These generators are either all odd, or all even. Since k is of order in Z/2rZ, the integer is the order of an odd element of Z/2rZ if and only if divides 2r and the quotient 2r is odd.
Lemma 11.2. Let r and be nonzero natural integers. Let h : S 1 → S 1 be the homeomorphism defined by h(x) = ξx, where ξ is a primitive th root of unity. Then, there is a disjoint union I of r closed intervals in S 1 such that h(∂I) ⊆ ∂I if and only if divides 2r. Moreover, in that case, h(I) ⊆ I if and only if 2r is odd.
Proof. The first statement is clear. In order to show the second, suppose that divides 2r, and let I be a disjoint union of r closed intervals such that h(∂I) ⊆ ∂I. The complement S 1 \ ∂I has exactly 2r connected components. Moreover, the set of connected components of S 1 \ ∂I is cyclically ordered. Choose a bijection between Z/2rZ and the set of connected components of S 1 \ ∂I that respects cyclic orderings. Then h induces a bijection τ from Z/2rZ into itself that respects the cyclic ordering. It follows that there is an element s ∈ Z such that τ (x) = x + s for all x ∈ Z/2rZ. Since the order of τ is equal to , the integer s is of order in Z/2rZ. Now, h(I) ⊆ I if and only if s is odd. By the preceding lemma, h(I) ⊆ I if and only if 2r is odd.
Theorem 11.3. Let g, r ∈ N such that 1 ≤ r ≤ g + 1. Let n ∈ 2N, n = 0. Then there is a Gaussian curve in H g,r of type II and of order n if and only if the following two conditions are satisfied.
1. n divides 2r and the quotient 2r n is odd, and 2. n divides g − r + 1 or n divides g − r.
Proof. Suppose that (X, f, β) is a Gaussian curve of type II and of order n such that X is of genus g and has r real components. As before, we may assume that the fixed points of β are the points ± √ −1. Since β maps f (X(R)) not into itself, the order n of β divides 2r, and 2r n is odd, by Lemma 11.2. Moreover, f has 2g + 2 ramification points. Exactly 2r of them are real. Hence, exactly 2g + 2 − 2r of them are nonreal. The set of nonreal ramification points of f is stable for the action of β. Since the complex conjugate of a nonreal ramification point of f is also a ramification point, and since β only has ± √ −1 as fixed points, either 2g + 2 − 2r is divisible by 2n, or 2g − 2r is divisible by 2n. It follows that n divides g − r + 1, or n divides g − r.
Conversely, suppose that n ∈ 2N \ {0} satisfies conditions 1 and 2. Let us show that there is a Gaussian curve (X, f ) in H g,r of type II and of order n. First, choose an automorphism β of P 1 of order n having ± √ −1 as fixed points. Since n divides 2r, one can choose 2r distinct real points P 1 , . . . , P 2r of P 1 such that the set {P 1 , . . . , P 2r } is stable for the action of β. Now, there are two cases to consider: the case that 2n divides 2g − 2r + 2, and the case that 2n divides 2g − 2r. In the first case, one can choose 2g − 2r + 2 nonreal complex points P 2r+1 , . . . , P 2g+2 of P 1 different from ± √ −1 such that the set {P 2r+1 , . . . , P 2g+2 } is stable for complex conjugation, as well as for the action of β. In the second case, one can choose 2g − 2 of such points P 2r+1 , . . . , P 2g , and one lets P 2g+1 = √ −1 and P 2g+2 = − √ −1. In both cases, one ends up with a set of 2g + 2 complex points that is stable for complex conjugation, as well as for the action of β. Moreover, precisely 2r of them are real. It follows that each ramified double covering of P 1 ramified at these 2g + 2 complex points defines a real hyperelliptic curve (X, f ) of genus g having r real components. By Lemma 11.2, β does not map f (X(R)) into itself. Therefore, (X, f, β) is a Gaussian curve of type II and of order n.
We need the following notation. For an integer k, denote by ord 2 (k) the 2-valuation of k, i.e., the unique natural integer i such that k = 2 i k with k an odd integer.
Corollary 11.4. Let g, r ∈ N such that 1 ≤ r ≤ g + 1. There is a Gaussian curve in H g,r of type II if and only if ord 2 (g) = ord 2 (r) or ord 2 (g + 1) = ord 2 (r). Moreover, in that case, H g,r contains Gaussian curves of type II and of order 2 i+1 , where i = ord 2 (r). Furthermore, the order of any Gaussian curve of type II in H g,r is a multiple of 2 i+1 .
Proof. Suppose that there is a Gaussian curve (X, f, β) of type II of genus g and having r real components. Let us show that ord 2 (g) = ord 2 (r) or ord 2 (g+ 1) = ord 2 (r). Let n be the order of β. Let i = ord 2 (r) and write r = 2 i r with r an odd integer. By Theorem 11.3, 2r n is odd. Hence, ord 2 (n) = ord 2 (2r) = i+1. Write n = 2 i+1 n , with n an odd integer. By Theorem 11.3, there are two cases to consider: the case where n divides g − r + 1 and the case where n divides g − r.
In the first case, one necessarily has that 2 i+1 divides g −2 i r +1. Then, 2 i divides g+1. Write g+1 = 2 i g , where g is an integer. Then, 2 divides g −r . Since r is odd, g is odd as well. It follows that ord 2 (g + 1) = i = ord 2 (r).
In the second case, one obtains similarly that ord 2 (g) = ord 2 (r). This shows that ord 2 (g) = ord 2 (r) or ord 2 (g + 1) = ord 2 (r).
In order to show the converse, suppose that ord 2 (g) = ord 2 (r) or ord 2 (g + 1) = ord 2 (r). Let i = ord 2 (r) and let n = 2 i+1 . Then, n satisfies the conditions of Theorem 11.3. It follows that there is a Gaussian curve of type II and of genus g having r real components.
The last two statements follow immediately from Theorem 11.3.
Let g and r be natural integers such that 1 ≤ r ≤ g + 1. LetB Moreover,B II is the disjoint union of the subsets of the formB II g,r . Let n be a nonzero even natural integer. LetB II,n be the subset ofB II of all pairs (B, β) for which the order of β is equal to n. Of course,B II,n is an open subset ofB II,n . Moreover,B II is the disjoint union of the subsetsB II,n , where n runs through all nonzero even natural integers. PutB
II,n .
According to Theorem 11.3,B II,n g,r is nonempty if and only if 1. n divides 2r and the quotient 2r n is odd, and 2. n divides g − r + 1 or n divides g − r.
In that case, it is easy to see that dimB II,n g,r = 2g+2 n − 1 if n divides g − r + 1, and
Theorem 11.5. Let g and r be natural integers satisfying 1 ≤ r ≤ g + 1.
Suppose that ord 2 (g) = ord 2 (r) or ord 2 (g + 1) = ord 2 (r). Then, the locus G II g,r of Gaussian curves of type II in H g,r is equal to
,
= ord 2 (r), and
12 Example: Gaussian curves of genus 2
In the present Section we apply our results to real curves of genus 2. In particular, by means of our general theory, we recover results of [2, Prop. Example 12.1. We start with the so-called M-curves, that is the curves of genus 2 whose real locus consists of 3 connected components. There are the following 3 types of Gaussian curves. 1. First of all, by Theorem 11.5 there is an irreducible 2-dimensional family of Gaussian curves of type II and order 2 (we denote it by G II,2 2,3 , and similar notations will be used in the present section). The curves of this family may be represented by an affine plane equation of the form: In fact, by [5, pag. 347] , for the general X ∈ G II,2 2,3 , the automorphism group of X C is the non-cyclic group of order 4, generated by the hyperelliptic involution and by the automorphism α 1 defined as:
AutX C consists of 2 real automorphisms (the trivial one and the hyperelliptic involution) and 2 imaginary automorphisms (α 1 and its conjugate). The real automorphism β 1 induced on P 1 by α 1 and α 1 is of order 2 and it has no real fixed points; so, as expected, it provides X of a structure of Gaussian curve of type II and order 2.
2. Next, by Theorem 10.3, there is an irreducible 1-dimensional family of Gaussian curves of type I, represented by affine plane equations of the form y 2 = x(x 2 − a 2 )(a 2 x 2 − 1).
For the general curve X of this family the group AutX C has order 8 and it is generated by the automorphism α 1 below and the automorphism α 2 defined as: α 2 (x, y) = (−x, y √ −1). and that AutX C has order 24 and it is generated by the automorphism α 2 below and by the automorphism α 3 defined as:
So there are 12 imaginary automorphisms on X: α 1 = α and their conjugate. We have already described the automorphisms α 1 , α 1 and α 2 , α 2 : they give to the curve the structure of Gaussian curve of type II and order 2 and of type I, respectively. The automorphisms β 3 and β 4 induced by the pairs α 3 , α 3 and α 4 , α 4 are of order 6 and so they provided X of a structure of Gaussian curve of type II and order 6. Finally, it is immediate that the automorphism α 5 , α 5 and α 6 , α 6 are additional imaginary automorphisms of type I.
We remark that there is a chain of inclusions of irreducible spaces having dimension 0,1,2 and 3, respectively. We also remark that, for the curves seen in the present example, all the automorphisms are either real or imaginary: this is a very particular case, because in general a complex non-real automorphism is not necessarily "purely imaginary" in the sense of our definition! Example 12.2. For real curves of genus 2 having 2 real connected components, Theorems 10.3 and 11.3 ensure that there are only 2 types of Gaussian curves: there is a 1-dimensional irreducible family of Gaussian curves of type I, consisting of the curves of equation
and one curve of this family has also a structure of Gaussian curve of type II and order 4: one easily sees that it is the curve of equation
So there is a chain of inclusions of irreducible spaces having dimension 0,1 and 3, respectively. Note that there are no Gaussian curves of type II and order 2: this imply that the locus of Gaussian curves has lower dimension than for the M-curves and in particular it does not disconnect the entire space H 2,2 .
Example 12.3. Finally we consider the case of real curves of genus 2 having 1 real connected component. By Theorem 11.5 there is a 2-dimensional irreducible family of Gaussian curves of type II, consisting of curves of equation y 2 = x(x 2 − 2ax + a 2 + b 2 )((a 2 + b 2 )x 2 + 2ax + 1).
There is also a family of Gaussian curves of type I, but the main difference with respect to previous cases is that it is not irreducible: as explained in Theorem 10.3, it splits into two 1-dimensional families, consisting of the curves of equations y 2 = x(x 4 + a 2 ) and y 2 = x(x 2 + 1)(x 2 + a 2 ).
As above we have the following kind of stratification:
2,1 = G 2,1 ⊂ H 2,1 .
