Introduction.
We intend in this paper to discuss the solutions of linear functional equations of the form We seek to find real functions uit) which satisfy (1.1) or (1.2) for t>to (¿o>0), and which satisfy the boundary condition uit) =git) for to ^t ^¿o + l, where git) is a given real continuous function. The principal aim of this paper is to characterize such solutions for large positive values of the independent variable.
Consider, for the moment, the more general linear equation where u is an «-dimensional column vector and Ak is a square matrix with n columns. The boundary condition is u = g(t) for 0 ¿t^tn, where g(t) is a given vector function. The methods to be employed below could be extended to provide information concerning this general equation and an associated nonlinear equation.
However, in order to avoid extraneous complications, the discussion will be restricted to the first order equations (1.1) and (1.2).
Functional equations of the above type occur in several branches of mathematical physics. For references, see Hoheisel [8] , Hilb [7] , and Wright [17] . Very complete information on the solutions of equations with constant coefficients has been obtained by Schmidt [ll] , Hilb [7] , Titchmarsh [12] , Pitt [10] , Wright [14; 15; 17; 18] , and Brownell [4] as /->+oo, and we seek to determine the behavior of the solutions of (1.1) and (1.2) as /-»+<». This subject is suggested by the discussion of the analogous problem for differential equations and for difference equations carried out by various authors. See, for example, Hukuhara [9] and Trjitzinsky [13] , where references to related papers are given.
Before beginning the detailed study of (1.1) and (1.2), we shall briefly indicate the method to be used and the conclusions reached. Throughout this article, the equation (1.5) se3 -b0e" -a0 = 0 is called the characteristic equation, and its roots are called the characteristic roots. The first step in studying (1.1) or (1.2), where a(t) and b(t) have the asymptotic expansions (1.4), is to investigate the equation of first approximation (1.6) Jtu{t+ l) = («<> + -)«(/) +(*o + y) «(* + 1), subject to the prescribed boundary condition. By use of the Laplace transform, we may express the solution of (1.6) as a contour integral. The asymptotic behavior of the solution can then be determined by a familiar method. The principal conclusions may be stated as follows. Theorem 1.1. There is a unique function u(t) which satisfies the equation (1.6) above for t>to and which satisfies the boundary condition (1.7) «(0 = g(t) (toè t S to + 1), where git) is an arbitrary real continuous function and c0, at, b0, and bi are any real constants. If ao5¿ -exp (b0-l), there is one particular characteristic root S2, which depends on c0, Ci, bo, bi, and git), and there are constants c0, Ci, c2, ■ ■ ■ , Co 5^0, such that, given any positive integer m, at S2. Theorem 1.1 is basic in the discussion of the more general equations (1.1) and (1.2), and is, perhaps, of some intrinsic interest. §2 of this essay is devoted to the proof of Theorem 1.1. In §3, we consider the nonhomogeneous equation (1.10) j uit + 1) = (ao + -) uit) + (bo + -) uit +1) + wit).
By applying the Laplace transform again, we are able to prove that, under certain conditions on wit), the solution uit) oí (1.10) which satisfies the boundary condition (1.7) is of the form
where Uoit) is the solution of (1.6) and (1.7), and where Ui(t) may be written in the form
kit, ti) is defined below.
In §4, we discuss the general linear equation (1.1), where c(/) and bit) have the asymptotic expansions (1.4). We note that (1.1) is of the same form as (1.10), if wit) is appropriately chosen. The results of §3 therefore suggest the consideration of the linear integral equation
where A(t) =a(t)-aa -ax/t and B(t)=b(t)-bo -bi/t. The solution of (1.11) and (1.7) may readily be constructed by the method of successive approximations, and may be shown to be the solution of (1.1). We can then ascertain its asymptotic character with the aid of Theorem 1.1 and the known form of k(t, h).
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We use a similar procedure in §5 in studying (1.2). Our principal results are as follows: Theorem 1.2. There is a unique function u(t) which satisfies the boundary condition (1.7) and which satisfies the equation (1.1) for t>to, if a(t) and b(t) have the asymptotic expansions (1.4) as t-*-\-». Let Si be the characteristic root of largest real part(2), and let 8i be the residue of (1.9) at Si. Ifao^ -exp (o0 -1), (1.12) u(t) = Q(fl» <»*>«■• «»>*)
as t->+ oo (3).
Corollary. 7/ Re (5X) <0(4), or t/ Re (Si) =0 and Re (ôi) <0, all solutions of (1.1) approach zero as t-»+ ». in which ao, ai, £>o, ¿i, and t are all real. We shall, in this section, indicate the method by which Theorem 1.1 may be proved. Since the proof is obtained by standard techniques, we shall omit some of the details. In the first place, it is clear that there is a unique real function u(t) which satisfies (2.1) for t>t0 and which satisfies the boundary condition (2.2) u(t) = g(t) (¿o = ¿ á ¿o + 1), ( !) The existence of 5i is proved below.
The methods herein given can be extended so as to yield an asymptotic series representation. / (4) Hayes [6] has derived a necessary and sufficient condition in order that all characteristic roots have negative real parts.
(6) The methods herein given can be extended so as to yield an asymptotic series representation.
where g(t) is a given real continuous function. We shall find the Laplace transform of this solution, and then apply a standard inversion theorem in order to obtain a suitable representation of the solution. An examination of the singularities of the transform will yield the asymptotic results stated in Theorem 1.1.
First of all, it is easily shown by integrating (2.1) and then using a lemma employed extensively by other authors-cf.
Bellman
and hence that the transform u(t)e-'ldl h exists and is an analytic function of 5 in a certain half-plane. From (2.1), we find that U satisfies the differential equation git)e-"dl.
h Before solving (2.4), we must make a few preliminary remarks, the first of which concern the characteristic roots, the roots of (2.6) ses -b0es -a0 = 0.
Wright [14] 
for s "near s'." If 8' is a non-negative integer, (2.8) is valid in a circle | s -s'\ í£ C, but if 5' is a negative integer an expansion of the above form holds only in an annulus 0 < | s -s'\ i£ C. If 5' is not an integer, exp {h(s)} has a branch point at s', and (2.8) is valid in an annulus 0<|s -s'| = C, cut along the real axis if s' is real, but along the line joining s' and s' if s' is not real. Also, the expansion
is valid in an appropriate neighborhood of s'. The following inequalities, which may be proved without great difficulty, will be needed below. First, given any a>X\, there are constants G, C2, and p such that The solution of (2.4) which we require is one which approaches zero as s tends to infinity along the positive real axis. The only such solution is (2.13) U(s, to) =-f G(si, to)eh^dsu se" -boe' -aoJ +x+io,Lt where L2 denotes any contour from + co +i0 to s = x+4y which lies on or to the right of the line of abscissa x. In order to show that this solution does approach zero as 5 tends to infinity along the real axis, we use the above inequalities. It is necessary to suppose that to is sufficiently large. This is no loss of generality, since we may successively compute the solution in the intervals ih, h + 1), • • • , it0+m, t0+m + l), using (2.1) and (2.2), and take as a new initial condition the functional values found for the interval ito+m, to+m + 1).
From (2.13) we can immediately obtain a representation of the solution uit) of (2.1), using the inversion theorem stated in Doetsch [5, p. 107] . It is necessary to prove only that, if L is the vertical line from x -i<x> to x+i&>, f, e"Uis, lo)ds t is uniformly convergent in the interval T^t^T2 for any T>t0+1 and any finite T2>T, provided x is sufficiently large. This may be accomplished by integrating by parts and using the inequalities given above. Thus we find that (2.14) uit) = --I e"Uis, t0)ds
The formula (2.13) may be used to continue Uis, to) analytically into the whole s-plane, cut along the lines of discontinuity of exp his), if we require L2 to be a contour of the same type as L%. Let s' be any characteristic root, let S' be the residue of h'is) at s', and suppose that 5' is not a negative integer. Then by integrating by parts n times and using (2.8) and (2.9), we find from (2.13) that
This equation is valid in an annulus 0<|s -s'\ ^ C, or in an annulus cut along a certain line segment, according to the value of 5'. In this formula i?o(s)=exp his) and H"+iis) is an indefinite integral of H"is) for n = 0, 1, 2, • • • . Also, each H ¡is) has an expansion
valid in an appropriate neighborhood of s'. /" is defined by (2.17)
where the path is of the same type as 7,2-This integral converges if n + Re (5') > -1, according to (2.16), as does the integral in (2.15).
A formula similar to (2.15) holds for s near s', s', 7", 8', and the h¡ must be replaced by their conjugates, and the functions 77y(s) must be replaced by functions H*(s) with expansions
We now let S2 = X2-\-iY2 denote the characteristic root of largest real part at which U has a singularity. We shall define certain functions whose transforms comprise the "principal part" of U at 52 and S2. Let 82 be the residue of h'(s) at S2. We shall first suppose that 82 is not an integer, and shall consider two cases. (2.24) may be taken as the definition of Fis, t0) over the whole s-plane, cut along the lines of discontinuity of U. Case 2. Re (S2) á -1, S2 not an integer. In this case we define r//) by (2.19) for/ = 0, 1, • • • , n, and take the sums in (2.20) and (2.21) from j = 0 to j = n, but otherwise the discussion is unaltered.
We shall now apply a slightly extended form of a theorem stated in is n times differentiate with respect to y, and the nth derivative is continuous for all y. This may be deduced from the expansions (2.15) and (2.21). for t>¿o + l. Finally, we observe that the integrals
eil« <-t/(Z2 + iy) > dy and
where r¡ is a fixed number greater than Y2, are uniformly convergent for t = 7" (7>0). This is readily proved. Consequently, we find, by arguing as in
This result is valid for any positive integer n for which re + Re (52)>1, provided 82 is not an integer. Using the definitions of r(l), we obtain the asymptotic formula (1.8) of Theorem 1.1.
It is still necessary to consider the case in which S2 is an integer. If 52 is a non-negative integer, we may obtain equation (1.8) by abandoning the above method and using the residue theorem. If S2 is a negative integer, equations (2.13) and (2.14) are still valid, but instead of (2.15) we have We first observe that there is clearly a unique solution of (3.1) and (3.2). Let us apply the Laplace transform formally to (3.1), as in §2 of this paper, solve the resulting differential equation, and employ the customary inversion. The function 
where each integral exists for t>t0 and x> Xx. The path L is the straight line from x -too tox+î'co.
We shall now prove that the function u(t) defined by (3.3) is the unique solution of (3.1) and (3.2). In order to prove that u(t) satisfies the boundary condition, we must demonstrate that Ui(t)=Q for toíkt^to+l. This follows, for toút<to-\-\, from the third equation of (3.6) by shifting L to the right. Mi(¿o + l) may be defined to be zero.
It must still be proved that w(¿ + l) is a solution of (3.1) for t>to-Since Uo(t) is a solution of the homogeneous equation discussed in §2, it will be enough to show that Ui(t) is a particular solution of (3.1). It seems to be difficult to do this directly. Instead, we adopt the following device. Let
We shall now show that 7i(/) is identically zero for t>t0. The required result will then follow by differentiation. For convenience, define (3.8) k(t,h)=-I -4 I e^e-'^dsAds 2iri J L s -bo -aae~' \J L» / lor t and h greater than t0-1. As shown above, k(t, ti) is independent of x as long as x> Xh and k(t, <i) = 0 for /i >/ = /0 -1 ■ By bounded convergence of the integral, kit, h) is a continuous function of / and ti as long as t>ti}±to -1, and therefore 4«i(¿) is continuous. From (3.6), (3.9) «i(/+l)=l wih)kit,ti)dti.
J h
Now if qih, t2) is any function that is continuous in ti and t2 for t^ti>t2^to, it is easy to see that dh I qih, t2)dl2 =1 dt2 I ?(/i, l2)dh.
By using this equation and (3.9) we can show that
2triJ L sis -b0 -aoe *)
•<| e»(«o í I <2w(<2)e^'i"¿/2Jííí,Wj.
Formulas for the other integrals appearing in (3.7) may be deduced directly from (3.4). Combining these results yields the equation r e"e-hM t r ( C°° \ )
Iviliit) = -I -< I e*<">f I tiwil^e-'^'dhJdsiVds C'dti r + j -I e'"h'is)e-h( 3.11)
Jh h Jl ■ < I eh(-*ú( I hwil^e-'^^dlA dsX ds -2wi I wih)dti it ^ to). We now let I2(h, t2) denote the integral over L appearing in the second term above. Using integration by parts, we find that hJi \J l2 / By using this result in the second term of (3.12), then using (3.10), and finally interchanging the order of integration, we find that Ii(t) =0 for t>t0, as we set out to prove. Therefore u(t) is the solution of (3.1) and (3.2).
The results of this section are summarized in the theorem below. Here u0(t) is the function discussed in §2, and for t>ta Uo(t) and k(t, h) are defined above.
We shall construct the unique solution of (4.5) by the method of successive approximations, and deduce Theorem 1.2 from the results. Before we can do this, however, we must obtain some further information concerning k(t, h). This will be done by a method similar to that employed in §2. First we observe that the Laplace transform k(t, h)e-"dt = I k(l, li)e-"dl provided 5' is not a negative integer. In the cut annulus 0 < 15 -s' | g C, a similar formula is valid; the H"(s) must be replaced by related functions and s', J", 5', and the h¡ must be replaced by their conjugates. The path of integration in (4.9) is the line joining s' and s. As in §2, the cases in which 5' is an integer will be treated separately later. Let Si be the characteristic root of largest real part, and let 5i be the residue of h'(s) at Si. We shall show later that K(s, ti) has a singularity at 5i for every value of tx, save possibly for a sequence of values of h with sole limit point at infinity. Moreover, whether the singularity is a pole or a branch point depends only on 81. For the time being, we assume this to be so. We remark that the possibility of the exceptional values of h is of no importance in characterizing k(t, ti), since we have noted previously that k is a continuous function.
We now define auxiliary functions as in §2. Case 1. Re (5i)>-1, 81 not an integer. Let any positive integer n be chosen such that w + Re (Si) > 1, and let v be the integer such that Re (5i) -1 =V<Re (Si). Define functions r¡(t, Si) (j = 0, 1, • • -, v-\-n-\-2) as in equations (2.18) and (2.19), but with 52 replaced by Si and S2 by iv Define r(t, Si) by an equation analogous to (2.20), and let R(s, Si) be the transform of r(t, Si), and Rc(s, Si) the transform of f(t, Si). We obtain an analogue of equation
and define F(s, ti) to be the transform of/(¿, ti). We see that for íi^ío The procedure of §2 yields, in place of equation (2.25), (4.12) /(/, ti)=--eit"\~-F(Xi+iy,ti)\dy,
where the boundary values of F(s, ti) are denoted by F(Xx-\-iy, ti). This formula holds for all ti>to.
At this point, we must alter the procedure of §2. Our next step is to prove the following lemma. Xi. If we split the integral into two parts, in one of which this bound may be employed, the stated result follows easily.
If Re (Si) >0, we have, instead,
since the first N -n derivatives of exp {h(s)} approach zero as s approaches Si. We can now complete the proof just as before.
We shall also need the following result: If r¡2> Fi^O, there is a constant C, depending on r\2 but not on t, such that By integration by parts, we see that each of these integrals is uniformly convergent if t is bounded away from zero, and approaches zero as t-> ». It will therefore suffice to show that I3(t) is bounded as r->+0 and as r-> -0. Suppose that r>0, and consider the integral of e'/z over the contour in the 2-plane which follows the imaginary axis from -Ri to +Ri, except for an indentation on the semicircle \z\ =tt]2, Re (z) gO, then follows the horizontal straight segment from Ri to -a+Ri, then the vertical segment to -c -Ri, and finally the horizontal segment back to -Ri. Since the value of this integral is zero, the stated result follows upon letting R->+ » and then letting a->+ =0.
We shall now obtain a bound on [/(/, ti)\, using (4.12). Define r» tdn \ u(a, ß) = j «»» xj-Jí*1 + k* lin dyFirst we shall show that, given e>0, we may choose »71 = r¡i(e) and t]2 = r]2(e), with 0<7ji<Fi<772, such that | 74(tji, r}2) \ <etfe-Xlil and |74( -»72, -»7i)| <ei[e~Xltl for all ¿>¿i=70. It will be enough to consider 74(171, 772), and to restrict ourselves to the case in which Re (81) > -1 and Si is not an integer. What we must prove is that for y in some fixed interval about Ft, (4.14) a« -F(Xi + iy, ti)
where C does not depend on to, t, t\, or y. By (4.9) and (4.11), Since M + Re (Si) > 1, and since Rc(s, Si) is analytic near 5i, Lemma 4.1 shows that the contribution of the last two terms in (4.15) satisfies (4.14). The term arising from Q is bounded as required by choice of v. Finally, F" may be handled by a calculation using the series representations (2.8), (2.9), and (2.16).
Next we shall prove that \li(-tfu Vi)\ ^Ct"~le-Xitl if 0<^<Fi, where C depends on 771 but not on /, t%, or to. It will be enough to show that the derivative in the integrand is so bounded for \y\ ^771. Since the boundary functions of K, R, and Rc exist separately over this range, we see from Lemma 4.1 that we need only consider the nth derivative of -K(Xi-r-iy, ti)/ti. From equation (4.7) we obtain (4.16)
where f(s) =s -bo-a0e~3. Since all the functions of s in (4.16) are bounded for s = Xi-\-iy, \y\ ^771, the desired result is clear. Finally we shall prove that if 772 > Fi^O, there is a constant C, depending on 772 but not on t, ti, or t0, such that The portion of It due to the term for which p. = n, v = n -l, has the desired bound by virtue of (4.13). For the other terms, we proceed in a manner analogous to that used in §2 to prove that U(X2+iy) and its first n -1 derivatives approach zero as |y| -»oo. The proof of (4.17) may then be completed with the aid of Lemma 4.1.
By combining the above results, we find that, given e>0, | /4(-°°, °°) | =S C(«)/i e + the , for i > h ¿¡ lo, where C(e) does not depend on /0, t, or h. This inequality, in combination with (4.12), provides a useful bound on f(t, h). By proceeding somewhat as in §2, we can obtain a similar result in case ¿¡i is an integer. We omit the details. The final conclusions are summarized in the theorem which follows. The above theorem was derived under the assumption that K(s, ti) has a singularity at 5i for every value of h, save possibly for a sequence of values of h with sole limit pointât infinity. We shall now prove that this is true. We first observe from the above discussion that a necessary and sufficient condition in order that K(s, ti) should have a singularity at 5i and 5i, for a fixed h, is that J(ti)^0.
Let us now consider the function 'Si (Si, h) = \ Hn(e)e-"*d<r,
which, for the moment, we regard as a function of the complex variable hSince the integral is uniformly convergent for Re (h) bounded away from zero-76 is an analytic function of ti for Re (¿i)>0. Consequently 76, as a function of the real variable h, can be zero only for a sequence of values of ¿i>0 with sole limit point at infinity, unless it is identically zero. If Si is an integer, the same argument may be applied to the corresponding integral in the definition of J. Thus in order to complete the proof we need only show that the appropriate integral cannot be zero for all /i>0. Let us suppose that Si is not an integer and that 76(5i, /i)=0 for all /i>0. Then, regarding h as a complex The successive approximations defined by (4.27) obviously converge to g(t) for tolkttkto-T-l. We shall now prove that they converge for t>t0 + l by proving that the series 00 (4. As in §4, our first aim is to establish a uniform bound on the iterates. We shall prove by induction that 
