With clustered event time data, interest most often lies in marginal features such as quantiles or probabilities from the marginal event time distribution or covariate effects on marginal hazard functions. Copula models offer a convenient framework for modeling. We present methods of estimating the baseline marginal distributions, covariate effects, and association parameters for clustered current status data based on second-order generalized estimating equations. We examine the efficiency gains realized from using second-order estimating equations compared with first-order equations, issues of copula misspecification, and apply the methods to motivating studies including one on the incidence of joint damage in patients with psoriatic arthritis.
INTRODUCTION
Current status data, also referred to as type I interval censored data, arise when the status of a subject is only known at a single point in time, and hence, the underlying failure time is either left or right censored. Ayer and others (1955) show how to obtain the nonparametric maximum likelihood estimate of the distribution function with current status data using techniques from isotonic regression (Barlow and others, 1972) . Methods for fitting multiplicative semiparametric models are described by Xu and others (2004) via sieve estimation, and generalized additive models are fitted using isotonic regression in Shiboski (1998) . Sun (2006) provides a comprehensive summary of modern statistical methods for current status data.
Several authors have investigated estimation of joint models for bivariate current status data. In the spirit of Shih and Louis (1995) , Wang and Ding (2000) describe a 2-stage semiparametric estimation procedure for bivariate current status data under a Clayton copula and assess the asymptotic and empirical properties of the resulting estimator of Kendall's τ. van der Laan and Jewell (2002) discuss identifiability issues for bivariate current status data and develop an expectation-maximization algorithm that can be used to estimate associated marginal features for constructing tests of independence. Extensions of this work appear in Jewell and others (2005) where other topics including goodness of fit of the copula Second order estimating equations for the analysis of clustered current status data 757 and regression are discussed. An alternative framework for testing independence considered by Ding and Wing (2004) is an adaptation of the test for right censored data proposed by Hsu and Prentice (1996) . Efficient estimation of proportional hazards models for bivariate current status is discussed in Wang and others (2008) , again based on a copula formulation. Dunson and Dinse (2002) consider a Bayesian approach for estimating multivariate failure time distributions from multivariate current status data under the assumption of conditional independence given latent variables.
Modeling issues arising in the analysis of clustered failure time data are slightly different than those for multivariate failure time data. The dimension of the cluster-level response vector is often much larger than in the multivariate case since it is defined by cluster sizes, which also often vary. With clustered data, primary interest is often in features of the baseline marginal failure time distribution or covariate effects, and these would typically be assumed common across individuals within a cluster. The degree of withincluster association may be of central importance when, for example, within-family associations are of interest to investigate genetic bases for disease or when designing future studies involving clustering. In other settings, it may be a nuisance, but even in such cases, it is important to take clustering into account to ensure high efficiency and valid inferences.
In this paper, we formulate models for the association within clusters using a copula function, which also enables us to examine covariate effects on the marginal distributions. Estimation and inference are based on second-order estimating equations, which can be used to estimate marginal survivor distributions, covariate effects, and association parameters. The estimating equation approach is computationally simpler than maximizing the joint likelihood directly and use of second-order rather than first-order estimating equations can give more precise estimators as we demonstrate by simulation and applications.
The remainder of this paper is organized as follows. In Section 2, we define notation. In Section 3, we develop the methodology, examine the asymptotic relative efficiency of estimators under a working independence assumption and GEE1 versus GEE2, and investigate the asymptotic bias of the parameters in the marginal distribution and the association parameters under misspecification of the underlying copula. In supplementary material available at Biostatistics online, simulation studies are discussed in which we evaluate the performance of these methods for estimation of quantiles, survival probabilities, and regression coefficients for the marginal failure time distribution. In Section 4, the methods are illustrated through an application involving estimation of the incidence of joint damage in patients with psoriatic arthritis prior to clinic entry; another application involving estimation of the seroconversion time distribution among patients receiving blood thinners during orthopedic surgery is given in supplementary material available at Biostatistics online. Concluding remarks and topics for further research are given in Section 5.
BACKGROUND AND NOTATION
Suppose there are m clusters of individuals with n i observations per cluster, j = 1, . . . , n i , i = 1, . . . , m. Let S i j denote the event time for the jth individual in cluster i, and X i j = (X i j1 , . . . , X i j p ) denote a p × 1 covariate vector. We assume a proportional hazards formulation to examine covariate effects and hence assume S i j has a marginal survivor function F(s|X i j ; θ) = [F 0 (s; α)] exp(X i j β) where F 0 (s; α) is a baseline survivor function indexed by an a × 1 vector α, β is a p × 1 vector of regression coefficients, and θ = (α , β ) is a q × 1 vector where q = a + p. Let C i j denote the inspection time for individual j in cluster i, and assume that given X i j , C i j is independent of S i j . For each individual, under a current status observation scheme we observe the indicator 
With clustered data it is often desirable to formulate covariate effects on marginal features of the multivariate distribution. Copula functions (Joe, 1997; Nelsen, 2007) provide a convenient framework for constructing joint distributions with specified margins. A copula function in n dimensions is a multivariate distribution on the unit hypercube [0, 1] n , with uniform margins. Consider the general family of Archimedian copulas (Genest and MacKay, 1986) ,
where (v) is a function known as the generator. If we have a particular cluster of size n, the multivariate failure time distribution of all times in this cluster are generated by treating F(s i j |X i j ; θ) as a uniform random variable, and obtaining
The Clayton copula, for example, is obtained by using the generator (v) = v −φ − 1 which gives
The resulting joint survivor function
Other copula functions yield alternative joint survivor functions with identical marginal forms. For failure time data it is common to use Kendall's τ as a basis for modeling association since it is functionally independent of the parameters of the marginal distribution. In the context of clustered failure time data, Kendall's τ is defined as the probability of concordance among two times within the same cluster minus the probability of discordance,
If the association between S i j and S ik is parameterized using the Clayton copula (2.2), then τ = φ/(φ+2).
Note that we can marginalize over s k and obtain lower dimensional joint distributions such as
General expressions of the probabilities for current status data are obtained in this way and can be used to construct likelihood functions.
Maximization of the resulting likelihood is challenging, however, and we consider instead the use of generalized estimating functions for estimation and inference. Estimation can then proceed under the working independence assumption with an appropriate sandwich variance estimate, or generalized estimating equations (GEE) may be employed (Liang and Zeger, 1986) . Standard working covariance matrices used for GEE analysis of clustered binary data such as those based on odds ratios (Liang and others, 1992) or correlations (Prentice, 1988) are not appropriate, however, for current status data.
The current status observation scheme gives binary responses. The induced association structure between the elements of Y i = (Y i1 , . . . , Y in ) is complex and unlike any of those considered before for clustered binary data. Consider the setting with no covariates and two components of the vector of times for cluster i, labeled S i1 and S i2 . Suppose the marginal distribution of S ik is Weibull with F(s ik ) = exp(−(λs ik ) γ ); if γ is fixed, λ can be determined so that F(1) = 0.95. Figure 1 contains plots of the correlation between Y i1 = I (S i1 C i1 ) and Y i2 = I (S i2 C i2 ) under a Clayton copula, as a function of C i1 and C i2 for all combinations of γ = 1 (an exponential margin) and γ = 2, and φ = 0.5 (Kendall's τ = 0.2) and φ = 3 (Kendall's τ ≈ 0.60). As can be seen the correlations depend heavily on the values of (C i1 , C i2 ) , and so the covariance matrices are unique to each cluster and can depend in a complex way on the underlying parameters. Fig. 1 . Plots of correlation between Y 1 and Y 2 as a function of (C 1 , C 2 ) when T k has a Weibull margin with γ = 1.0 or 2.0, λ = (− log(0.05)) γ so that P(T i j < 1) = 0.95, and (T 1 , T 2 ) following a Clayton copula indexed by φ.
METHODS OF ESTIMATION AND INFERENCE

Generalized estimating equations
denote the probability that individual j in cluster i tests positive at C i j , given C i j and X i j . Here, and in most of what follows, we suppress the dependence on C i j in the notation. Since we are now discussing multiple clusters we reintroduce the subscript i on the cluster size n and so write n i .
Under a proportional hazards model for the underlying failure time distribution, the complementary log-log link gives a linear model. We would typically next let R i (ρ) denote a working correlation structure for the observations in cluster i, and obtain
i (θ) as the working covariance structure where
It is well known that consistent estimates for θ are obtained even if the working correlation structure is incorrect (Liang and Zeger, 1986) , and that greater efficiency is obtained the closer this correlation structure is to the true structure. While the responses are binary in the present setting, it is inappropriate to use any of the standard correlation structures for binary data because of the underlying joint distribution of the failure times. We therefore consider covariance matrices obtained under the copula formulation of the previous section.
Let κ = log φ and ψ = (θ , κ) . Consider the q first-order estimating equations for θ ,
where
in the diagonals and off diagonals given by
for j = k with P(S i j C i j , S ik C ik |X i ; ψ) determined by the copula. A second set of estimating equations is required to estimate κ for a particular θ . This can be constructed using the pairwise combinations of the elements of Y i as in Prentice (1988) and Zhao and Prentice (1990) .
the r i × 1 vector of conditional expectations of the elements of Z i , which are again determined by the copula through
The estimating equation for κ is then
The solution to the estimating equations (3.1) and (3.2) can be obtained using Fisher scoring. Let U (ψ) = (U θ (ψ), U κ (ψ)) , and let
If ψ (t−1) denotes the estimate of ψ at the (t − 1)st iteration, then the iterations take the form and iterations proceed until the difference between successive estimates decreases to a level below a specified tolerance. The asymptotic variance of √ m( ψ − ψ) has the sandwich form with
i G i converge in probability, where Q i (ψ) = ∂η i (ψ)/∂θ is a r i × q matrix of derivatives, and we suppress the dependence on θ or κ on the right hand sides. A consistent estimate of the variance of
The described procedure is robust to misspecification of the dependence structure in the sense that only F(s|X i j ; θ) need be correct to obtain consistent estimators for θ since the estimating equations for θ and ψ are constructed separately. Also, since the top-right block of A(ψ) is 0 the variance of θ is not affected by the choice of W i , hence the rationale for using a simple diagonal matrix for W i , instead of the optimal choice, Cov(Z i |X i ) (McCullagh and Nelder, 1989) . We refer to this procedure as GEE1.
As an alternative approach, a joint estimating equation (GEE2) can be constructed as suggested by Prentice (1988) , Zhao and Prentice (1990) and Liang and others (1992) . This can improve efficiency by exploiting information about the parameters of the marginal distribution in the second and higher order moments, but requires correct specification of the association structure in order to obtain consistent estimates of ψ. The GEE2 equations are obtained by setting the estimating functions
Obtaining the solutions to the GEE2 equations (3.3) is computationally more intensive than solving (3.1) and (3.2) since the larger (n i + r i ) × (n i + r i ) covariance matrix (the second matrix in (3.3)) must be inverted. Letψ denote the solution toŪ
) are the limiting functions (in probability) of
. Estimates ofĀ(ψ) andB(ψ) are given by insertingψ into these expressions, and an estimate of var(
Relative efficiency of GEE1 versus GEE2
It is known that the working independence and GEE1 methods are not fully efficient. Liang and Zeger (1986) , Liang and others (1992) and Carey and others (1993) have shown that for estimation of parameters other than the association parameters, GEE1 methods are nearly as efficient as GEE2 methods, and GEE2 methods are nearly fully efficient. A study of whether or not this holds for the case of clustered current status data with a Weibull baseline hazard is considered here. In the GEE1 case, var(
i G i . In contrast to the usual case of clustered binary data, here the expectation is taken with respect to both the covariate distribution and the inspection time distribution. We let G(C i j |X i j ) = G(C i j ) denote the survivor function for the inspection times and suppose it has mean µ and variance σ 2 .
In the case of GEE2, var(
For the asymptotic variance of GEE2 methods we require the entries of W i and H i . Let p i ( j, k, h, l) denote the elements of p i with subscripts among the unique elements of ( j, k, h, l) . Then entries of W i are of the form H ( p i ( j, k, h, l) (h, l) ; φ) for j = k and h = l, and entries of
The asymptotic relative efficiencies can be evaluated for given inspection time and covariate distributions by evaluating the matrices A(ψ), B(ψ),Ā(ψ) andB(ψ). To evaluate the requisite expectations and study this further, we make the following distributional assumptions. We assume X i j is a binary indicator with P(X i j = 1) = 0.5. Suppose subjects have their assessments in the interval (0, C]. Let the underlying marginal distribution of the time be Weibull with shape parameter α and rate parameter λ so the hazard is αλ α t α−1 exp(x i j β). For a particular α, λ is chosen such that P(S i j > C|X i j = 0) = p. We assume a Clayton copula (2.2) with association parameter φ or equivalently τ = φ/(φ + 2), giving a joint distribution as in (2.3). If we let C * i j be gamma distributed with mean µ and variance σ 2 , we take the inspection time to be C i j = min(C * i j , C). For given σ 2 , α and p, µ is chosen such that the probability an individual tests positive is P(S i j < C i j |X i j = 0) = ρ. To consider a one-sample problem we just fix X i j = 0 for all subjects.
We set C = 1.0 and p = 0.05, so that 95% of subjects would experience the event before the last possible assessment time, and consider ρ = 0.4, 0.6. We let β = log 0.8 and 0, α = 1 and 1.2 and σ 2 = 0.75 and 1. We considered Kendall's τ values from 0 to 0.6. The asymptotic relative efficiencies for λ, α and β were obtained by evaluating the required expectations based on 100,000 Monte Carlo samples.
Plots of the relative efficiencies of working independence and GEE1 estimators compared to GEE2 estimators are given in Figure 2 . The results suggest that the estimates of the parameters of the marginal distribution are quite efficiently estimated under working independence assumptions or GEE1 when the association is weak, but that there can be substantial losses in efficiency under a working independence Fig. 2 . Plots of the asymptotic relative efficiency of estimates of λ, γ and β from a working independence assumption and GEE1 versus GEE2 plotted against Kendall's τ characterizing within cluster association via a Clayton copula; p = 0.05, ρ = 0.4, γ = 1.0, σ 2 = 0.75, β = log(0.80). assumption when the association within clusters is stronger; Use of GEE1 seems to yield quite efficient estimates of the marginal parameters even when the within cluster association is quite high. For any degree of within cluster association, the larger the cluster sizes the greater the efficiency loss with WI or GEE1 analyses. Figure 3 contains a plot of the asymptotic relative efficiency for GEE1 estimates of Kendall's τ compared to GEE2. Here the efficiency losses are considerably larger and again we see that larger cluster sizes are associated with greater losses in efficiency.
Robustness of GEE1 and GEE2 to copula misspecification
While there can be efficiency gains with use of GEE2 methods, this approach may not provide consistent estimates of the parameters if the association structure is misspecified. This bias can be investigated by examining the expectation of equation (3.3) given the underlying correct model, following White (1982) ; this approach is often used to investigate the limiting behaviour of estimators from misspecified semiparametric models (e.g. Rotnitzky and Wypij, 1994; Cook and others, 2004) . For this analysis, we assume the true association structure is governed by a Gumbel copula (Joe, 1997; Nelsen, 2007) , an Archimedian copula with generator (v) = (− log v) φ , but we inappropriately adopt the Clayton copula for specification of the moments in the estimating equations. When taking the expectation of (3.3), note that E[Y i |X i ] = p i (θ) even under this misspecification since the mean structure is unchanged. However, E[Z i |X i ] is affected and this can be obtained from the Gumbel copula by evaluating
Again, Monte Carlo methods can be used to evaluate the expected estimating equations and find the limit to which ψ converges; here, 1000 clusters were simulated with clusters of the indicated size. Table 1 contains the asymptotic bias for the parameters of the marginal distributions and Kendall's τ for ρ = 0.40 and ρ = 0.60. Since the marginal expectation of Y i j is invariant to the choice of copula, Table 1 . Asymptotic bias in parameter estimators from assuming a Clayton copula when the true copula is a Gumbel copula under GEE1 and GEE2 analyses (α = 1.0, σ 2 = 0.75) there is no asymptotic bias for the parameters of the marginal distributions under GEE1; Table 1 shows, however, that there are modest biases for the parameters of the baseline distribution under GEE2, and negligible biases for the regression coefficient. The biases for Kendall's τ are greater for GEE1 than they are for GEE2 when τ = 0.2 and 0.4 for both values of ρ, but greater for GEE2 when τ = 0.60 when ρ = 0.40. The influence of the misspecification of the higher moments is seen to be greater for the stronger levels of association. The biases in the estimates of Kendall's tau can be considerable under both GEE1 and GEE2, reflecting the need for care when specifying the association structure if this is the parameter of interest.
Note that in these calculations we restricted attention to clusters of a common size (2, 5 or 10). In many datasets the cluster size will vary and in these cases it is more difficult to contemplate and investigate the direction of potential biases.
ANALYSIS OF JOINT DAMAGE IN PATIENTS WITH PSORIATIC ARTHRITIS
Psoriatic arthritis is a rheumatic condition with arthritis and an associated skin condition which affects up to 1% of the population. The University of Toronto Psoriatic Arthritis Clinic was founded in 1976 and is now comprised of 790 patients diagnosed with psoriatic arthritis between 1933 and 2006. Interest here lies in estimating the distribution of the time from diagnosis to joint damage prior to referral to a specialty clinic, as well as associated risk factors for joint damage.
Upon first entry to the clinic, patients undergo a detailed clinical and radiological assessment of 64 joints, graded according to the severity of damage using the modified Steinbrocker scale (Rahman and others, 1998) . Here we consider joints to be damaged if they have a score of 1 or higher, corresponding to the presence of soft tissue swelling, surface erosions, joint space narrowing, disorganization, or previous need for surgery. Due to genetic and environmental factors, progression rates in joints within the same patient tend to be more similar than progression rates in joints from different patients, and there is a need to account for clustering within patients. Interest lies in features of, and covariate effects on, the marginal distribution of the time from diagnosis to joint damage in this patient population. We therefore apply the methods of Section 3. Here we restrict attention to joints of the hands which, experience a similar pattern of usage. Figure 4 displays estimates of the cumulative distribution of the time to damage based on Turnbull's (1976) nonparametric method, and five-piece exponential and Weibull hazards estimated using GEE1 and GEE2 under a Clayton copula. The cut points for the five-piece model were chosen according to the quintiles of the time from diagnosis to first clinic visit, namely 1.1, 3.0, 6.5 and 12.1 years. The five estimates of the cumulative distribution for the time to damage appear quite comparable. Under the five-piece model the estimates of Kendal's τ were 0.236 (95% CI: 0.195, 0.282) and 0.247 (95% CI: 0.204, 0.297) for the GEE1 and GEE2 analyses respectively. Estimates of the cumulative distribution function under the Gumbel copula are in good agreement with those of Figure 4 . However, the estimates of Kendal's τ were much larger at 0.545 (95% CI: 0.485, 0.597) and 0.543 (95% CI: 0.485, 0.594) for GEE1 and GEE2 respectively. Table 2 displays estimates of the parameters in the proportional hazards models. Covariates of interest are sex (male versus female), race (caucasian versus other), family history of psoriasis (yes versus no), family history of psoriatic arthritis (yes versus no), and age at diagnosis (categorized as age 30, 30 < age 40 and 40 < age). Within the models with the Clayton copula, there was generally good agreement between the estimates of covariate effects under the piecewise constant model and the Weibull model. Under GEE1 analyses, the only variable showing significance indicated that patients over 40 years of age at diagnosis had a higher rate of damage than those diagnosed at less than 30 years of age (RR=1.96; 95% CI: 1.209, 3.171 for the five-piece model under working independence). The results obtained under the GEE2 analysis were at times quite different, a consequence of the dependence of GEE2 estimates on the correlation structure but the general conclusions regarding the significant covariates were in accordance.
The right hand side of Table 2 contains the results of using a Gumbel copula for the analyses; the estimates under the working independence assumption are the same and so are not repeated. With the Gumbel copula, there is stronger evidence that males have a higher rate of progression than females with generally similar estimates for the different baseline hazards and methods. Again there is evidence that patients greater than 40 years of age at diagnosis experience damage at a higher rate. The differences in the estimates seen here for the different copula functions is greater than what one might expect from the simulation studies. The simulations, however, were restricted to modest sized clusters of 2, 5 and 10, whereas there are 24 joints of the hand, so here the cluster size is considerably larger.
The greatest impact of the choice of copula is on the estimates of Kendall's τ . When controlling for the covariates, the five-piece model under the Clayton and Gumbel copulas gave τ = 0.237 (95% CI: 0.195,0.285) and τ = 0.248 (95% CI: 0.202,0.301) for GEE1 and GEE2 methods respectively. Under the Gumbel copula we obtain substantially larger estimates of τ = 0.541 (95% CI: 0.480,0.594) and τ = 0.532 (95% CI: 0.477,0.582) for GEE1 and GEE2 methods respectively. Similar values are seen for the analogous Weibull models. All analyses were carried out in R Development Core Team (2008) and programs are provided in the Supplementary Material.
DISCUSSION
We have described an estimating function approach for the analysis of clustered failure time data under a current status observation scheme. The features that distinguish this methodological approach from those used for clustered binary data are that the probabilities are governed by marginal failure time distributions, and that none of the standard covariance structures for clustered discrete data are appropriate since the association is more naturally specified on the underlying failure time scale. Estimating equations based on the ideas of Prentice (1988) and Zhao and Prentice (1990) are shown to provide more efficient estimates than those based on the usual set of first order estimating equations (Liang and Zeger, 1986) , both asymptotically and empirically in simulations and applications. An important consideration, however, is the loss of robustness associated with the use of GEE2 methods. This was also explored in terms of the asymptotic behaviour of estimators and exhibited in the application. The differences in the estimated regression coefficients from the different copulas seen in the application are greater than what one might expect from the simulation studies. The simulations, however, were restricted to modest sized clusters of 2, 5 and 10, whereas the cluster size was 24 in the psoriatic arthritis dataset. In any event, the fact that quite different estimates were obtained raises the issues of whether one should specify a copula, and if so how to select it. This is a challenging problem even with uncensored data or right censored data. Shih (1998) developed a test for the Clayon copula by assessing the plausibility of the implicit constant conditional hazard. A more general framework was considered by Andersen and others (2005) by partitioning the positive quadrant and comparing the estimated probabilities under an assumed copula with the nonparametric estimate of the bivariate failure time distribution. It is not immediately clear how either of these approaches might be generalized to deal with variable cluster sizes, and in any event the asymptotic properties of the latter are not well studied (Yilmaz and Lawless, 2009 ). This is an important area of research which will have particular bearing on analyses based on the GEE2 methods of this paper.
With current status data the problem of selecting a suitable copula is considerably more challenging. In the context of GEE analyses, Horton and others (1999) consider the broader problem of model assessment based on a multivariate extension of a practical ad hoc grouping of patients according to their fitted values proposed by Hosmer and Lemeshow (1980) . Tests more directed at the working correlation assumption would be more desirable. Such methods may be possible to develop from the information-based tests of White (1982) and Domowitz and White (1982) . Important preliminary work in this vein is given in Hin and others (2007) and Hin and Wang (2009) .
Methods for the analysis of clustered data have strong connections with methods for multivariate data. In the closely related area of multivariate failure time data, nonparametric methods have been developed by several authors (e.g. Betensky and Finkelstein, 1999b; Gentleman and Vandal, 2002) for one sample problems. Betensky and Finkelstein (1999a) focus specifically on parametric models for association, whilst Kim and Xue (2002) develop methods for regression and give robust variance estimates to address the correlation in responses within subjects. More recently, Cook and others (2008) described methods for fitting 4 state models to characterize associations between two interval-censored failure times. The methods we discuss can be readily adapted for multivariate current status data, in which case one might use different baseline hazard functions and different regression coefficients for the different types of endpoints, and the association structure would be more complex with different association parameters for the different pairs of endpoints. In principle, extensions to this setting are straightforward, but the secondorder estimating equations would be of higher dimension.
Relaxation of the parametric assumptions for the baseline hazard is appealing and so generalizations to accommodate semiparametric regression models are worthwhile. Local likelihood methods (e.g. Betensky and others, 1999) offer another approach, but these methods are computationally quite challenging (Sun, 2006) . In the estimating equation framework, we are currently exploring the use of two stage methods of estimation for fitting semiparametric models and obtaining measures of association using second-order equations. Finally, methods for fitting second-order regression models to characterize the effect of covariates on association parameters may also be of interest in the current status setting. This is a current area of research.
The methods described in this paper are based on the assumption that the inspection time is conditionally independent of the underlying failure times given covariates. In some settings it may be desirable to estimate a marginal survivor function and not condition on covariates. In this case, unconditionally there may remain an association between the inspection and failure times. The methods of Dunson and Dinse (2002) may be most readily adapted in this case.
