Abstract
Introduction
SAR processing is widely used for various radar imagery applications. One of its main applications is monitoring sea ice. Sea ice monitoring has been the main mission objectives for satellite programs such as RADARSAT, European Remote Sensing satellite (ERS) and ENVISAT [1] . Since sea ice has an important role in the heat exchange between the ocean and the atmosphere, it has an impact on the water temperature, heat circulation and ecosystem in Polar Regions. Sea ice is a threat to the navigation and oil exploration, because it can make damage to ships and oil platforms in the sea [2] . Sea ice monitor is useful to know the regions around the ice infested area. It covered with many regions which include sea, vegetation, land etc. For route planning in ship navigation classification of sea ice is an important one.
In this paper pixel based classification is performed where three stages are considered in classifying SAR ice images. It includes Preprocessing, Segmentation and Classification. SAR images are affected by speckle noise thus preprocess stage attempts denoising of speckle noise. Various speckle filters from image processing and wavelet family types are compared in which Daubechies method in wavelet family gives better results in removing noise from SAR ice images. Segmentation process is done by comparing the K-means and Watershed algorithm in which K-means clustering algorithm gives best result in segmenting SAR ice images into various regions. Finally at the classification stage, pixel based classification on the SAR ice images is performed using various supervised learning classifiers such as Back Propagation Neural Network, Fuzzy Classifier, Adaptive Neuro Fuzzy Inference Classifier (ANFIS), and ANFIS with PSO (Particle Swarm Optimization). Experiments at various stages are conducted to obtain results. Table 1 show the origin of the dataset collected for the SAR ice classification. 
Methodology
Methodology of SAR ice classification includes three stages. Figure 1 shows the overview of the methodology. 
Preprocessing
SAR images are affected by speckle noise due to the coherent nature of processing the signal [3] . Speckle noise is a coarse noise that is usually evident in and degrades the quality of the active radar and synthetic aperture radar (SAR) images. Speckle noise is commonly observed in radar sensing system and images, although it can be observed in most types of remotely sensed images utilizing coherent radiation. Speckle noise in radar data or images has multiplicative error and must be removed before the data can be used otherwise the noise is merged into and degrades the image quality [4] .
In this paper the filters considered are standard speckle removing filters and filter method from wavelet family. This paper involves a comparative method which includes the Table 2 shows the various filters taken for removing speckle noise in SAR ice images. The objective results for the preprocessing are given in Table 3 . 
Segmentation
Image segmentation plays a very important role in the interpretation and understanding of SAR images. It has received an increasing amount of attention over the last few decades [5] . The segmentation procedure is to find the better positions of the shape points according to the appearance information [6] . The purpose of image segmentation is to cluster pixels of an image into image regions.
To classify the SAR ice image it is first needed to segment the regions, further these segmented regions are then identified in the stage of classification. In this paper segmentation of SAR ice images are done using two algorithms namely K-means algorithm and Watershed algorithm. These two algorithms are most promising in segmenting remote sensing images. Comparison of these two algorithms is performed and the result shows that K-means are more efficient in segmenting the images than watershed algorithm. Some of the drawbacks which are find out in Watershed algorithms during the experiment are: a. It produces over segmentation. b. It is highly sensitive to the local minima c. Considerable effort for defining the algorithms takes place for every marking of the watershed. d. It exhibits the neck line on every region to estimate the number of objects in the given cluster. Errors are produced while exhibits the line on regions. K-means clustering concept gives more advantages in grouping the pixels of an image to the corresponding classes. In this paper, for segmentation comparison is made in terms of segmentation metrics such as True Positive area ratio, False Positive area ratio and Similarity Index area ratio. The Objective result for comparative analysis between these two segmentation algorithms is given in the following Table 4 . 
Classification
Classification process is the main phase in performing SAR ice classification. Classification helps in finding out the features of the ice images such as water, vegetation, land and ice. In classification the segmented regions are identified and predicted. It groups the features based on supervised learning. This process automatically creates a classification model from a set of records called a training set. Once a model is induced, it can be used automatically to classify records belonging to a small set of class that is predefined called a testing set. Training refers to building a new model by using historical data and testing refers to trying out the model on new, previously unseen data to determine its accuracy [7] .
In this paper four supervised learning algorithms are performed in the classification of SAR ice images. The comparative analysis between these four classifiers are performed to predict proposed classifier of ANFIS with PSO which gives best classification result in terms of Accuracy, Validity Index (VI), Network sensitivity, Time complexity and Error complexity. Following section gives brief explanation about the classifiers which are performed in this paper.
Back Propagation Neural Network
Back propagation neural classifier is the most simple and best classifier from neural network. It is widely applied for all the classification problems in image processing. The Network Structure of ANN should be simple and easy. There are basically two types of structures recurrent and non-recurrent structure. The Recurrent Structure is also known as Auto associative or Feedback Network and the Non Recurrent Structure is also known as Associative or feed forward Network [8] . Figure 2 shows the Architecture of the Back Propagation Network. In this paper, 3-layer Back Propagation network classifier with one output unit is used for the classification purpose. The steps performed in both training and testing process includes,
Step 1: Defining a structure Corresponds to the input and output.
Step 2: Image pixels are given to the network as an input.
Step 3: Assigning the targets according to these inputs.
Step 4: According to the network parameters set, network simulation is performed and an input pixels are trained and store in a file.
Step 5: Target pixels are called and network simulation is presented to the system.
Step 6: During the testing process network simulation is used to compare the test image which is currently selected with the trained pixels. During the training process image pixels are given to the network as an input. Targets in which each pixel is stored are assigned. After the training process, classification process is preceded with testing the segmented image with the trained pixel. If training process is correctly done it identifies every region according to the pixel values of an image. The Back Propagation Classifier gives a correct classification rate of 77.14% on the test set images. The experimental results for BPN classifier are given in Table 7 to Table 13 . Below are some limitations of BPN classifier, they are, a. It creates the structure for every incoming input. It does not adjust the incoming inputs with existing structure. b. Larger number of structure gives complexity in structure. Understanding the concepts will be tough because of its complexity. c. Errors are increased if the structures are getting increased. d. Training the pixels takes more time. e. Parameters need to be assigned to the network to train. Setting the parameter rate is the biggest deal.
Fuzzy Classifier
To overcome the disadvantages in the BPN classifier and to give a highest accuracy in SAR ice classification Fuzzy classifier is considered. Over the past few decades, fuzzy logic has been used in a wide range of problem domains. Although the fuzzy logic is relatively young theory, the areas of applications are very wide: process control, management and decision making, operations research, economies and, for this paper the most important, pattern recognition and classification. The natural description of problems, in linguistic terms, rather than in terms of relationships between precise numerical values is the major advantage of this theory [9] . There are numerous advantages are noticed in fuzzy classifier during the experiment, those are, a. Fuzzy classifier does not create a new structure for its every incoming input. It adjusts the previous structure according to the incoming inputs. b. The complexity is very less compare to the BPN. Step 2: The rules with IF, THEN condition are defined in this step. These rules are defined logically to the system in which it can be easily find out the need of the user. c.
Step 3: Third step is defining the membership function that gives the representation to input. Membership function allocated in this paper is the targets in which the pixels should be stored. 
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SAR ice classification using fuzzy classifier makes use of the rules and produces the result accordingly. Training the fuzzy classifier make use of the pixel values of six images. Testing process uses k-means segmented images. Defining a rule gives a better definition for the need of classification. Thus it provides efficient classification which leads to better accuracy than BPN classifier. Fuzzy classifier for SAR ice gives the accuracy rate of 86.6%. Experimental results of fuzzy classifier are given in the Table 7 to Table 13 . Fuzzy classifier has limitation and it is listed below.
a. Defining the rules in linguistic manner is the only problem in fuzzy classifier. b. Wrong rules can lead to wrong classification.
Adaptive Neuro Fuzzy Inference Classifier (ANFIS)
ANFIS classifier combines both BPN and Fuzzy classifiers advantages. It overcomes the limitations and which gives the better accuracy in classifying SAR ice than other two algorithms discussed above. The combination of fuzzy logic with the design of neural network led to the creation of Neuro-Fuzzy systems which has benefit of the feed forward calculation of the output and back propagation learning capability from the neural networks. Because of crisp consequent functions, ANFIS uses a simple form of scaling implicitly. The ANFIS composes the ability of neural network and fuzzy system [10] .
There are some numerous advantages found in ANFIS classifier they are, a. Finding of membership function and appropriate rules in one system can leads to minimize the error. b. BPN can introduce the learning to the fuzzy system which leads to the efficient classification. c. When combining these methods fuzzy system will set a rule for its every input vectors which is then used to calculate the output value.
d. Designing a way such that fuzzy system will gets the learning ability of neural network and optimizes its parameters.
ANFIS Structure
Designing the ANFIS structure for the SAR ice classification is the initial step to perform the classification. Defining the inputs, rules, membership functions and output for the system is separated according to the five layers. In this paper structure of the ANFIS consists of six inputs and single output. The six inputs represent different pixel values of the images. Each of this training set forms the fuzzy inference system with rules. In fuzzy inference system, fuzzification will take the rules for every input signal. Defuzzification is used to select one particular output signal to the corresponding selected image. Image will be selected during testing process. The basic structure of the ANFIS classifier is presented in the below Figure 4 . Here an annotation represents as the color representations.This part is the main one in fuzzy inference system. The rule which is not defined linguistically can lead to wrong output. Layer 3: In Layer 3 normalization of membership functions are performed. Membership functions given here are the targets in which each pixel can be stored. Layer 4: In Layer 4 execution of the fuzzy rule is performed. Execution of rules with the membership function is taken place here. Layer 5: In Layer 5 summing up the output of the layer 4th and produces the output for the ANFIS system is taken place. Extraction of the rules according to the test image selected is displayed in the output.
ANFIS training gives better results as it combines both the benefits of neural network and Fuzzy systems. ANFIS classifier gives better performance than other two algorithms namely BPN and Fuzzy classifier in terms of its accuracy and speed to produce the output. It takes less time to generate the result. ANFIS classifier gives accuracy rate of 90% on SAR ice classification. Experimental results of ANFIS classifier is given in the Table 7 to Table 13 . ANFIS classifier has some limitations which are listed below.
a. It creates a new structure for every incoming input since it combines the neural network structure. b. Assigning the targets is another problem in ANFIS classifier. These targets should be analyzed and identified according to the problem which we going to perform. c. Time which is taken for training the pixels is higher. d. Rules must be linguistically defined. e. According to the back propagation error rate, weights should be change until no errors are found.
Proposed Adaptive Neuro Fuzzy Inference System (ANFIS) with Particle Swarm Optimization (PSO) Classifier
To overcome the limitations found in the above discussed classifier a new novel method have been developed for SAR ice classification. Proposed method involves optimization technique which is combined with the previous classifier called ANFIS. PSO is an optimization method which is used to search for global optimized solution but time must be uncertain. The work starts with randomly initialized population for every individuals.PSO operates on the social behavior of particle. The global best solution is derived by adjusting each individual position with respect to global best position of particle with the entire population. Each individual is adjusting by altering the velocity with its observation of the particle and by its experience in search space. According to fitness function the new local best position and global best position will be calculated [11] . There are some numerous advantages of ANFIS with PSO classifier during the experimental, these are:
a. Finding fitness function in terms of optimized value: In ANFIS both the neural network and fuzzy classifier are combined. Training process is worked as neural network technique in which targets has to be given to the network. In combination of ANFIS with PSO, PSO will find its fitness function by using its optimized value. Fitness function is further used as the target. b. Structure: In ANFIS new inputs are added to its network system as its works as neural networks it creates a new structure for its every incoming input. PSO does not create any new structure for newly coming inputs. It is used to update the new one with the same structure itself. c. Computational Time: PSO will optimize its input according to the computational time; it produces the fitness result according to its optimized value so that the large amount of time will be reduced when training ANFIS.
IJEEI

ISSN: 2089-3272 
Pixel Classification of SAR Ice Images Using ANFIS-PSO … (G.Vasumathi)
273 d. Error : PSO aims to find out optimized vales, when it gets combined with ANFIS there is no possibilities of errors in training a network. e. Defining Rule: PSO's optimized fitness value will be given to the rule set for ANFIS system. There is no need to set the rules in a linguistic manner as seen in the fuzzy and ANFIS system. To define a rule to perform the classification, calling fitness out put itself enough. For example, if fitness (1) then output=result. The summarization of steps performed with ANFIS with PSO is given below.
Step 1: Assigning Inputs: input is taken are the pixel values of an image. There is no need to assign the targets in proposed work.
Step 2: Parameter initialization: PSO training parameters are initialized such as number of iterations, number of particles, number of swarms etc. These are initialized with empty matrices. During the training process the values are gets loaded for each iteration.
Step 3: Fitness function: After the training process over the outputs are produced this is said to be fitness function. This can be assigned as a target to the ANFIS system.
Step 4: Rules: According to the fitness function rules are defined. The great benefit in defining a rule is, is no need to define a rule linguistically. Just calling of fitness function is enough. For ex, rule can be defined as, If Fitness = 5.235 (image pixel value) Then output = result (within this annotations are specified)
Step 5: Output: According to this value the output of classified image will be displayed.
In this paper, PSO is added to the ANFIS at the stage of training. Pixel values are given at the fuzzification process in proposed classifier. PSO optimize all these pixel values of SAR ice image and rearrange the membership function called as fitness function (here the optimize value taken are the input pixels). It gives the fitness value result according to the time of execution. The results which are produced from the PSO are given to the fuzzy rule generation, in which efficient manner of defining a rules are taken place. This leads the system to easily generate the output in less time and accurate manner. Compare to all other three classifiers proposed method gives better accuracy rate of 93.33%. The experimental results for ANFIS with PSO classifier is given in the Table 7 to Table 13 .
Results and Discussion
This paper proposes a new classification algorithm called ANFIS with PSO for SAR ice classification. It has also presented various filter methods, segmentation algorithms and classification algorithms. The comparative study between all these methods is performed and it predicts the best one in all the three stages. The results are presented in the following paragraphs.
Preprocesing Results
Preprocessing stage aims at removing speckle noise from SAR ice images. There are various filters are performed such as, Median Filter, Lee Filter, Enhanced Lee Filter, Frost filter, Enhanced frost filter, Kaun filter and Gamma filter are from standard image speckle filter category and Symlet, Coiflet, Haar and Daubechies from wavelet family. All these filters performances are evaluated using following metrics.
Signal to noise ratio Mean Absolute Error Root Mean Square Error Universal Image Quality Index a. Signal to Noise Ratio (SNR) is used to measure the level of original signal affected by the level of back ground noise. b. Mean Absolute Error (MAE) is used to measure how close the prediction to the actual outcome. c. Root Mean Square Error (RMSE) is used to measure the difference between the prediction and observed outcome. d. Universal Image Quality Index (UIQI) is used to measure the quality of an image after removing the noise. Table 5 shows the subjective results for the comparison of speckle filters. Daubechies method uses overlapping windows, thus the results reflects changes between its pixel intensities. Daubechies of D4 transform has four scaling coefficients. The sum of all these scaling coefficients is also one, so the calculation is depended over four adjacent pixels. Subjective results have shown that Daubechies from wavelet family has given a low error rate in MAE and RMSE parameters and higher rate in SNR, Universal Image Quality Index (UIQI) parameters. 
Segmentation Results
Segmentation stage aims at separating the image into various regions. This paper aims at classifying the SAR ice images to know the regions around it. Thus segmentation includes dividing the images into four regions using K-means and Watershed algorithms. The area error segmentation metrics are used to evaluate the performance of these two algorithms is as follows:
a. True Positive Area Ratio b. False Positive Area Ratio c. Similarity Index (SI) Table 6 Shows the subjective results for comparison of K-means and Watershed segmentation algorithms, True Positive area ratio should be higher and False Positive area ratio should be lower and Similarity Index ratio should be higher in best segmentation algorithm. Kmeans has proven best in all these evaluation metrics. TP-True Positive area ratio, FP-False Positive area ratio, SI-Similarity Index
Classification Results
Classification aims in identifying the regions in SAR ice images. The regions which are extracted can be identified as ice, water, vegetation and land. These areas can be represented in color options to know the different between the regions. There are four supervised classifiers such as BPN, Fuzzy classifier, ANFIS and ANFIS with PSO is considered in classification stage. All these classifiers performances are evaluated through following metrics.
a. Accuracy b. Validity Index c. Sensitivity d. Time Complexity Table 7 shows the subjective results for these classification algorithms. Accuracy rate is used to define the overall performance of the classifiers; Validity Index is used to measure the performance of the network. Sensitivity is used to calculate the sensitivity on the parameters when it changes during training. It can be applied for BPN, ANFIS and ANFIS with PSO classifiers since all these classifiers uses network parameters to train a network, it is not suitable for fuzzy classifier since it does not uses parameters for training. Time complexity measure is used to predict the overall time has taken by the classifiers during the training.
Among all other classifiers ANFIS with PSO classifier gives higher rate in Accuracy, Validity Index, and Sensitivity and the lower rate in time complexity. Following Tables shows the classification results for all the classifiers included in SAR ice classification. 
Conclusion
In this paper, pixel based classification on SAR ice images using supervised learning classifiers are performed. SAR images are affected by speckle noise due to its backscattering nature of radar signals. This work is initialized with Denoising a speckle noise images using a Daubechies method in wavelet filter with the comparison of all the speckle filters. After the preprocessing stage segmentation is preceded. Comparison of K-means and Watershed algorithm are done and K-means is selected as a best segmented algorithm. Image was divided into the regions after the segmentation process has completed. Four classifiers namely, back propagation neural network (BPN), Fuzzy Classifier, Adaptive Neuro Fuzzy Inference System (ANFIS), and ANFIS with Particle Swarm Optimization (PSO) are performed. Above classifiers are the single classifier used to compare the accuracy of classification in SAR ice. Various regions called Vegetation, Land, water and ice are extracted by these classifiers. In this paper only four classifiers are performed for SAR ice classification, in future, fusion based classification can also be considered. It was focused on performing pixel based classification in future objective based classification can perform in fusion based classification.
