Abstract-We study the coded caching problem when we are allowed to match users to caches based on their requested files. We focus on the case where caches are divided into clusters and each user can be assigned to a unique cache from a specific cluster. We show that neither the coded delivery strategy (approximately optimal when the user-cache assignment is pre-fixed) nor the uncoded replication strategy (approximately optimal when all caches belong to a single cluster) is sufficient for all memory regimes. We propose a hybrid solution that combines ideas from both schemes and that performs at least as well as either strategy in most memory regimes. Finally, we show that this hybrid strategy is approximately optimal in most memory regimes.
I. INTRODUCTION
Coded caching, first developed in [1] , [2] , uses coded broadcasts for content delivery and has been shown to provide significant benefits over traditional uncoded orthogonal delivery methods. These results have since been extended in many directions; see [3] , [4] for a survey of related works. In most of these works, each user is pre-matched to a unique cache before it requests a file. On the other hand, some recent works [5] , [6] have explored the possibility of actively assigning users to caches in the network, after the users have revealed their requested files, with the restriction that there be at most one user per cache. In these works, it was shown that under certain conditions on the content popularity distribution, a welldesigned combination of replication, matching, and orthogonal uncoded server transmissions is sufficient for approximate optimality.
Thus, there is a dichotomy in the strategy required depending on the flexibility in user-to-cache assignment. Indeed, coded delivery is approximately optimal when the assignment is pre-fixed, while replication and uncoded delivery suffice when we have complete flexibility in the user-to-cache assignment and can match any user to any cache in the network (under the restriction of one user per cache) depending on the user demands. In this work, we explore the intermediate case, where each user can be assigned to one cache among a subset of caches. This models the possibility that, in large networks, a user will have several, but not all, caches in its vicinity, in which case it would be beneficial to match it to one of the nearby caches. As a first step in this direction, we adopt a cache-cluster model. More precisely, we make the assumption that the caches are partitioned into clusters of a fixed size, This work was supported in part by NSF grant 1423271, in part by an Inspire Faculty Fellowship from the Department of Science and Technology, Government of India, and in part by a seed grant from IIT Bombay. and each user can be assigned to one cache within a specific cluster, as illustrated in Fig. 1 .
Notice that the setups in [1] , [2] on the one hand and those in [5] , [6] on the other hand are special cases of our setup: the former when each cluster consists of a single cache, and the latter when all caches form one cluster. Thus for each of the above strategies, we can derive a straightforward adaptation for this case with intermediate cluster size. We find that while each of these strategies is approximately optimal in individual regimes of the cache size ("memory regimes"), neither is sufficient to achieve an approximately optimal rate for all memory points. We propose a new scheme that generalizes the key ideas in both strategies and performs at least as well as they do in most memory regimes. It is a hybrid scheme that balances the possibility of matching users to caches in a cluster with the benefits of a coded delivery across clusters. We analyze the performance of this hybrid scheme and use information-theoretic outer bounds to show that it is approximately optimal in most memory regimes.
The rest of the paper is organized as follows. Section II formally defines the problem setup. We present our main results in Section III. Section IV describes the hybrid strategy in detail, while Section V develops the outer bounds to show approximate optimality. Some detailed proofs are given in the extended version of this paper [7] .
II. SETUP
Consider the system depicted in Fig. 1 and requesting file W n . We refer to the numbers {u n (c)} n,c as the request profile and will often represent the request profile as a vector u for convenience.
In addition to the usual placement and delivery phases, there is an intermediate phase that we call the matching phase. The matching phase occurs before the delivery phase but after the request profile has been revealed. During the matching phase, each user is matched to a single cache within its cluster. If there are fewer caches than users in one cluster, then some users will be unmatched.
In this paper, we focus on the case where the numbers u n (c) are iid Poisson random variables with parameter ρd/N , where ρ ∈ (0, 1/4) is some fixed constant. The expected total number of users in the system is thus ρK. Note that this represents a uniform popularity model since the number of requests for each file is identically distributed across files.
For a given request profile u, let R u denote the rate of the broadcast message required to deliver to all users their requested files. For any cache memory M , our goal is to minimize the expected rateR = E u [R u ]. Specifically, we are interested inR * defined as the smallestR over all possible strategies. Furthermore, we assume that there are more files than caches, i.e., N ≥ K, which is the case of most interest. We also, for analytical convenience, focus on the case where the cluster size d grows at least as fast as log K. More precisely, we assume
where α = − log(4ρe 1−4ρ ) and δ 0 > 0 is some constant. Note that α > 0.
III. MAIN RESULTS
Our setup generalizes two extremes that have been studied in the literature. When d = 1, every cluster consists of only one cache, and hence no adaptive matching is possible. This setup was studied in [1] (though with a slightly different request model 2 ) and it was shown that a scheme that sends a coded message during delivery was approximately optimal; uncoded delivery was not. At the other extreme, when d = K, all the caches belong to one super-cluster, and any user can then be matched to any cache. For this setup, it was shown in [5] that a scheme that strategically replicates content in caches and then matches users to the cache that contains its requested file, serving them directly if they could not be matched, is approximately optimal. In fact, it turns out that a coded delivery is unnecessary for approximate optimality. Specifically, a scheme that adapts the one in [1] (by ignoring any potential of adaptive matching and instead arbitrarily matching users to caches) would perform much worse than the approximately optimal strategy for all but the smallest memory values.
To summarize, coded delivery is approximately optimal when adaptive matching is impossible (d = 1), but content replication with uncoded delivery is approximately optimal when maximal adaptive matching is allowed (d = K). Clearly, there is some transition in the suitable strategy that occurs for intermediate values of the cluster size d. This transition should balance the apparent trade-off between adaptive matching and coded delivery.
Our main contribution in this work is a strategy that generalizes themes from both the Pure Coded Delivery (PCD) scheme for d = 1 and the Pure Adaptive Matching (PAM) scheme for d = K. The idea is to apply adaptive matching at the level of groups of files and groups of caches, while performing a coded delivery within each group. This takes advantage of the flexibility offered by adaptively matching within one cluster, while still providing the benefits of coded delivery across clusters. We therefore call this strategy Hybrid Coding and Matching (HCM). The following theorem gives the expected rate achieved by HCM. 
where
Theorem 1 is proved in Section IV. Note that we can optimize over δ in order to obtain the smallestR(M ).
We next compare HCM to PCD and PAM if they were adapted to this setup of intermediate values of d. By applying the same scheme from [1] with the addition of an arbitrary matching, PCD can achieve a rate similar to [1] ,
As for PAM, we can apply the scheme from [5] at the cluster level to show an achievable expected rate of
where h = (1/ρ) log(1/ρ) + 1 − 1/ρ. A rough approximation of the expected rate achieved by each scheme is plotted in Fig. 2 for visualization.
Comparing PCD and PAM first, we see that PCD is the better choice for small memory while PAM is more efficient for large memory. 
Theorem 2. When N ≥ 10, the ratio of the expected ratē R(M ) achieved in Theorem 1 to the optimal expected ratē
R * (M ) is a constant C,R (M ) R * (M ) = C, as long as M ≤ (1 − e −1 /2)N/2d. Furthermore,
the rate is trivially within a constant multiplicative and additive gap from the optimum for
Theorem 2 is proved in Section V. The proof uses standard cut-set bounds combined with some probability inequalities to derive lower bounds on the optimal expected rate.
IV. HYBRID CODING AND MATCHING
In this section, we will describe the hybrid strategy that achieves the rate in the statement of Theorem 1. We will first start with a high-level overview of the scheme, and then give the details.
The idea is to divide the files into a number of colors χ ≈ d/ log K. For each cluster, we also divide the caches into χ colors. During the placement phase, a random sampling is done such that each cache only stores parts of files of the same color. During the matching phase, each user is matched to a cache in its cluster that has the same color as the file that it has requested. During the delivery phase, we send for every color one coded broadcast message, for a total of χ messages.
Assuming the matching phase successfully matches (almost) all users, the result is χ broadcast messages of size approximately (N/χ)/M − 1 each [2] , yielding a total rate of
Note that this is the largest value of χ that we can guarantee ensures the matching phase is successful. Alternatively, the server can simply individually transmit to each user the file that they requested. Since there are ρK users on average, this gives a rate of ρK. Taking the minimum of these two quantities gives the result of Theorem 1.
We will now formalize the above argument. During the placement phase, the decentralized placement strategy of [2] is used on each color individually. Specifically, each cache stores a random subset of MF/ N/χ or MF/ N/χ bits from each file of the same color.
During the matching phase, users at a cluster c requesting a file from some color x are matched with a cache from cluster c of the same color x. Excess users are left unmatched. Note that, at cluster c, the number of users requesting a file from color x is
where W x is the set of files of color x, with
During the delivery phase, we choose the better of two schemes. The first scheme is to simply unicast to each user their requested file. The expected rate using this scheme is
The second scheme is as follows. For each color, the matched users are served using a coded broadcast message similar to [2] 
+ , where [y] + = max{y, 0}, for a total rate of
As for the unmatched users, they are served by unicasting to each user their requested file. If U 0 denotes the total number of unmatched users, then these users require a rate of R 3 = U 0 . We give an upper bound on its expected value in the following lemma, proved in [7] .
Lemma 1. The expected number of unmatched users can be bounded by
Because of our choice of number of colors χ = αd/2(1 + δ) log K , we have
Consequently, Lemma 1 implies an expected value for R 3 of
(4) By combining (4) with (2) and (3), we get an achievable expected rate of
We have thus achieved the expected rate in Theorem 1.
V. APPROXIMATE OPTIMALITY
In order to prove Theorem 2, we first need to derive lower bounds on the optimal expected rateR * . These are given in the following lemma, proved at the end of the section. 
These lower bound can be used much like in [1] in order to show approximate optimality. In fact, by writing it as 4 To be precise, we get R 2 ≤ N/M − χ for M ≤ N/χ and R 2 = 0 for M ≥ N/χ . However, we will use the upper bound in (3) for simplicity.
we can use the same argument as in [1] to show
This matches the achievable rate up to a constant in the regime M < (1 − e −1 /2)N/2d. Proof of Lemma 2: First, consider the following hypothetical scenario. Let there be a single cache of size M , and suppose that a request profile u is issued from users all connected to this one cache. Moreover, assume that we allow the designer to set the cache contents after the request profile is revealed; thus both the placement and delivery take place with knowledge of u. If we send a single message to serve those requests, and denote its rate by R (M , u) , then a cut-set bound shows that
where γ(u) is the total number of distinct files requested in u.
Since all users share the same resources, if a file can be decoded by one user then it can be decoded by all. Thus the number of requests for each file is irrelevant for (5), as long as it is non-zero. Furthermore, since both the placement and the delivery are made after the request profile is revealed, the identity of the requested files is irrelevant. Indeed, if R (M , u 1 ) > R (M , u 2 ) for some u 1 and u 2 such that γ(u 1 ) = γ(u 2 ), then a simple relabling of the files in u 1 can make it equivalent to u 2 , and thus the same rate can be achieved. Consequently, (5) can be rephrased using only the number of distinct requested files,
where R(M , y) is the rate required to serve requests for y distinct files from one cache of memory M . Note that R (M , u) = R(M , γ(u)) for all u. Additionally, it can be seen that R(M , y) increases as y increases: if y 1 < y 2 , then we can always add y 2 − y 1 users to request new files, and thus achieve a rate of R(M , y 1 ) ≤ R(M , y 2 ). Let us now get back to our original problem. For convenience, defineR y = E u [R u |γ(u) = y] for every y. Suppose we choose s ∈ {1, . . . , K/d} different clusters, and we observe the system over B instances. Over this period, a certain number of users will connect to these clusters and request files; all other users are ignored. If we denote the resulting request profiles as u 1 , . . . , u B , then the rate required to serve all requests is B i=1 R ui . Suppose we relax the problem and allow the users to co-operate. Suppose also that we allow the placement to take place after all B request profiles are made. This can only reduce the required rate. Furthermore, this is now an equivalent problem to the hypothetical scenario described at the beginning of the proof. Therefore, if we denote byū B the request profile cumulating u 1 , . . . , u B , we have
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By averaging over the cumulative request profile, we obtain the following bound on any achievable expected rateR:
where Y sB is a random variable denoting the number of distinct files requested after B instances at s clusters. Since (7) holds for all achievable ratesR, it also holds forR * . Let us choose B = N/ρsd . Using Chernoff bounds, we obtain some probabilistic bounds on the number of requested files Y sB . These bounds are given in the following lemma for convenience; the lemma is proved in [7] . We will now use Lemma 3 to obtain bounds on the expected rate. Define N = (1 − e −1 − )N . From (7) if we allow N to be sufficiently large.
