Quadratic programming is a class of constrained optimization problem with quadratic objective functions and linear constraints. It has applications in many areas and is also used to solve nonlinear optimization problems. This article focuses on the equality constrained quadratic programs whose constraint matrices are block diagonal. Using the direct solution method, we propose a new pivot selection algorithm for the factorization of the Karush-Kuhn-Tucker (KKT) matrix for this problem that maintains the sparsity and stability of the problem. Our experiments show that our pivot selection algorithm appears to produce no fill-ins in the factorization of such matrices. In addition, we compare our method with MA57 and find that the factors produced by our algorithm are sparser.
INTRODUCTION
Quadratic programming is a class of nonlinear programming. It has applications in many areas such as financial, signal processing, modeling, and simulation [1] [2] [3] [4] [5] [6] [7] [8] . It is also the subproblem of sequential quadratic programming for solving nonlinear programs [9] . There are many methods to solve quadratic programs; they can be classified as either direct or iterative methods. Our work focuses on direct methods. These methods solve quadratic programs by directly solving the resulting linear systems using matrix factorization. Iterative methods, on the other hand, have two well-known classes of methods: active set and interior point methods. Unlike direct methods, the running time of iterative methods depend on the required accuracy of the solutions. Direct methods for solving quadratic programming typically involves symmetric indefinite factorization of the KarushKuhn-Tucker (KKT) matrix [10] . Symmetric indefinite factorization generally requires pivoting to maintain stability. Many pivot selection techniques have been proposed such as BunchParlett [11] , Bunch-Kaufman [12] , and bounded Bunch-Kaufman method (BBK) [13] . Moreover, when the KKT matrix is sparse, the choice of pivots also affects the sparsity of the resulting factors, which in turn affects the time needed to solve the linear system. Hence, choosing suitable pivots that both maintain stability and preserve sparsity is not trivial. Duff et al. [14] use relative pivot tolerance for stability and apply the minimum degree algorithm [15] to consider a 2-by-2 pivot for the sparsity for sparse symmetric indefinite factorization. Olaf and Klaus [16] propose Supernode-Bunch-Kaufman pivoting method, which applies the Bunch-Kaufman pivot selection algorithm for the sparse case, supplemented by pivot perturbation techniques. Duff et al. introduce the multifrontal method for sparse symmetric indefinite factorization [17, 18] . The multifrontal approach is widely used in many sparse direct solver, for example, MA57 and MUMPS [19, 20] .
In this article, we investigate equalityconstrained quadratic programs whose constraint matrices are block diagonal. Such problems often arise in practice when different groups of variables are independent but variables in the same group must satisfy some constraints. Using a direct method, we propose a pivot selection algorithm for this type of quadratic programs. By exploiting the known structure of the quadratic program, our algorithm can efficiently identify the pivot candidates that can maintain the sparsity of the factors. We use the condition number of each pivot candidates as part of the information for pivot selection in order to also maintain stability. Our experiments show that our algorithm maintains sparsity and stability better than MA57. In Section 2, we define the block constraint quadratic programming problem, briefly explain symmetric indefinite factorization and describe our algorithm. Section 3 shows our experiment and the results. Finally, the conclusion is in Section 4.
MATERIALS AND METHODS

Quadratic Programs with Block Diagonal Constraint Matrices
This article considers equality constraint quadratic programs whose constraint matrices are block diagonal. The problem is as follows:
subject to = where ∈ ℝ , ∈ ℝ × , ∈ ℝ , ∈ ℝ × , ∈ ℝ , < , and the constraint matrix A is of the form
where ∈ ℝ × ( = 1, 2,..., ), < , and is the number of diagonal blocks in A. Note that ∑ =1 = and ∑ =1 = . Assume that A has full row rank. Recall from the first-order necessary conditions that, for * to be a solution of (1), there must be * and * satisfying
[10]. The above system of equations can be rewritten to a more useful form of Karush-KuhnTucker (KKT) system
where = * − , = + , and ℎ = − . The matrix in (3) is known as the KKT matrix.
Symmetric Indefinite Factorization
To solve the KKTsystem in (3), note that since the KKT matrix is symmetric indefinite, we cannot use Cholesky factorization to factorize it. Instead, we can perform symmetric indefinite factorization [21] . Let K be the KKT matrix, a symmetric indefinite factorization of K is in the following form
where L is a unit lower triangular matrix, B is a block diagonal matrix with block dimension equal to 1 or 2, and P is a permutation matrix. The permutation matrix P is chosen to maintain numerical stability of the computation. In case K is large and sparse, P is chosen to also maintain the sparsity in in addition to maintaining the stability. After factorization, back and forward substitutions are used to compute the solution of (3) by the following steps:
(iv) Set ∶ � − * � = ̅ . Recall that multiplication with a permutation matrix (P and ) is done by arranging the elements in the vector. Matrix B is 1 or 2 dimensional block diagonal therefore computing ̂ is inexpensive. Cost of triangular substitutions with and depends on the sparsity of L. Normally, the significant cost for solving the system comes from the cost of performing factorization and triangular substitution, the latter of which depends on the sparsity of L. Observe that B is a block diagonal matrix 
�� .
Next, we find the permutation matrix
The right-hand side of (5) can be factorized as
The above can be rewritten as
The same process can be repeated recursively on the matrix ( +1) . Note that the dimension of ( +1) is less than the dimension of ( ) by either one or two depending on the dimension of ( ) . Choosing pivot at each step should be inexpensive, lead to at most modest growth in the elements of the remaining matrix, and should not be too much denser than the original matrix. There are various method to identify pivot block ( ) for dense matrices. Bunch 2 ) comparisons but the elements in are unbounded. BBK combines the two above strategies and is widely used to select pivot blocks. By monitoring the size of the elements in L, BBK uses the Bunch-Kaufman strategy when it yields modest element growth. Otherwise, it repeatedly searches for an acceptable pivot [13] . BBK algorithm is shown in Algorithm 1 below. On average cases, the total cost of BBK is the same as BunchKaufman, but in the worst case it can be the same as the cost of the Bunch-Parlett strategy.
A New Pivot Selection for Block Constraint Quadratic Programming
This section describes our proposed pivot selection method for the quadratic programs with block diagonal constraint matrices. The goals of our method are to maintain sparsity and stability in the factors. First, we identify candidate pivots that can maintain sparsity of L. Second, we select among these candidates to maintain stability of the factors. The last subsection describes the overall algorithm for factoring the KKT matrix.
Candidate Pivots Identification
Consider the structure of the KKT matrix of our quadratic program with a block diagonal constraint matrix. Elements of the KKT matrix K can be classified into three types: the elements of the Hessian matrix ℎ , the nonzero elements of the constraint matrix , and the zero submatrices. For better readability, we use a 6-by-6 Hessian matrix with two blocks of constraints as an example in our explanation. The structure of a sample KKT matrix is as follows: 
, and
Note that × denotes the nonzero elements in (1) and (2) in which the elements of matrix (1) and (1) (in the same positions) are also nonzero and • denotes the fill-in elements compared to (1) and (1) , respectively. For the second case where the pivot is a 2-by-2 matrix with no zero elements, the number of nonzeros in ( ) may be equal to or greater than that of ( ) . It also results in a large number of fill-ins in the remaining matrix ( +1) .
For example, suppose 
Note that (t+1) can be denser than in the above example for some other pivots such as 
We see that the first and second types of pivots generate fill-in in remaining matrix ( +1) . The third type yields sparser ( ) than the other two and generally produces no fill-ins in the remaining matrix ( +1) . Therefore, our algorithm first identifies all candidate pivots that are of the form � ℎ 0 �. By choosing this form of pivots, the factor is as sparse as possible and there are no fill-ins in the remaining matrix ( +1) .
Pivot Selection
There are generally many pivot candidates of the form that we are interested in. We compare the condition numbers of these candidate pivots and then choose the one with the smallest condition number. Recall that the condition number of a 2-by-2 matrix is defined as cond( ) = ‖ ‖ ⋅ ‖ −1 ‖.
When the candidate pivot is of the
Using infinity norm, we see that
Therefore, we need only to compare | |/� � to find the pivot candidate with the minimum condition number. We do so and select the candidate with the smallest condition number as the pivot. Note that, when is zero, the condition numbers of the candidates containing this are infinity. In this case, such candidates are not chosen by our algorithm.
The Algorithm
This section gives the complete picture of our algorithm. First, we choose the pivot that maintains the sparsity of the factors. We select a 2-by-2 pivot matrix with one of the diagonal elements being zero as described previously. These pivots yield no fill-ins and we can choose this type of pivots for the first iterations, where is the number of constraints in the quadratic program. Afterward, ( +1) is completely dense therefore we switch to use a general (non-sparse) symmetric indefinite factorization at this point.
Our method keeps track of the current and original positions of elements (as the elements may change in the permutation step). These positions are used to efficiently produce the pivot candidates of the third form. We consider only the candidates with the off-diagonal entries from the same block , where is chosen arbitrarily.(The pivot candidates are identified from the elements from each block by block.) Among them, we select the candidate with the smallest condition number. Note that, according to (10), we need to compute only the condition numbers of the candidates with the largest � � for each column and selecting the one with the smallest condition number. If
� is selected as the pivot, we remove row and column from the lists of available row and column. If row is the last row in a block, we remove the block containing row from the available block list, too. Then we continue to the pivot candidates from the next block. Note that our pivot selection method requires O�∑ 2 =1
� operations. Our method is shown in Algorithm 2 below.
RESULTS AND DISCUSSION
In this section, we compare the efficiency between the following two methods: (i) MA57 and (ii) our method. The experiment was performed in Matlab 2012a on problems with 500, 1000, and 1500 variables. For each problem size, we test with 10, 50, and 100 blocks in the constraint matrix, where each block is of equal size. The numbers of constraints are 40 and 80 percent of the number of variables. The test problems are randomly generated in the following way: Let � ∈ ℝ × . Each element of � , , and , and each nonzero element of is randomly generated between zero and one according to the uniform distribution. Then, let = � � /�max , ℎ � , � . For each problem, we experiment with 10 different instances. We compare the average numbers of nonzeros in factor . The results of this experiment, which are shown in Table 1 , show that Remove elements { : = or = } from and Swap and to and + 1, respectively = + 2 end while Factorize the remaining matrix with a general (non-sparse) symmetric indefinite factorization method our method yields sparser when computing the symmetric indefinite factorization than the MA57 algorithm. After the factorization, we use the factors from the two methods to compute the solution of the quadratic program following Steps (i) -(iv) in Section 2.2. Table 1 also shows the solving time and the accuracy of our algorithm. The results show that using the factors , , and from our method reduces the time needed to solve the KKT system compared to using the factors from MA57. Our method also yields accurate solutions with small residuals.
Normally, the Hessian matrix may not be dense. We therefore also experiment on the problems with sparse Hessian matrices having 30, 50, and 70 percent of their entries being nonzeros. We test with the constraint matrices having 10, 50, and 100 blocks, where each block is of equal size. The numbers of constraints are 40 and 80 percent of the number of variables. For each problem, we experiment with 10 different instances. We compare the average numbers of nonzeros in the factor . The results of this experiment are shown in Table 2 . We see that even when the Hessian matrix is sparse, our method still maintains more sparsity in than MA57 can.
Finally, we compare both methods on problems where each blocks in the constraint matrices are of different sizes. The results are shown in Table 3 . For these problems, our method also produces sparser factors and requires less solving time than MA57.
CONCLUSIONS
In this article, we propose an algorithm for solving block constraint quadratic programs. Our method is a direct method using symmetric indefinite factorization. This method exploits the known structure of the quadratic problem to efficiently compute the factors that are stable and retain the sparsity of the problem. The results of our experiments show that our method is better at maintaining sparsity of the factors than the MA57 algorithm. Consequently, using the factors from our method to solve the KKT system is faster than using the factors from MA57 while yielding the solution that is as accurate. Finally, we note that the steps in our pivot selection algorithm are easily parallelized and therefore can be made more efficient with parallel computing, too. Column is the number of variables. Column ( × ) indicates the dimensions of each diagonal blocks in the constraint matrix. Columns Ave. num. of nonzeros in show the number of nonzeros in from MA57 algorithm and our method, respectively. Columns Ave. solving time show the solving time of the two methods. Columns Ave. residual represent the residuals of the results of both methods. The residual is ‖ − ‖ 2 , where is our KKT matrix, is the computed solution, and is the vector � ℎ � in (3). Table 3 . Average numbers of nonzeros in factor , average solving time, and average residual of MA57 and our algorithm for problems with 500, 1000, and 1500 variables constraint matrices with unequal-sized blocks.
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