ABSTRACT Traffic accidents have globally increased over the past decades, and the driving safety has become an important issue for human society. Despite great progress, the existing driving safety prediction algorithms hardly consider the sophisticated feature interactions between the driving information, traffic information, and driver information. Therefore, in order to solve this problem, a factorization machine combined neural network (FMCNN) is proposed in this paper to predict the driving safety in vehicular communication. In the proposed framework, the factorization machine and the deep neural network are used to learn the effects of low-order and high-order feature interactions from the driving information and the weather information in the pre-training phase, respectively. After the pre-training phase, the high-order feature interactions extracted by the last hidden layer of the deep neural network and the low-order feature interactions trained by the factorization machine are the input of a new deep neural network to predict the driving safety. Varying from the most machine learning algorithms, the proposed algorithm does not require manual extraction of features. It can automatically extract features from the driving information, traffic information, and driver information collected by the vehicle ad hoc network. The experiment results show that the prediction result of the proposed FMCNN is better than DNN and FM in AUC and Logloss.
I. INTRODUCTION
In modern society, the rapid development of traffic roads has brought people convenience and efficiency, with the improvement of theoretical knowledge of VANET, cars, base stations and pedestrians will have the ability to transmit information with each otherčwhich means their motion information is shared among through VANET. The development of VANET will greatly promote green information consumption and have a profound impact on many industries. However, the number of traffic accidents still stays at a high level in the recent years, and traffic accidents have become a problem that can not be ignored in daily life. The National Highway Traffic Safety Administration (NHTSA) released its annual traffic safety report that since 1988, there have been more than 5000000 accidents per year in the United States, about 30% of which resulted in death and injury (NHTSA, 2015) .
The analysis of the safety performance of the vehicle Ad Hoc Network (VANET) consists of two main information: driving behavior information and road safety information. Driving behavior information includes driver's driving behavior and vehicle surroundings. Road safety information includes road safety levels for various accidents. The measurement of driving behavior can be done by mobile phone and sensor. The study examined and identified potentially aggressive driving behaviors in a mobile, efficient and inexpensive manner [1] . MIROAD [2] developed a driver monitoring system by utilizing a dynamic time warping algorithm and merging multiple smartphone-based sensor data into a single classifier. Considering the impact of mobile phone use on driving safety, Wang et al. [2] explored lowinfrastructure methods to sense vehicle dynamics to determine if a driver or passenger is using a mobile phone. The location of the smartphone is inferred by comparing the centripetal acceleration measured from the smartphone with the acceleration measured at the vehicle's internal reference point.
About the monitoring of the surrounding environment of vehicles, Jeong et al. [3] used the far-infrared camera to detect sudden pedestrian crossing (SPC) at night to support the intelligent driver assistance system. Multiple pedestrians are detected based on cascaded random forests with lowdimensional Haar-like and OCS-LBP features. Considering the spatial structure of visual signals, Li et al. [4] extended the framework of deep neural networks for traffic signs and lane detection. A multi-task deep convolutional network is proposed to detect the existence of targets and the geometric properties of targets. The author then uses repeated neuron layers to detect traffic signs and lanes, although their spatial structure may be difficult to define clearly.
Although analyzing drivers' driving behavior is an effective way to reduce accidents and improve transport safety, in order to fully analyze the factors affecting traffic accidents, we also have to consider road safety factors, such as speed limitation, lighting conditions, weather conditions, time, road conditions, etc. Furthermore, the sophisticate feature interactions between the driving information, traffic information and the driver information should also be considered in this issue.
The main contribution of this paper is to propose a new deep learning framework which can automatically extract features, and simultaneously consider the impact of low-order feature interactions and high-order feature interactions on prediction results. In the proposed framework, the factorization machine and the deep neural network are used to learn the effects of low-order and high-order feature interactions from the driving information and the weather information in the pre-training phase, respectively. After the pre-training phase, the high-order feature interactions extracted by the last hidden layer of the deep neural network and the low-order feature interactions trained by the factorization machine are the input of a new deep neural network to predict the driving safety.
The rest of the paper is organized as follows. In Section II, we reviewed the existing work of driving safety prediction and discussed the shortcomings of each work. In Section III, we described the whole process of information transmission and driving safety prediction in VANET, in Section IV, we describe a new deep learning framework for driving safety prediction. In Section V, we evaluate the performance of our proposed algorithm and finally summarize our work in Section VI.
II. RELATED WORKS
Some methods have developed various models to describe and predict road safety based on many empirical assumptions and parameters. Patra et al. [5] proposed a method for the first time to analyze the performance of vehicular networks with cellular infrastructure as the backbone. To do this, they use the mobile Femto Access Point (FAP) as the relay instead of the RSU. They use M /M/m queue to model the network and compare the performance of delay and throughput with the traditional IEEE 802. 11p vehicular network. In [6] , by studying the relationship between traffic accident and road type, vehicle type, weather, date and so on, the authors established the prediction model of accident hot spot with the statistics of the typical factors, and the Logistic regression analysis. By extracting features from the collected heterogeneous data and modeling the urban accident risk by situationaware non-negative matrix decomposition, Chen et al. [7] proposed a framework to estimate the accident risk by using matrix decomposition method. In order to improve vehicle safety, a new deep learning framework (DeepRSI) [8] , which considered the spatio-temporal relationship between vehicle GPS trajectory and external environmental factors, was proposed to predict real-time road safety from the point of view of data mining. Qin et al. [9] trained the model on the basis of historical traffic accident data with Bayesian network. The possibility of vehicle accidents was predicted by calculating the posterior probability of accidents, and the application of the model in actual situation was analyzed through the simulation. To predict the possibility of traffic accidents, Delen et al. [10] used support vector machine and the simulation results show that the SVM model is superior to the artificial neural network (ANN) model when the data set is small, when the data set is large, its performance is slightly worse than the ANN model. By collecting 5973 records of traffic accident and reduces the features after data preprocessing, ANN is used to predict the severity of traffic accidents which established an artificial neural network classifier [11] , [12] . References [13] and [15] predicted the possibility of traffic accidents through classification algorithms such as C4. 5, C-RT, CS-MC4, decision tree and ID3. The accuracy of the classifier was improved by exploring the feature selection algorithm such as CFS, FCBF, feature ranking, MIFS and MODTree. Zhang et al. [16] used two methods of deep learning: deep belief network (DBN) and long-term short-term memory (LSTM) to study the extracted tokens which can capture the association rules inherent in the accident.
Meanwhile, image analysis has also been studied to prevent the traffic accident. Acquiring the sample data of motion trajectory from 3D model and using fuzzy self-organizing neural network algorithm to learn the activity pattern from the sample trajectory, Hu et al. [17] presented a probabilistic model of vehicle tracking and predicting traffic accidents based on 3D model. In order to solve the challenge of unbalance data classification from visual traffic monitoring sensors, Liu et al. [18] combined deep neural network with balanced sampling to propose a new vehicle classification scheme, which can be used to obtain images from multi-view visual traffic monitoring sensors. Naik et al. [19] devised an insightful road safety map for the city by using a sceneunderstanding algorithm based on support vector regression for predicting the perceived road safety of streetscapes. In [20] , effective features were automatically extracted from the image and then fed to the support vector machine classifier to study the relationship between visual elements and urban attributes, such as crime rate, theft rate and the danger perception of urban street images. Focusing on identifying objects that exist directly in the scene, Khosla et al. [21] recommend to go beyond the visible elements of urban scenes to predict the potential crime rate in an area, they use convolutional neural networks to analyze and predict the safety of roads in urban scenes by training crime data and images collected from Google Street View.
However, all of these methods except the deep learning methods proposed in [8] and [17] require manual extraction of features. Also, the method proposed in [17] can not prevent the traffic accident from happening, it only uses the content of the twitter to judge whether a traffic accident has occurred. Furthermore, these methods rarely consider the impact of driver information on traffic accidents and the sophisticate feature interactions between the driving information, traffic information and the driver information is not considered in this issue.
III. SYSTEM MODEL A. THE PROCESS OF DATA TRANSMISSION
As the basis of the proposed algorithm, the real-time driving information, traffic information and driver information of vehicles are collected by VANET and transmitted to the traffic control center. The architecture for VANET can be divided into three planes: Ad-hoc, Infrastructure, and the Internet plane.
1) Ad-hoc Plane: As shown in Figure 1 , the ad-hoc plane consists of all kinds of vehicles which are capable of communicating with each other using a specific All the entities in the infrastructure plane are connected by a high-speed network which forms the backbone of VANET. 3) Internet Plane: Consider of the poor calculate ability of the RSU. The data generated by vehicles are sent to the traffic control center for processing through the RSU and the Internet. According to the output of the proposed algorithm used in the traffic control center, timely warning is given to the vehicle which is with a high probability of occurrence of the traffic accidents.
B. THE PROCESS OF DRIVING SAFETY PREDICTION
In the driving safety prediction model, the prediction of the traffic accident is mainly realized by two steps of data preprocessing and model training. The entire prediction flow of the traffic accident prediction model is shown in Figure 2 . The first need is to preprocess the continuous features and the discrete features in different methods. For continuous features, continuous data needs to be normalized in order to eliminate the effects of different dimensions of different features. For discrete features, the numerical value of the feature only represents the category represented by the value. If these features are directly put into the model for processing, the accuracy of the model will decrease. Therefore, one-hot encoding is required for the discrete features.
In terms of the training of the predictive model, a factorization machine and a deep neural network are used to learn the effects of low-order and high-order feature interactions from the driving information and the weather information in the pre-training phase, respectively. After the pre-training phase, the high-order feature interactions extracted by the last hidden layer of the deep neural network and the low-order feature interactions trained by the factorization machine are the input of a new deep neural network to predict the driving safety. The output value of the new deep neural network is between 0 and 1. When the output is closer to 0, it means that the vehicle will hardly have a traffic accident if its driving condition is maintained in the following time. When the output is closer to 1, it means that under this driving condition, the vehicle will have a high possibility of a traffic accident if its driving condition is maintained in the following time. After a limited number of trainings, the neural network can predict the driving safety with a high accuracy, so that vehicles with traffic accidents can be promptly alerted.
IV. A FACTORIZATION-MACHINE COMBINED NEURAL NETWORK (FMCNN)
In FMCNN, We aim to learn both low-order feature interactions and high-order feature interactions. As depicted in Figure 3 , FMCNN consists of two phases, pre-training phase and the training phase.
A. PRE-TRAINING PHASE
For discrete features, the numerical value of the feature only represents the category represented by the value. If these features are directly input into the model for processing, the accuracy of the model will decrease. Therefore, one-hot The left part of the figure is a factorization machine, and the right part is a deep neural network. In the pre-training phase, the neural network and the factorization machine share the same input, and the two parts of training are performed simultaneously. Compared with the logistic regression model, the factorization machine can learn the influence of the interaction between features on the prediction result when the input is extremely sparse, while the deep neural network can perform high-order interactions of the input features, and the deep neural network has the ability to extract features. Therefore, using one of the two models alone will result in the loss of low-order or high-order feature interactions, it is necessary to extract the low-order feature interactions and high-order feature interactions learned by the factorization machine and deep neural network respectively, these features are used as input of a new neural network, thereby avoiding manual feature engineering.
The output of the factorization machine is shown in equation (1): (1) where ω 0 represents a constant, ω i represents the parameter of the first-order feature, and v i , v j represent the latent vectors of the feature i and the feature j, respectively. In addition to the first-order linear features, the second-order feature interactions are also well represented in equation (1) by the latent vectors. By latent vectors, the factorization machine can still learn the second-order feature interactions even in the case of extremely sparse features. The equation of the sigmoid function is:
the range of the function is [0, 1]. For the classification prediction problem, the neural network maps the input to a number between 0 and 1 through a sigmoid function, and divides the data into two categories. Deep neural networks are the most popular machine learning model in recent years. Researchers have shown that when the number of hidden layers in a neural network is large enough, the neural network can fit arbitrary functions, which means it can learn high-order feature interactions through training. The forward process of the deep neural network is shown in equation (3):
where N is the layer depth and f is an activation function.
are the output, model weight, and bias of the N-th layer. In the output layer, a dense real-value feature vector is generated, which is finally fed into the sigmoid function for driving safety prediction:
, where H is the number of hidden layers.
B. TRAINING PHASE
The high-order feature interactions extracted by the last hidden layer of the deep neural network and the low-order feature interactions trained by the factorization machine are put into the deep neural network to learn high-order feature interactions. The structure of the deep neural network used in the proposed algorithm is shown in Figure 4 .
For the classification prediction problem, the neural network maps the input to a number between 0 and 1 through a sigmoid function, and divides the data into two categories. In driving safety prediction, If the output is closer to 0, it means that the vehicle will hardly have a traffic accident if its driving condition is maintained in the following time, if the output is closer to 1, it means that under this driving condition, the vehicle will have a high possibility of a traffic accident if its driving condition is maintained in the following time.
There are many optimization methods for gradient descent in neural networks. The optimization method of deep neural network used in this paper is the Adam optimization algorithm in literature [22] , when the number of adjustments is large enough, the prediction accuracy of the deep neural network will converge to a constant, so that it can predict the driving safety of the vehicle.
V. EXPERIMENT RESULTS

A. DATASETS
In terms of data sets, the data set of UK car accident from 2005-2015 is selected in this paper to verify the performance of the proposed algorithm. This data set consists of different data of driving condition which has lead to traffic accidents and others which has not lead to traffic accidents. The features included in the data set is shown in TABLE 1, it contains 10 different continuous features such as longitude, latitude, speed limit, light conditions, weather conditions, time and the road surface conditions, it also contains 20 different discrete features such as Location Easting OSGR, day of week, road type, 1st road class, location northing OSGR and the urban or rural Area.
This data set is an imbalance datasets with 398,731 positive samples and 2801,269 negative samples. In order to solve the impact of the imbalance of the positive and negative samples on the prediction results, we used the under sampling method to reconstruct the data set, so that the data is integrated into a balanced data set with 398,731 positive samples and 398,731 negative samples. In order to compare the performance of FMCNN, DNN and FM in both big data sets and small data sets, we extracted 80,000 samples from UK Car Accidents 2015 to form a new small data set. Although it may make the model unable to learn all the rules of the data set, but it does not affect result of the performance comparison between the proposed algorithm and the existing algorithms.
B. PERFORMANCE EVALUATION
The Google deep learning framework TensorFlow and the UK Car Accident 2015 dataset is used to evaluate the performance of the proposed driving safety prediction model FMCNN in different sizes of data set. We carried out experiments on a computer with an Intel I7-7700HQ CPU, 16GB RAM and NVIDIA GTX1070 Graphic card. The samples in the datasets are divided randomly by different random seed to training set and testing set according to the ratio of 4:1 for three times. Then, the AUC and Logloss of the FM, DNN, FMCNN is compared in the experiment, the parameter of the deep neural network is shown in FM, respectively. It can be seen from Table 3 that Deep Learning model is better than FM in AUC and Logloss, which means learning high-order feature interactions improves the performance of driving safety prediction model. Meanwhile, FMCNN perform the best in both datasets. Compared to DNN and FM, FMCNN achieves at least more than 0.48% The ROC curve of DNN, FM and FMCNN in UK Car Accident 2015 dataset are shown in Fig. 5 , through the ROC curve, it can be seen that the ROC curve of the FMCNN is above the ROC curve of DNN and FM, which means the performance of neural network is better than FM. Meanwhile, by calculating the area under the ROC curve of DNN, FM, FMCNN, the AUC of DNN, FM, FMCNN is 0.9278, 0.8826 and 0.9359 respectively, which means FMCNN have a higher probability of getting a better classification result.
The AUC curve of DNN, FMCNN, FM in UK Car Accident 2015 dataset are shown in Figure 6 , it can be seen from Figure 6 that when the training is completed, the AUC of FMCNN is higher than the DNN and FM. Meanwhile, because of the pre-training process, the converges speed of FMCNN is faster than DNN and FM. Furthermore, the AUC of FMCNN and DNN is significantly higher than the AUC of FM among the three models, which indicates that high-order feature interactions are important in driving safety prediction, which is why deep learning model can achieve higher AUC than FM.
C. HYPER-PARAMETER STUDY
In this chapter, we adjust some of the hyper-parameters of DNN and FMCNN to compare the performance of DNN and FMCNN with different hyper-parameters.
In terms of activation function, the performance of relu, elu, tanh and sigmoid in driving safety prediction is evaluated in Figure 7 and 8.
Since sigmoid causes the gradient to disappear, sigmoid performs the worst in both DNN and FMCNN in all activation functions. To our surprise, the AUC and Logloss of the FMCNN and DNN achieve their best performance in tanh function and the performance of relu or elu function are worse than tanh function, which means tanh is more appropriate than relu and elu function activation function in driving safety prediction.
We also change the number of neurons per layer from 5 to 25 to find a good choice for each hidden layer. When other factors remain the same, increasing the number of hidden layers per layer may help promote the performance of deep learning models in some occasions, however, it also introduces complexity, which means increasing the number of neurons per layer does not always bring benefit. The experiment results are shown in Figure 9 and 10.
It can be seen from Figure 9 and Figure 10 that increasing the number of neurons does bring benefit at the beginning. However, when the number of neurons reach to 20, the performance of both deep models are decreasing, 20 neurons per layer is a good choice for our dataset.
When other hyper-parameter remains the same, we change the number of hidden layers from 1 to 5 to find a good choice for FMCNN. Same to increasing the number of neurons per layer, increasing the number of hidden layers also introduces complexity. It can be seen from Figure 11 and Figure 12 that increasing the number of hidden layers does bring benefit at the beginning. However, when the number of hidden layers reach to 4, the performance of both deep models are decreasing, which means increasing the number of hidden layers does not always bring benefit even if dropout is already used in FMCNN.
The decline in the performance of FMCNN may caused by the computational overhead and overfitting brought by simply increasing the number of hidden layers. According to experiment results, three hidden layer is the best choice for our dataset.
VI. CONCLUSION
Despite some driving safety prediction algorithms, the sophisticate feature interactions between the driving information, weather information which can improve the AUC of driving safety prediction algorithm are hardly considered. Therefore, in order to promote the prediction accuracy of the driving safety, a new deep learning framework FMCNN is proposed in this paper. We use a factorization machine and a deep neural network to learn the effects of low-order feature interactions and high-order feature interactions on traffic accidents in the pre-training phase, respectively. After the pre-training phase, the features extracted by the last hidden layer of the deep neural network and the features trained by the factorization machine are the input of a new deep neural network to predict the driving safety. The experiment result shows that FMCNN outperforms other model in AUC and Logloss, which tells us that the high-order feature interactions and low-order feature interactions are very important in driving safety prediction.
HAITAO ZHAO received the M.S. and Ph.D. degrees (Hons.) in signal and information processing from the Nanjing University of Posts and Telecommunications, Nanjing, China, in 2011 and 2008, respectively, where he is currently an Associate Professor with the Department of Communication and Information Engineering. His current research interests include wireless multimedia modeling, capacity prediction, and wireless network coding.
TIANQI MAO received the bachelor's degree from Jiangnan University, Wuxi, China, in 2016. He is currently pursuing the degree in communication and information system with the Nanjing University of Posts and Telecommunications.
JIAXIU DUAN received the bachelor's degree from Chongqing Normal University. He is currently pursuing the degree in electronics and communication engineering with the Nanjing University of Posts and Telecommunications. 
