Abstract. Conditions on type preorders are provided in order to characterize the induced filter models for the λ-calculus and some of its restrictions. Besides, two examples are given of filter models in which not all the continuous functions are representable.
Introduction
The semantics of the λ-calculus can be looked at from several points of view. A possible one considers a model as an abstract way of handling and dealing with the syntax. This is the point of view of those investigations looking for extensions of the λ-calculus such that the intended semantical domain turns out to be fully abstract w.r.t. the calculus.
From another point of view, instead, the semantics is seen mainly as a tool to confirm one's "syntactic intuitions" and to prove properties of the calculus. According to this latter viewpoint, "semantically oriented" extensions of a calculus are not always commendable. The focus is on the calculus: the model has to fit as tight as possible the calculus, not vice versa. This is indeed the point of view of the present paper, and, in general, the one of an investigation we are carrying on, started in a companion paper [3] . In such a research we try to devise a general setting and uniform tools to "tailor" models closely fitting as many as possible aspects of the computational paradigm embodied by the λ-calculus.
One of the most natural framework for such an investigation is the typing discipline with Intersection Types. Intersection type assignment systems allow to characterize many of the most important denotational (as well as operational) properties of λ-terms. In particular it is possible to describe, in a natural and finitary way, many semantic domains for the λ-calculus. Such finitary descriptions allow not only to analyze pre-existing models, but also to modify them, sometimes "tailoring" them according to one's needs (see [6, 10, 14, 18, 17, 22, 5, 12] and the references there.)
Finitary characterizations of models for the λ-calculus, the so called filter models, can be obtained by simply introducing specific constants, typing rules and type preorders in a basic intersection type assignment system. An element of a particular domain, representing the denotational meaning of a term M , comes then out to correspond to the set of types that can be inferred for M .
satisfying the following set of axioms and rules:
NOTATION. -Σ will be short for (C C, ≤).
-A ∼ B will be short for A ≤ B ≤ A.
-Since ∩ is commutative and associative (modulo ∼), we shall write i≤n A i for A 1 ∩ . . .∩A n . Similarly we shall write ∩ i∈I A i , where I denotes always a finite set. Moreover we make the convention that ∩ i∈∅ A i is Ω when Ω∈C C.
-We shall denote by ≤ the type preorder generated by a recursive set of axioms and rules of the shape A ≤ B (where it is said to generate ≤ if A ≤ B holds if and only if it can be derived from the axioms and rules of together with those in Definition 2).
The constants in will be denoted by C C .
-When we consider an intersection type preorder of the form (C C , ≤ ), we shall write T T and Σ for T T(C C ) and (C C , ≤ ), respectively.
-A∼ B will be short for A ≤ B ≤ A.
-We write "the type preorder Σ validates " to mean that all axioms and rules of are admissible.
1 Figure 1 lists a few special purpose axioms and rules which have been considered in the literature. Their meaning can be grasped if we consider types to denote subsets of a domain of discourse and we look at → as the function space constructor in the light of Curry-Scott semantics, see [23] . We can introduce now four significant intersection type preorders which have been extensively considered in the literature. The order is logical, rather than historical, and the references define the corresponding filter models: [9] , [14] , [1] , [6] . A richer list of type preorders can be found in [3] . These preorders are of the form Σ = (C C , ≤ ), with various different names , picked for mnemonic reasons. In Figure 2 we list their sets of constants C C and their sets of extra axioms and rules taken from Figure 1 . Here C C ∞ is an infinite set of fresh atoms (i.e. different from Ω, ν). 
Particular classes of type preorders
In this subsection we introduce important classes of type preorders. The first two are the classes of natural type preorders and of strict natural type preorders. These are disjoint classes, whose relevance lies in their allowing various characterizations in terms of approximable mappings and λ-structures.
Definition 3 ((Strict) Natural type preorders).
Let Σ = (C C, ≤) be a type preorder. Among the type preorders of Figure 2 , CDV, EHR are strict natural, and AO, BCD are natural.
Notice that by the implicit assumption that axiom (ν)∈Σ whenever ν∈C C Σ (Definition 2) a strict natural type theory containing the constant ν validates EHR.
We introduce two other interesting classes of preorders playing a crucial role in the characterization results of Section 4.
Definition 4 (Beta and eta preorders).
Let Σ = (C C, ≤) be a type preorder and T T = T T(C C).
(i) Σ is beta iff for all I, A i , B i , C, D∈T T: 
The condition for a natural type theory of being beta reflects the criterion used to establish if a sups of step functions is greater than a step function (see [15] ).
When Σ = Σ it is usually possible to prove the conditions defined above by induction on the derivation of judgments. For the type preorders of Figure 2 we get that they are all beta and EHR, AO are eta.
Intersection type assignments
We introduce now the notion of intersection type assignment system. First we need a few preliminary definitions. Let Var denote the set of term variables.
Definition 5 (Type assignment system).
(i) A basis over C C is a set of statements of the shape x:B, where the subjects x are in Var, the predicates B are in T T(C C), and all subjects are distinct variables.
(ii) An intersection-type assignment system relative to Σ = (C C, ≤), denoted by λ∩ Σ , is a formal system for deriving judgments of the form Γ Σ M : A, where the subject M is an untyped λ-term, the predicate A is in T T(C C), and Γ is a basis over C C.
NOTATION. We shall write:
-x∈Γ as short for (x : A)∈Γ for some A; -Γ, x:A as short for Γ ∪ {x:A}, proviso x/ ∈Γ . We use to denote the union between bases defined by:
Various type assignment systems can be defined, each of them parametrized w.r.t a particular Σ=(C C, ≤). The simplest system is given in the following definition.
Definition 6 (Basic type assignment system).
Given a type preorder Σ, the axioms and rules of the basic type assignment system, denoted by λ∩ 
If Ω∈C C, a natural choice is to set Ω as the universal type of all λ-terms. This amounts to modify the basic type assignment system by adding a suitable axiom for Ω.
Definition 7 (Ω-type assignment system).
Given a type preorder Σ = (C C, ≤) with Ω∈C C, the axioms and rules of the Ω-type assignment system (denoted λ∩ 
Analogously to the case of Ω, when ν∈C C, it is natural to consider ν as the universal type for abstractions, hence modifying the basic system by the addition of a special axiom for ν.
Definition 8 (ν-type assignment system).
Given a type preorder Σ = (C C, ≤) with ν∈C C, the axioms and rules of the ν-type assignment system (denoted λ∩ For simplicity we assume the symbols Ω and ν to be reserved for the universal type constants respectively used in the systems λ∩ It is easy to prove that the following rules are admissible in λ∩ Σ .
As usual a generation lemma is handy: its proof can be found in [4] .
Lemma 1 (Generation lemma). Let Σ = (C C, ≤) be a type preorder and T T = T T(C C).
(
Filter λ-structures and (restricted) filter models
It is possible to use intersection types for building models for λ-calculus and some of its restrictions. Let us first recall the general notion of restricted λ-calculus.
The restricted λ-calculus λ R is the calculus obtained from the standard λ-calculus by restricting the β-rule to the redexes in R (called β-R-redexes).
Next definition of (restricted) model is a generalization of the classical notion of model for the untyped λ-calculus of Hindley-Longo (see [16] ).
Definition 10 ((Restricted) models).
A model for the (restricted) λ-calculus λ R consists of a triple D, ·,
We can devise semantics domains out of intersection types by means of an appropriate notion of filter over a type preorder. This is a particular case of filter over a generic -meet semi-lattice (see [19] ).
Definition 11 (Σ-filters). Let Σ = (C C, ≤) be a type preorder and T T = T T(C C). A Σ-filter (or a filter over T T) is a set
NOTATION. Given X ⊆ T T, ↑ X denotes the Σ-filter generated by X. For A∈T T, we write ↑ A instead of ↑ {A}.
It is possible to turn the space of filters into an applicative structure in which to interpret λ-terms. Assuming the Stone duality viewpoint, the interpretation of terms coincides with the sets of types which are deducible for them.
Definition 12 (Filter structures).
(ii) For any λ-term M and environment ρ : V ar → F Σ \ {∅},
where Γ |= ρ if and only if (x : B)∈Γ implies B∈ρ(x).
By rules (Ω), (≤) and (∩I) the interpretations of all λ-terms are filters. Thanks to the following theorem, it is sufficient that clause (iii) of Definition 10 holds in order a filter λ-structure
Σ be also a model for the restricted λ-calculus λ R (called filter model for λ R ).
Theorem 1. For all type preorders Σ the interpretation function [[ ]] Σ satisfies conditions (i), (ii), (iv), (v), (vi) of Definition 10.
PROOF. We only consider the interesting cases.
( 
Corollary 1 ((Restricted) filter models). A filter
Σ is a filter model for the restricted λ-calculus λ R iff for any redex (λx.M )N ∈R, environment ρ,
Four characterization results
The first two characterization results we give concern natural type preorders. We begin studying the representability of interesting classes of (strict) Scott continuous functions. These characterizations generalise those given in [8] .
Definition 13 (Representable functions). Given a type preorder Σ, a function f :
Next lemma is useful for characterizing the sets of representable functions. ∈f (↑ C). If X is any filter candidate to represent f , then, for any i∈I, B i ∈X· ↑ A i , which implies, by easy computations, A i → B i ∈X, for any i∈I. Since i∈I (A i → B i ) ≤ C → D, it follows C → D∈X, hence D∈X· ↑ C, making it impossible that X represents f .
Theorem 2 (Characterization of sets of representable functions).
(i) The set of functions representable in a strict natural preorder Σ = (C C, ≤) contains:
(1) the step function ⊥ ⇒ ⊥; PROOF. (sketch) For each point above, the theses follow applying condition ( ) of Lemma 2 to the class of functions involved, taking into account that:
; where ↑ A ⇒↑ B is the step function from ↑ A to ↑ B, f is a continuous function and is the point-wise ordering.
All the type theories of Figure 2 are beta. Moreover, the type preorders AO, BCD (CDV, EHR) are (strict) natural and therefore, by Theorem 2(ii4), in all the filter λ-structures induced by such preorders all (strict) continuous functions are representable.
Our second characterization result on natural type preorders consists in giving a criterion for selecting those type preorders whose induced filter λ-structures are indeed filter models of the whole λ-calculus. To do that we use a result of [20] , in which an applicative structure is showed to be a model provided that it contains the combinators K, S and ε. Thus, a condition for having a filter model can be obtained by simply forcing the existence of such combinators.
Theorem 3 (Characterization of model-inducing preorders).
Let Σ = (C C, ≤) be a natural type preorder. The filter λ-structure
Σ is a filter model of the whole λ-calculus iff the following three conditions are fulfilled.
The filter λ-structure
Σ is an extensional model if the third condition above is replaced by:
These conditions are obtained by considering the application of combinators to filters. Similarly, one could characterize the representability of an arbitrary combinator of the shape λx 1 . . . x n .C, where C is a combination of variable (that is, it does not contain any λ-abstraction).
Our third result characterizes those type preorders inducing filter models for the main restricted λ-calculi studied in the literature, namely the λI-calculus [11] , the λKN-calculus [17] and the call-by-value λ-calculus [21] . The redexes of these calculi are defined as follows.
Definition 14 (Restricted redexes).
( [21, 11, 17] 
)N is a β-KN-redex if it is a β-I-redex or N is either a variable or a closed strongly normalising term.
Before characterizing (restricted) filter models we need a technical result on typing properties of strongly normalizing terms: for a proof see [13] .
Proposition 1 (Characterization of strongly normalizing terms).
A λ-term M is strongly normalizing iff for any type preorder Σ = (C C, ≤) there exists A∈T T(C C) and a basis Γ over C C such that Γ Σ M : A.
Let Σ = (C C, ≤) be a type preorder: we say that a basis Γ * over C C is a Σ, Γ, Mbasis iff the subjects of Γ * are the variables which occur free in M and are not subjects of Γ , i.e. {x∈Γ * } = {x∈FV(M ) | x/ ∈Γ }.
Theorem 4 (Characterizations of (restricted) filter models).
Let Σ = (C C, ≤) be a type preorder and (Σ, M, x) 2 be short for:
The filter λ-structure PROOF. We prove with details point (i) and give hints for the other points.
Σ be a model of the call-by-value calculus. Assume by contra- A using rules (∩I) and (≤). We conclude observing that we can choose Γ * such that Γ * |= ρ. As to (⇐) of ( ) let D be a deduction of Γ M [x := N ] : A and Γ i N : B i for i∈I be all the statements in D whose subject is N . Without loss of generality we can assume that x does not occur in Γ . If I is non-empty, notice that Γ ⊆ Γ i but Γ FV(N ) = Γ i FV(N ) (by Γ X we denote {x : A∈Γ | x∈X }). So using rules (S) and (∩I), we have that Γ N : i∈I B i . Moreover, one can easily see, by induction on M , that Γ, x : i∈I B i M : A. Thus, by rule (→I), we have Γ λx.M : i∈I B i →A. Hence, by (→E) we can conclude Γ (λx.M )N : A. In both cases there is a basis Γ |= ρ, such that Γ Σ ν N : B for some type B. By rule (W) we get Γ, x : B M : A and we can conclude Γ {x : B} Γ (λx.M )N : A. As to the proofs of the other points, proceed as in the previous case taking into account for point (iii) that if N is a closed strongly normalizing term, by Proposition 1 it is typable in all intersection type systems from the empty basis.
Notice that Ω∈C C or ν∈C C implies condition (i1) of Theorem 4, Ω∈C C or ν / ∈ C C implies condition (ii1) of Theorem 4 and Ω∈C C implies condition (iv1) of Theorem 4.
The characterization of filter models can be extended to encompass extensionality. To this aim it is useful to know when typing is invariant under η-expansion and η-reduction. Let Using the previous theorems we get:
with ∈{CDV} is a model of the λI-calculus, with = EHR is a model of the call-by-value λ-calculus, with ∈{AO, BCD} is a model of the whole λ-calculus.
