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Abstract
Speaker attribution is a novel task, proposed by this work, which refers to the pro-
cess of annotating a collection of spoken audio documents with the unique speaker
identities that are present in the set of analysed recordings. This is achieved using
a combination of two independent stages. First, speaker diarization is conducted
to analyse each individual recording and obtain annotation labels that ultimately
provide a set of speaker-homogeneous segments, with respect to speaker iden-
tity. The obtained segments are then linked across the multiple set of recordings
within the audio archive, using speaker linking, to determine instances of the
same speaker identities across recordings. As the size of the analysed archive
increases, so too does the demand for greater efficiency in conducting speaker
attribution. For this reason, it is important to carry out speaker attribution in
an efficient manner and without sacrificing accuracy.
Speaker diarization can achieve the annotation of a single audio stream with
information that attributes temporal regions of the audio into their specific
sources, or speakers. This is of great value in a variety of applications such
as, automatic speech recognition (ASR), surveillance, forensics and information
retrieval. In order to search and index multiple spoken recordings however, it is
necessary to extend the task of diarization to a collection wide approach. To do
this, diarization of individual recordings can be carried out to obtain speaker-
homogeneous segments, which can then be linked to segments uttered by the
same speaker identities, ultimately achieving speaker attribution.
The aim of this work is to conduct pioneering work in the implementation of a
robust and efficient speaker attribution system that can be employed with feasi-
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bility for annotating large spoken audio datasets. To do this, various limitations
must be addressed. These include overcoming the inefficiencies associated with
traditional agglomerative clustering strategies used in diarization, developing a
robust approach that may be applied to multiple audio domains and real-life
scenarios, addressing the problem of inter-session variability across recordings,
devising a stopping strategy for speaker attribution, as well as providing a set of
appropriate performance evaluation metrics for speaker attribution.
Three main research themes were pursued to achieve the aims of this work:
Noise robust voice activity detection, speaker linking in large datasets and speaker
attribution in large datasets.
Voice activity detection was investigated, with emphasis placed on the accu-
rate detection of speech under high-noise conditions. A set of novel features were
developed. The developed features were employed in proposed systems. The pro-
posed systems were evaluated against standard and state-of-the-art algorithms,
across real-life noisy scenarios. It was shown that the proposed systems were able
to significantly outperform the baseline approaches.
An efficient speaker linking system with session compensation was proposed
and developed for carrying out linking in large datasets. The proposed approach
was shown to outperform model adaptation techniques without session compensa-
tion. Complete-linkage clustering was used in the proposed linking system. The
proposed system was evaluated against systems with baseline clustering tech-
niques. It was shown that the proposed linking system outperformed the baseline
approaches, displaying greater efficiency and accuracy.
A robust speaker diarization system was proposed and shown to outperform
current state-of-the-art systems, with respect to efficiency and accuracy. The
proposed diarization and linking systems were then combined to carry out speaker
attribution. The proposed attribution system was evaluated, investigated and a
stopping strategy was proposed to achieve practicality of the proposed system.
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Chapter 1
Introduction
This chapter serves as an introduction to this research programme. In Section
1.1 the motivation and overview of this work is presented. Section 1.2 describes
the aims and scopes of this research, while Section 1.3 outlines the structure of
this dissertation. Section 1.4 presents and describes the original contributions of
this work, and Section 1.5 ends this chapter with a list of publications that have
resulted from this research programme.
1.1 Motivation and Overview
Speech is one of the most important methods of communication between humans.
Through the use of speech, and with the aid of modern technology, a person can
potentially convey their information to the rest of the world. It is thus not sur-
prising to witness the increasing efforts directed towards preserving and sharing
spoken documents, which has led to a rapid expansion of multimedia and spoken
audio archives all around the world. This, together with the ever decreasing cost
of data storage and increasing computing power, has brought about the require-
ment for digital speech technologies capable of automatically searching, indexing
and annotating large archives of spoken audio based on speaker identity.
In recent years, speaker diarization has been provided as a solution to this
task. Speaker diarization can be utilized to achieve the annotation of an audio
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stream with information that attributes temporal regions of the audio into their
specific sources, or speakers. The resulting output of a speaker diarization system
can thus be utilised to provide labels determining ‘who spoke when?’ in a single
recording. The advantage of an ideal speaker diarization system is that it does
not require any prior knowledge regarding the identity or the number of speakers
in a recording. It is due to this ability that speaker diarization systems have been
employed in a variety of applications such as automatic speech recognition (ASR),
surveillance, forensics and information retrieval. For example, in ASR, diarization
can be utilised to supply text transcriptions with speaker labels, as well as to
obtain annotations that may be employed to enhance speech transcriptions by
improving recognition accuracy and facilitating the task of speaker adaptation. In
surveillance applications, speaker diarization can play a vital role in the processing
phase of intelligence gathering from audio recordings by eliminating the need for
a person to manually annotate surveillance data, while in forensic application
it can also be employed for speaker verification tasks. In addition, diarization
can be used in everyday information retrieval applications to allow for automatic
indexing of individual spoken audio documents, thus enabling the end user to
browse an audio document by speaker identity. The field of research concerning
speaker diarization is, however, still relatively new compared to other speech
processing fields such as speaker verification, or speech recognition, and thus
remains an active area of research.
It can be seen, that the ability to index a spoken recording, with respect to
speaker identity, can provide the means for ultimately achieving much greater
tasks. An ideal speaker diarization system may be able to carry out this process,
however in order to achieve the ability to search and index large archives of spo-
ken audio, as opposed to a single recording, it is necessary to extend the task of
diarization to a collection wide approach. To achieve this, it is necessary to first
conduct speaker diarization of all recordings in an audio archive, obtain accurate
labels that ultimately provide the system with speaker homogeneous segments
within the recordings and finally, link segments uttered by the same speaker iden-
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tities across multiple recordings. This may at first appear to be a similar process
to diarization, only requiring the concatenation of the audio recordings present
in the spoken archive of interest and applying speaker diarization, however it is
not feasible to apply current diarization technology to large audio archives in this
manner due to their computational complexity. In addition, the potential session
variability across various recordings can lead to erroneous clustering of speaker
identities. For example, in a surveillance task where the annotation of a large
archive of recorded telephone conversations, gathered over the course of months
or years, may be required in order to link speaker identities across independent
conversations, the large variation in the type of utilised telephone handsets alone
can pose serious limitations to current diarization technology. For this reason, this
research proposes the task of annotating individual recordings within a spoken
audio archive using speaker diarization, and determining instances of the same
speaker identities across multiple inter-session recordings using speaker linking.
This will collectively be referred as speaker attribution, which is the topic of this
dissertation.
1.1.1 Speaker Attribution
Speaker attribution refers to the combined tasks of speaker diarization and
speaker linking. It is used to annotate recordings within a spoken audio archive
through determining instances of the same speakers across multiple recordings.
To conduct attribution on a set of audio files, speaker diarization must first
be applied to the individual recordings in order to obtain speaker-homogeneous
segments for each of the analysed audio files. The obtained segments, ideally be-
longing to unique speaker identities within each recording, are then linked across
multiple inter-session recordings within the audio archive using speaker linking,
or clustering. As the size of the analysed audio archive increases, so too does
the demand for greater efficiency in conducting attribution. It is thus necessary
to carry out the diarization and linking phases of attribution in a more efficient
manner and without sacrificing accuracy. It is vital to note that in the study
3
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carried out by Vipperla et al. [124], the term speaker attribution is used to refer
to the attribution of speech segments to speaker identities within a single record-
ing. This is more commonly referred to as speaker diarization [131, 14]. It is
thus important to distinguish between the use of the term speaker attribution, as
pioneered by this research [47], and that employed by Vippera et al. to describe
diarization in later work [124].
Recent techniques in diarization owe their success to state-of-the-art speaker
recognition approaches for conducting speaker modelling and comparison [63, 117,
122]. These techniques have provided the means for carrying out efficient and
reliable speaker modelling, however, clustering, or merging, of speaker models in
diarization is commonly carried out using the traditional method of agglomerative
merging and retraining [69, 117]. This approach is not practical and becomes more
inefficient as the length of the analyzed recording increases. In addition, the hard
many-to-one decision applied through the retraining stage, following an incorrect
cluster merge, can bring about irreversible speaker errors that are carried through
the entire diarization process. In addition, the importance of robust voice activity
detection (VAD) and accurate speaker change detection modules, which play a
significant role in the accuracy and robustness of diarization systems, are often
neglected in recent diarization research. These problems need to be addressed
in order to efficiently utilise diarization in the speaker attribution of large audio
archives.
Speaker linking is a more recently proposed task, compared to speaker di-
arization, and as such is still a developing field that requires further research and
investigation [19, 69]. Speaker linking can be viewed as a form of speaker verifi-
cation task, where a given utterance is provided and is to be determined if it was
produced by a particular speaker. In a scenario where the partitioning of a large
audio archive consisting of session varying recordings of speaker-homogeneous ut-
terances, based on speaker identity, is of interest, an unknown number of speaker
identities may exist that can be linked to any one utterance. It is thus vital to em-
ploy robust speaker modelling techniques that can compensate for inter-session
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variability across recordings, as well as effective and computationally efficient
clustering techniques that can be employed for linking a large number of given
utterances. These problems ultimately play a significant role in the efficiency and
accuracy of speaker attribution and need to be resolved.
One of the most important issues that plagues both speaker diarization and
linking, and thus attribution, is the lack of existence of an effective and robust
stopping criterion [69, 122]. The tasks of diarization, linking and attribution are
almost always required in scenarios where the number of unique speaker identities
is to be determined and remains unknown. Although some approaches have been
developed to devise stopping strategies and criteria for these tasks, most have
displayed little robustness across varying evaluation databases [131, 14]. This is
thus a significant deficiency in this field of research that needs to be addressed.
1.2 Aim and Scope
The overall aim of this research programme is to conduct pioneering work in the
implementation of a robust speaker attribution system that can be employed with
feasibility for annotating and indexing a large archive of spoken audio. In order
to achieve this, it is vital to address efficiency and accuracy issues associated with
current speaker diarization and linking technologies, and thus obtain a reduction
of error rates associated with each of the said tasks.
The scope of this investigation will be restricted to the underlying technology
of speaker diarization and speaker linking. This research will focus on the key
modules of diarization and linking phases, which specifically include VAD, speaker
modelling and speaker clustering, in order to achieve improvements at each stage
with regards to both accuracy and efficiency. The practical deployment of a
speaker attribution system is beyond the scope of this research programme, as is
the implementation of a speaker attribution user interface or integration of the
attribution system with existing technology that may benefit from the outcome
of speaker attribution.
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As the work in this research proposes, for the first time, a feasible speaker
attribution system, it is disadvantaged by the lack of availability of appropri-
ate evaluation databases for the task of attribution. This is also the case for
speaker linking, which can be considered as speaker attribution using ground
truth diarization labels. For this reason, this work will employ speaker recog-
nition evaluation corpora consisting of a large archive of telephone conversation
recordings produced by a unique number of speaker identities that are in total
less than the number of initial speakers present prior to linking. That is, com-
mon speaker identities are present across multiple recordings that can be linked
post diarization of the individual recordings. The use of the telephone conversa-
tion domain is motivated by the employment of this data for previous research
conducted in the field of speaker linking [19, 69]. In addition, telephone con-
versation recordings have been utilised for speaker diarization research [63, 122],
and are considered of poor quality with a wide range of session variability due
to handset diversity. This makes the telephone conversation domain ideal for
the evaluation of speaker attribution technology. It must be noted, that even
though the techniques and approaches depicted in this dissertation are trained
and evaluated using telephone conversation recordings, they remain applicable to
any audio domain without restriction.
The detection of overlapping speech in the speaker diarization stage of at-
tribution will not be investigated in this work and is beyond the scope of this
research. Throughout this work, it is assumed that no prior knowledge is available
with regards to the processed recordings, the number of speakers present within
the archive of recordings and the identity of the present speakers. This is with
the exception of the diarization stage of attribution, which assumes the existence
of two speaker identities within each of the telephone conversation recordings.
To overcome this issue, broadcast news data, with multiple speakers per record-
ing, will also be utilised for the evaluation of the speaker diarization module to
demonstrate the robustness of the diarization system and its ability to carry out
diarization of recordings containing an unknown number of speakers. The fo-
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cus, however, will be on the telephone conversation domain and evaluation of the
speaker attribution system, which cannot be evaluated across the broadcast news
data due to the lack of presence of common speaker identities across the multiple
broadcast news recordings.
The speaker attribution system will produce relative output speaker labels
for each unique speaker identity in the form of ‘Speaker-1’ or ‘Speaker-2’. This
is due to the system having no prior knowledge regarding the true identity of
the speakers. It should be noted that this is a requirement consistent with the
protocols of the diarization metadata extraction (MDE) task depicted by the U.S.
National Institute of Standards and Technology (NIST) Rich Transcription (RT)
Evaluations [40].
In this research three main themes are pursued to achieve the development of
a feasible speaker attribution system and the improvement of speaker diarization
and linking phases of attribution; noise robust voice activity detection, speaker
linking in large datasets and speaker attribution in large datasets.
Noise robust voice activity detection: VAD is an essential technique and,
almost always, a front-end processing phase to speech processing applica-
tions. It can be employed to differentiate between speech and non-speech
segments in a given recording. This can bring about a variety of advan-
tages in many applications, and as such, VAD is commonly utilised in ASR,
speaker recognition, speech enhancement and many more fields concerning
speech processing [95, 96, 111]. In speaker diarization, a front-end VAD
module can play a vital role in both the accuracy and efficiency of the
overall system. An accurate VAD can be employed to obtain pure speech
segments, which would reduce the length of the input audio recording and
ultimately the total processing time of the diarization system, thus achiev-
ing efficiency. In addition, an accurate VAD system would contribute to
the overall diarization accuracy by providing the system with pure speech
segments that can then be modelled for the task of speaker segmentation,
or speaker clustering, in diarization without the corrupting statistics of ex-
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tracted features associated with non-speech segments.
Most of the work reported in speaker diarization literature employ simple
energy-based VAD systems [117, 131, 14]. This has not yet posed a seri-
ous problem as most available evaluation corpora for speaker diarization are
considered to contain recordings of high signal-to-noise ratio (SNR) quality.
For this reason, the current research in the field of speaker diarization has
commonly ignored the significance of investigating a noise robust and com-
putationally efficient VAD approach. This is an area that requires further
investigation.
Speaker linking in large datasets: Speaker attribution is considered speaker
diarization followed by speaker linking, where diarization is employed to
answer the question of ‘who spoke when? ’ in a single recording, and speaker
linking is then used to link speaker-homogeneous segments, within an often
large dataset of multiple inter-session recordings, based on speaker identity.
Speaker diarization is a highly active area of research and a wide range
of robust diarization techniques have been proposed. For this reason, to
achieve attribution, it is important to first devise a feasible speaker linking
approach with the aim of conducting linking in a large archive of multiple
inter-session recordings.
In speaker linking, modelling of speaker-homogeneous segments is first car-
ried out. This is followed by clustering of the models using a model com-
parison metric. The utilised speaker segment modelling approach must
incorporate session mismatch compensation techniques to ensure system
accuracy in the case of linking of inter-session recordings. For this reason,
two main issues are raised that require further investigation when consid-
ering the task of speaker linking: efficient and accurate speaker modelling
of, typically short, inter-session utterances and efficient clustering of the
constructed models. The state-of-the-art speaker recognition techniques
provide a solution to the problem of efficient and accurate speaker mod-
elling, however, little investigation has been conducted to devise an efficient
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clustering method.
In speaker diarization, speaker clustering is traditionally carried out using
an iterative agglomerative cluster merging and retraining approach. This
clustering technique is considered a greedy approach that is computation-
ally expensive and thus, not feasible for conducting speaker linking in large
datasets. For this reason, the work conducted in speaker linking has seen
the elimination of this traditional clustering approach, however little inves-
tigation is conducted to devise an efficient and accurate clustering method
with a robust stopping criterion. It is thus logical to conclude that resolving
such issues can ultimately improve the performance of speaker attribution,
which would rely heavily on the precision and efficiency of the speaker link-
ing module to process large spoken audio archives.
Speaker attribution in large datasets: This research pioneers the novel task
of speaker attribution in large datasets, and proposes a combined utilisa-
tion of speaker diarization and linking to achieve a feasible solution to this
problem. In order to achieve robustness and efficiency in attribution, it
is necessary to conduct both the diarization and speaker linking tasks in
this manner. As efficient speaker linking is already a research theme of
this dissertation, efficient speaker diarization must be achieved to allow for
feasible attribution. One of the key limitations to acquiring efficiency in
diarization, is the traditional agglomerative clustering with retraining ap-
proach that is both inefficient and, due to its hard decision making nature,
can potentially display erroneous behaviour after a single incorrect merge.
It is thus necessary to develop a speaker diarization technique that can ac-
commodate a more efficient clustering strategy, without compromising on
accuracy. This brings about a range of issues that require further investiga-
tion and research, such as the development of an appropriate performance
evaluation metric for the task of attribution, devising a robust and suitable
stopping criterion for this task, gaining insight into the unknown effects of
dataset size on the behaviour of speaker attribution, and understanding the
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interaction between the diarization and linking phases of attribution. More
specifically, the effects of the speaker diarization module on the speaker
linking phase of attribution need to be investigated.
1.3 Thesis Structure
The remaining chapters of this thesis are composed as follows:
Chapter 2 provides an overview of existing technology and research that di-
rectly impact the task of speaker attribution, which is proposed in this
dissertation. Noise robust voice activity detection, speaker diarization and
speaker linking approaches reported in the literature are discussed, with
significant attention given to the speaker modelling and clustering tech-
niques that are employed in the diarization and linking phases of speaker
attribution.
Chapter 3 describes the performance evaluation measures and metrics utilised
in this work to compare and evaluate voice activity detection, speaker di-
arization and speaker linking systems. As the task of attribution is proposed
by this dissertation, the metrics devised for evaluating the performance of
a speaker attribution system are presented and discussed. In addition, the
evaluation datasets employed for testing and training of the developed sys-
tems are presented and the evaluation protocols are defined. Furthermore,
the baseline voice activity detection, diarization and linking systems em-
ployed throughout this research for the purpose of performance evaluation
are introduced and described.
Chapter 4 is dedicated to the investigation of the task of voice activity detection
and presents a set of novel features, proposed by this work, for the purpose
of conducting noise robust VAD. The proposed features are presented and
described in detail. The features are then employed in two proposed VAD
systems that are evaluated against baseline and state-of-the-art VAD ap-
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proaches in adverse recording conditions with SNRs as low as -10 dB. All
systems are evaluated using a wide range of noisy recordings, containing real
noise scenarios at various SNR, to determine the most robust and reliable
VAD system for detecting speech in noisy environments.
Chapter 5 presents the theory behind the joint factor analysis (JFA) speaker
modelling technique employed in this research and provides the mathemat-
ical description required for conducting JFA with session and speaker vari-
ability modelling, as employed in this work. The incorporation of the cross
likelihood ratio (CLR) into the JFA framework, as a decision criterion, for
carrying out model comparison and merging is presented and the potential
of this measure as a stopping criterion for speaker linking and attribution is
theoretically analysed and discussed. In addition, linkage clustering is pro-
posed as an alternative clustering technique to the traditional agglomerative
merging and retraining approach. These techniques are then employed to
develop and propose a speaker linking system, suitable for linking in large
datasets, that is then evaluated through a series of experiments to indicate
the improvements that are brought about as a result of utilising JFA mod-
elling, and to provide a comparison of the baseline and proposed linkage
clustering techniques for speaker linking.
Chapter 6 combines the tasks of diarization and linking to achieve attribu-
tion. This chapter will focus on the implementation and evaluation of
the proposed speaker attribution system using JFA speaker modelling and
complete-linkage clustering. First, the diarization stage of the attribution
system is described in detail, compared to the baseline diarization system
and evaluated using various clustering techniques to determine the best
performing system. The best performing diarization and linking modules
are then combined to achieve speaker attribution. The proposed attribu-
tion system is investigated further to understand the behaviour of the sys-
tem across datasets containing different number of recordings and unique
speaker identities. The role of the CLR metric as a stopping criterion for
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the proposed attribution is also examined and discussed.
Chapter 7 concludes this dissertation with a summary of the contributions of
this research programme and suggests further directions for continuing re-
search in speaker attribution.
1.4 Original Contributions of this Thesis
This research programme has resulted in original contributions to the field of
speaker attribution in the research themes identified in Section 1.2.
1.4.1 Noise Robust Voice Activity Detection
Novel features were developed for the purpose of conducting VAD, suitable for
high noise scenarios, using the fusion of two complementary systems. The first
system employs a proposed non-Gaussianity score (NGS) feature based on normal
probability testing. The second system uses a novel histogram distance score
(HDS) feature that detects changes in the signal through conducting a template-
based similarity measure between adjacent frames. The decision outputs by the
two systems are then merged using a proposed fusion stage, motivated by the
open-by-reconstruction morphological technique employed in image processing
[106]. Accuracy of the proposed system was compared to the baseline and state-
of-the-art VAD methods on a database created using real recordings of a variety
of high-noise environments.
An additional noise robust voiced speech detection feature was developed and
proposed. The developed method is based on the fusion of two systems. The
first system utilises the maximum peak of the normalised time-domain autocor-
relation function (MaxPeak). The second system uses a novel combination of
cross-correlation and zero-crossing rate of the normalised autocorrelation to ap-
proximate a measure of signal pitch and periodicity (CrossCorr) that is noise
robust. The score outputs by the two systems are then merged using a weighted
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sum fusion and smoothed using a moving-average filter to create a novel auto-
correlation zero-crossing rate (AZR) noise robust VAD system. Accuracy of this
system was compared to state-of-the-art and baseline VAD methods and was
shown to outperform the best performing of these systems.
1.4.2 Speaker Linking in Large Datasets
The state-of-the-art JFA modelling technique [63] is employed in this research
for carrying out efficient speaker segment modelling in speaker diarization and
linking. This is done using a previously trained, speaker-independent universal
background model (UBM) to adapt accurate speaker models efficiently. In the
JFA approach, a number of hidden variables, referred to as speaker and chan-
nel factors, are employed to model a speaker [64]. The channel factors are the
variables that account for the session variability between various recordings of
the same speaker identity and can thus be discarded after the modeling process.
This is while the speaker factors are assumed to remain unchanged for a given
speaker identity across multiple inter-session recordings [64]. This has been the
motivation behind the use of the JFA modelling approach, which is directly ap-
plicable to the session variability problem that concerns speaker linking, and in
turn attribution, in large datasets.
To carry out a pairwise comparison of adapted JFA models, prior to the
speaker clustering stage in diarization and linking, this work proposes the use
of the CLR measure as a model similarity metric. The CLR measure has been
shown to be a robust similarity metric that can accommodate JFA modeling into
its computational framework [13, 51]. This research proposes the CLR measure
as a potential stopping criterion for speaker clustering and provides a theoretical
analysis of this metric to justify this proposal.
This research proposes linkage clustering as an alternative approach to the
traditional agglomerative clustering with retraining method, which is commonly
employed for speaker diarization, and the recently developed agglomerative clus-
tering technique without retraining that is reported in the current literature for
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conducting speaker linking [69, 122]. In this work, JFA modelling, CLR scor-
ing and complete-linkage clustering are employed to develop and propose a novel
speaker linking system, which is then evaluated against similar competing systems
that utilise the baseline clustering approaches. The proposed complete-linkage
clustering is shown to outperform all current clustering methods employed for
linking, with respect to both accuracy and efficiency, hence allowing for feasible
speaker attribution in large datasets. It must be noted that, on top of the novel
speaker linking approach proposed by this work, the investigation of clustering
techniques for speaker linking and significance of session compensation in linking
are, for the first time, investigated by this dissertation.
1.4.3 Speaker Attribution in Large Datasets
The novel task of speaker attribution is pioneered by this research programme
and is the topic of this dissertation. Speaker attribution is proposed as diarization
followed by speaker linking. A suitable performance evaluation metric, referred
to as the attribution error rate (AER), is devised and proposed for analysing the
accuracy of speaker attribution systems. In this work, a full attribution system
for conducting feasible speaker attribution in large spoken datasets, containing
multiple inter-session recordings, is devised using state-of-the-art JFA modelling,
the CLR similarity metric and complete-linkage clustering. This research provides
an extensive evaluation and performance comparison of the proposed attribution
system and its independent modules. A novel and simple diarization system is
proposed using complete-linkage clustering and is evaluated against agglomerative
clustering with retraining [67, 131], agglomerative without retraining [69, 122],
and single-linkage clustering. In addition, the effects of dataset size and number of
unique speaker identities, present in a spoken archive of interest, are investigated
in detail. This work also carries out an extensive investigation of utilising the
CLR measure as a stopping criterion for conducting attribution and reports on
the robustness of the proposed attribution system with respect to this stopping
criterion across variations of the employed evaluation corpus.
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Conference on Signal Processing and Communication Systems (ICSPCS),
pp. 1-8, 2008.
16
Chapter 2
An Overview of Speaker
Attribution Technology
2.1 Introduction
The task of speaker attribution is the topic of, and proposed by, this dissertation.
Speaker attribution refers to the automatic annotation of a collection of spoken
audio based on speaker identities [47, 48]. The task of speaker attribution is
pioneered by this research programme and as such, the overview provided in this
chapter will focus primarily on the key modules and stages of attribution, for
which previous work and technology is available and reported in literature.
The main modules necessary for carrying out speaker attribution include voice
activity detection (VAD), speaker diarization and speaker linking [46, 48]. In
order to conduct attribution of a spoken archive, containing multiple recordings,
VAD followed by speaker diarization must first be performed to obtain a set of
speaker-homogeneous audio segments from each of the recordings [13, 131]. This
is then followed by speaker linking, which aims to group audio segments uttered
by the same speaker across the analysed collection of recordings [69, 122]. In order
to feasibly employ speaker attribution, for the annotation of a large audio archive,
it is necessary to conduct this task in a robust and efficient manner. To do this,
accuracy and efficiency must be achieved at every said stage of attribution.
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In this chapter a review of current literature and technology that directly
relate to the proposed task of speaker attribution is presented. As previously
depicted, the main modules of attribution include VAD, speaker diarization and
speaker linking, which are applied sequentially to form the key processing phases
of attribution. In this chapter, Section 2.2 provides an overview of state-of-the-
art feature-based VAD and classification-based VAD approaches. Section 2.3 and
2.4 then conduct a review of recent work in the field of speaker diarization and
speaker linking, respectively. In these sections greater emphasis is placed on the
speaker modelling and clustering stages employed in both diarization and speaker
linking. Finally, Section 2.5 concludes this chapter by providing a brief overview
of recently developed approaches, undergoing active research, that directly impact
the process of speaker attribution.
2.2 Voice Activity Detection
VAD is an essential technique in speech processing. It is commonly utilised in au-
tomatic speech recognition, speaker recognition, speaker diarization, and speech
enhancement [4, 13, 53, 60]. This has led to the proposal of a variety of VAD
algorithms, however, the need for noise robust and efficient speech processing
methods has increased, and thus, so has the need for high precision VAD algo-
rithms that operate under extremely noisy conditions, such as those with a SNR
< 5 dB [4]. It must be considered that, a noise robust VAD system can improve
speaker diarization accuracy in adverse recording conditions, which would ulti-
mately improve the outcome of the speaker attribution system that may utilise
this diarization approach. It is thus important to investigate and review the
current VAD technology.
2.2.1 Features for Voice Activity Detection
Regardless of the context in which a VAD system is employed, most ap-
proaches typically consist of a feature extraction stage followed by a classifi-
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cation/segmentation process. In this section, a review of different techniques
used for these two components will be presented. Following the review, a brief
overview of a number of reference voice activity detection methods is presented
to form a basis for evaluating new algorithms.
Energy based VAD features
The most commonly used feature for voice activity detection is the energy (or
power). Use of the energy is motivated by the simple intuition that, assuming a
relatively consistent background noise level, the overall signal energy will increase
when speech is present. Energy has been consistently used from the earliest
VAD systems, such as the one proposed by Rabiner and Sambur [89], through
to more recent systems, such as that recommended in the ITU (International
Telecommunication Union) voice coding standard G.729 Annex-B [16].
There are a range of variations on the standard broadband energy that have
been applied in VAD systems. Low-pass energy and high-pass energy are com-
monly used as better features for voiced and unvoiced speech segments, re-
spectively [41, 58, 66]. Measures based on the energy in narrower frequency
sub-bands may also be used, such as direct modelling of the square magnitude
discrete Fourier transform coefficients [94, 110], or using features derived from
critical-band filterbank analysis, such as mel-scale filterbank energies [93], and
mel-frequency cepstral coefficients (MFCC) [66, 74]. It is noted, however, that
while features based on filterbank energies are commonly used for speech recog-
nition, their use for VAD in the research literature is more sparse.
As an alternative to directly using the signal energy, many VAD systems
employ features based on the SNR, either for the full-band signal or in sub-bands
[26, 60, 70, 85, 94, 110]. Most of these approaches analyse the SNR in short-
term frames only. Incorporating longer term spectral averaging was shown to
improve classification by Ramirez et al. [95], which proposed a long-term spectral
divergence (LTSD) measure that estimates the SNR in each frequency band, but
using a maximum operator over a window of several frames to estimate the signal
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level. All of these SNR-based approaches require some fixed or adaptive estimate
of the noise spectrum or energy level. This is generally achieved by assuming that
the first few frames do not contain any speech, or else by integration with noise
spectrum estimators from speech enhancement algorithms, such as the Ephraim-
Malah minimum mean-square error (MMSE) estimation technique [38].
Apart from the standard energy formulation, a number of papers have in-
vestigated the use of the Teager energy feature [59, 115], which considers signal
derivatives, arguing that it provides a better energy measure for both voiced and
unvoiced sounds [39, 133].
While energy is an intuitive and practically useful feature for VAD, it is gener-
ally used in conjunction with complementary speech detection features, especially
when dealing with low SNR conditions. This is done to ensure precision in finding
the true utterance end-points in the presence of spurious and high-energy noise
segments, which can mistakenly be labeled as speech by an energy-based VAD
system.
Other VAD features
One of the earliest and most commonly used features for VAD, in addition to
energy, is the zero-crossing rate [16, 89], which simply counts the number of
times the (zero-mean) signal crosses the boundary between negative and positive
amplitudes. This feature was proposed to improve detection of unvoiced fricative
sounds, and can be effective for this purpose in low noise environments. Similarly,
as a means of improving noise robustness, a periodicity measure was used to detect
voiced speech periods by Tucker [118].
A range of features derived from linear predictive (LP) speech analysis have
been used in VAD systems [16, 34, 71]. As a means of reducing overall computa-
tion, the features used in the G.729 Annex-B VAD standard are all derived from
autocorrelation features, and include line spectral frequency (LSF) parameters
and a spectral divergence measure based on the LSF parameters [16].
A variant of standard linear predictive analysis motivated by the human hear-
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ing system is perceptual linear prediction (PLP), in which the linear predictive
calculations are performed following critical band analysis and loudness compen-
sation. Features based on PLP analysis were successfully used to perform VAD
on multi-channel meeting recordings by Dines et al. [34]. Another perceptu-
ally motivated system for discriminating speech from non-speech was proposed
by Mesgarani et al. [79]. The features used were derived by performing dimen-
sionality reduction on a multi-scale spectro-temporal representation of the signal
spectrum [24, 79]. The features were shown to improve performance compared
to a baseline method in discriminating between speech and a range of non-speech
sounds, such as music and environmental noise, however their use in a VAD
system was not investigated.
A novel feature set for discriminating speech from non-speech sounds based
on phonetic posterior probabilities was proposed by Williams and Ellis [130] and
investigated for audio segmentation by Ajmera et al. [6]. The features used were
the entropy and dynamism of the distribution of phoneme probabilities estimated
by a multi-layer perceptron (MLP), as commonly used as the state distribution
for hybrid MLP-hidden Markov model (HMM) speech recognition systems [82].
These two features were found to out-perform a system based on 24-dimensional
MFCC features for segmenting a signal comprised of speech and music periods
[6].
Some recently proposed VAD systems have investigated use of higher order
statistics (HOS) features derived from the LPC residual signal, which is obtained
by filtering the speech by its derived LPC prediction filter [70, 85]. A number of
characteristics of the LPC residual and its higher order cumulants are analysed
in the context of a theoretical speech model by Nemer et al. [85]. The HOS
features, including skewness, kurtosis and the skewness to kurtosis ratio (SKR),
were found to improve the noise resilience of a VAD system, and out-perform the
G.729 Annex-B standard when used in conjunction with low- and full-band SNR
and LPC prediction error.
Several recent works have investigated the use of spectral entropy as a feature
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for VAD [97, 107, 132]. The spectral entropy is calculated by first normalising
the energy of each DFT coefficient by the frame energy, effectively converting the
spectrum to a probability density representation. This derivation was extended
to include a frequency weighting term learnt over a speech database by Shen et
al. [107], and decomposed into sub-band entropy measures by Wu and Wang
[132].
Other than using different features, another means of improving VAD perfor-
mance in high noise conditions is to pre-process the signal using a speech enhance-
ment algorithm. An evaluation of various approaches was conducted by Pellom
and Hansen [88], including generalised spectral subtraction, nonlinear spectral
subtraction, Ephraim-Malah MMSE enhancement and Auto-LSP constrained It-
erative Wiener Filtering, as well as the parallel model combination (PMC) tech-
nique for noise compensation, and cepstral mean normalisation (CMN) and signal
bias removal (SBR) for channel compensation. Their study concluded that in gen-
eral use of prior speech enhancement or compensation offers a useful means for
improving the robustness to noise for VAD systems, in particular recommending
CMN and spectral subtraction as simple but effective methods. A smaller scale
evaluation of prior speech enhancement was reported by Karray and Martin [60],
which also confirmed the effectiveness of spectral subtraction.
2.2.2 Classification Methods for Voice Activity Detection
The features extracted for VAD give the system some measure for discriminating
between speech and non-speech sounds based on a given short-term segment,
however this needs to be embedded in a classification and segmentation algorithm
to deliver the smooth VAD decision required by most applications.
The vast majority of VAD systems in the literature essentially decide on the
presence of speech by testing feature values against a fixed or adaptive threshold,
e.g. [16, 39, 70, 75, 85, 89, 111]. Such systems offer low computational com-
plexity and minimal latency, which are important considerations for resource-
constrained real-time applications. Determination of appropriate threshold val-
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ues, and branches in the rule logic, for instance to cater for different SNR condi-
tions, or voiced versus unvoiced frames, are however often performed in an ad-hoc
manner based on heuristics or limited empirical analysis.
Rather than thresholding feature values directly, a more principled approach
is to first model the features, and then use these models to perform classification.
The simplest such model-based classification is to assume the features follow
different distributions (commonly a Gaussian model is adopted) in the case of
speech or non-speech, and then to perform a likelihood ratio test between these
two classes [94, 110]. A variation on this is to estimate model parameters for
the current analysis period and measure the model divergence with respect to
the assumed non-speech distribution [22, 93]. These approaches still suffer the
limitation of requiring a decision threshold to be selected, although this is made
more robust and rational by operating in the likelihood or model divergence space
rather than directly on the feature space. A variation of the standard Bayesian
information criterion (BIC), first proposed by Chen and Gopalakrishnan [22], was
proposed by Ajmera et al. [7] to reduce the need to set application dependent
thresholds in a speaker segmentation context.
Other than the use of simple assumed probability densities, if an appropriate
corpus of representative speech and non-speech signals is available, more sophis-
ticated classifiers can be trained, by example, to discriminate between speech and
non-speech feature vectors. Gaussian mixture models (GMM) are often used as
a generative model that provides a better model of the speech and noise signals
than single mixture models [6, 7, 112, 116]. In the context of a VAD system,
discriminative models, such as MLPs [6, 34] and support vector machines (SVM)
[71, 79], offer a natural benefit as they learn the optimal decision boundary be-
tween two classes.
The above classification approaches all serve to make a decision between
speech and non-speech based on a single analysis period; generally a short-term
frame of approximately 30 milliseconds. These frame-based VAD decisions need
to be embedded in a higher-level algorithm to provide a segmentation into con-
23
CHAPTER 2. AN OVERVIEW OF SPEAKER ATTRIBUTION
TECHNOLOGY
tiguous speech utterances and significant non-speech periods. This smoothed
segmentation may generally be achieved either by conducting a filtering of the
raw frame-based VAD decisions, such as sequential dilation and erosion opera-
tions, or by employing a state machine with a given set of transition rules, such as
a number of padding frames inserted at the start and end of any segment. These
methods are generally referred to as the hang-over stage in VAD systems in the
literature, and most are based on simple heuristics [16, 39, 70, 75, 85, 89, 111].
In a statistical classification framework, a principled means of achieving a
smoothed segmentation into speech and non-speech classes is to use a HMM,
with duration constraints on state transitions, and then apply the Viterbi decod-
ing algorithm to find the optimal state sequence [6, 34, 88, 110]. The emission
distributions of each HMM state can consist of a range of models, including
Gaussian, GMMs, MLPs or SVMs, and the transition probabilities are set to
implement the desired duration constraints, such as a minimum speech segment
length of N seconds.
2.3 Speaker Diarization
Speaker diarization is the task of automatically annotating a spoken recording
with labels determining the location of speaker change points, within the record-
ing, and then clustering the labeled speaker-homogeneous utterances, based on
speaker identity, to obtain the number of unique identities speaking within the
analysed audio. Diarization can be employed in a variety of applications, as
was discussed in Section 1.1, one of which is the task of speaker attribution. In
speaker diarization literature, this task is commonly applied to, or evaluated us-
ing, three main audio domains, which include: broadcast news audio, meeting
room recordings and telephone conversations [100]. In most applications, speaker
diarization is required to be carried out without any prior knowledge regarding
the audio domain or the present speaker identities. This brings about a variety of
difficulties that have been the motivation of past, and currently active, research
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in this field [14, 15, 22, 117, 131].
Regardless of the application or audio domain that speaker diarization may
be applied to, most diarization systems can be divided into three key modules:
VAD, speaker segmentation and speaker clustering [13, 36, 80, 131]. In this work,
the VAD module of diarization is analysed independently to place greater em-
phasis on the necessity for a noise robust VAD system, which is often neglected
in diarization research [15, 63, 80, 117]. This is because most speaker diarization
evaluations are conducted on relatively high SNR recordings due to the lack of
availability of high-noise recordings [15, 22, 80, 117, 131], which has diminished
the need for a noise robust VAD system that can be applied, with reliable ac-
curacy, to adverse recording conditions. It is important to note, however, that
real-life scenarios may present a diarization system with high-noise recordings
that most current diarization technology would fail to annotate with sufficient
accuracy. This section will thus only focus on the two latter modules of diariza-
tion, namely speaker segmentation and speaker clustering.
This section begins by first providing an overview of the features that are
commonly extracted and employed for, but not limited to, the task of diarization.
The section will then present a review of the speaker segmentation and speaker
clustering approaches that are reported in the literature.
2.3.1 Feature Extraction
Most speech and speaker processing techniques and applications, from VAD and
speech recognition to speaker recognition and diarization, require a front-end
feature extraction stage in order to obtain, and at the same time, ignore specific
information from the raw acoustic data. The extracted features represent this
information in compact form and are typically employed to analyse, model and
compare segments of audio [90]. The type of extracted features depends on
the application and the task at hand. In speaker diarization, and most speaker
processing applications, the extracted set of features should ideally maximise the
variability between segments of audio produced by different speaker identities,
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while minimising the intra-speaker variations amongst segments uttered by the
same speaker identity. An ideal set of features can greatly simplify the proceeding
stages of any speech or speaker processing task. For this reason, a great deal of
research has been directed towards the extraction of reliable acoustic features for
specific applications [73, 83, 98].
In speech and speaker processing, short-term cepstral acoustic features, typ-
ically extracted from 10-30 ms segments/frames of speech with overlap between
successive frames, have shown to be the most robust and widely applicable set of
features compared to time-domain signals or frequency-domain spectra. This is
mainly due to the fact that, through analysis in the cepstral domain, the channel
effects that plague most alternative features are reduced to an additive offset of
the extracted cepstral coefficients [20, 90]. This is a very attractive quality in both
speech and speaker processing applications, where the channel effects can lead
to erroneous modelling and comparison and thus negatively impact the results
produced by the employed system.
The cepstrum is computed as the Fourier transform of the log-magnitude
spectrum. The method by which this log-magnitude spectrum is represented
provides two typically employed groups of cepstral features [90]. There is the
filterbank approximation approach, in which the energy in the output signal of
a set of bandpass filters is used to model the magnitude spectrum; the MFCCs
belong to this class of cepstral features [27]. The second class of cepstral fea-
tures are obtained using linear prediction, which conducts a representation of the
log-magnitude spectrum using an all-pole filter model. The most commonly em-
ployed features that belong to this class include PLP coefficients [54], and linear
predictive cepstral coefficients (LPCC) [43].
Mel-scale filterbank analysis
A review of past and current literature indicates that the filterbank approximated
class of cepstral features are, to this day, the most popular and effective method
of feature extraction in the field of speech and speaker recognition [27, 73, 98].
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As discussed above, in the filterbank analysis approach, the magnitude spectrum
of a frame of speech is obtained using the computed energy of the output signal
from a set of (typically 20) bandpass filters that are equally spaced to cover a
desired range of frequencies [90]. From this class of features, the most commonly
employed are the MFCC features [27, 73]. The MFCC features are computed by
spacing the bandpass filters, of the filterbank approximation approach, according
to the mel-frequency scale, which is a non-linear transformation of the obtained
frequencies to the perceived pitch by the human ear [119]. The mel-frequency
scale is considered a logarithmic scaling of the standard frequency scale and is
computed using:
fmel = 2595 · log10
(
1 +
fHz
700
)
. (2.1)
To ensure computational efficiency in the calculation of the MFCC features,
the filterbank is commonly approximated in the frequency domain using a fast
Fourier transform (FFT) of the analysed speech frames. The discrete cosine
transform (DCT) is then employed to transform the log-energies of the FFT
analysis into the desired cepstral coefficients. In addition to the MFCC features,
the derivatives of these features are often utilised to obtain further information.
These are referred to as delta coefficients, which approximate the derivative of the
MFCC features using a least-square linear regression over a window of, typically
3, adjacent frames. The delta coefficients are then appended to the corresponding
MFCC feature vectors to obtain a single feature vector for each analysed frame
of speech [20].
Linear predictive analysis
In the LP analysis model of speech production, a glottal excitation signal is
assumed that is then filtered through the vocal tract and nasal cavity to produce
speech [90]. In this representation, LP attempts to model the speech signal s[n],
at sample n, using a linear combination of the signal’s past p samples plus a
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weighted version of the excitation signal u[n],
s[n] = Gu[n]−
p∑
i=1
a[i]s[n− i] , (2.2)
where G is the scaling factor by which the excitation signal, u[n] is weighted, p
is the prediction order of the LP analysis, and a[i] represents the set of p model
parameters, or otherwise known as the predictor coefficients. In LP analysis, the
predictor coefficients are obtained and used to represent an all-pole filter model
that approximates the vocal tract response of a speaker given the excitation
signal [90]. These coefficients are computed using a MMSE approach, in which
the residual error is assumed to be equivalent to the weighted excitation, Gu[n].
The predictor coefficients capture most of the speaker-specific information within
an analysed frame and as such can be directly employed to construct models that
capture the characteristics unique to speakers [43, 54].
Just as the mel-frequency scale attempts to provide a representation of speech
consistent with the perception of humans, a Bark-scale transformation may be
applied to the power spectrum of the analysed speech signal, prior to carrying
out the LP modelling, in order to incorporate various human perceptual factors
in the approximated model and to equalise the information content of the signal.
The features obtained in this manner are referred to as PLP coefficients [54].
Another set of popular features that are computed using the LP analysis ap-
proach are the LPCC features [43]. The LPCC features are obtained using the
Fourier transform, or DCT, of the log-magnitude spectrum, which is acquired
through the frequency response of the all-pole filter depicted by the predictor co-
efficients. Similar to MFCCs, delta coefficients of LPCCs can also be computed
and appended to the original feature vectors to capture additional transient in-
formation that has been shown to be of use in speaker recognition applications
[13, 98, 102].
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2.3.2 Speaker Segmentation
Speaker segmentation, or speaker change/turn detection, is the process of ex-
tracting homogeneous segments of an audio stream according to speaker iden-
tities, background noise, music, environmental and channel conditions [6, 22].
The task of automatic audio segmentation aims to partition the audio data into
homogeneous segments containing the longest possible utterances, as produced
by a single speaker identity, and is the preceding stage to the speaker cluster-
ing module in a speaker diarization system. The speaker clustering phase of
diarization thus relies on the precision of the segmentation stage to obtain pure
speaker models that can then be compared and clustered with accuracy. It is
important to note, that should errors exist in the segmentation approach, the
diarization system cannot detect or overcome the occurred error regions and will
thus be negatively affected during the speaker clustering task of diarization. This
could bring about irreversible errors that ultimately lead to erroneous diarization
and, in the context of this work, unreliable speaker attribution. It is thus of
great significance to implement a highly robust and accurate segmentation mod-
ule or achieve the diarization task without the aid of the segmentation stage.
Various approaches to speaker segmentation have been reported in the litera-
ture [6, 7, 65, 113], which can grouped into two main categories: metric-based
segmentation and non metric-based segmentation techniques.
Metric-based speaker segmentation systems begin by first extracting the re-
quired features from the acoustic data. These features are then utilised for con-
ducting a comparison between segments in a single processing stage. This is
carried out until the segmentation system ultimately achieves annotation of the
audio, hence providing the endpoints of the hypothesised speaker homogenous
segments within the recording.
Non metric-based segmentation methods employ an iterative approach. In
this method, the required features are first extracted from the given signal, these
feature are then employed to construct models that represent the underlying dis-
tribution of the given feature segments. The extracted features and constructed
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models are then used to perform multiple passes of the segmentation algorithm,
to adjust the boundaries of the given segments and refine the obtained locations
of the speaker-change points within the audio in an iterative manner.
This section provides an overview of commonly employed metric- and non
metric-based approaches to speaker segmentation in speaker diarization technol-
ogy.
Metric-based segmentation
Metric-based segmentation is one of the most commonly employed speaker seg-
mentation approaches in diarization. In metric-based methods, the extracted
features from a pair of adjacent audio segments are employed for segment com-
parison using a specific measure, or metric, with the aim of deciding if the two
segments are produced by the same source. This is often carried out using a
sliding window approach [80, 108, 109], where a window is shifted across the data
and is itself divided into two regions using a moving boundary. The boundary
within the sliding window is then shifted and, at each shift, the comparison metric
between the divided regions of the sliding window is computed. If the obtained
metric meets some pre-defined criteria a boundary is set as a change point and
the process is repeated, this time from the obtained boundary location. This
is continued in order to ultimately achieve hypothesised homogeneous segment
boundaries that may potentially signify a speaker-turn [22].
Metric-based segmentation algorithms often differ in the width and the time
increments of the shifting windows, the metrics or measures they employ and the
way the resulting metric values are evaluated or thresholded [13, 57, 117]. The
size of the shifting window depends largely on the employed comparison metric
and is considered a trade-off between sufficient amount of data, for estimating
reliable speaker models, and the ability to detect boundary locations of short
speaker segments [22, 80].
One of the most popular speaker segmentation metrics is the BIC, which due
to its computational simplicity and effectiveness has been extensively employed
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in the field of speaker diarization for various tasks [7, 13, 22, 108, 113, 131]. The
BIC is considered an approximation to the marginal probability integral [128],
given by:
p(X|M) =
∫
p(X|θ,M)p(θ|M) dθ . (2.3)
The marginal probability can be defined as the expected value of the like-
lihood of the data in X, modeled using model M and model parameter set θ.
This is depicted by p(X|θ,M), which is then weighted by the prior probability
distribution of the model parameters, as symbolised by p(θ|M), and integrated
over all possible parameter values. This can be difficult to compute in the case
of complex models where a large number of parameters exist, hence the BIC is
employed as a Laplace approximation to the expression log p(X|M) [121, 128],
computed as:
BIC = log p(X|θˆ,M)− k
2
log(N) , (2.4)
where θˆ is the parameter set that maximises the log likelihood of the data given
model M , N is the number of data points and k is the number of parameters in
θ.
The BIC metric can then be used to determine whether the data in an analysed
speech segment is more likely to be modelled using a single multivariate Gaussian
distribution, or two distributions. In the case where a single Gaussian distribution
is favoured, no segment boundary is assumed, while a speaker change point is set
if two separate Gaussians are deemed more appropriate by the BIC. It is this
variation in the BIC metric that can be employed to decide whether or not two
given segments of speech belong to the same speaker model. To do this the ∆BIC
measure is employed [7, 22], this measure is defined as:
∆BIC = log
p(X1|M1)p(X2|M2)
p(X|Mˆ) − (
λ
2
·∆k · logN) , (2.5)
where the first term represents the sum of the likelihoods of the data in segments
X1 and X2 being respectively produced by independent models M1 and M2,
minus the likelihood of the combined data X = {X1,X2} given the combined
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model M . The second term is used as a penalty term to penalise models with
large numbers of free parameters, with λ being the tuning parameter [7, 22].
In the literature, a variety of alternative metrics to the BIC, and variations
of the BIC [13, 32, 131], have been reported. In [108], Siegler et al. employ the
Kullback-Leibler (KL) divergence for comparing two given distributions, Pi and
Pj, where the KL metric between the pair of analysed distributions is computed
as:
KL(Pi, Pj) = E
[
log
(
Pi
Pj
)]
, (2.6)
with E denoting the expected value. As can be seen from (2.6), the KL divergence
is a non-symmetric measure of the relative cross entropy between two distribu-
tions. A more popular metric associated with the KL divergence has been the
symmetric variation of this measure, known as the KL2 metric, as proposed by
Ajmera et al. [80]. The KL2 metric is simply obtained using the KL measure in
the following manner:
KL2(Pi, Pj) = KL(Pi, Pj) +KL(Pj, Pi) . (2.7)
Another popular segmentation metric, that has been commonly reported in
speaker diarization literature [32, 44, 57], is the generalised likelihood ratio (GLR)
distance metric. The GLR metric is considered to be a powerful likelihood ratio
test and can be employed to determine whether the data in analysed adjacent
segments is produced by the same speaker identity. Given two data segments Xi
and Xj and their combination Xm, and let Mˆm, Mˆi and Mˆj denote the models
for the compared speaker segments, whose parameters are given by the maximum
likelihood estimates calculated using the data X i, Xj and Xm respectively. The
GLR is then computed as the ratio between the likelihood of the two segment
models to the likelihood of a single model representing the merged segments [44]:
GLR = log
(
p(X i|Mˆi)p(Xj|Mˆj)
p(Xm|Mˆm)
)
. (2.8)
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As with the previous metrics reported above, the GLR is considered an effec-
tive comparison metric in the case where sufficient statistics are provided, however
this is not the case where limited data is available for segmentation as the GLR
does not take into account the uncertainty associated with the model parame-
ter approximations [32, 57]. Other variations of the GLR metric, known as the
Gish distance, have also been proposed and employed for data segmentation [50].
The computation of the Gish distance involves splitting the GLR function into
a background dependent and a background independent part, after which the
background dependent part of the function is ignored to obtain the Gish distance
[49, 50].
Non metric-based segmentation
Non metric-based segmentation methods are, for the large part, model-based seg-
mentation techniques that employ more complex models and iterative boundary
refinement approaches to achieve speaker segmentation [32, 63, 100]. Such seg-
mentation techniques are closely related to speaker clustering, where the identity
of the different speakers is considered a priory knowledge and a maximum likeli-
hood (ML) segmentation is used to obtain speaker homogeneous segments [125].
As such, the details associated with the commonly employed speaker modelling
techniques are presented in Section 2.3.3.
In the model based segmentation scheme, GMMs are often constructed for a
fixed, predefined set of acoustic classes from a training corpus [100]. The incom-
ing audio stream is then classified by the ML selection approach over a sliding
window [13, 63, 77]. In this approach, a change in the acoustic class signifies a seg-
ment boundary. This segmentation strategy, while producing reasonable results,
requires prior knowledge of the different acoustic classes and does not generalise
to unseen acoustic conditions. To overcome this problem, other segmentation
approaches have been employed in which the audio recording is segmented lin-
early into a number of equally-sized initial segments that are then modelled using
GMMs (typically with 32 mixtures) and the initial boundaries are refined using
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HMM/Viterbi resegmentation [6, 63, 131]. HMM/Viterbi segmentation is pre-
sented and discussed further in Section 3.4.2.
In the literature other model-based techniques, such as gender classification,
have been reported to improve segmentation accuracy. In the study conducted
by Zhou and Hansen [134], the authors employ a gender classification module to
carry out segmentation. In this work, a 64-mixture GMM is trained and employed
to represent female speakers, while a 128-mixture GMM is used represent a male
speaker model. Both models were trained using the expectation-maximization
(EM) algorithm and the Hub4 1996 training corpus [33, 134]. The study reported
gender classification accuracies of 96.4% for male speakers and 99.1% for female
speakers. This in turn translated into better clustering results by reducing the
average number of speakers per cluster and increasing the cluster purity measure,
however the obvious shortcoming of this approach is that such a system cannot
distinguish between two adjacent segments spoken by only male, or only female,
speakers and must be combined with other segmentation methods to achieve
speaker homogeneous audio segments.
The non metric-based segmentation systems reported above employ GMMs to
represent the different classes [6, 7, 63, 134], or audio sources, and a Viterbi de-
coding approach [125, 131], based on the ML, to obtain potential speaker change
points in the analysed audio. In the work conducted by Lu et al. [71], SVM
classifiers are trained and employed as an alternative to GMM models and the
ML decoding method.
2.3.3 Speaker Clustering
Speaker clustering is typically the proceeding module to segmentation in a speaker
diarization system and is considered as one of the most important phases in
carrying out diarization. An ideal clustering module can be utilised as a stand-
alone diarization system by correctly clustering very small segments of audio
that are highly unlikely to contain speech from multiple speaker identities. This,
however, is not possible as the models constructed for speaker clustering are
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incapable of accurately representing speaker identities using very small amounts
of data. It is thus vital to ensure that the segmentation stage of diarization
provides the speaker clustering module with pure speaker homogeneous segments.
The speaker clustering phase takes as input the segmentation labels, which
provide the endpoints of speaker homogeneous segments within the analysed au-
dio, and performs modelling and clustering of these segments, based on speaker
identity, to achieve a cluster for every independent speaker that is present in the
recording. In such a case, the clustering method is referred to as a bottom-up
clustering approach. This is when a larger number of initial clusters, than the
true number of unique speakers, exist that are then modelled, compared and
merged by the speaker clustering module to achieve a fewer number of clusters
that are each unique to a present identity. The alternative to this method is the
top-down clustering approach, in which the entire analysed recording is first mod-
elled as a single cluster/speaker, and is then successively modelled and divided
into a larger number of clusters until the true number of unique speakers and the
locations of their utterances within the analysed audio are obtained. A review
of diarization literature reveals that the bottom-up clustering method produces
more accurate results and is thus favoured for carrying out speaker clustering
[63, 80, 109, 128, 131], however clustering modules that utilise the top-down clus-
tering approach have also been investigated [18, 77].
The bottom-up speaker clustering technique in diarization is typically, and
traditionally, carried out using agglomerative clustering with iterative merging
and retraining. In this approach, each of the input segments are modelled using
an independent cluster. The cluster models are then compared using a pairwise
score that indicates model similarity. The top merge candidate pair of models,
identified using the computed pairwise scores, are then merged by combining
the segments associated with the two models and a new model is re-trained to
represent the merged segments. This process is then iteratively repeated until
a stopping criterion is met to disable further processing by the speaker cluster-
ing module [65, 80]. The main downfall of this approach is that the speaker
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segmentation stage does not guarantee pure segments that can then be reliably
modelled to represent an independent speaker identity. This brings about possi-
ble erroneous clustering that is then carried through the entire iterative merging
and retraining process, only to increase the overall diarization error rate of the
system. In addition, this method is computationally expensive and thus not fea-
sible for clustering large audio recordings, however it remains the most employed
approach for carrying out speaker/segment clustering [69, 80, 120].
In speaker clustering, the formulated models that are employed to represent
the initial speaker homogeneous segments can be compared using a variety of
metrics, or distance measures. The choice of the employed metric is largely
dependent on, but not limited to, the utilised modelling technique. Some of
these metrics were presented in Section 2.3.2. The most popular of the employed
measures for model comparison in speaker clustering is the BIC metric [8, 22, 113,
131]. One of the issues with the BIC is that it incorporates a tuning parameter
that is used to adjust the penalty term in the computation of this metric. This
does not allow for the necessary robustness required to employ this metric across
a wide range of data [117]. The work conducted by Ajmera et al. [6] and Wooters
et al. [131], provides a formulation of BIC that eliminates the need for this tuning
parameter in the case where the number of parameters in the merged model is
equal to the sum of the number of parameters in the two compared models, which
provides some improvement, however the BIC still remains an approximation to
the marginal likelihood and neglects any prior information regarding the speaker
segments. It is thus unreliable and has been shown to require large amounts of
data in order to accurately represent the formulated segment models [129].
Alternative metrics to the BIC have been presented in recent diarization liter-
ature. The work conducted by Valente et al. [120], proposes the use of variational
Bayesian (VB) learning. This approach aims to maximise a bound, referred to
as the free energy, on the model marginal likelihood and employs an objective
function that allows for joint model learning and selection [121]. The free energy
parameter can then be employed to dynamically select the number of unique
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speakers and size of the formulated GMMs without the need for tuning. A more
popular alternative to the BIC, however, is the cross likelihood ratio (CLR) mea-
sure, which has been shown to be a robust model comparison metric [13, 68]. The
pairwise CLR between two segments, with one containing data X i and the other
Xj, is computed as:
CLR =
1
Ni
log
p(X i|Mj)
p(X i|MUBM) +
1
Nj
log
p(Xj|Mi)
p(Xj|MUBM) , (2.9)
where Ni and Nj are the number of features vectors belonging to each cluster,
p(X|M) represents the likelihood of the data in X given the model M , and
MUBM represents a universal background model (UBM) that is a high-order GMM
previously trained using copious amounts of data to represent the general speaker
population. The CLR is thus a symmetric and similarity metric [13]. The CLR
metric is a recurring topic throughout this dissertation and is further discussed
in subsequent chapters of this work.
Recent research, concerning speaker clustering in diarization, draws heavily
from work conducted in the field of speaker recognition for formulating robust
speaker models that can be reliably constructed using limited amounts of data
[61, 63, 69, 122]. For this reason, the remainder of this section will be dedicated
to presenting the popular GMM modelling approach and more recent techniques
reported in speaker diarization and recognition literature.
Gaussian mixture modelling
GMMs are parametric models that can be employed to model the complex con-
tinuous probability density function (PDF) of multi-dimensional features, such as
MFCC features [17]. For this reason, GMMs have been, and are to date, widely
utilised in a variety of speech and speaker processing applications [99, 101, 104].
In speaker diarization, GMMs are typically employed to construct models that
capture the statistical characteristics of a speaker/cluster for use in the speaker
segmentation or clustering module of diarization [11, 78, 81, 105].
GMMs can be used to represent the complex probability distribution of a given
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set of feature vectors using an additive linear combination of multiple weighted
Gaussian component densities [17, 76]. GMMs can be employed to model any
arbitrarily-shaped continuous density by utilising a sufficient number of com-
ponents and through adjusting the means, covariances and weights for each of
these Gaussian components [17]. A GMM with C component densities can be
constructed to describe the distribution of a multi-dimensional feature set by
specifying a set of parameters, θ:
θ = {ω1, . . . , ωC ,µ1, . . . ,µC ,Σ1, . . . ,ΣC} , (2.10)
where ωC represents the mixture component weights, µC is the mean vectors and
ΣC the covariance matrices. The probability density of a set of N feature vector
observations X = {x1, . . . ,xN} can then be modelled using a GMM, described
by the parameter set θ, as:
p(X|θ) =
N∏
n=1
p(xn|θ) =
N∏
n=1
C∑
c=1
ωcg(xn|µc,Σc) , (2.11)
where the mixture weights must satisfy the constraint:
C∑
c=1
ωc = 1. (2.12)
The probability density of a single sample x, from the D-dimensional set of
feature vectors X, belonging to an underlying multivariate Gaussian distribution
is then given by:
g(x|µ,Σ) = (2pi)−D/2|Σ|−1/2 exp(−1
2
(x− µ)TΣ−1(x− µ)) . (2.13)
It is important to note, that in speaker recognition tasks the covariance ma-
trices Σc are not always employed in full form and are often utilised in diagonal
form [35, 104]. This is largely dependent on the application and the available
data for obtaining the GMM parameter set θ, as described in (2.10) [99, 101].
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The estimation of the GMM parameter set θ, can be conducted using a ML
estimation method or through maximum a posteriori (MAP) adaptation.
ML estimation
One method of estimating the parameter set, θ, of a GMM is to employ the ML
estimation approach. This method aims to obtain the model parameter set that
maximises the likelihood of the given training data. The mixture modelling ap-
proach is based on the assumption that each observation is produced by only one
of the mixture components, however the mixture component responsible for each
observation is unknown [76]. In the case of single multivariate Gaussian mod-
elling, this assumption does not pose a problem to the ML estimation algorithm,
however in the case of GMMs this becomes a difficult procedure, which can be
overcome through utilising the EM algorithm [33].
The EM algorithm is an iterative approach that can be employed to provide
an improved estimate of the model parameter set in the case of incomplete data
[33]. This is achieved through maximising the auxiliary function Q(θ; θˆ):
Q(θ; θˆ) = E
[
log p(Y |θ)|X, θˆ
]
, (2.14)
which is the expected log-likelihood of the complete data Y , given the available
information in X and the current model parameters θˆ.
The first step to the EM algorithm is the expectation step or E-step. In
this stage the current model parameter set θˆ, and the incomplete data X, are
employed to compute an expected value and thus an estimate of the missing
information. The next step to the algorithm, known as the maximisation or
M -step, is then carried out to obtain the parameter set θ that maximises the
objective function, using the obtained estimates from the E-step.
In the case of GMMs, the auxiliary function Q(θ; θˆ), can be re-written as:
Q(θ; θˆ) =
N∑
n=1
log
(
C∑
c=1
P (c|xn)ωcg(xn|µc,Σc)
)
. (2.15)
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where the expected probability of the observation x being produced by mixture
component c using the current parameter set estimate θˆ, is given by:
P (c|x) = ωˆcg(x|µˆc, Σˆc)
p(x|θˆ) . (2.16)
From (2.16), it can be seen that the calculation of the expected probability
of an observation will then only depend on the observation itself and the current
estimated parameter set θˆ. Carrying out this computation thus forms the E-step
of the EM algorithm. The M -step then maximises the auxiliary function using
this information, however from (2.15) it can be seen that maximising this function
is not a trivial task due to the existence of the log of a sum. To overcome this issue,
Jensen’s inequality is employed to convert the auxiliary function into a simpler
form [123], depicted by Q˜(θ; θˆ), which ensures that Q(θ; θˆ) ≥ Q˜(θ; θˆ). In such
a case, maximising Q˜(θ; θˆ) for the parameter set θ guarantees p(X|θ) ≥ p(X|θˆ)
[17]. The simpler form of the auxiliary function, using Jensen’s inequality, is
given by:
Q˜(θ; θˆ) =
N∑
n=1
C∑
c=1
P (c|xt) logωcg(xt|µc,Σc) . (2.17)
Maximising (2.17) for the GMM parameters results in the following update
equations:
ωc =
nc
N
(2.18)
µc =
1
nc
SX;c (2.19)
Σc =
1
nc
SXX;c − µcµTc , (2.20)
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using the statistics:
nc =
N∑
n=1
P (c|xn, θˆ) (2.21)
SX;c =
N∑
n=1
P (c|xn, θˆ)xn (2.22)
SXX;c =
N∑
n=1
P (c|xn, θˆ)xnxTn . (2.23)
After the M -step of the EM algorithm is carried out, a threshold value is
employed to detect convergence of the algorithm [76]. If convergence is achieved
the algorithm stops, otherwise another iteration is performed using the updated
parameter estimates and this process is continued until the algorithm converges.
One of the shortcomings of the EM algorithm is that it cannot guarantee
a globally optimal estimate of the model parameter set and in most cases it
converges to a local maximum solution [76]. Providing the EM algorithm with
the appropriate initial estimates of the parameter set can, however, determine the
local maximum solution to which the algorithm will converge and the speed of
this convergence [76]. The k-means algorithm has been shown to be an effective
method of initialising the parameter estimates [17, 90].
MAP adaptation
One of the main challenges that concerns the task of speaker clustering in diariza-
tion is the reliable modelling of short length utterances. In speaker modelling,
GMMs that are constructed using the ML approach would not be able to provide
the necessary robustness, when very limited data is available to train speaker
models [17, 72]. To overcome this issue, the use of MAP adaptation has been
proposed in speaker recognition literature [104]. MAP adaptation is a Bayesian-
based estimation approach that employs prior knowledge of speaker model pa-
rameters in its training stage through the use of a previously trained high-order
GMM, known as a universal background model (UBM), which is trained on large
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amounts of data to represent the general speaker population [104, 127]. In recent
years, MAP adaptation has also been successfully employed for speaker modelling
in diarization [13, 15, 78, 109].
In the MAP adaptation approach, the model parameters are first initialised
using the UBM parameters and the speaker models are then adapted by capturing
and incorporating the information that is specific to the modelled speaker. As
the UBM is trained on large amounts of data and is represented by a high-order
GMM, the speaker-specific models adapted in this manner are, in turn, also
represented by a high-order GMM that provides better details of the speaker’s
characteristics, even when only limited training data is available for a speaker.
In the ML estimation approach, the estimated parameters θML are obtained
to maximise the likelihood of the training data according to:
θML = arg max
θ
p(X|θ) . (2.24)
This is while in the MAP adaptation method, the parameter set is constrained
to satisfy the prior by maximising the likelihood of the parameter set, given the
training data, according to the criterion:
θMAP = arg max
θ
p(θ|X) , (2.25)
where p(θ|X) is the posterior probability of the parameter set. Bayes theorem
can then be applied to obtain:
θMAP = arg max
θ
p(θ)p(X|θ) , (2.26)
which is the likelihood of the training data multiplied by the prior distribution
of the model parameters, p(θ).
Maximising p(θ)p(X|θ) thus yields the MAP solution and the EM algorithm
can be employed to conduct a mean-only adaptation process through assuming a
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Gaussian prior density for the component mean vectors mc:
µc =
τcmc + SX;c
τc + nc
, (2.27)
where nc and SX;c are the statistics provided in (2.21) and (2.22), respectively.
The MAP estimation of the mean is thus obtained through utilising the prior
distribution mean mc and the ML estimate over the training data, with the
assumption of an additional τc samples at the prior mean mc. It can be seen
that, in the case where τc = 0, (2.27) reverts back to the maximum likelihood
solution, a configuration known as a non-informative prior.
Joint factor analysis modelling
The main idea that is the motivation behind joint factor analysis (JFA) based
speaker modelling is the separation of the acoustic variability, due to speaker
characteristics, from the variability caused by environmental conditions such as
channel and background noise [126]. JFA modelling is closely related to, and
is considered an extension to, eigenvoice speaker modelling [61, 62]. Eigenvoice
modelling techniques are based on employing GMMs, to model a speaker, using
the component mean vectors of the GMM that are concatenated to form speaker
supervectors, which are adapted then during training. This is achieved through
the use of a speaker subspace adaptation [61, 127], for estimating high-order
GMM speaker models. Speaker subspace adaptation is a process in which it is
assumed that the majority of speaker variation, expressed as adapted component
mean vectors, is contained within a low-rank subspace, and that a small number
of parameters in this subspace can summarise the salient speaker characteristics.
In this situation, the speaker model may be expressed as:
m(s) = m+ V y(s) , (2.28)
where m(s) represents is a supervector containing the concatenated GMM com-
ponent mean vectors for speaker s and m is the UBM mean supervector. In
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this model, V is a low-rank transformation matrix which has been trained on a
variety of background speakers in order to capture the main directions of speaker
variation [61, 64], and vector y(s) represents the parameters of the speaker in
the specified subspace. To train a speaker model, y(s) is optimised according
to a MAP criterion. Typically, m(s) could consist of approximately 100,000
dimensions while only a few hundred speaker factors are sufficient [64, 126].
The transform matrix V encodes an enormous amount of prior information,
learned from a corpus of thousands of speakers, about the characteristics of a
speaker and what a GMM speaker model should look like. Speaker verification
systems benefited greatly by enforcing this strong prior information in adapting
speaker models within the speaker subspace defined by V [62, 127].
JFA modelling then builds on the eigenvoice approach through the explicit
modelling of inter-session variability (ISV) [126]. This aspect of JFA mod-
elling has produced an exceptional reduction in speaker verification error rates
[61, 62, 64]. Building on (2.28), ISV modelling incorporates session differences
into the speaker modelling process in the form of session-dependent GMM mean
offsets constrained to a low dimensional session variability subspace. The GMM
representation of an utterance is then considered as the combination of a session
independent speaker model with an additional offset representing the recording
conditions of the session. This can be represented for speaker s and session i in
terms of the mean supervectors as:
mi(s) = m(s) +Uxi(s) , (2.29)
where m(s) is the speaker/cluster dependent, session independent, GMM mean
supervector and xi(s) is a low-dimensional representation of the conditions in the
recording in the session variability subspace defined by the low-rank transform U .
Similarly to V in (2.28), U is estimated on a large background set and encodes
a large amount of prior information about the effects that channel and domain
differences cause to GMM models.
The combination of (2.28) and (2.29) in a JFA model have proven to be an
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effective method of separating speaker from session characteristics [61, 62, 64].
To do this m(s) is represented as:
m(s) = m+ V y(s) +Dz(s) , (2.30)
where m is the speaker and session independent GMM mean supervector. y(s) is
the speaker factors and represents the parameters of the speaker in the specified
subspace with a standard normal distribution and Dz(s) is used to model the
residual variability that is not captured by the speaker subspace.
Joint factor analysis modelling was initially employed for carrying out the
task of speaker verification [62, 127]. Since then the use of JFA modelling was
first employed for speaker diarization in an online approach by Castaldo et al.
[21], where a given audio stream was processed in smaller segments to obtain the
required speaker factors. The speaker factors, computed independently for each
segment, were then employed to carry out the segmentation and clustering stages
to diarization. In addition, the use of JFA modelling for diarization of telephone
conversations was carried out by Kenny et al. [63] with superior results.
It must be noted that JFA modelling is a recurring topic throughout this work
and is discussed in detail in Chapter 5.
2.4 Speaker Linking
While speaker diarization is employed to answer the question of ‘who spoke
when? ’ in a single recording, speaker linking refers to the task of linking speaker-
homogeneous segments based on speaker identity. Speaker linking is a recently
introduced task and was first proposed by van Leeuwen [69], to carry out speaker
linking on an archive of telephone conversation recordings. The same linking
approach was then adopted by Vaquero et al. [122]. To conduct speaker linking
of speaker identities in an archive of recordings containing multiple speakers, it
is necessary to first utilise speaker diarization and obtain speaker homogeneous
segments from the spoken recordings. In such a case, speaker linking proceeds
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the task of diarization and is considered a module within a speaker attribution
system. As the analyzed archive increases in size and variety, with respect to
the number of recordings and present identities, so too does the demand for a
linking approach that is robust and efficient in annotating the given collection of
speaker segments. This brings about the problems of compensating for session
variability and conducting speaker segment clustering using an efficient and accu-
rate method. As discussed in the previous section, recently developed modelling
and analysis techniques, employed for speaker recognition, offer a variety of ap-
proaches for addressing inter-session variability between recordings of the same
speaker [63, 64, 127], however the problem of efficiently clustering the modelled
segments remains largely unsolved [69].
In [69], van Leewuen employed the use of probabilistic linear discriminant
analysis (PLDA) modelling using identity vectors, commonly referred to as i-
vectors. This modelling technique was also utilised by Vaquero et al. [122]. The
PLDA i-vector modelling technique is a recent speaker modelling method reported
in speaker recognition literature [29, 30, 31], that is based on, and similar, to the
factor analysis approach presented in the previous section. In i-vector modelling,
all the factors are obtained within a single variability space, referred to as the
total variability space [31], with no distinction made between speaker and chan-
nel subspaces, hence going back to (2.30), the speaker- and session-dependent
supervector m(s) can then be represented as:
m(s) = m+ Tw(s) , (2.31)
where m is the speaker- and session-independent supervector obtained from a
UBM, T is a rectangular matrix of low rank that represents the total variability
space and w(s) is a low-dimensional random vector with a normally distributed
prior that contains the components referred to as total factors [29]. The vector
w(s) is itself referred to as the i-vector and can be employed to represent a speaker
identity [31].
After modeling the speaker segments it is necessary to carry out model com-
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parison prior to clustering the segments. The choice of this comparison measure
is largely dependent on the modelling approach. In the case of the PLDA ap-
proach using i-vectors, the cosine distance was employed to analyse and compare
the speaker models in both [69] and [122].
One of the main issues that can significantly impact the task of speaker linking
in large datasets is the efficiency of the employed clustering technique. Clustering
of speaker models in diarization is typically conducted using agglomerative merg-
ing and retraining [80, 131]. This is not feasible for speaker linking, especially
when dealing with a large number of recordings. In [69] van Leeuwen proposed a
linking system for analysing large datasets using an agglomerative clustering ap-
proach without model retraining. To do this, merging of the modelled segments
was conducted using individual segment-segment scores. The author demon-
strated the greater efficiency of this method compared to agglomerative clustering
with model retraining, but did not report on the accuracy that is sacrificed, or
gained, through eliminating the retraining stage [69]. This clustering approach
was also employed by Vaquero et al. [122], for conducting speaker linking.
2.5 Summary
This chapter provided an overview of current speaker processing technology that
directly impact the task of speaker attribution. As the work reported in this
dissertation proposes the novel task of attribution as speaker diarization followed
by speaker linking, much of the review was dedicated to the main modules and
stages of attribution, namely voice activity detection, speaker diarization and
speaker linking.
The task of VAD was presented with emphasis placed on the significance
of noise robust VAD, which is commonly neglected in speaker processing appli-
cations due to the lack of existence of evaluation datasets consisting of audio
recorded under adverse conditions. A review of the various features, extractable
from the acoustic data for carrying out VAD, was presented. In addition, energy-
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and classification-based VAD techniques, applicable to noisy recording conditions,
were discussed and reviewed.
The current techniques for conducting the task of speaker diarization were
reviewed. First, the feature extraction phase of diarization was analysed and the
use of the two general class of features, one based on the mel-scale filterbank
analysis and the other on using linear predictive analysis were discussed in detail.
The speaker segmentation module of diarization was then presented and a review
of popular metric-based and non metric-based segmentation techniques, reported
in recent literature, was provided. In particular, the BIC, KL and GLR met-
rics with application to metric-based speaker segmentation were presented and
the GMM/ML Viterbi based segmentation technique was provided as a popular
model-based segmentation method.
Speaker clustering was presented as the final stage to speaker diarization. The
various speaker modelling techniques, such as GMM, eigenvoice modelling and
JFA based modelling were discussed and presented. In addition, the ML method
of model parameter estimation and the alternative MAP adaptation techniques
for constructing GMM speaker models were detailed and discussed. Furthermore,
model comparison metrics, such as the CLR, BIC and cosine distance metrics for
carrying out speaker clustering using pairwise scores between the constructed
models were presented.
Finally, the recently proposed task of speaker linking was reviewed and state-
of-the-art speaker modelling techniques, namely JFA based modelling with session
compensation and speaker variability modelling and the PLDA i-vector approach,
were reviewed and discussed. The commonly employed clustering techniques such
as agglomerative hierarchical clustering with model merging and retraining and
more recent agglomerative based clustering techniques without retraining were
also presented. In addition, the pitfalls of the current clustering methods, with
application to speaker linking in large datasets, were provided and discussed.
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Speaker Attribution Evaluation
Framework
3.1 Introduction
The proposed task of speaker attribution is a novel task, and as such, in order
to evaluate the performance of the various techniques and modules, incorporated
into an attribution system, it is necessary to first define a set of suitable perfor-
mance measures and testing protocols. Furthermore, it is important to identify
and employ appropriate evaluation datasets and training corpora that are appli-
cable to the task of attribution.
A speaker attribution system consists of three main modules: voice activ-
ity detection, speaker diarization and speaker linking. In order to implement a
robust attribution approach it is necessary to achieve improvement within each
of the said stages of attribution through testing and evaluation. This chapter
thus presents the performance evaluation metrics, testing protocols, evaluation
datasets and training corpora for each of the three modules within an attribution
system. In addition, the voice activity detection, speaker diarization and speaker
linking baseline systems, developed and employed for performance comparison
purposes, are also presented and discussed.
This chapter is presented in four main sections, in Section 3.2 the performance
CHAPTER 3. SPEAKER ATTRIBUTION EVALUATION
FRAMEWORK
evaluation metrics and testing protocols for speaker attribution and its associated
modules are defined and their computation is presented. Section 3.3 provides the
employed evaluation corpora and training datasets that are utilised throughout
the work reported in this dissertation. In Section 3.4, the developed baseline
systems, associated with each of the attribution modules, that are utilised for
performance comparison are presented and discussed. Finally, Section 3.5 pro-
vides a brief summary of the information detailed in this chapter.
3.2 Evaluation Metrics
This section is dedicated to presenting the performance evaluation metrics that
are employed for evaluating the main components of a speaker attribution sys-
tem. The standard evaluation metrics for analysing the performance of voice
activity detection systems are presented. For speaker diarization, the standard
diarization error rate (DER) measure, as defined by the National Institute of
Standards and Technology (NIST) [40], is presented and the NIST rich transcrip-
tion (RT) testing protocols for assessing the performance of a speaker diarization
system are also defined. As speaker linking is a recently proposed task with little
available literature [69, 122], the speaker linking evaluation metrics proposed by
van Leeuwen [69], are provided in this section. Finally, the attribution error rate
(AER), as proposed by the work in this dissertation and based on the standard
DER measure, is presented as a suitable measure for the evaluation of speaker
attribution technology.
3.2.1 VAD Performance Measures
To carry out the performance evaluation and comparison of the developed baseline
and proposed VAD systems reported in this dissertation, the miss rate (MR) and
false alarm rate (FAR) metrics are employed, as defined by Ramirez et al. [92].
In addition, the half-total error rate (HTER) metric, defined as the average of the
FAR and MR metrics is utilised. The error rates are calculated as percentages of
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time and obtained with respect to the reference speech/non-speech boundaries.
Each of the said error rates are computed as follows:
%FAR = 100 ·
( |Ss ∩Rn|
|Rn|
)
, (3.1)
%MR = 100 ·
( |Sn ∩Rs|
|Rs|
)
, (3.2)
%HTER =
%FAR + %MR
2
, (3.3)
where, the symbol | |, is used to indicate the number of elements within a given
set and,
Rs = the reference set of speech samples,
Rn = the reference set of non-speech samples,
Ss = the system identified set of speech samples,
Sn = the system identified set of non-speech samples.
The performance of the evaluated VAD systems in this work are compared in
terms of the above measures and analysed over different operating conditions, as
will be detailed in Chapter 4 of this dissertation.
3.2.2 Diarization Error Rate
The DER is the standard evaluation metric for assessing the performance of a
speaker diarization system, as defined by NIST in the RT evaluations [40]. It can
be described as a time-based measure, providing the percentage of the ratio of
incorrectly labeled speech time to the total amount of reference speech time. The
incorrectly labeled speech time is defined as the sum of falsely detected speech,
missed detections of speech and incorrectly clustered speech (speaker errors).
False detection of speech refers to the scenario in which a speaker is detected
by the system but does not appear in the reference labels. Missed detections of
speech indicate the existence of a speaker in the reference labels that has not been
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detected by the system. The speaker error, which occurs as a result of incorrect
speaker clustering, is then used to identify when a system successfully detects
speech but associates the speech to the wrong speaker identity.
The standard DER measure, defined by NIST [40], can thus be computed as:
%DER = 100 ·

S∑
s=1
(dur(s) · (max(Nref (s), Nsys(s))−Ncorrect(s)))
S∑
s=1
(dur(s) ·Nref (s))
 , (3.4)
where each segment s, from the S available segments, ideally represents a speaker
homogeneous segment that is labeled with respect to its speaker identity and,
dur(s) = the duration of segment s,
Nref (s) = the number of reference speaker identities present in segment s,
Nsys(s) = the number of system detected speaker identities in segment s,
Ncorrect(s) = the number of reference speaker identities present in segment s
for whom their mapped system speakers are also speaking.
To compute the DER metric in a standard manner, the NIST developed di-
arization evaluation script MD-eval.pl is employed [40]. Since the system gen-
erates its own clusters without any a priori knowledge regarding the reference
speaker clusters, correct speaker labels are determined by carrying out a one-to-
one mapping between the system identified speaker clusters and reference clusters.
The NIST standards for evaluating diarization systems [40] states that, in or-
der to overcome the effects of possible erroneous annotation of labeled recordings
for the task of speaker diarization, the evaluation protocol should be set in such
a way as to not score the diarization system performance within 0.25s of the
reference segment boundaries. In addition, it is common practice to avoid the
scoring of overlapped speech within the performance evaluation of a speaker di-
arization system through annotating the reference diarization labels to associate
a NOSCORE label with overlapping regions, in order to neglect the scoring of
these regions within the recording [13, 63, 122, 128].
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3.2.3 Linking and Attribution Error Rates
In the work conducted by van Leeuwen [69], the evaluation of the author’s pro-
posed speaker linking system was carried out using the cluster purity and coverage
metrics. To obtain these measures, each cluster is first assigned a speaker identity.
The cluster is analysed and the speaker with the most number of samples within
the cluster is selected as the dominant speaker of that cluster and the cluster is
then labeled using that speaker’s assigned identity.
Cluster purity, Cp, refers to the ratio of the total number of correctly clustered
samples from speaker/cluster i, Ni, in its labeled cluster, to the total number of
samples available in that cluster Ctotal:
%Cp = 100 ·
(
Ni
Ctotal
)
. (3.5)
Cluster coverage is a complementary metric to cluster purity and refers to the
best coverage of a speaker’s samples in a single cluster. That is, for each speaker
i, the cluster containing the most number of samples, max(Ni), for that speaker,
is selected and the ratio of this value to the total number of data samples for that
speaker, Ntotal is calculated to obtain cluster coverage, Cc:
%Cc = 100 ·
(
max(Ni)
Ntotal
)
. (3.6)
The average value over the set of speaker specific Cp and Cc measures can
then be obtained to represent the cluster purity and coverage of the evaluated
speaker linking systems.
The task of speaker linking is concerned with the clustering of speaker ho-
mogenous segments [69]. This is while, in speaker attribution the linking task
proceeds speaker diarization and as such, the speaker linking module is not nec-
essarily initialised using pure speaker segments, with respect to speaker identity.
It is thus important to note that speaker attribution using reference diarization
labels can be considered as speaker linking, however as speaker attribution is also
concerned with the temporal location of the utterances produced by each speaker
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within each of multiple inter-session recordings, it would not be appropriate to
employ the use of the cluster purity and coverage metrics for evaluating the task
of attribution. For this reason, this work proposes a novel evaluation metric
that is suitable for evaluating both the tasks of speaker linking and attribution,
referred to as the attribution error rate (AER).
The AER is a direct extension of the DER metric to multiple recordings. To
compute the AER of an attribution or linking system, the reference diarization
labels are concatenated into a single label file encompassing the true speaker
identities and their associated time-labeled utterances. This is then compared to
a system label file that is created by concatenating the system diarization labels
and system linked speaker identities. This approach ensures that the AER metric
reflects the errors expressed by both the speaker diarization and linking modules,
and that it conforms to the standards set by NIST [40]. The AER is thus a more
appropriate metric for evaluating speaker attribution and linking systems, as it
is based on the standard DER evaluation metric [40], and represents the errors
encountered at every stage of the speaker attribution task.
3.3 Datasets for Training and Evaluation
This section introduces and provides an overview of the datasets employed
throughout the work presented in this dissertation. The performance evalua-
tion datasets for each of the three main modules of attribution are presented
independently. In addition, the associated corpora employed for training the var-
ious components of the proposed speaker attribution system are also outlined in
this section.
3.3.1 The QUT-NOISE-TIMIT Corpus for VAD Evalua-
tions
In the field of speaker diarization, little emphasis is place on the importance of
conducting noise robust voice activity detection (VAD) and this stage of diariza-
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tion is often carried out using a simple energy- or model-based VAD system [11].
In real-life applications however, developed systems are likely to encounter ad-
verse recording conditions. These conditions can present the VAD system with
a variety of noise types and levels, for which the employed VAD has not been
designed. For this reason, the task of noise robust VAD is investigated as part
of this research programme. To achieve this, it is necessary to employ a VAD
evaluation dataset that provides a variety of noisy scenarios at a range of SNRs.
The QUT-NOISE-TIMIT corpus provides an excellent VAD evaluation dataset
for varying noisy scenarios and adverse recording conditions.
The QUT-NOISE-TIMIT database [28], consists of a total of 24,000 labeled
speech sequences, making up 600 hours of noisy speech recordings, and was pro-
duced for the purpose of conducting extensive evaluation of noise robust VAD
algorithms. The recordings are synthetically created at set lengths of 60 and
120 seconds and at various SNR, using clean speech from the TIMIT database
[42], and realistic noise recordings from the QUT-NOISE corpus [28]. The noise
recordings, totaling to over 10 hours of background noise, were collected from
10 independent real-noise locations using a prosumer-quality Zoom H2 handheld
stereo microphone recorder, with each recording having a length of 30 minutes.
The clean speech files, from the TIMIT dataset, were added at random, to ran-
dom selections of the real-noise recordings in order to produce noisy speech files
at set SNR levels and recording length for each scenario location. The synthe-
sised noisy recordings have a sampling rate of 16,000 Hz and are grouped based
on noise type and location.
It can be seen from Figure 3.1, that the QUT-NOISE-TIMIT dataset contains
5 distinct real-life recorded noise scenarios, with each divided into two equal sized
sets based on recording location or noise type. Each location is then divided into
3 equal sized noise-level sets: low noise (SNR = 10 or 15 dB), medium noise (0
or 5 dB), and high noise (−5 or −10 dB). Each set contains an equal number
of files. For example, the CAFE scenario, at location FOODCOURTB, contains
2,400 noisy speech files, with 1,200 of the files having a length of 60 seconds and
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2 sessions
10 noise locations
5 scenarios 2 locations 6 SNRs2 lengths 100 speech sequences
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120 sec
-10 dB
-5 dB
0 dB
5 dB
10 dB
15 dB 
20 noise sessions
24 000 speech sequences
session 1
session 2
25 less than 25% speech
50 have 25% to 75% speech
25 more than 75% speech
CAFE-FOODCOURTB
HOME-KITCHEN
STREET-CITY
CAR-WINDOWNB
REVERB-POOL
CAFE-CAFE
HOME-LIVINGB
STREET-KG
CAR-WINUPB
REVERB-CARPARK
(group A) (group B)
Figure 3.1: An overview of the speech sequences and noise scenarios provided by
the QUT-NOISE-TIMIT dataset.
the remaining 1,200 files at 120 seconds. In addition, it should be noted that the
corpus contains 800 files at each of the said noise levels.
The 10 noisy locations (2 locations for each of the 5 noise scenarios) provided
by the QUT-NOISE-TIMIT corpus, allow for ideal testing and training of the
developed VAD algorithms. To do this, each VAD system is analysed using 5
of the 10 locations, from the 5 categories of noise scenarios, to obtain the ideal
operating point of each system over the training set. These acquired parameters
are then employed to conduct the performance evaluation of each system over
the remaining 5 independent noise locations.
3.3.2 NIST RT-02 Evaluation Dataset for Diarization
The NIST 2002 Rich Transcription (RT-02) Evaluation Data [45], gathered by the
Linguistic Data Consortium (LDC), was employed by the NIST Speech Group for
the evaluation of all-English speech broadcast news and telephone conversation
recordings in 2002. In this work, only the broadcast news data, for which diariza-
tion labels are available, is utilised for evaluating the task of speaker diarization.
The broadcast news data, from the RT-02 evaluation set, consists of six
SPHERE-headered, single-channel, 16-bit PCM files of approximately 10-minutes
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in length. The 6 excerpts were collected in 1998 with each selected from six dif-
ferent broadcast news programs: MNB, PRI, NBC, CNN, VOA and ABC.
The reference transcripts are also provided with the NIST RT-02 broadcast
news data, with the official RTTM format, which can be evaluated against system
labels, as produced by an evaluated diarization system, using the NIST evaluation
script. It must be noted that, although the broadcast news recordings range from
30 to 60 minutes in length, only a 10 minute excerpt is selected by NIST as the
scorable region, for which reference diarization labels are provided [45].
3.3.3 NIST SRE 2008 Evaluation Data for Attribution
As previously discussed, the task of speaker attribution is a topic proposed by
this dissertation and thus no specific evaluation data is available for measuring
the performance or accuracy of an attribution system. This is also the case
with the task of speaker linking, proposed by van Leeuwen [69], for which the
author employed the 2008 NIST Speaker Recognition Evaluation (SRE) Test
Set. The NIST SRE 2008 Evaluation Test Set, produced by LDC and NIST,
contains 942 hours of multilingual telephone conversation recordings and English
interview speech. The speech recordings in this evaluation corpus were obtained
in 2007 by LDC at its Human Subjects Data Collection Laboratories and by the
International Computer Science Institute (ICSI) at the University of California,
Berkeley [52].
The collection of spoken recordings in the SRE 2008 dataset are part of the
Mixer 5 project [52], which was specifically developed for the purpose of evaluating
robust speaker recognition technology by providing labeled speech, from multi-
ple speakers, recorded simultaneously across a variety of microphones and under
different communicative scenarios and, in some cases, in multiple languages. The
participants in the Mixer project consisted of both native English speakers and
bilingual English speakers. The telephone conversation data is predominantly col-
lected in English, with instances of other languages appearing in some recordings
[3, 52].
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The range of speaker identities and variety of employed handsets, across the
SRE 2008 telephone conversation data, makes this dataset a suitable corpus for
the evaluation of both speaker linking and speaker attribution technology. The
SRE 2008 telephone speech recordings make up approximately 368 hours of the
total evaluation data. The telephone conversation segments include two-channel
excerpts of approximately 10 seconds and 5 minutes in length, with summed-
channel excerpts available that are approximately 5 minutes in length with si-
lence intervals included in the recordings. The labels provided with the data are
English language transcripts in .cfm format, produced using an automatic speech
recognition (ASR) system [3].
Reference diarization labels for the telephone conversation data were obtained
using time marks from the provided speech recognition transcripts that included
the transcripts for each individual channel. The obtained diarization labels thus
allow for the evaluation of speaker diarization, linking and ultimately, speaker
attribution using the telephone conversation data in the SRE 2008 dataset. As
the extraction of the reference diarization labels was only possible for the 5 minute
summed telephone recordings, for which the speech recognition transcripts were
available [3], only these recordings were employed in this work.
In this work, a variety of datasets were also employed for training purposes
and obtaining universal background models (UBM). These include telephone data
provided by NIST in the distributed Switchboard II [45], SRE 2004 [1] and SRE
2005 [2] datasets.
3.4 Baseline Systems
This section provides the details associated with the baseline systems, employed
for performance comparison against proposed algorithms throughout this disser-
tation. As speaker attribution is developed and proposed by this work, the three
individual modules of attribution (VAD, diarization and linking) will be evaluated
against baseline approaches presented in this section.
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For VAD, the G.729 Annex-B VAD [16] and the ETSI Advanced Front-end
VAD (AFE) [114] standard systems are presented and employed. In addition, two
state-of-the-art VAD methods, namely the long-term spectral divergence (LTSD)
VAD [95], and Sohn’s model-based likelihood ratio test (LRT) VAD [110] are also
developed and utilised as baseline VAD algorithms.
In order to evaluate speaker diarization approaches, the International Com-
puter Science Institute (ICSI) RT-07 diarization system [131], originally employed
for the diarization of meeting room data in the NIST RT-07 diarization evalua-
tions, was used [40]. The ICSI RT-07 diarization system was highly successful in
the RT-07 evaluation of meeting room data, achieving first place in the speaker
diarization task [131]. In addition, the system incorporates popular state-of-the-
art diarization techniques, discussed in Chapter 2, and as such provides a suitable
baseline for comparison against alternative diarization techniques.
As only one speaker linking approach has been reported in the literature
[69], the baseline system utilised for evaluating other methods for this task will
be based on the linking system proposed by van Leeuwen [69]. In the speaker
linking evaluations more emphasis will be placed on the clustering approach in-
corporated in the speaker linking systems. This is done with the aim of achieving
computational efficiency in processing large audio archives.
3.4.1 VAD Algorithms
In this work, four baseline VAD approaches were utilised to conduct performance
comparison evaluations: the G.729 Annex-B VAD [16], the ETSI Advanced Front-
end VAD (AFE) [114], the long-term spectral divergence VAD (LTSD) [95] and
Sohn’s likelihood ratio test (LRT) VAD [110].
The G.729-B and ETSI AFE VAD systems are considered standard VAD
methods in voice activity detection literature [16, 114]. The G.729-B system
utilises a set of parameters, which are computed as an instantaneous parameter
set for each frame of the analysed signal, with the aim of describing the energy
and spectral content of an analysed signal. The choice of these parameters was
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governed by the effectiveness of each parameter with respect to classification and
robustness [16]. The selected parameters, utilised by the G.729-B VAD system,
include the linear prediction (LP) spectrum, full-band energy, low-band energy
(0 to 1 kHz) and the zero-crossing rate (ZCR) measure.
In order to achieve robustness in adverse conditions, the G.729-B system em-
ploys a set of parameters, similar to the instantaneous set described above, to
model noise statistics using an autoregressive update of this parameter set based
on a simplified VAD algorithm. In this approach, the simplified algorithm is
utilised only for estimating the background noise parameters. The final VAD de-
cision are then made in two stages, where first an initial decision is made, based
on the instantaneous parameters extracted from each frame of the analysed sig-
nal, and in the second stage this decision is smoothed, using a hangover scheme,
taking into account the VAD decisions obtained for the previous frames [16].
The ETSI AFE VAD is a front-end algorithm based on mel-cepstral feature
extraction. The features employed in the ETSI AFE system consist of 13 cep-
stral coefficients and a log-energy coefficient, extracted from each frame of the
processed signal. The obtained features are then compressed and further process-
ing is carried out for channel transmission. In the feature extraction stage of the
ETSI AFE VAD, noise reduction is first applied using a two stage mel-warped
Wiener filter approach. The de-noised input signal is then processed in order to
extract the frame-based cepstral features, to which blind equalization is applied.
In addition, various heuristics are employed in the ETSI AFE VAD system [114].
The LTSD VAD system, developed by Ramirez et al. [95], is considered a
state-of-the-art approach to VAD and has been shown to be a robust method when
compared to the standard techniques depicted above [111]. The LTSD system
is based on the assumption that the most significant information for detecting
speech activity, in a noisy recording, is contained in the magnitude of the time-
varying signal spectrum. In this system, a long-term speech window is employed,
as opposed to short-term instantaneous values of the spectrum, in order to track
the variations of the spectral envelope. This measure is based on the estimation of
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a long-term spectral envelope [95]. After these features are obtained the system
then employs a decision rule, formulated based on a comparison of the long-
term spectral divergence (LTSD) of speech and noise, to achieve speech activity
detection.
Another state-of-the-art VAD algorithm, that has been shown to outperform
the standard techniques [111], is Sohn’s LRT VAD [110]. This approach makes
use of a statistical model to conduct VAD. This is done through employing a de-
cision rule derived from the likelihood ratio test (LRT), and utilising the decision-
directed (DD) method for estimating unknown parameters, based on the maxi-
mum likelihood (ML) criterion. In addition, a hang-over scheme, using hidden
Markov models (HMM), is incorporated into the VAD system for smoothing of
the obtained speech/non-speech decisions [38, 110].
3.4.2 The ICSI RT-07 Speaker Diarization System
The baseline diarization system, employed throughout this work, is based on
the ICSI RT-07 diarization system, by the International Computer Science Insti-
tute (ICSI) at the University of California, Berkeley [131]. This system achieved
first place in the NIST Rich Transcription (RT) 2007 evaluations of speaker di-
arization for meeting room recordings [40], the last of NIST’s speaker diarization
evaluations, and was thus selected as a state-of-the-art diarization approach. The
diarization performance of the ICSI system, with respect to the competing sys-
tems evaluated as part of the NIST RT-07 evaluations [40], is displayed in Table
3.1. The ICSI system was the best performing system, both with respect to the
DER evaluation metric, and the percentage of recordings in which the system
was able to correctly determine the true number of present speakers. It must be
noted that the ICSI RT-07 system is not restricted to the meeting room domain
and has also been employed for the speaker diarization of broadcast news data
and other audio recordings [131].
The ICSI RT-07 diarization system consists of various modules and employs
the traditional bottom-up agglomerative cluster merging and retraining approach
61
CHAPTER 3. SPEAKER ATTRIBUTION EVALUATION
FRAMEWORK
Table 3.1: NIST RT-07 speaker diarization evaluation results.
Diarization
System
% DER
% Recordings with
correct number of
speakers detected
ICSI 8.5 87.5
I2R/NTU 15.3 75
UPC 22.7 25
LIA 24.2 12.5
LIMSI 26.1 12.5
AMIDA 22.1 0
[131]. One of the key features of the ICSI system that ensures its robustness is the
use of a modified BIC distance, as presented by Ajmera et al. [9]. This modified
BIC metric is employed for iteratively merging the closest cluster pairs and is
also utilised as the stopping criterion by the diarization system. In addition, the
speaker segmentation module of the ICSI system is based on a Viterbi decoding
method and is thus a soft decision approach that can iteratively be refined [131].
The main modules constituting the ICSI RT-07 speaker diarization system are
displayed in Figure 3.2 and the modules are detailed in the remainder of this
section.
Front-end acoustic processing
The front-end acoustic processing in the ICSI RT-07 diarization system is car-
ried out to enhance the quality of the analysed input audio. This stage of the
diarization system conducts Wiener filtering of the input audio with the aim of
removing excessive noise from the signal. This is carried out based on the noise
reduction algorithm developed for the Aurora 2 front-end, proposed by Adami et
al. [5].This stage assumes the existence of additive noise of a stochastic nature.
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Figure 3.2: Block diagram of the ICSI RT-07 speaker diarization system.
Voice activity detection
The voice activity detection of this baseline diarization system is conducted us-
ing the two-stage hybrid speech/non-speech detector proposed by Anguera et al.
[10]. First, an initial energy-based VAD is carried out to obtain an approximate
speech/non-speech segmentation. The lowest scoring segments, indicating silence
regions, are then labeled as non-speech and 20 MFCC features, including the
zeroth order coefficient, are extracted for each of the two regions. The second
stage then employs a model-based detector using a two-state ergodic HMM that
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contains a speech model, trained using a two mixture Gaussian mixture model
(GMM), and a silence state modelled using a single Gaussian. Viterbi segmenta-
tion is then carried out using the two models for a total of 15 iterations, or until
convergence is achieved.
Feature extraction and cluster initialization
After voice activity detection is conducted, 20 MFCC features, including the
zeroth coefficient, are extracted from the labeled speech regions of the recording.
The set of features is then linearly split into K clusters, where K is selected
in such a way to ensure it is greater than the true number of speaker identities
present in the recording. Each of the clusters are then modelled using a GMM.
In this approach, the number of employed mixtures, for modelling each cluster,
is dependent on the size of the modelled cluster in order to accommodate the
formulation of the BIC-based measure in the clustering stage [131].
HMM/Viterbi segmentation
The K initial cluster models obtained through linear initialisation are unlikely to
contain speaker homogeneous segments. In order to achieve speaker homogeneity,
the system conducts 10 iterations of GMM training and Viterbi segmentation of
the data. This is carried out using an ergodic hidden Markov model (HMM) and
Viterbi decoding.
As opposed to GMMs that are used to model a single observation, HMMs
are a well-established mathematical tool for statistical modelling of temporal
observations [12, 25, 84]. As speech is considered a temporal event, it is natural
to apply HMMs to speech processing applications. In most applications, a left-
to-right HMM is used to model human speech [12, 25, 84]. In the case of the ICSI
system, however, obtaining speaker change points is the goal of the HMM/Viterbi
segmentation, for this purpose an ergodic HMM is used. In the case of an ergodic
HMM, any state of the HMM can be reached from any other state in a single step.
In the ICSI system, each state of the HMM represents one of the K initial clusters.
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The Viterbi decoding algorithm is then used to find the most likely path, given
the K states of the HMM, that are each modelled using a GMM. The Viterbi
algorithm is a recursive algorithm used to compute the probability of arriving in
a state, at a given time, through the most likely path of the constructed HMM
[86, 91]. In this approach, the state-transition probabilities of the HMM can be
estimated from Viterbi alignment, with the Viterbi process ending when minimal
change is observed in the HMM parameter vector [25, 86]. In the ICSI system
this process is conducted to achieve boundary refinement, and ideally, speaker
homogeneous segments prior to the BIC-based clustering stage [131].
BIC-based clustering
After Viterbi segmentation is performed, the remaining segments are modelled
by GMMs and compared using the modified ∆BIC measure presented by Ajmera
et al. [9]. The modified ∆BIC measure is considered to be a robust model
comparison metric. The formulation of this metric is carried out in such a way as
to remove the original BIC penalty term [22]. To do this, a constraint is included
in the formulation of the combined-cluster models to ensure that the number of
employed mixtures for constructing the combined-cluster GMM is equal to the
sum of the number of mixtures used to obtain the GMMs of each of the compared
clusters [131]. This eliminates the need for the tuning parameter that plagues
the BIC metric [9].
After all possible pairwise ∆BIC scores are computed, agglomerative hierar-
chical clustering is employed to merge the clusters that represent the same speaker
identity. To do this, a search of all pairwise scores is conducted to identify the
largest ∆BIC score, referred to as ∆BICmax. If ∆BICmax > 0 the two clusters
are merged into a single cluster and a new GMM is constructed to represent the
merged clusters. The system then repeats the Viterbi segmentation process using
the new (K − 1) models and continues until ∆BICmax ≤ 0, at which point the
stopping criterion has been met and the system outputs the acquired diarization
labels [9].
65
CHAPTER 3. SPEAKER ATTRIBUTION EVALUATION
FRAMEWORK
3.4.3 Speaker Linking
As previously discussed, the study conducted by van Leeuwen [69] proposes
speaker linking and is the only study available for carrying out this task. The
same linking approach was also employed by Vaquero et al. [122], and this sys-
tem was detailed in Section 2.4. In this linking method, the speaker homogeneous
segments are modelled using probabilistic linear discriminant analysis (PLDA) i-
vector modelling [30, 31], and speaker clustering is carried out using the cosine
distance metric as the pairwise cluster distance scores. The clustering method is
designed to overcome the inefficiencies associated with the popular hierarchical
agglomerative cluster merging and retraining approach that is commonly used
in speaker diarization [80]. To do this, van Leeuwen carries out cluster merging
based entirely on individual segment-segment scores. After a merge is conducted
the third-party scores, which form the links between the newly obtained cluster
and the remaining clusters, are removed and the process is continued until no
further merge is possible [69].
The baseline system employed throughout this dissertation, utilises joint fac-
tor analysis (JFA) modelling, which is similar to the i-vector speaker modelling
method, and the cross likelihood ratio (CLR) measure as the pairwise cluster
score. These techniques are a recurring topic throughout this dissertation and
are detailed in Chapter 5. It is important to note, that the baseline system is
utilised with the aim of evaluating the performance of commonly employed clus-
tering techniques against clustering methods proposed by this work. This has
not been studied and as such, the traditional agglomerative hierarchical cluster-
ing with retraining used in diarization [80, 131] and the agglomerative clustering
approach presented by van Leeuwen for speaker linking [69], will be utilised to
represent the baseline speaker linking system throughout this dissertation.
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3.5 Summary
This chapter first outlined the performance evaluation metrics employed for eval-
uating the three main modules of a speaker attribution system, consisting of VAD,
speaker diarization and speaker linking. The AER was then introduced and pro-
posed as a suitable metric for the evaluation of speaker linking and attribution
systems.
The various datasets employed for carrying out the performance evaluation
of each of the three stages to speaker attribution were introduced. In addition,
the NIST 2008 Speaker Recognition Evaluation (SRE) database was identified as
a suitable corpus for evaluating the proposed task of speaker attribution. Fur-
thermore, the datasets utilised throughout this work for training purposes were
presented.
Finally, the baseline systems were identified and detailed in this chapter. Two
standard and two state-of-the-art VAD systems were presented as baseline sys-
tems for conducting noise robust VAD. The ICSI RT-07 speaker diarization sys-
tem was then presented as the baseline system for the task of speaker diarization.
This system was chosen based on its success in the NIST RT-07 speaker di-
arization evaluations. The details associated with the baseline speaker linking
approach were also provided.
The metrics, datasets and baseline systems depicted in this chapter form the
basis for the performance comparisons, conducted against proposed algorithms,
in the proceeding chapters of this dissertation.
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Chapter 4
Noise Robust Voice Activity
Detection
4.1 Introduction
Voice activity detection (VAD) is the process of identifying periods of speech in an
audio signal and is a task common to a number of different applications. It may
be used to discard irrelevant periods prior to speech recognition or speaker iden-
tification, as a first step in a multi-rate speech codec for low bandwidth telecom-
munications, to help in estimating the noise spectrum for speech enhancement
applications, or simply to reduce the amount of time required for human listening
applications. In speaker diarization, VAD is often carried out as the first stage
to diarization with the aim of removing non-speech regions within an analysed
recording. This can greatly benefit the performance of the subsequent phases
to speaker diarization, such as speaker segmentation and speaker clustering, by
removing the contaminating non-speech information and providing these mod-
ules with pure speech regions that can then be utilised to form accurate speaker
models.
Recall from Section 2.2, a wide range of VAD features and classification ap-
proaches have been developed to accommodate various speech processing tasks.
In the field of speaker diarization and attribution, VAD systems are generally
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designed to achieve fast speech/non-speech decisions to ensure the efficiency of
these tasks, which has led to the common use of simple energy-based features in
VAD modules utilised for diarization [80]. In addition, the typical use of high
signal-to-noise ratio (SNR) recordings for the evaluation of diarization systems
[45, 1, 2], has diminished the need for an efficient and noise robust VAD approach.
This is while audio recordings, collected in real scenarios, may often be contami-
nated with high background noise that would negatively impact the performance
of state-of-the-art speaker diarization technology. It is thus of great importance
to seek an efficient VAD algorithm that can allow for the accurate processing of
high noise recordings (SNR < 5 dB).
VAD systems broadly consist of two key components - feature extraction, and
classification. In order to develop a noise robust VAD approach, it is necessary to
derive noise robust features that can be employed to accurately identify speech
under high noise conditions. The effectiveness of these features ultimately de-
termines the complexity of the classification technique that is used by the VAD
system to obtain speech/non-speech decision boundaries. For example, an effec-
tive feature may only need a simple thresholding approach to achieve accurate
VAD decisions, whereas less discriminative features would require complicated
heuristics, or modelling techniques, that would be computationally inefficient.
This chapter thus aims to provide an investigation into the development of novel
features with application to noise robust voice activity detection. The empha-
sis of this investigation is placed on the robustness of the developed features, as
well as the computational efficiency associated with deriving the features. The
developed features in this chapter are employed in complete VAD systems that
are evaluated against baseline and state-of-the-art VAD algorithms, depicted in
Section 3.4.
The contents of this chapter are structured in the following manner: Section
4.2 provides a detailed presentation of the proposed and novel features developed
for conducting noise robust VAD. In this section, the motivation behind the
development of each feature is outlined and the computation of each novel feature
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is presented. Section 4.3 then presents the employment of the developed features
in two proposed noise robust VAD systems. Section 4.4 outlines the experiments
performed and results obtained on the QUT-NOISE-TIMIT corpus and compares
the outcome of the two proposed VAD algorithms to the baseline systems. Finally,
Section 4.5 provides a discussion of the obtained evaluation results.
4.2 Noise Robust VAD Features
This section presents the novel and proposed noise robust VAD features that
were developed as a result of this research programme. Three novel features are
introduced, namely the histogram distance score (HDS), non-Gaussianity score
(NGS) and the CrossCorr score, along with a proposed feature, referred to as the
MaxPeak score. The motivation associated with the development of the features
is provided, as well as the computation of each feature. The features outlined in
this section are all based on time-domain signal analysis and are extracted using
rectangular window frames of 50 ms duration with a 50% overlap.
4.2.1 The Histogram Distance Score
Speech is classified as a non-stationary process, while many noise processes are
approximately stationary. Even in the case of non-stationary noise, the statistics
of a speech utterance can often vary more frequently, over short segments of the
signal, than the corruptive noise. Measuring change in the joint probability of
samples between successive frames, in a frame-by-frame analysis of a signal, can
therefore help discriminate between the two classes of speech and non-speech.
This is provided large frame lengths are used, as opposed to the commonly em-
ployed 20-32 ms, to overcome the quasi-stationary nature of speech [90].
In order to measure the variations in the statistical content of successive frames
of an analysed signal, a new feature for voice activity detection, referred to as the
histogram distance score (HDS), was derived. The proposed feature utilises the
short-term histogram of the time-domain samples as a quantised representation
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of the probability distribution of an analysed frame of signal. To do this, a fixed
number of (equally-spaced) histogram bins are employed, ensuring an unbiased
representation with respect to the energy content of an analysed frame. This
is important, as the speech signal is not always the energy-dominant signal in
noisy recordings and hence a form of energy normalisation is required to achieve
a noise robust feature. This range normalisation, however, precludes principled
comparison between the distributions using measures such as the symmetric rel-
ative entropy (Kullback-Leibler metric) [93]. Instead, the HDS feature adopts a
template-matching approach. To do this, a template vector is formed from the
time-domain histogram of each frame and then, a similarity distance is calculated
between successive vectors.
As the range is normalised, due to the fixed number of bins, the histogram
preserves the form of the distribution and thus the vector distance encodes the
change in the shape of this distribution between frames. While higher-order
statistics, such as skewness and kurtosis, reflect particular characteristics of the
distribution, the vector distance encodes the overall change in the shape of distri-
butions as a single dimensional feature, that is computationally simple and makes
no further assumptions regarding the underlying process.
The HDS feature, referred to using the symbol δh, is obtained as follows. To
calculate δh for a given data segment, the time-domain histogram of the input data
is first obtained. The histogram bin counts are then used as a template vector
containing P samples, with P representing the number of bins employed for the
histogram computation. A constant number of bins is employed for analysis of
the input frames of data (P = 250), thus resulting in varied bin widths from
frame to frame. A similarity comparison of the adjacent template vectors is then
carried out using the Euclidean distance measure. The resulting δh measure, of
the kth frame of an analysed signal, is thus computed using,
δh[k] =
√√√√ P∑
p=1
(hk[p]− hk−1[p])2 , (4.1)
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Figure 4.1: The energy-normalised time-domain histograms of three consecutive
frames of: (a) noise and (b) speech.
where hk represents the template vector, of P samples, containing the data count
associated with the energy-normalised histogram of the kth frame of the analysed
signal. The HDS measure hence conducts a template-based similarity measure
between the energy-normalised time-domain histograms of adjacent input data
frames, with the aim of capturing statistical variations in the audio signal. Figure
4.1 (a), displays the energy-normalised histograms of three successive frames of
background noise, while Figure 4.1 (b) provides the energy-normalised histograms
of three consecutive speech frames. The variation in the overall shape of the
contained distributions, irrespective of the energy content is portrayed. It can be
seen that the speech utterance displays more variation of the hk template, over
the three frame period.
4.2.2 The Non-Gaussianity Score
One of the features of speech is its non-Gaussian nature relative to typical back-
ground noise, which often is highly Gaussian [70]. Most of the non-Gaussianity
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of speech is due to the presence of voiced speech segments, as most unvoiced
speech sounds approximate a white Gaussian process [90]. The non-Gaussian
property of voiced speech allows for a robust detection of such speech frames in
the presence of noise, hence noise robust voice activity detection may be achieved
through, first carrying out an identification of voiced speech frames, followed by
the employment of a decision smoothing function to estimate the endpoints of an
utterance. This motivated the development of the novel non-Gaussianity score
(NGS) features as part of this research.
The NGS feature, referred to using the symbol α, is developed with the aim
of conducting a measure of non-Gaussianity for a frame of an analysed signal.
To obtain α for a given frame of signal x, the inverse of the normal cumulative
distribution function (CDF) for the data is first calculated using,
γk = F
−1(p|µ, σ2) = {γ : F (γ|µ, σ2) = p} , (4.2)
where µ and σ2 are the mean and variance of the time-domain data in frame x,
and,
p = F (γ|µ, σ2) = 1
σ
√
2pi
γ∫
−∞
e−
(x−µ)2
2σ2 dx . (4.3)
The probabilities are then assigned to p in (4.3) to obtain the required γ
values for plotting the normal probability plot of the data in segment x. The
normal probability plot conducts a comparison between γ and the probabilities
of a reference Gaussian dataset, if x was to represent a Gaussian data segment.
This is thus calculated and referred to as the probability set g. The deviation of
the probability plot of the data γ, from its reference Gaussian probability plot
g, is chosen as a measure of non-Gaussianity, and hence to compute the NGS
measure α, linear regression is utilised to acquire a measure of this deviation
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Figure 4.2: The probability plot (black) and normal probability plot (red) of a
frame of: (a) noise and (b) voiced speech.
between the two functions using,
α = 1−

N∑
i=1
(g[i]− µg)2
N∑
i=1
(γ[i]− µγ)2
 , (4.4)
where N represents the number of samples in the probability vectors γ and g,
with µγ and µg being the mean of the probability vectors, respectively.
The NGS feature measures the deviation of the probability plot of anal-
ysed data from its reference normal probability plot, in order to achieve a non-
Gaussianity measure that can be employed to detect instances of, mostly voiced,
speech. Figure 4.2 (a), displays the probability plot of a noise segment super-
imposed over the normal probability plot of that segment, while Figure 4.2 (b)
presents the probability plot and normal probability plot of a voiced speech seg-
ment. It can be seen that the probability plot of the voiced speech segment
significantly differs from its normal probability plot.
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4.2.3 The MaxPeak Score
Voiced speech is quasi-periodic and has a pitch. The pitch frequency for an adult
speaker typically ranges from 50 to 500 Hz [90]. This corresponds to pitch periods
of 2 to 20 ms. One method of classifying a voiced speech frame is by conduct-
ing a measurement of the maximum peak value of the normalised time-domain
autocorrelation function, of the analysed frame, within the lag range correspond-
ing to the expected pitch periods of voiced speech (2 to 20 ms) [58, 66]. This
value can then be employed to distinguish between voiced speech segments and
unvoiced/non-speech segments. In addition, through conducting a normalisation
of the time-domain autocorrelation function, by normalising the magnitude of
the function to a value of 1 at lag zero, the value of this peak can be used as an
energy-independent feature that is within an expected range of (0, 1). This fea-
ture is commonly employed for the task of voiced/unvoiced speech detection, with
maximum peak values of above 0.3 typically selected to represent voiced speech
frames, while frames of speech displaying lower peak values are catergorised as
unvoiced segments [90].
In this work, the maximum peak value of the normalised time-domain auto-
correlation function, within the 2 to 20 ms lag range, is proposed as a noise robust
VAD feature, which will hereon be referred to as the MaxPeak score. The use
of this feature is proposed for two main reasons. Firstly, the MaxPeak feature
is a normalised ratio value that is within an expected range of (0, 1), and thus
unbiased with respect to the energy of the analysed frame. This is necessary
when conducting low SNR VAD. Secondly, the feature is obtained from the 2 to
20 ms lag range of the autocorrelation function. This allows for the feature to be
biased toward the pitch range of human speech, and thus potentially unaffected
by some non-Gaussian periodic noise. Figure 4.3 (a) displays the 2 to 20 ms lag
range of the normalised autocorrelation function of a voiced speech frame, while
Figure 4.3 (b) displays the same function for a segment of noise. The example
was selected from a noisy recording with a SNR = 0 dB. It can be seen that, in
this example, the maximum peak value of the autocorrelation function can clearly
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be used to discriminate between the voiced speech and the noise segments.
Figure 4.3: Normalised autocorrelation function (2 to 20 ms lag range) of a frame
of (a) voiced speech and (b) noise selected from a recording at SNR = 0 dB.
The use of the MaxPeak score is proposed to identify voiced speech segments,
with the ultimate goal of approximating the unvoiced speech frames, and thus
the endpoints of a speech utterance. To extract the MaxPeak score from a given
frame of speech xk, containing N samples, first DC removal and pre-emphasis
filtering of xk is carried out to obtain xˆk, using,
xˆk[n] = (xk[n]− µk)− α(xk[n− 1]− µk) , (4.5)
where, n is the set of N samples, n = {1, 2, . . . , N}, within the kth analysed frame
xk and µk represents the mean of xk. In (4.5), α is known as the pre-emphasis
constant and is selected as 0.97. Pre-emphasis filtering is conducted to correct
the roll-off in the spectrum of voiced speech, which is caused by radiation from
the mouth and the voiced excitation source [37].
After DC removal and pre-emphasis, the normalised time-domain autocor-
relation function, rk, at lags corresponding to pitch periods of 2 to 20 ms, is
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calculated from xˆk using,
rk[z] =
N−z∑
n=1
(xˆk[n]xˆk[n+ z])
N∑
n=1
xˆk
2[n]
, (4.6)
where z is the lag of the autocorrelation function that is constrained to the 50-500
Hz range. The MaxPeak score of the kth analysed frame, M [k], is thus computed
as,
M [k] = max(rk[z]) . (4.7)
4.2.4 The CrossCorr Score
The MaxPeak feature cannot alone serve as a noise robust VAD feature, as it
has been shown that the maximum peak value of the normalised autocorrelation
function reduces as SNR decreases [66]. This is because as the power of the back-
ground noise increases, the speech signal becomes more dominated by the noise
signal and thus the noise begins to distort the voiced speech segments, ultimately
affecting the peaks of the autocorrelation function that would otherwise be more
prominent. This would make it more difficult to distinguish between voiced and
unvoiced/noise frames under adverse conditions, based only on the maximum
peak value. This is while the quasi-periodic nature of, even distorted, voiced
speech, is preserved and still audible at low SNR. The autocorrelation function
can capture the periodicity of voiced sounds and provide a smoother represen-
tation of the pitch of an analysed frame of signal that is restricted to a specific
range (50 − 500 Hz). For this reason, a novel feature based on the time-domain
autocorrelation function, referred to as the CrossCorr score, is developed and
proposed with the aim of conducting noise robust speech detection.
In order to obtain the CrossCorr score for an analysed frame xk, the same
process as that in (4.6) is first carried out to obtain the normalised autocorrelation
function rk, however pre-emphasis filtering is not applied in order to preserve
the original pitch of the input signal. As the autocorrelation of voiced speech
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is loosely quasi-sinusoidal, the pitch of the signal can be approximated using
the zero-crossing rate of the autocorrelation function. In the extraction of the
CrossCorr score, the zero-crossing rate of the autocorrelation within the 2 to
20 ms lag range is used to selectively analyse signals with approximate pitch
frequencies corresponding to a pitch range of 50 to 500 Hz. This acts as an initial
screening process and is done to ensure further analysis is only carried out on
signals that are potentially voiced speech segments.
If a periodic signal is segmented into its periods, the segments will display
perfect correlation with one another. The CrossCorr score loosely utilises this
definition to assess the periodicity of a given segment using its autocorrelation
function rk, suggesting that a signal is more periodic if a higher correlation exists
between its periods, and less periodic if the opposite is true. To achieve a measure
of the periodicity of rk using CrossCorr, rk is segmented into its periods. To
do this, it is assumed that a period is observed every two zero-crossing points.
Each of these segments is then cross-correlated with its posterior segment and
the summation of the maximum values obtained from each cross-correlation is
recorded as the CrossCorr score, Ck, for the k
th analysed frame. It must be
noted, that as the autocorrelation function often decreases in magnitude with lag
increase, the CrossCorr feature is obtained using the cross-correlation of adjacent
periods to ensure maximum correlation between these segments in the case of
voiced speech. In addition, the cross-correlated periods will not have an equal
number of samples in most cases and are thus zero-padded to adjust segment
lengths for the cross-correlation process.
Figure 4.4 displays the autocorrelation function rk of a voiced speech frame
xk, between the 2 to 20 ms lag range. The M period segments, pm where m =
{1, 2, . . . ,M}, are labeled and separated using dashed boundaries. The CrossCorr
score, C[k], is thus computed as,
C[k] =
M−1∑
m=1
max(rˆm[z
′]) , (4.8)
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p p p
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Figure 4.4: Normalised autocorrelation function (2 to 20 ms lag range) of a frame
of voiced speech.
where rˆm is the cross-correlation function between the assumed periods (pm seg-
ments with a varying number of Nm zero-padded samples) of rk, specified in
(4.6), and is calculated as,
rˆm[z
′] =
Nm−z′∑
j=1
(
pm[j]pm+1[j + z
′]
)
. (4.9)
The CrossCorr score C[k], is thus an indicator of periodicity, within a desired
pitch range, and is therefore robust to random, and even most quasi-periodic,
noise.
Figures 4.5 (a) and (c), display the normalised autocorrelation function rk, of
a frame of noise and voiced speech from the 2 to 20 ms lag range, respectively.
The processed audio frames were obtained from a recording of SNR = (−5)
dB, where noise is the dominant signal. It can be seen that the MaxPeak score
would fail in this example, as the maximum peak of rk does not provide a good
discriminant feature, however the autocorrelation of the voiced segment is clearly
more periodic. Figures 4.5 (b) and (d), display the projection of the assumed
periods of rk, of the noise and voiced frames, onto one another, respectively. It
can be seen that the similarity of the assumed periods is observable for voiced
speech. The C[k] score quantifies this similarity that is observed between the
assumed periods of rk, which in this case proves to be a robust voiced speech
detection feature at SNR = (−5) dB.
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Figure 4.5: Normalised autocorrelation function (2 to 20 ms lag range) of (a)
voiced speech and (c) noise segments and the projection of their periods, displayed
in (b) and (d), respectively.
4.3 Noise Robust VAD Systems
This section proposes two novel VAD algorithms using the VAD features pre-
sented in Section 4.2, which were developed as part of this research programme.
The first system, outlined in Section 4.3.1, is titled the non-Gaussianity by his-
togram distance (NG-by-HD) VAD system, which employs the HDS and NGS
features described in Sections 4.2.1 and 4.2.2, respectively. The second system is
referred to as the autocorrelation zero-crossing rate (AZR) system and is detailed
in Section 4.3.2. The AZR system incorporates the MaxPeak and CrossCorr
features depicted in Sections 4.2.3 and 4.2.4, respectively.
4.3.1 The NG-by-HD System
The non-Gaussianity by histogram distance (NG-by-HD) VAD system employs a
combination of the NGS and HDS VAD decisions, obtained through independent
thresholding of the NGS and HDS features, to provide noise robust VAD decisions.
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The threshold tuning process for all VAD systems is presented in Section 4.4.1.
Consistent with the goal of noise robustness, this system is focused on detecting
the characteristics of voiced speech, as unvoiced speech is less distinctive and
more likely to be masked by background noise. Unvoiced speech segments are
thus likely to pass un-detected using the raw NGS and HDS scores. For this
reason, a smoothing and hangover scheme is applied to these features to capture
the neighbouring unvoiced speech segments. To do this, first a moving average
filter is used to pad short gaps and remove spikes that may be present in the
extracted features. Then, a pre- and post-hangover scheme is conducted on the
VAD decisions obtained through thresholding of the NGS features. Based on the
study by Hermansky and Cox [54], voiced speech is typically preceded by 300
ms, and followed by 500 ms, of unvoiced speech. Hence, a pre-hangover of 300
ms and post-hangover of 500 ms is utilised to ensure a more accurate boundary
expansion of the NGS detected segments.
A unique decision fusion is employed to achieve a higher precision VAD pro-
cess. The independent VAD decisions, obtained using thresholding of the NGS
and HDS systems, are fused using the open-by-reconstruction morphological tech-
nique of image processing [106]. The motivation behind the fusion is to achieve
accuracy through combining the best decisions acquired by using the indepen-
dent features. This is based on the nature of the NGS feature being biased
towards insertions rather than deletions, due to the hangover scheme applied to
the thresholded NGS scores. The HDS system, on the other hand, provides spikes
of decisions and is thus biased towards deletions. This is due to the HDS feature’s
capacity for detection of extreme variations in the templates of the distributions
of successive frames, which more frequently occurs during speech and at noise-
to-speech, or speech-to-noise, boundaries. It can thus be said, that the NGS and
HDS features complement one another. To conduct this fusion, the decisions
obtained from the two features are used as masks and markers. A search is then
conducted for marked speech regions, by the HDS feature (markers), within the
NGS detected regions (masks). The mask regions encapsulating any markers are
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maintained as speech decisions, while masks with no markers are eliminated. This
decision fusion process is portrayed using an example provided in Figure 4.6.
Figure 4.6: NG-by-HD system uses the independent VAD decisions, in (a), are
used to conduct decision fusion using open-by-reconstruction to achieve the final
decisions, in (b).
4.3.2 The AZR System
The autocorrelation zero-crossing rate (AZR) VAD approach employs a sum of
the MaxPeak and CrossCorr scores to conduct noise robust VAD. In this system,
a normalisation process is carried out prior to the weighted sum fusion of the
output scores. This is conducted to achieve a wider score range for the MaxPeak
system, efficiently conduct the fusion, and obtain the final AZR scores. To do
this, the MaxPeak and CrossCorr scores are calculated independently, and the
MaxPeak scores M [k], derived in (4.7), are modified to achieve M ′[k] using,
M ′[k] = − log(1−M [k]) . (4.10)
after which, the CrossCorr and modified MaxPeak scores are combined using an
equally weighted sum fusion to obtain the frame-based AZR system score A[k],
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defined as,
A[k] = M ′[k] + C[k] , (4.11)
where C[k] is the CrossCorr score derived in (4.8).
The AZR system conducts voiced speech detection. For this reason the un-
voiced frames must be estimated to complete the VAD process. Based on the
study by Herrnstein et al. [55], which was employed to justify the hangover
scheme applied to the NGS scores in Section 4.3.1, a moving average smooth-
ing filter, with a length of 1 second, is employed to smooth the raw AZR scores
and compensate for the missed unvoiced frames. The smoothed scores are then
thresholded and segmented to complete the decision process of the AZR VAD
system.
Figure 4.7 (a) displays a noisy speech recording at SNR = 0 dB, corrupted
by a noisy kitchen scenario, in which high energy and spurious noise, as well
as Gaussian and periodic noise, are frequent. The regions of the recording that
include speech have been marked using the reference black plot. Figure 4.7 (b),
then displays the raw AZR scores (in blue) and the scores after the application of
the moving average smoothing filter (in red), extracted from the noisy recording
in Figure 4.7 (a). It can be seen, from this example, that the AZR VAD scores
are highly robust to noise.
4.4 Experiments
This section presents the evaluation results obtained using the two proposed
VAD systems, outlined in Section 4.3, and the four baseline VAD algorithms,
described in Section 3.4.1. The experiments are carried out with the aim of
conducting an extensive performance comparison, of the proposed and baseline
VAD approaches, across a wide range of noisy recording scenarios. The QUT-
NOISE-TIMIT database, detailed in Section 3.3.1, was utilised for carrying out
the VAD evaluations reported in this section. In Section 4.4.1, the threshold
tuning process for the VAD systems is described. Section 4.4.2 then presents the
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(a)
(b)
Figure 4.7: (a) A noisy recording at SNR = 0 dB and its reference speech end-
points (marked using solid black plot) and (b) the raw (blue plot) and smoothed
(red plot) AZR scores extracted from the noisy speech.
set of results, all of which are reported based on the VAD performance evaluation
metrics outlined in Section 3.2.1.
4.4.1 Threshold Tuning Scheme
As discussed in the previous sections, the proposed and baseline VAD algorithms
produce final VAD decisions using a simple thresholding process. To do this, a
constant threshold value is first selected, after that analysed frames with scores
below this threshold are labeled as non-speech segments, while those with scores
above the set threshold are marked as speech. It is thus important to devise a
threshold tuning scheme to obtain the required threshold values for achieving the
final VAD decisions for each evaluated system.
Recall from Section 3.3.1, that the QUT-NOISE-TIMIT database consists of
5 noisy scenarios, recorded at 10 locations, with 2 locations per scenario, sum-
marised in Table 4.1. In addition, the corpus provides three categories of noise
levels: low noise (SNR = 10 or 15 dB), medium noise (0 or 5 dB), and high noise
(−5 or −10 dB). In order to obtain unbiased test results over the entire QUT-
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NOISE-TIMIT corpus, the optimum threshold values for the location-1 scenarios
were generated using systems trained on the location-2 data, and vice versa. That
is, a 2-fold cross-validation approach was employed to minimise the half-total er-
ror rate (HTER) metric, giving equal weighting to the significance of the false
alarm rate (FAR) and miss rate (MR) metrics, with folds defined according to
noise location. This was employed for the training and testing of all developed
and baseline methods, with the exception of the G.729-B and ETSI systems, as
their parameters are fixed according to their standard specification [114, 16].
Table 4.1: QUT-NOISE-TIMIT corpus’ noisy scenarios and associated locations.
Scenarios Location-1 Location-2
CAFE Cafe Foodcourt
CAR Window down Window up
HOME Kitchen Living room
REVERB Carpark Pool
STREET City Suburb
Figure 4.8 displays an example of the HTER versus threshold plots, obtained
through evaluating the AZR VAD system across the 2 sets of locations, which were
utilised to tune each system. The minimum HTER obtained over each locations
is marked on the plots. The threshold that minimised the HTER metric across
location-1 was employed to carry out VAD on the location-2 data for each tuned
system, and vice versa.
4.4.2 VAD Evaluation Results
The overall performance of the two proposed VAD systems, NG-by-HD and AZR,
was compared to that of the two standard VAD approaches, G.729-B and ETSI,
and the two state-of-the-art systems, LTSD and Sohn’s LRT. The results of the
evaluation are detailed in Table 4.2. It can be seen that the two top perform-
ing systems are the AZR VAD approach and the NG-by-HD VAD system, with
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Figure 4.8: HTER versus threshold plot used to tune the AZR VAD system.
the AZR system achieving the lowest half-total error rate (HTER) metric of all
evaluated systems, at every noise level.
From Table 4.2, it can be concluded that the AZR VAD system outperforms all
baseline methods over the entire database. The AZR VAD achieves 33.5%, 28.5%,
and 12.2% relative improvements in HTER over the best performing baseline VAD
(the LTSD system) across the low, medium, and high noise scenarios, respectively.
The NG-by-HD system is not able to match the accuracy of the AZR VAD,
however this system also outperforms all baseline systems, displaying relative
improvements of 22.7%, 18%, and 8% with respect to HTER, over the LTSD
system, across the low, medium, and high noise scenarios, respectively.
A thorough analysis of the results in Table 4.2 reveals that the AZR VAD
is biased towards insertions, meaning a higher proportion of the overall HTER
metric obtained by the AZR system is due to higher false alarm rates (FAR).
This is also the case for all baseline VAD systems, with the exception of the
performance of the LTSD and G.729-B systems in high noise scenarios. In the case
of the AZR system, this may be due to the employed moving-average smoothing
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scheme, however it is necessary to first assess the performance of this system at
each noise scenario and location, as will be carried out further in this section. The
NG-by-HD system appears to be the only system to favour deletions, displaying
a higher miss rate (MR) at all noise levels. This is due to the reconstructive
fusion process, inherent to the NG-by-HD VAD system and presented in Section
4.3.1, which is employed to fuse the NGS and HDS based decisions to form the
NG-by-HD system.
Table 4.2: Percentage FAR, MR and HTER metrics for the proposed and baseline
VAD systems across the three noise levels at the minimum HTER.
VAD System
Low Noise Medium Noise High Noise
%FAR %MR %HTER %FAR %MR %HTER %FAR %MR %HTER
AZR 15.6 6.6 11.1 20.5 12.1 16.3 31.9 25.5 28.7
NG-by-HD 10.4 15.5 12.9 10.8 26.6 18.7 19.8 40.3 30.1
LTSD 20.7 12.8 16.7 26.2 19.5 22.8 28.6 36.8 32.7
Sohn’s LRT 24.6 20.4 22.5 33.5 28.9 31.2 56.5 25.0 40.8
G.729-B 33.7 18.8 26.2 34.2 31.5 32.9 35.0 50.2 42.6
ETSI 68.3 0.2 34.2 66.8 2.2 34.5 65.1 13.6 39.4
In order to conduct a more extensive analysis of the evaluation results, it would
be beneficial to assess the performance of each system at each noise scenario, as
well as the noise levels. Figure 4.9 thus displays the HTER percentages, per noise
level and scenario, as bar graphs for each of the evaluated VAD systems. Each
bar consists of a light and dark shade of colour. The dark shade represents the
proportion of HTER that is brought about by the miss rate (MR) metric, while
the lighter shade indicates the contribution of the false alarm rate (FAR) to the
HTER. The exact error percentages obtained at each noise level, for the systems,
can be found in Table 4.2.
From Figure 4.9, high FAR error proportions are observed for all systems
in the CAFE and HOME scenarios. This can be attributed to the presence of
background speech in these noisy scenarios. This background speech may be
falsely considered as target speech, thus leading to a high FAR. This is especially
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apparent in the case of high noise recordings with a negative SNR, where the
power of the background speech signal is higher than that of the labeled reference
utterance. The proposed NG-by-HD system is consistently the best performing
system in the CAFE and HOME scenarios, with the exception of the high noise
evaluations, in which the AZR system outperforms NG-by-HD in the HOME
scenario. High MR proportions and HTER, are observed for all systems in the
REVERB scenario, with the exception of ETSI displaying a high FAR proportion.
This may be due to reverb corrupting the speech signal. It can be seen that the
AZR VAD is less affected by the reverberant conditions when compared to the
NG-by-HD and four baseline methods. In fact, much of AZR VAD’s success can
be attributed to this system’s performance in the REVERB scenario.
Figure 4.10 displays a similar plot to those depicted in Figure 4.9, and provides
a visual comparison of the overall performance of each VAD approach across the
entire QUT-NOISE-TIMIT dataset. The values associated with the bar graphs
are provided in Table 4.2. It can be seen, that the two proposed VAD systems
outperform the four baseline techniques, with the LTSD VAD system being the
only serious contender, which still fails to match the performance of the AZR and
NG-by-HD VAD algorithms under noisy recording conditions.
4.5 Discussion
The evaluation results provided in the previous section indicate that the proposed
AZR VAD and NG-by-HD VAD systems outperform the LTSD, Sohn’s LRT,
G.729-B and ETSI baseline VAD algorithms. The proposed systems employ
single dimensional features that are computed using the time-domain signal. The
computation associated with these features is simple and, as evident from the
evaluation results, effective. In addition, the thresholding process employed by
the proposed systems is carried out using a simple thresholding scheme and as
such, does not require complex classifiers which need to be trained using copious
amounts of data. The results also show that the proposed VAD systems are
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Figure 4.9: %HTER performance of proposed and baseline VAD systems for each
noise scenario across the three noise levels (dark shading represents half of the
%MR and lighter shade indicates half of the %FAR).
effective across a wide range of noisy recording scenarios and noise levels. In
addition, the scenario-specific performance evaluations, depicted in Figure 4.9,
can be utilised as a guide for selecting the more appropriate VAD system for a
given speech detection task. For example, it appears that the NG-by-HD system
90
4.6 Summary
Figure 4.10: Overall %HTER performance of proposed and baseline VAD systems
across the three noise levels (dark shading represents %MR and lighter shade
indicates %FAR).
would be a suitable choice for conducting VAD in a CAFE type scenario, where
background babble speech is the dominant noise signal, however the clear choice
for a REVERB environment would be the AZR VAD system.
4.6 Summary
In this chapter the task of noise robust voice activity detection was investigated.
A set of noise robust VAD features were first proposed and their computation
was presented. These included three novel features, namely HDS, NGS and the
CrossCorr score, and a proposed feature, referred to as the MaxPeak score. The
features were then employed to implement noise robust VAD systems. To do
this, the NGS and HDS features were combined, using a novel reconstructive
fusion approach, to achieve the NG-by-HD VAD system. Another noise robust
VAD approach was then developed through fusion of the MaxPeak and CrossCorr
scores.
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An extensive evaluation was carried out across the QUT-NOISE-TIMIT
dataset, which provided a wide range of noisy scenarios at varying SNRs to con-
duct this investigation. In these experiments, four baseline systems were also eval-
uated, which included the LTSD, Sohn’s LRT, G.729-B and ETSI VAD systems.
The best performing baseline VAD algorithm proved to be the LTSD system,
however this system was outperformed by both the proposed VAD methods. The
AZR system was consistently the best performing VAD approach and achieved a
33.5%, 28.5%, and 12.2% relative improvement in HTER, over the LTSD system,
across the low, medium, and high noise scenarios, respectively. The AZR system
significantly outperformed all systems in the reverb noise scenario.
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• H. Ghaemmaghami, D. Dean, S. Sridharan and I. Mccowan, “Noise ro-
bust voice activity detection using normal probability testing and time-
domain histogram analysis,” in IEEE International Conference on Acous-
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Chapter 5
Speaker Linking in Large
Datasets
5.1 Introduction
In Chapter 4, the task of noise robust voice activity detection (VAD) was inves-
tigated in detail and novel approaches were proposed. As previously discussed,
VAD is an essential stage in a speaker attribution system and ensures the purity
of an analysed signal, with respect to speech content. After carrying out VAD,
the successive employment of speaker diarization and speaker linking modules is
required to achieve attribution. As the feasibility of an attribution system, capa-
ble of annotating a large dataset, is significantly dependent on the efficiency of
the speaker linking module, this chapter is dedicated to the task of linking. The
chapter begins by providing the theoretical basis for the key components that
are necessary to implement a robust and efficient speaker linking system. These
components include speaker modelling, model comparison and speaker clustering.
In Chapter 2, the key elements that lead to the inaccurate modelling and
clustering of speaker segments, especially across independent recordings, were
identified as inter-session variability and sparsity of data. To overcome these
pitfalls, this work proposes the use of the state-of-the-art joint factor analysis
(JFA) modelling approach, using a Gaussian mixture model (GMM) universal
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background model (UBM), as proposed by Kenny et al. [64]. JFA modelling
provides the possibility of explicitly modelling channel variation [61, 62, 126, 127]
and, through the use of a previously trained GMM-UBM, the ability to efficiently
adapt detailed models for short segments of data. This chapter thus proposes the
employment of the JFA approach for speaker modelling in speaker linking, and
provides the details and theoretical computations required for carrying out this
process.
In speaker clustering, whether as a stage to diarization or linking, after obtain-
ing the speaker models, a pairwise model comparison metric is required to carry
out the clustering process. The comparison metric is typically based on some form
of likelihood measure, such as the Bayesian information criterion (BIC) [23, 32]
depicted in Chapter 2, and can also be utilised as a stopping criterion for the
clustering process. In this chapter, the employment of the cross likelihood ratio
(CLR) is proposed as the model comparison metric for discriminating between
JFA adapted models, which will be used throughout the remainder of the work
presented in this dissertation. The CLR measure has been shown to be a ro-
bust model comparison metric [13, 68], and can be incorporated into the JFA
modelling framework [51]. In addition, this chapter proposes the CLR metric
as a potential stopping criterion to the task of speaker clustering, which will be
verified through extensive evaluations carried out in Chapter 6.
The pairwise model comparison scores are obtained with the ultimate goal
of identifying similar models and carrying out the speaker/segment clustering
process. As discussed in Section 2.3, the current and state-of-the-art clustering
techniques that are employed for diarization are based on agglomerative hierar-
chical clustering, using an iterative merging and retraining approach. This is an
extremely inefficient method of clustering with virtually no proposed alternative
approach that has been shown to outperform this technique. Recall from Section
2.4, van Leewuen proposes a form of agglomerative clustering without retraining
as a more efficient alternative for carrying out speaker linking [69], however no
evaluation was conducted to compare the accuracy of this approach to the tra-
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ditional agglomerative merging and retraining technique. In this chapter, these
two clustering methods are presented as the baseline clustering techniques. In
addition, two forms of linkage clustering, namely single- and complete-linkage,
are proposed as alternative techniques and are detailed in this chapter.
The proposed techniques for robust and efficient speaker model adaptation,
model comparison and clustering, presented in this chapter, are directly employed
in the implementation of a novel speaker linking system. The proposed linking
system employs JFA modelling with session compensation, CLR pairwise model
similarity scoring and the proposed complete-linkage clustering method to over-
come the limitations that are posed by linking in large datasets. This system
is then evaluated using the NIST SRE 2008 corpus, described in Section 3.3.3,
through a series of experiments.
To evaluate the linking systems across the NIST SRE 2008 telephone record-
ings, it is necessary to first conduct diarization. In order to strictly evaluate
the performance of the linking methods, perfect (reference) diarization labels are
employed so as to eliminate the errors introduced through erroneous diarization.
The speaker linking module is thus treated as speaker attribution using perfect
diarization and for this reason, the proposed attribution error rate (AER) metric
is employed to evaluate the linking systems. These evaluations aim to provide
insight into the significance of session compensation in speaker linking and the
performance of the proposed clustering techniques compared to the baseline clus-
tering approaches.
Section 5.2 provides the theoretical computations necessary for carrying out
JFA speaker/segment modelling using a GMM-UBM. Section 5.3 then introduces
the CLR and presents the computation of this pairwise measure between JFA
adapted models. The potential use of the CLR metric as a stopping criterion
is also provided in this section. Section 5.4 provides the required stages for
carrying out the popular and traditional baseline clustering techniques that are
utilised for comparison throughout this dissertation. Specifically, agglomerative
clustering with retraining (ACR) and van Leeuwen’s agglomerative clustering
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without retraining (AC) [69] are presented. This is followed by the proposal of
linkage clustering as an alternative technique in Section 5.5, where single-linkage
clustering (SLC) and complete-linkage clustering (CLC) methods are presented
and depicted in this section. Section 5.6 then provides a visual example of the
clustering techniques detailed in Sections 5.4 and 5.5. Section 5.7 proposes a
speaker linking system for conducting linking in large datasets and presents a
series of experiments to evaluate the performance of this system against state-of-
the-art linking methods. Finally, Section 5.8 concludes the chapter by providing a
summary of the key findings. It must be noted, that the theoretical computations
and proposed techniques for speaker modelling and clustering, depicted in this
chapter and employed for speaker linking, are also used to ultimately conduct
speaker attribution, as will be discussed and evaluated in Chapter 6.
5.2 JFA Speaker Segment Modelling
The concept of JFA modelling was first introduced by Kenny [64] as an extension
to the eigenvoice modelling approach, proposed by Kenny et al. [61]. Both
techniques are based on the mean-only maximum a posteriori (MAP) adaptation
method for speaker modelling, proposed by Reynolds et al. [104]. In the classical
mean-only MAP adaptation approach to speaker modelling, a previously trained
GMM-UBM with a mean supervector m, obtained through concatenating the
independent component mean vectors of the UBM, is employed to adapt models
for a randomly selected speaker. Each speaker/segment s is modelled using a
single mean supervector m(s), and it assumed that for each speaker a diagonal
matrix D exists, such that,
m(s) = m+Dz(s) , (5.1)
where z(s) is a vector of hidden variables with a standard Gaussian distribution,
N(z|0, I).
In the eigenvoice modelling method the same concept to MAP adaptation is
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used, however it is instead assumed that a speaker can be represented using a
linear combination of the speaker independent UBM mean supervector m, and a
rectangular low rank transformation matrix V , such that,
m(s) = m+ V y(s) , (5.2)
where y(s) is a vector of hidden variables with a standard normal distribution.
The factor analysis model is then achieved through combining the MAP adap-
tation and eigenvoice modelling concepts, thus representing a speaker using,
m(s) = m+ V y(s) +Dz(s) , (5.3)
where it is assumed that y(s) and z(s) are statistically independent, with a stan-
dard normal distribution. This representation would be considered as a suitable
model, however one of the key elements that results in the degradation of speaker
recognition systems is the presence of session variability across different record-
ings. The JFA modelling approach was thus motivated by the idea of explicitly
modelling these channel variations. To do this, assuming there are I recordings
(indexed by i) for a given speaker s, the speaker and session dependent mean
supervector mi(s) is introduced as,
mi(s) = m(s) +Uxi(s) , (5.4)
wherem(s) is the speaker dependent, session independent, GMM mean supervec-
tor and xi(s) is a low-dimensional representation of the conditions in the record-
ing, referred to as the channel factors, with a standard normal distribution. The
session variability subspace is defined by the rectangular low-rank transformation
matrix U . The speaker adaptation process can then be carried out through using
the posterior distribution of mi(s) to adapt m(s) to the new channel conditions,
as in the eigenvoice adaptation approach developed by Kenny et al. [61]. It must
be noted, that the mean supervectors are of dimension CF × 1, with C being the
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number of mixture components in the GMM-UBM and F the dimension of the
feature vectors.
It can be seen that through JFA model adaptation, using a GMM-UBM,
session independent speaker models can be constructed using limited amounts
of data through adapting the mean supervector of the GMM-UBM, according
to the JFA modelling approach outlined in this section. In addition, the session
compensation approach, incorporated into the JFA modelling technique, has been
shown to also provide some form of intra-speaker variability modelling [62], thus
achieving further robustness. These qualities make the JFA modelling technique
a desirable and suitable approach for the modelling of speaker segments in the
task of speaker linking and attribution.
5.2.1 JFA Hyperparameter Estimation
The factor analysis model for a selected speaker is specified by Λ, a set of five
hyperparameters of the form,
Λ = (m,U ,V ,D,Σ) , (5.5)
where, m is the UBM mean supervector of dimension CF × 1, U is the trans-
formation matrix from the channel subspace to the UBM space of dimensions
CF × Rc with Rc being the channel rank, V is the speaker subspace transfor-
mation matrix of dimensions CF × Rs with Rs being the speaker rank, D is
a CF × CF diagonal matrix and Σ is a CF × CF diagonal covariance matrix
containing each of the GMM components’ diagonal covariance matrix.
To estimate the hyperparameters, an offline training process is employed based
on the approach proposed by Vogt et al. [126]. First, a combined gender GMM-
UBM is trained using C mixture components. m and Σ are then obtained directly
from the background model represented by GMM-UBM. In the full JFA model
Dz(s) is used to model the residual variability that is not captured by the speaker
subspace, where D is the diagonal relevance MAP loading matrix and can be
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estimated using the empirical method proposed by Reynolds et al. [104], which
states that D must satisfy the following constraint:
I = τDTΣ−1D , (5.6)
where I is the identity matrix, τ is the relevance factor and Σ is a diagonal matrix
of the components’ covariance matrices Σc.
The speaker and session subspaces are then estimated acquired using a coupled
expectation-maximization (EM) algorithm based on the GMM-UBM supervector
space. In this approach, session variation is removed during the estimation of
V through incorporating the previously trained session variability component U
[126]. A 50-dimensional session subspace (Rc = 50) and 200-dimensional speaker
subspace (Rs = 200) were trained in this manner using telephone data from the
Switchboard II, NIST SRE 2004 and SRE 2005 (these datasets were presented
in Section 3.3). The details associated with the JFA hyperparameter estimation
techniques are presented by Kenny and provided in [64].
5.3 CLR Comparison of Segment Models
In order to carry out the task of speaker clustering, using the JFA adapted speaker
segment models, it is necessary to first employ a pairwise model comparison met-
ric to compare the acquired models. Recall from Section 2.3.3, the CLR metric
is a model similarity measure that has been shown to be a robust comparison
measure when analysing adapted speaker models [13]. In addition, CLR scoring
can be accommodated by the JFA modelling method, using the applicable math-
ematical derivations presented by Glembek et al. [51, 64]. For these reasons, and
others depicted in this section, the CLR similarity measure is employed to provide
a comparison between pairs of JFA adapted speaker segment models throughout
this work .
Given two segments i and j, and their associated feature vectors xi and xj,
respectively, the pairwise CLR score aij, which measures the similarity of the two
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segments with respect to their speaker identity, is computed as,
aij =
1
Ki
log
p(xi|Mj)
p(xi|MB) +
1
Kj
log
p(xj|Mi)
p(xj|MB) , (5.7)
where, Ki and Kj represent the number of feature vectors in xi and xj, re-
spectively. Mi and Mj are the JFA models adapted using the GMM-UBM and
the data in xi and xj, respectively. p(x|M) then denotes the likelihood of the
data x, given the segment’s JFA adapted model M , and MB is the GMM-UBM
representing the general speaker population.
The theoretical computation defined in (5.7) is a general depiction of the
nature of the CLR metric. In order to compute this measure between pairs of
JFA adapted models, it is necessary to incorporate JFA modelling into the CLR
framework. This requires some notation to first be defined. Recall from (5.5) and
(5.6), in the case of JFA modelling, Σ is a CF ×CF diagonal covariance matrix
containing each of the c GMM components’ diagonal covariance matrix, Σc of
dimension F × F . Using this, for a given speaker model M of c (c = {1, . . . , C})
mixture components, adapted using the data in x, the zeroth, first and second
order Baum-Welch statistics can be obtained [64]. The zeroth order statistics
are defined as N c, the total number of observations that are accounted for by
the given mixture component. The first and second order statistics are then
computed as,
F c =
K∑
k=1
(xk −mc) , (5.8)
Sc = diag
(
K∑
k=1
(xk −mc)(xk −mc)∗
)
, (5.9)
where the sums extend over the K observations in xk that are aligned with the
given mixture component c, and mc is the mean vector of the c
th component and
a block within the mean supervector m.
Now let N be a CF × CF dimensional diagonal matrix consisting of each
component’s diagonal block N c. Let F be a CF × 1 dimensional vector achieved
by concatenating F c of each component. Finally, let S be a CF×CF dimensional
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diagonal matrix containing the per-component diagonal blocks Sc. Using this,
and the work by Kenny [64], the likelihood function providing the likelihood of a
segment x given a JFA adapted model M , can be calculated using,
logp(x|M) =
C∑
c=1
(
N clog
1
(2pi)
F
2 |Σc| 12
)
− 1
2
tr(Σ−1S)
+Z∗Σ−1F +
1
2
Z∗NΣ−1Z , (5.10)
where N , F and S represent the previously defined zeroth, first and second
order statistics of the cluster segment x calculated using model M , respectively
[51, 64]. Z is a representation of the sum of the speaker and channel supervectors.
Σ denotes the covariance of the speaker independent GMM-UBM and Σc is the
diagonal covariance matrix of mixture component c.
It can be seen, from (5.7) and (5.10), that the first two terms of (5.10) cancel
out during the CLR computation, due to the use of likelihood ratios [51]. The
likelihood of segment x given the model M is thus simplified to,
logp(x|M) = Z∗Σ−1F + 1
2
Z∗NΣ−1Z , (5.11)
where N and F of each segment were obtained over each component, c, of the
GMM-UBM. In addition, F is centralised on the GMM-UBM (MB) mean mix-
ture components, mc, to obtain Fˆ , using,
Fˆ =
K∑
k=1
p(c|xk,MB)(xk −mc) , (5.12)
which in the context of JFA modelling is achieved through,
Fˆ = F −NMB . (5.13)
The computation of the pairwise CLR measure, between the adapted JFA
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models, can thus be formulated using (5.7) and (5.11) as,
CLR =
1
Ki
[
(Zj −ZB)∗Σ−1Fˆ i + 1
2
Zj
∗N iΣ−1Zj − 1
2
ZB
∗N iΣ−1ZB
]
+
1
Kj
[
(Zi −ZB)∗Σ−1Fˆ j + 1
2
Zi
∗N jΣ−1Zi − 1
2
ZB
∗N jΣ−1ZB
]
, (5.14)
where, Zi, Zj and ZB represent Mi, Mj and the GMM-UBM MB, respec-
tively and are the sum of the speaker and channel supervectors for the associated
segments. Ki and Kj represent the sum of occupancy counts associated with
the features of the segments i and j, respectively, at each component, c, of the
GMM-UBM, MB.
It can be seen, from (5.7), that a large CLR value corresponds to a higher
similarity between the compared speaker segment models, and as such the CLR is
considered a similarity metric. The CLR measure thus carries out a pairwise sim-
ilarity comparison between two segments by quantifying how well each segment is
represented by a model constructed using the data in the other segment over the
likelihood of each segment being produced by the general speaker model in MB.
This likelihood ratio provides an interesting comparison as two segments that
are considered to be produced by the same speaker should achieve a higher likeli-
hood, given their competing segment’s model rather than the general GMM-UBM
model. To clarify, going back to the computation of the CLR metric presented
in (5.7),
aij =
Ti︷ ︸︸ ︷
1
Ki
log
p(xi|Mj)
p(xi|MB) +
Tj︷ ︸︸ ︷
1
Kj
log
p(xj|Mi)
p(xj|MB) , (5.15)
it is seen that (5.7) can be split into the two terms, Ti and Tj. When comparing
two segments i and j, a positive Ti value indicates that the data in segment i is
better represented by a model obtained from segment j, than a general speaker
model represented by the GMM-UBM MB, and hence segment i and j can be
merged. On the other hand, a negative Ti value indicates that the general speaker
model MB is a better representation of the data in segment i than a model
obtained from segment j, which would indicate that a merge is not recommended.
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This is similarly true when interpreting a positive, or negative, Tj value. In
addition, it can be seen that a Ti, or Tj, value of zero indicates that the general
speaker model provides just as good a representation as the competing segment
model.
In an ideal case, when analysing two segments uttered by the same speaker,
it is expected that both Ti and Tj would be positive with approximately the
same value (ratio of 1) due to the normalisation of each term using Ki and
Kj, respectively. Such a scenario would indicate that each segment is better
represented by its compared segment model than by the GMM-UBM. This is
while, for two segments uttered by different speakers, negative Ti and Tj values
are expected, as well as a larger difference, or less correlation, between the Ti and
Tj scores. This brings about a theoretically sound decision boundary for deciding
a merge, which can be represented by Ti=(−Tj), indicating that an aij value of
0 should ideally provide a satisfactory decision threshold for merging of speaker
segments. This calls for an extensive investigation using evaluation data to reveal
the stopping threshold inherent to the CLR metric, which could potentially be
employed as a stopping criterion to speaker clustering in linking and attribution.
This will be analysed in Chapter 6.
5.4 Baseline Speaker Clustering
Speaker clustering is a common stage to both diarization and speaker linking
with significant influence on the efficiency and accuracy of these tasks, and ul-
timately the task of attribution [69, 131]. As a wide variety of clustering tech-
niques exist [56], it is beyond the scope of this research programme to present
and assess all possible clustering methods. For this reason, in this section two
dominant clustering methods are presented that are employed as baseline tech-
niques for conducting speaker clustering within speaker diarization and speaker
linking modules throughout this work. These include agglomerative clustering
with retraining (ACR), and a simple agglomerative clustering without retraining
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approach (AC) that was first employed by van Leeuwen for speaker linking [69].
The clustering techniques depicted in this section, all take as input a square
score matrix containing the pairwise CLR scores. For this reason, in order to
present the various clustering methods, an upper-triangular CLR score matrix
A, containing the pairwise CLR scores aij, is constructed prior to clustering and
employed by all clustering approaches presented in this section.
5.4.1 Agglomerative Clustering with Retraining (ACR)
The most commonly employed clustering technique in speaker diarization is
the agglomerative clustering approach with iterative merging and retraining of
speaker segment models, as employed by Wooters et al. [131]. In this method,
all cluster pairs are considered for merging and at each iteration a merge of the
best candidates is conducted. After each iteration a new model of the merged
clusters is retrained and the same process is repeated until a stopping criterion
is reached. To carry out this process beginning with N segments and the N×N
upper-triangular CLR score matrix A:
1. Initialise C = N clusters, assigning segment i to Ci.
2. Obtain the maximum similarity score, aij and its corresponding clusters Ci
and Cj.
3. Merge segments i and j by combining the segments into Ci, retraining new
model for Ci and removing Cj.
4. Obtain the new (N − 1)× (N − 1) CLR score matrix A.
5. If the stopping criterion is satisfied stop clustering, else repeat from step 2.
5.4.2 Agglomerative Clustering (AC)
As discussed in Chapter 2, the task of speaker linking was first proposed by
van Leeuwen [69], with the aim of clustering common speaker identities in large
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audio archives. In order to overcome the inefficiencies associated with iterative
merging and retraining of speaker models, as in the ACR approach, the retraining
phase of this clustering technique was eliminated, however the study by van
Leeuwen [69] did not provide an evaluation of this AC technique against its ACR
counterpart. To conduct agglomerative clustering without retraining, using the
approach employed by van Leeuwen:
1. Initialise C = N clusters, assigning segment i to Ci.
2. Find the maximum similarity score, aij and its corresponding clusters Ci
and Cj.
3. Merge segments i and j by only removing column j from A.
4. Obtain the new (N)× (N − 1) attribution matrix A.
5. If the stopping criterion is satisfied stop clustering, else repeat from step 2.
In this approach, a merge of clusters Ci and Cj constitutes the removal of
the column associated with cluster j. This is done to remove competing merge
candidates that appear in the same column. The advantage of this technique
is that competing, and possibly erroneous, links to third-party clusters, which
are created as a result of this merge, are removed [69]. In this method the
row associated with cluster j is retained until it is removed, column-by-column,
through the merge process, which may, or may not, lead to erroneous linking of
clusters. This is investigated using an extensive evaluation later in the chapter.
5.5 Proposed Speaker Clustering
In this work, a linkage approach is proposed to the task of speaker clustering.
Linkage clustering does not employ a retraining stage and is thus computation-
ally more efficient than the ACR method, described in the previous section. In
addition, in linkage clustering the distances between clusters are obtained and
updated based on set rules, which take into account the relationship between all
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competing cluster pairs. The set linkage rules thus provide a theoretical basis for
updating all pairwise cluster scores and links, as opposed to the AC approach,
which removes some, but not all, competing cluster links. In this section, single-
linkage and complete-linkage clustering techniques are presented. The choice of
these linkage approaches is motivated by the simplicity of the linkage rule em-
ployed by these methods for updating the pairwise cluster scores after a merge
is carried out between two assessed clusters. In addition, the two said linkage
techniques do not apply further processing of the CLR scores in order to update
the pairwise score values, as opposed to other linkage techniques such as average-
linkage clustering [56]. For this reason, these techniques can be applied without
interpreting the results of the operations conducted to update the pairwise CLR
scores after a merge.
5.5.1 Single-Linkage Clustering (SLC)
Linkage clustering is considered a hierarchical clustering method in which the
pairwise distance between clusters is employed to construct a clustering tree that
displays the relationship between existing clusters. The obtained tree represen-
tation is then utilised to merge candidate clusters based on a rule defined by the
type of linkage clustering. In the linkage approach, clustering is carried out using
a distance threshold or the desired number of output clusters as the stopping
criterion to the clustering process [56].
Linkage clustering uses cluster distances, however the CLR is a similarity met-
ric. For this reason, it is necessary to first ensure that the CLR metric conforms to
the following properties of non-negativity, reflexivity, dissimilarity and symmetry
[56]. In Section 5.3, it was revealed that the CLR is symmetric and a similarity
metric, thus to achieve dissimilarity, non-negativity and reflexivity of this metric,
without compromising the integrity of the pairwise CLR scores, the procedure in
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(5.16) is employed to obtain lij, from the raw aij values.
lij =
 e(−aij), (i 6= j),0, (i = j). (5.16)
In single-linkage the distance between two clusters is determined by the dis-
tance between the two closest elements belonging to each cluster, where each
element is itself a cluster that was merged into the current cluster. To carry out
single-linkage clustering, the upper-triangular matrix L, obtained fromA, is used
to conduct the following subsequent stages:
1. Initialise C = N clusters, assigning segment i to Ci.
2. Find the minimum score, lij and its corresponding clusters Ci and Cj.
3. Merge segments i and j by merging Ci and Cj into Ci′ = {Ci, Cj}, and
removing rows and columns i and j from L.
4. Obtain the new (N −1)× (N −1) matrix L, by computing the distance be-
tween newly formed cluster and remaining clusters using the single-linkage
rule:
li′r = min(lir, ljr) , (5.17)
5. If the stopping criterion is satisfied stop clustering, else repeat from step 2.
5.5.2 Complete-Linkage Clustering (CLC)
Complete-linkage clustering is identical to the SLC method, with the exception of
the criterion employed for obtaining the distance between a newly formed cluster
and remaining clusters. In complete-linkage clustering the distance between the
most distant elements in two clusters is set as the distance between the two
clusters. This technique discourages the growth of elongated clusters and thus
avoids the adverse chaining-effects associated with the SLC approach [56]. This
chaining-effect is not desirable to the task of clustering. For example, in a scenario
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where two clearly independent clusters may be at close proximity with respect
to one another, based on only two single elements at the edge of each of these
respective clusters, the two clusters would be chained, leading to unavoidable
errors due to the false merge. This is while, complete-linkage clustering takes into
account the best worst-case pairwise CLR scores, thus avoiding cluster chaining,
and by assessing the relationship between all elements of two clusters, rather
than only two elements as in the AC approach, clustering is carried out. The
complete-linkage clustering process begins by using L:
1. Initialise C = N clusters, assigning segment i to Ci.
2. Find the minimum score, lij and its corresponding clusters Ci and Cj.
3. Merge segments i and j by merging Ci and Cj into Ci′ = {Ci, Cj}, and
remove rows and columns i and j from L.
4. Obtain the new (N − 1) × (N − 1) matrix L, by computing the distace
between newly formed cluster and remaining clusters using the complete-
linkage rule:
li′r = max(lir, ljr) , (5.18)
5. If the stopping criterion is satisfied stop clustering, else repeat from step 2.
5.6 Visualising the Clustering Methods
In this section an example of a clustering task is provided and clustering is con-
ducted using the baseline AC method (Section 5.4.2), and the two linkage tech-
niques (Section 5.5), to demonstrate these techniques in a practical setting. It
must be noted, that as the ACR method employs model retraining, it cannot be
visualised. Furthermore, in this example the linkage methods are applied to the
raw similarity matrix A, as opposed to the converted proximity matrix L. This
is done for comparison purposes and it must be noted that the results will not
differ, as large similarity scores will correspond to small proximity values.
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To demonstrate the clustering process using each of the said clustering tech-
niques, each method is first presented with the same arbitrary pairwise similarity
score matrix, A:
A =

a b c d e
a − 0.3 0.8 0.1 0.5
b 0.3 − 0.5 0.3 0.2
c 0.8 0.5 − 0.6 0.4
d 0.1 0.3 0.6 − 0.2
e 0.5 0.2 0.4 0.2 −

,
where, 5 clusters are compared and each row, or column, is labeled using its corre-
sponding cluster label a, b, c, d or e. The diagonal elements, indicating a cluster’s
self-similarity score, have been removed as they are irrelevant to the clustering
task. As previously discussed, due to the symmetry of the CLR metric, only
the upper-triangle of A is required to conduct the clustering task. In addition,
as all compared clustering techniques begin by merging the most similar pair of
clusters, the highest similarity score is marked to indicate the starting node of
each of the compared clustering methods.
A =

a b c d e
a − 0.3 0.8 0.1 0.5
b − − 0.5 0.3 0.2
c − − − 0.6 0.4
d − − − − 0.2
e − − − − −

5.6.1 Agglomerative Clustering (AC)
The AC approach conducts a merge based on the highest pairwise similarity score
and then removes the column containing the highest score, while updating the
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cluster labels based on the merge. This process is demonstrated below:
⇒ merge: a′ = {a, c} , update:

a′ b d e
a′ − 0.3 0.1 0.5
b − − 0.3 0.2
a′ − − 0.6 0.4
d − − − 0.2

⇒ merge: a′ = {a, c, d} , update:

a′ b e
a′ − 0.3 0.5
b − − 0.2
a′ − − 0.4
a′ − − 0.2

⇒ merge: a′ = {a, c, d, e} , update:
( a′ b
a′ − 0.3
)
⇒ merge: a′ = {a, c, d, e, b} ,
where, the highest pairwise similarity score, at each iteration of the AC method,
is annotated using a box and bold font. In addition, the outcome of the clustering
process, after each merge, is summarised in the boxes provided prior to updating
A. Clustering is carried out until a single cluster remains.
5.6.2 Single-Linkage Clustering (SLC)
In the AC approach some of the links to third-party clusters, created as a result
of a merge, are removed through column deletion, while some links remain in
the row representing the cluster with the deleted column. In the SLC method,
both the columns and rows of a merged cluster are removed and remaining scores
are updated using (5.17). The SLC method is thus an optimistic approach and
assumes the best link to third-party clusters, this causes a chaining effect that en-
sures the SLC approach is biased towards forming elongated clusters, as discussed
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in Section 5.5.1.
⇒ merge: a′ = {a, c} , update:

a′ b d e
a′ − 0.5 0.6 0.5
b − − 0.3 0.2
d − − − 0.2

⇒ merge: a′ = {a, c, d} , update:

a′ b e
a′ − 0.5 0.5
b − − 0.2

⇒ merge: a′ = {a, c, d, e} , update:
( a′ b
a′ − 0.5
)
⇒ merge: a′ = {a, c, d, e, b}
In the above example, the updated scores between the merged and remaining
clusters are marked using bold font. In this example, the clustering result is
identical to the AC method with the exception of the final merge that is conducted
at a higher similarity score than that of the AC approach. In the SLC method
the last two merges are equally likely, while this is not the case when using the
AC technique. This is a result of the column deletion approach associated with
the AC method, which ensures the removal of some of the competing links to
third-party clusters.
5.6.3 Complete-Linkage Clustering (CLC)
The CLC technique employs (5.18) to update the pairwise scores associated with
newly formed clusters. This is the opposite to the SLC method, in that it is
a pessimistic approach based on the best worst-case scenario scores. The CLC
method thus overcomes the unwanted chaining effects of SLC by only allowing
replacement of links to third-party clusters with similarity scores lower than the
original scores, after a merge is carried out and the scores are updated. This
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example shows how the outcome of the CLC approach significantly differs to that
of the AC and SLC techniques.
⇒ merge: a′ = {a, c} , update:

a′ b d e
a′ − 0.3 0.1 0.4
b − − 0.3 0.2
d − − − 0.2

⇒ merge: a′ = {a, c, e} , update:

a′ b d
a′ − 0.2 0.1
b − − 0.3

⇒ merge: b′ = {b, d} , update:
( a′ b′
a′ − 0.1
)
⇒ merge: a′ = {a, c, e, b, d}
The CLC clustering method achieves two distinct clusters, prior to merging
of all clusters into a single node. This is a clear demonstration of the limitations
that are posed by complete-linkage clustering to the merging process, due to the
best worst-case scenario scheme inherent to this approach, which does not allow
for the erroneous formation of elongated clusters as a result of cluster chaining.
5.7 Speaker Linking Using Complete-Linkage
Clustering
The previous sections of this chapter presented the necessary tools for carrying
out speaker linking. In this section a speaker linking system is proposed and
employed to carry out two sets of experiments. First, the significance of session
compensation is evaluated through a comparison of JFA and mean-only MAP
adaptation for speaker modelling in linking. In the second set of evaluations,
the proposed linking system is compared to the baseline agglomerative clustering
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methods, presented in Section 5.4, with the aim of evaluating the efficiency and
accuracy of these techniques for carrying out speaker linking in large datasets.
Evaluations of the speaker linking systems are conducted using 691 inter-
session telephone conversation recordings, containing 2 speakers per recording,
from the 2212 recordings available in the summed channel Mixer-3 NIST SRE
2008 test data, presented in Section 3.3.3. The reason for selecting only an
excerpt of the dataset is due to the unavailability of the speaker identity keys for
the remainder of the recordings, as provided by NIST. This is because speaker
linking is a recently proposed task and for this reason limited data is available
that can accommodate linking evaluations. To obtain pure speaker models for
evaluating the linking systems, reference diarization labels were utilised to acquire
speaker homogeneous clusters for each of the two speakers, in each of the 691
recordings. Hence, obtaining 1382 initial clusters, produced by a total of 751
unique speaker identities.
The systems in this section all employ a combined gender GMM-UBM, trained
on the entire NIST SRE 2004 data with a selection of Switchboard II, phase
2 and 3 data, for increased diversity. The GMM-UBM was trained using 512
mixture components, 13 MFCC features, including the zeroth order coefficient,
with deltas and feature warping [87], extracted using a 20 bin mel-filterbank, 32
ms Hamming window and a 10 ms window shift. The extracted features from the
initial segments, used for the model adaptation process by each system, are similar
to that used for the GMM-UBM training process. It must be noted, that the
systems make no assumptions regarding the total number of speakers, or the true
number of unique speakers, in the provided dataset. Each linking system carries
out clustering until no further merge is possible and a single cluster is obtained.
The performance of the linking systems is then compared using the evaluation
metrics, presented in Section 3.2.3. The first experiment will employ the average
cluster purity and coverage metrics to reveal the specific inaccuracies associated
with the degrading effects of session variability. In the second experiment, the
AER metric is used to compare various speaker linking systems, with the ultimate
113
CHAPTER 5. SPEAKER LINKING IN LARGE DATASETS
goal of utilising the best approach for carrying out speaker attribution in Chapter
6.
Proposed linking system
The proposed speaker linking system employs speaker modelling using the JFA
approach with session compensation, as presented in Section 5.2, and the CLR
similarity metric for comparing the adapted JFA models (Section 5.3). The sys-
tem is designed for carrying out robust and efficient linking in large datasets.
To do this, the CLC approach, presented in Section 5.5.2, is employed to carry
out clustering in speaker linking. The CLC method is selected as it is hypothe-
sised to provide a robust and efficient method of clustering through eliminating
the retraining stage, associated with ACR, and providing a cautious approach to
updating the pairwise cluster scores, following a merge of two clusters.
5.7.1 Session Compensation Experiments
As previously mentioned, robust and efficient speaker modelling in speaker link-
ing is considered as one of the main limitations that is encountered when dealing
with a large number of inter-session audio recordings. Speaker model adapta-
tion techniques using a previously trained GMM-UBM, such as mean-only MAP
adaptation, have been proposed in speaker recognition literature [104, 105], as
discussed in Section 2.3.3. These techniques have provided the means for con-
structing extensive speaker models using limited amounts of available data and as
such, provide greater efficiency and robustness over GMM speaker modelling us-
ing only the given speaker utterance. These techniques, however, do not provide
the ability to construct session-independent speaker models, which is considered a
key degradation factor when conducting speaker clustering between inter-session
recordings [62, 127].
In this section, the proposed speaker linking system, referred to as the JFA
system, is compared to an identical linking system using mean-only MAP adap-
tation, referred to as the MAP system. Both systems employ CLR scoring and
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complete-linkage clustering. The clustering techniques are not evaluated in this
section, so as to focus on the modelling approach and the accuracy that is acquired
through explicit session variability modelling in speaker linking.
Baseline MAP system
The MAP system employs a mean-only MAP adaptation of a previously trained
GMM-UBM [104]. To do this, each of the initial speaker segments/clusters are
used to adapt the component means of the GMM-UBM and obtain a cluster model
represented by the common GMM-UBM, and a speaker- and session-dependent
GMM-UBM mean supervector offset, unique to an analysed cluster s, and session
i:
g(x) =
C∑
c=1
ωcN (x|µc,Σc) , (5.19)
where, g(x) represents the probability density function (PDF) of the GMM-UBM
of c = {1, . . . , C} mixture components, given the data in x for cluster s. ωc, µc
and Σc represent the weighting coefficient, mean vector and covariance of com-
ponent c of the GMM-UBM model, respectively. The adapted mean supervector
for cluster s, in session i, is then represented as:
mi(s) = [µ1
T , ...,µC
T ] . (5.20)
The MAP system utilises the same combined gender GMM-UBM as the JFA
system, described in Section 5.7. The hyperparameter estimation for the JFA
approach was carried out using the method presented in Section 5.2.1.
Results
Table 5.1 displays the average cluster purity (Cp) and cluster coverage (Cc)
achieved by each of the implemented linking systems. The Cp and Cc percent-
ages were obtained at the minimum difference of the two metrics, and, the true
number of speakers, as two operating points used for evaluation. The best results
at each operating point are marked using bold font, while a dash is used where
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Table 5.1: Comparison of MAP and JFA linking systems.
Baseline System Operating Point Cp(%) Cc(%) Speakers Obtained
MAP Cp ≈ Cc 83.04 83.04 750
MAP Speaker = 751 83.10 83.04 -
Proposed System Operating Point Cp(%) Cc(%) Speakers Obtained
JFA Cp ≈ Cc 87.08 87.12 774
JFA Speaker = 751 85.53 87.38 -
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Figure 5.1: Cp versus Cc for the MAP and JFA linking systems at different
number of clusters, with the operating point at minimum difference of the Cp
and Cc metrics marked on each plot
results are not applicable. As expected, it can be seen that an improvement of
Cp and Cc rates can be achieved using the JFA system, due to the incorporation
of session variability modelling.
Figure 5.1 displays the relationship between cluster purity Cp and cluster
coverage Cc metrics obtained by each system at different number of achieved
clusters. It can be seen that the JFA system performs consistently better than
the MAP approach, covering a larger area under the curve. The operating point,
corresponding to the minimum difference of the Cp and Cc metrics reported in
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Table 5.1, is marked on each plot.
5.7.2 Discussion
The results obtained using the proposed JFA based speaker linking system display
an approximate 24% relative improvement in the error rate, at the minimum
difference operating point (OP), compared to the results achieved by the MAP
system. The results in Table 5.1, display a higher Cp and Cc achieved using
the JFA based speaker linking system. This is while, the MAP system obtains
750 clusters out of the true 751 speakers/clusters at its minimum difference OP.
The JFA system, however, obtains 774 attributed clusters at this OP. It can be
concluded that the use of JFA with session variability modelling improves the
task of linking, however, short utterances prove difficult to attribute to their
correct clusters. This brings about a minor decrease in Cc, however a higher Cp,
at cluster counts slightly larger than the true number of speakers/clusters, can
be achieved.
From Figure 5.1, it can be seen that the JFA system performs consistently
better compared to the MAP linking system, with a larger coverage of the area
under the Cp-versus-Cc curve. This indicates that prior to the employment of
session variability modelling, clusters existed that were not attributed to their
correct speaker identities. This was observed to be due to cases where speakers
with identical sessions were attributed to the same speaker cluster, which was
resolved through incorporation of session compensation in the JFA approach.
The remaining error was mainly due to short length utterances that could not
be modelled with suitable accuracy, and would thus be attributed to the false
speaker identities.
Overall, it was demonstrated that the use of JFA with session compensation
is beneficial to the task of speaker linking, achieving a 24% relative improvement
with respect to the error rate, obtained at the minimum accuracy difference OP,
compared to MAP adaptation. For this reason, JFA modelling with session com-
pensation will be used throughout this work for conducting speaker modelling in
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speaker linking.
5.7.3 Clustering Experiments
In order to select an appropriate clustering method for speaker linking, it is impor-
tant to take into account the efficiency of the clustering approach. Traditional
agglomerative cluster merging and retraining techniques, presented as ACR in
Section 5.4.1, that are used for diarization [131], are not feasible for speaker link-
ing. This is especially true when dealing with a large number of recordings. For
this reason, van Leeuwen proposed a speaker linking system using an agglomera-
tive clustering approach that did not require model retraining [69], presented as
AC in Section 5.4.2. In the AC method merging of clusters is conducted using
individual segment-segment scores, which allows for greater efficiency compared
to the ACR approach. The study did not report on the accuracy that is sacrificed,
or gained, through eliminating this retraining stage [69].
This work proposes the use of CLC, presented in Section 5.5, as an alternative
to the ACR and AC techniques. CLC does not require a model retraining stage
and for this reason is more efficient than the ACR method. In addition, in the
CLC technique, the pairwise model similarity scores are updated after each merge,
using a best worst-case scenario selection criterion. This is a cautious strategy
and ensures that pairs of clusters are kept apart and not prone to chaining as
a result of forming within the same vicinity in the clustering space. In the AC
approach, this is, to some extent, achieved through column deletion [69], however
the same column deletion process can ultimately remove useful information for
clustering segments by association.
In this section, the task of speaker linking is investigated using the proposed
linking system in a set of evaluations. The aim of this section is to assess the
performance of the ACR and AC clustering techniques against the proposed CLC
linking approach. For this reason, the proposed speaker linking system will be
employed using the ACR and AC baseline techniques and the CLC approach. The
linking systems will be referred to using the name of their associated clustering
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Figure 5.2: Percentage AER versus CLR scores for the evaluated linking systems.
methods. The SLC technique is also evaluated, however this is to display the
extreme case of utilising the nearest neighbour criterion and to highlight the
accuracy that can be gained through employing the farthest neighbour clustering,
inherent to the CLC method.
Results
The evaluations were conducted on the NIST SRE 2008 test corpus, introduced
in Section 3.3.3, consisting of 691 two-speaker conversations between 751 unique
speakers. Clustering was carried out until a single cluster remained. The AER
metric, presented in Section 3.2.3, was used to compare the accuracy of the ACR,
AC, SLC and CLC linking systems. The results are displayed in Figure 5.2 and
Table 5.2.
In Figure 5.2, the horizontal axis has been reversed to display, from left to
right, the clustering of 1382 initial speakers/clusters into a single cluster. At first
each speaker linking system is initialised using (C = 1382) clusters, assigning
segment i to cluster Ci. After that each system conducts clustering using its
associated clustering technique, as presented in Sections 5.4 and 5.5. The plot
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Table 5.2: Comparison of clustering methods in speaker linking.
Baseline Systems Oracle AER CLR Obtained Speakers
ACR 26.46% 0.18 977
AC 23.54% 0.09 840
Linkage Systems Oracle AER CLR Obtained Speakers
SLC 30.64% 0.24 1073
CLC 18.68% 0.07 901
thus displays the change in AER for each linking system as each cluster merge
is conducted, until no merge is possible. In addition, the oracle AER point of
each system, obtained at its corresponding CLR threshold, has been marked on
all plots.
It can be seen, from Figure 5.2, that as more speakers are clustered correctly a
valley region appears in each plot. The lower this valley becomes, with respect to
the vertical axis, the more it is indicative of higher accuracy associated with the
analysed linking system. The robustness of each system is then displayed through
the width of this valley region, or the sharpness of the slope to the right of the
oracle AER point. This is because once a linking system achieves its oracle AER
point it will then begin to attribute incorrect speaker identities to the already
obtained clusters, thus giving rise to the AER until all speakers are merged into
a single cluster and the maximum AER is achieved. Hence, a wider valley region
indicates that the linking system is more robust and has first completed the
clustering of larger speaker segments that are the main contributors to the AER
metric.
5.7.4 Discussion
From Figure 5.2 and Table 5.2, it can be seen that the SLC linking system
displays the worst performance with the highest oracle AER and highest number
of obtained speaker identities at this AER point. The negative influence of the
chaining affect is clear from the shallow valley region of the SLC plot and the
sharp slope that follows its oracle AER point, as well as the high number of unique
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speakers at which the oracle AER is achieved. The ACR approach outperforms
only the SLC system and displays a similar performance to the SLC linking
system. This is interesting as linking is conducted using pure speaker models.
Hence, the ACR linking system is initialised with perfect speaker segment models,
however it displays a poor performance when compared to the AC and CLC
linking systems. It must be noted, that the noisy plot of the ACR system is due
to the retraining stage of this linking system, which brings about a change in
the CLR values through iterative model merging and retraining. It is the AC
approach [69, 122], that displays the best performance out of the two baseline
techniques employed for speaker linking. The AC method achieves the lower
oracle AER out of the two baseline systems and obtains the closest number of
unique speakers to the true number of speaker identities in the evaluation. This
shows that through eliminating the retraining stage of the ACR approach, and
avoiding the erroneous hard clustering decisions that are brought about as a result
of this retraining phase, higher efficiency and accuracy can be achieved in speaker
linking.
The CLC linking system outperforms the baseline ACR and AC systems with
a relative improvement of 29.4% and 20.6%, in AER, respectively. The CLC sys-
tem also outperforms SLC with a relative improvement of 39% in AER. The CLC
approach thus displays the lowest oracle AER, as well as the highest robustness
to the task of speaker linking with respect to the AER metric. This is achieved
through basing the clustering decisions on the best worst-case scenario and taking
into account the relationship between all elements within clusters when conduct-
ing a merge. In addition, even though the CLC system achieves a higher number
of unique speakers compared to the AC linking system, it can be seen that the
CLC system continues to achieve a lower AER at the optimal number of speakers
obtained by the AC approach. For this reason, it can be concluded that the CLC
method is the most suitable method for conducting efficient speaker linking in
large datasets, significantly outperforming the state-of-the-art AC technique and
the extensively employed ACR approach.
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5.8 Summary
This chapter provided the necessary theoretical foundations for the speaker mod-
elling and clustering techniques that are employed throughout this dissertation.
The choice of the proposed speaker modelling, model comparison metric and
clustering techniques was based on state-of-the-art speaker clustering techniques
for achieving both accuracy and efficiency. The use of JFA modelling was pro-
posed for carrying out the task of speaker segment modelling. This approach
was adopted due to the attractive nature of JFA, which allows for efficient model
adaptation with explicit modelling of session variability in different recordings.
Session variation can significantly degrade the performance of speaker linking, and
in turn attribution, especially when dealing with large archives of inter-session
recordings with instances of the same speaker identities appearing across record-
ings. The use of the cross likelihood ratio (CLR) similarity metric was proposed
for the purpose of carrying out the comparison of JFA adapted models. To do
this, the JFA modelling approach was incorporated into the CLR framework to
allow for the efficient pairwise scoring of JFA adapted models.
Two baseline clustering techniques were presented in this chapter, referred to
as the agglomerative clustering with retraining (ACR) and agglomerative clus-
tering (AC) without retraining methods. The ACR approach is known to be
the most extensively used technique in carrying out speaker segment clustering
when conducting diarization [80, 131]. This approach is also extremely inefficient,
however little work has been dedicated to the investigation of possible alterna-
tives. The only exception is a form of agglomerative clustering (AC) without
retraining proposed for speaker linking [69]. This chapter presented the AC ap-
proach with the aim of evaluating this technique against its popular counterpart.
Linkage clustering was then presented and proposed as an alternative method in
this chapter. Complete-linkage clustering (CLC) was introduced and proposed
for clustering in speaker linking, with the aim of achieving greater efficiency and
accuracy.
The methods and their associated theory, described in this chapter, provided
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the key components for efficiently carrying out the task of speaker linking in large
datasets. A speaker linking system was thus proposed using JFA modelling, and
the CLR metric, in order to provide efficiency in adapting and comparing exten-
sive speaker models using limited data. In the proposed system, clustering of the
models was carried out using the CLC approach. This system was then evaluated
using two sets of experiments that were conducted across the NIST SRE 2008
corpus, defined in Section 3.3.3. The first experiment provided a comparison
between mean-only MAP adaptation and the proposed JFA modelling with ses-
sion compensation. It was revealed, that the proposed JFA-based speaker linking
system outperforms the MAP approach with an approximate 24% relative im-
provement, with respect to cluster purity and coverage error rates. The second
experiment was then conducted to provide a comparison of the baseline and pro-
posed clustering techniques in speaker linking. To do this, the ACR, AC, CLC and
SLC techniques were used to carry out clustering in the proposed speaker linking
system. The proposed CLC linking system displayed the best performance, out-
performing the baseline ACR and AC approaches with a relative improvement
of 29.4% and 20.6%, in AER, respectively. The SLC system displayed the worst
performance of the four evaluated clustering methods. This was expected and
the evaluation was conducted to provide a measure of the improvement that can
be achieved through employing the farthest neighbour CLC criterion as opposed
to the nearest neighbour criterion of SLC. It was shown that this simple change
in criterion led to the CLC system achieving a relative improvement of 39% in
AER, over the SLC approach.
The research presented in this chapter resulted in the following publications:
• H. Ghaemmaghami, D. Dean and S. Sridharan, “Speaker linking using
complete-linkage clustering,” in 14th Australian International Conference
on Speech Science and Technology (SST2012), 2012.
• H. Ghaemmaghami, D. Dean, R. Vogt and S. Sridharan, “Extending the
task of diarization to speaker attribution,” in Interspeech, pp. 1049-1052,
2011.
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Chapter 6
Speaker Attribution in Large
Datasets
6.1 Introduction
Speaker attribution is a novel task, proposed by this dissertation, for annotating
a collection of spoken audio with the identities of the speakers that are present
in the analysed set of recordings. Speaker attribution can be regarded as a com-
bination of speaker diarization [13, 80, 131] and speaker linking [69, 122], both of
which are active areas of research [40, 117]. A speaker attribution system should
ultimately combine the process of attributing speech to speakers within a record-
ing, and, determining instances of the same speaker identities across recordings,
to allow for the annotation of a given set of spoken audio, with respect to speaker
identity. As the size of the analysed audio archive increases, so too does the
demand for greater efficiency in conducting attribution. It is thus necessary to
carry out the diarization and linking tasks in a more efficient manner and without
sacrificing accuracy. This chapter aims to investigate a feasible speaker attribu-
tion approach that would be applicable to large datasets containing multiple
inter-session recordings.
In Chapter 5, speaker linking and the limitations associated with this task
were presented. To overcome these limitations, a speaker linking system was pro-
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posed. The proposed system employed joint factor analysis (JFA) modelling with
session compensation, cross likelihood ratio (CLR) scoring and complete-linkage
clustering (CLC) for feasible speaker linking in large datasets. It was shown that
the proposed system outperforms the traditional agglomerative clustering with
retraining (ACR) method, which is commonly used for speaker clustering in di-
arization. The proposed system also outperformed an alternative agglomerative
clustering (AC) approach without retraining, as proposed by van Leeuwen for
clustering in speaker linking [69]. In this chapter, this system will be employed
as the speaker linking module for carrying out speaker attribution.
In order to conduct robust and efficient speaker attribution in large datasets,
using the proposed linking system from Chapter 5, a suitable speaker diarization
module is necessary. Recent techniques in diarization have drawn heavily from
speaker recognition approaches, applying techniques such as JFA modelling [63],
and probabilistic linear discriminant analysis (PLDA) modeling in the i-vector
space [122]. Other methods, such as variational Bayesian learning, have also
been proposed, and utilised together with JFA based techniques, to carry out the
task of speaker diarization with promising results [63], however these methods
have not been as popular as the JFA or i-vector approach due to the complexity
associated with the large number of parameters that need to be estimated at
each stage of the modelling process [120]. These techniques have provided the
means for carrying out reliable speaker modeling, however as previously noted,
clustering of speaker models in diarization is commonly carried out using the
traditional ACR approach [9, 67, 103, 128, 131]. This approach is not feasible
and becomes more inefficient as the length of the analysed recording increases.
In addition, the hard many-to-one decision applied through the retraining stage
of the ACR technique, following an incorrect cluster merge, can bring about
irreversible speaker errors that are then carried through the entire diarization
process [63, 69]. These are all qualities which are not desired when carrying out
speaker attribution in large datasets and thus need to be overcome.
The ICSI RT-07 diarization system, by the International Computer Science
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Institute (ICSI) at the University of California, Berkeley [131], presented in Sec-
tion 3.4.2, is a suitable representative of state-of-the-art speaker diarization ap-
proaches that employs the ACR method for carrying out speaker clustering. This
system was able to achieve first place in the NIST Rich Transcription (RT) 2007
evaluations of speaker diarization for meeting room recordings [40], and for this
reason is employed as a baseline speaker diarization system in this chapter. As
the NIST RT-07 dataset is not publicly available, the baseline ICSI diarization
system will be evaluated against proposed techniques using the broadcast news
data from the NIST RT-02 corpus, presented in Section 3.3.2. It must be noted
that this would not pose any restrictions to the ICSI system, which has also been
employed for the diarization of audio data from the broadcast news domain [131].
This chapter begins by proposing a suitable speaker diarization system for
carrying out speaker attribution, using the proposed linking system from Chapter
5. In Section 6.2, the proposed diarization system is first introduced and evaluated
against similar systems, which employ the baseline clustering techniques from
Section 5.4, over the NIST SRE 2008 telephone conversation dataset. The most
successful system is then selected and in Section 6.3, an investigation is carried
out regarding the various parameters and stages associated with the proposed
diarization method, in order to achieve greater diarization accuracy across the
NIST SRE 2008 data. The tuned system is then compared to the ICSI RT-07
diarization system, using the NIST RT-02 broadcast news data, to evaluate the
accuracy of this system. Section 6.4 then proposes a full speaker attribution
system, using the proposed speaker diarization and linking modules, and carries
out a series of experiments using subsets of the NIST SRE 2008 corpus to perform
a CLR threshold crosscheck analysis study. The proposed attribution approach
is then investigated further using evaluations performed on controlled datasets,
in Section 6.5. Section 6.6 discusses the potential use of the CLR metric as
a stopping criterion to speaker attribution and linking, as first hypothesised in
Section 5.3. Finally, Section 6.7 presents a discussion on the task of speaker
attribution and the findings of the chapter are then summarised and provided in
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Section 6.8.
6.2 Speaker Diarization Using Complete-
Linkage Clustering
The inefficiency and erroneous nature of the ACR approach was determined in
the speaker linking experiments, presented in Section 5.7.2. It was seen that even
in the case of speaker linking, where sufficiently large speaker-homogeneous seg-
ments were used to initialise the clustering process, the ACR failed to outperform
the baseline AC without retraining scheme and the proposed CLC techniques. In
addition, through empirical experiments, it was also revealed that the CLC ap-
proach provided the best results for speaker diarization. The speaker linking
system, depicted in Section 5.7, is thus the key motivation behind the proposal
of the speaker diarization system presented in this section.
6.2.1 Proposed Diarization System
The speaker diarization algorithm, proposed by this work, is inspired by the
ICSI RT-07 diarization system presented by Wooters et al. [131], and detailed in
Section 3.4.2. The proposed system, however, draws from the main techniques
incoprporated into the proposed speaker linking approach, in Section 5.7. The
proposed diarization system utilises JFA modelling and CLR scoring, along with
CLC. This diarization system consists of four main modules that are sequentially
applied to achieve diarization. The four modules include: voice activity detection
(VAD), linear segmentation, speaker clustering and boundary refinement. Each
module is detailed below.
Hybrid AZR VAD
The VAD stage of the proposed diarization system is based on the hybrid
speech/non-speech detection module of the ICSI RT-07 system, as detailed in
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Section 3.4.2. Recall from Chapter 3, the ICSI system first carries out an initial
energy-based VAD to obtain an approximate speech/non-speech segmentation.
In Chapter 4, the ineffectiveness of energy-based VAD, in the case of high noise
recordings, was revealed through extensive evaluation. For this reason, the use
of the novel autocorrelation zero-crossing rate (AZR) VAD system, presented in
Section 4.3.2, is proposed for carrying out this initial segmentation.
The AZR VAD system was shown to be the best performing approach com-
pared to the standard and state-of-the-art VAD systems, evaluated in Chapter 4.
This approach, however, requires a previously defined threshold for carrying out
VAD. It is highly optimistic to assume that the threshold employed in Chapter 4
would serve as a robust threshold for conducting VAD across a different corpus.
To eliminate the need for this set threshold, the model-based approach from the
hybrid speech/non-speech detection module of the ICSI RT-07 system is used. To
do this, after the initial AZR VAD segmentation is carried out, a small segment
of duration 0.1 to 1 second, displaying the lowest AZR scores, is selected as non-
speech and modelled using a single Gaussian, while the remaining sections of the
audio are labeled as speech and modelled using a two mixture Gaussian mixture
model (GMM). The features employed for the training process are 20 extracted
MFCC features, including the zeroth order coefficient, obtained using a 20 bin
mel-filterbank, 32 ms Hamming window and a 10 ms window shift. The models
are then employed as the two states (speech and non-speech) of an ergodic hidden
Markov model (HMM). Viterbi segmentation is carried out using the two models
for a total of 15 iterations, or until convergence is achieved. A minimum duration
constraint of 150 ms is imposed on the Viterbi segmentation process, which is the
same as that used in the ICSI RT-07 system.
Linear segmentation
After the VAD stage is carried out, similar to the ICSI system, the audio file is
linearly divided into K equal-length segments of 4 seconds, or less, in duration.
At this stage, each segment is labeled using k = {1, . . . , K}, from left to right,
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respectively. This is done without taking into account the VAD decisions. The
VAD labels are then applied after the segments have been labeled. To do this,
the labels associated with the speech regions remain unchanged while the non-
speech regions are indicated using a 0 label. At this stage, segments containing
both speech and non-speech will be reduced to the labels associated only with
speech frames. The same features extracted in the VAD stage are then employed
to model each of the K segments using 32 components to train GMMs, which
has been shown to be a sufficient number of mixtures for modelling speakers in
a given recording session [63]. The non-speech regions, however, are modelled
using a single Gaussian. At this stage the non-speech model and the K GMMs,
associated with each labeled speech segment, are used to form the states of an
ergodic HMM, which is then followed by 10 iterations of GMM training and
Viterbi decoding, with an imposed minimum duration of 500 ms, to ideally obtain
speaker-homogeneous segments and thus an initial speaker segmentation of the
given recording prior to speaker clustering.
Speaker segment clustering
After the initial segmentation is achieved and speaker-homogeneous segments
are obtained, the non-speech regions are removed and a new set of features are
extracted for each obtained segment. The extracted features are 13 MFCC fea-
tures, including the zeroth order coefficient, with deltas and feature warping [87],
extracted using a 20 bin mel-filterbank, 32 ms Hamming window and a 10 ms
window shift. The features, associated with each segment, are then employed to
adapt JFA models, using the same 512 mixture GMM-UBM that was employed
for speaker linking in Section 5.7. It must be noted that, as diarization is carried
out in a single-session recording, the channel factors are estimated using the en-
tire recording, as opposed to a per-segment estimation, and are then employed
to achieve session compensation of the speaker models. The JFA adapted models
are compared using the CLR similarity metric, which is computed as detailed in
Section 5.3. Finally, CLC is carried out using the CLR scores and a CLR thresh-
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old, or the desired number of clusters, as the stopping criterion to the clustering
process. The outcome of this stage is a set of k′ labels, where k′ = {1, . . . , K ′}
and K ′ ≤ K.
Boundary refinement
This stage is similar to the HMM/Viterbi approach applied to the linear seg-
mentation phase of the proposed diarization system. After the final number of
speakers/clusters is obtained using the clustering stage, the hypothesised speak-
ers are modelled, using the labeled segments in the recording. At this point, the
number of hypothesised speakers is greatly reduced due to the application of the
clustering stage. Hence, larger segments of data are available for each obtained
speaker. The segments are then modelled using 32 mixture GMMs, as in the
linear segmentation stage, with non-speech regions introduced back into the seg-
mentation process and modelled using a single Gaussian. The models are used
to form the K ′ states of an ergodic HMM and this is followed by 10 iterations
of GMM training and Viterbi decoding, with a minimum duration of 500 ms, in
order to refine the speaker change points using the models constructed from the
larger segments of data. This stage utilises the same acoustic feature-set as the
linear segmentation phase. These are the 20 extracted MFCC features, includ-
ing the zeroth order coefficient. This choice is based on the success of the said
features in the segmentation stage of the ICSI RT-07 diarization approach [131].
6.2.2 Clustering Experiments
The proposed speaker diarization system was employed to carry out diarization
of the summed channel mixer-3 NIST SRE 2008 telephone conversation record-
ings, presented in Section 3.3.3. A total of 2212 recordings of approximately 5
minutes in length, totaling to over 180 hours of recorded speech, were analysed
with double-talk regions included in the evaluations. The GMM-UBM employed
for the modelling process was the same background model as that employed in
the speaker linking experiments of Section 5.7, and the JFA hyperparameters
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Table 6.1: Average DER for baseline and linkage diarization systems.
Diarization System Average Diarization Error Rate
ACR 13.57%
AC 9.92%
SLC 22.35%
CLC 6.71%
were obtained using the method presented in Section 5.2.1. In addition, as previ-
ously discussed, JFA modelling in each recording was conducted with the channel
factors estimated using the entire analysed recording session, as opposed to a per-
segment estimation used for speaker linking.
The proposed speaker diarization system is evaluated with the aim of assessing
the accuracy of the two baseline ACR and AC techniques (Section 5.4) and the
proposed SLC and CLC methods (Section 5.5). For convenience, each diarization
system is referred to by its employed clustering technique. All other stages of the
diarization systems are exactly the same, to ensure an unbiased comparison of the
various clustering techniques for speaker diarization. Clustering was carried out
until two clusters remained, which is a common assumption that is used for the
evaluation of speaker diarization systems across two-speaker telephone conversa-
tion datasets [63, 122]. The systems are compared using the standard diarization
error rate (DER) metric, presented in Section 3.2.2, which was averaged over the
entire analysed set of recordings.
6.2.3 Discussion
Table 6.1 shows that the proposed CLC diarization system outperforms the SLC
system with a relative improvement of 70% in DER. It can be seen from Section
5.5, that CLC and SLC only differ in the linkage rule employed for updating the
pairwise cluster scores after a merge is carried out. The SLC technique utilises a
minimum distance criterion, which promotes cluster chaining and can thus lead
to erroneous clustering, however substantial improvement can be gained through
simply employing the farthest distance criterion that is inherent to the CLC
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approach. Most importantly, the CLC system outperforms the ACR system with
a relative improvement of almost 50.5%, with respect to the DER metric. This
is because the ACR approach to clustering incorporates model retraining at each
iteration of the agglomerative clustering process, thus making hard clustering
decisions. This causes an erroneous cluster merge to influence every proceeding
merge, leading to an increase in the overall DER. This is while the ACR approach
is the most commonly employed technique for conducting speaker clustering in
diarization [8, 15, 80, 117, 131], however it can be seen that it is the poorer of
the two baseline techniques.
The AC diarization system, inspired by the clustering technique used by van
Leeuwen [69] for speaker linking, is the best performing baseline system. The
AC method is more efficient and accurate, with respect to the ACR approach,
as it does not conduct retraining and thus avoids hard clustering decisions. In
addition, the AC technique steers clear of the detrimental chaining effects, asso-
ciated with the SLC approach, through utilising the pairwise CLR scores to make
a clustering decision, rather than a best-case score obtained over all elements of
the analysed clusters. The AC diarization system is thus the second best system
in the evaluation after the CLC diarization system, which outperforms the base-
line AC system with a relative improvement of 32% in DER. This is due to the
CLC technique basing clustering decisions on the best worst-case scenario and
taking into account the relationship of, not only two elements, but every element
within each of the candidate clusters. In addition, as discussed in Section 5.4.2,
the AC method removes some, but not all, links that are created as a result of a
new merge. This approach thus retains possible erroneous cluster links, whereas
the CLC method replaces all resulting links by the worst possible pairwise score
that could link two clusters as a result of a merge. Based on these results, from
this point forward the CLC approach will be employed for conducting diarization
using the proposed speaker diarization system, depicted in Section 6.2.1.
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6.3 Diarization Evaluations Against the ICSI
RT-07 System
In Section 6.2.1, an efficient speaker diarization algorithm was proposed using
JFA modelling and CLC. The proposed diarization system was then evaluated
using four clustering approaches to justify the choice of CLC for speaker cluster-
ing, within the proposed diarization system. In this section, this system will be
evaluated against the baseline ICSI RT-07 diarization system, which was detailed
in Section 3.4.2. In order to compare the two systems, it is important to take
into account that the ICSI RT-07 system has been proposed for the diarization
of meeting room and broadcast news data [131]. For this reason, the National
Institute of Standards and Technology (NIST) Rich Transcription 2002 (RT-02)
broadcast news evaluation dataset, presented in Section 3.3.2, will be used for
carrying out this comparison. In addition, the proposed diarization approach
has not yet been subjected to any tuning of system parameters. To provide a
fair comparison, the proposed diarization system will first be tuned using the
NIST SRE 2008 telephone conversation corpus (Section 3.3.3) and will then be
evaluated against the ICSI RT-07 system.
6.3.1 Tuning the Diarization System
In order to further investigate the robustness and accuracy of the proposed
speaker diarization system, depicted in Section 6.2.1, this system will be com-
pared to the state-of-the-art ICSI RT-07 diarization approach. Prior to conduct-
ing the evaluations, it is necessary to investigate the various parameters that can
be tuned to acquire a higher diarization accuracy, with respect to the DER met-
ric. As the work presented in this dissertation is focused on the topic of speaker
linking and attribution, this section will only conduct a brief analysis of some of
the key parameters. The aim of this investigation is to provide insight into the
variation of efficiency and accuracy that is associated with modifying the con-
trolled parameters. In addition, the goal of the tuning process is to ensure the
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best performance from the diarization system across other datasets.
When considering speaker diarization as a module to attribution, it is impor-
tant to understand the significance of efficiency, in addition to accuracy. The
proposed diarization system employs CLC for carrying out speaker clustering.
This greatly reduces the computational complexity associated with the proposed
system, however other modules within the diarization system may be modified to
obtain further efficiency. More specifically, the linear segmentation and boundary
refinement modules, detailed in Section 6.2.1, can be considered the main con-
tributors to processing time. This is due to the employment of the HMM/Viterbi
segmentation using an ergodic HMM approach. It is thus intuitive to investigate
the number of applied iterations of these modules. In addition, the linear seg-
mentation module begins the Viterbi segmentation process using the segments
obtained through linearly splitting the recording into equal length portions. The
length of these segments can thus play an important role in the outcome of the
diarization process. For this reason, this parameter will also be investigated.
The linear segmentation and boundary refinement modules of the proposed
diarization system apply 10 iterations of Viterbi segmentation using an ergodic
HMM. To understand the significance of these stages, the number of itera-
tions was modified and the proposed system was evaluated across the 2212 tele-
phone conversation recordings from the NIST SRE 2008 dataset, used in the
diarization experiments presented in Section 6.2.2. As previously discussed, this
work is not concerned with a detailed analysis of such parameters and as such,
the numer of iterations for each module was set to an equal value, providing
i = {1, . . . , 10} possible evaluations. Here i represents the number of iterations
for which HMM/Viterbi segmentation was carried out at the linear segmenta-
tion and boundary refinement modules. Table 6.2 provides the results of this
investigation.
From Table 6.2, it can be seen that a lower DER may be obtained using a
reduced number of Viterbi segmentation iterations. It appears that the system
provides better results through conducting fewer iterations, which can be due to
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Table 6.2: Number of Viterbi segmentation iterations for linear segmentation and
boundary refinement modules.
Number of HMM/Viterbi Iterations Average Diarization Error Rate
i=1 6.97%
i=2 5.96%
i=3 5.35%
i=4 5.71%
i=5 6.21%
i=6 6.53%
i=7 6.77%
i=8 6.92%
i=9 6.89%
i=10 6.71%
erroneous speaker modelling. This is beneficial with respect to both diarization
accuracy and efficiency. As efficiency plays a significant role in conducting speaker
attribution in large datasets, the investigation will not be carried out using (i >
10).
As previously discussed, another parameter than can play a significant role
in the efficiency and accuracy of the proposed diarization system is the length of
the segments that are used to portion the signal using the linear segmentation
phase. The current system employs segments of length 4 seconds in duration. It
is hypothesised that smaller lengths would reduce diarization accuracy, as this
limits the data that is used to model the obtained segments prior to the Viterbi
segmentation process. This is while, larger segments would provide more accurate
models, however, as the segmentation is conducted in a linear manner, it is more
likely that these segments would contain speech from two speakers, which could
corrupt the constructed GMM models. To investigate this, linear segmentation
using segment lengths of L = {1, . . . , 10} seconds was evaluated. The number of
Viterbi iterations was set as i = 3 in all experiments, assuming this is the ideal
number of iterations in every case. It is important to emphasise that as this work
is concerned with the task of speaker attribution, a detailed investigation of these
parameters is beyond the scope of this research programme. Table 6.3 displays
the results of this evaluation.
From Table 6.3, it is seen that a segment length of L = 3 seconds provides the
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Table 6.3: Length of segments used to initialise the linear segmentation module.
Length of Segments (seconds) Average Diarization Error Rate
L=1 10.72%
L=2 8.41%
L=3 5.03%
L=4 5.35%
L=5 6.02%
L=6 7.98%
L=7 8.85%
L=8 9.16%
L=9 10.52%
L=10 12.14%
best average DER across the NIST SRE 2008 telephone conversation corpus. It is
also observed that, as expected, larger segments reduce the diarization accuracy,
while small segments (L ≤ 2 seconds) also negatively impact the average DER
obtained across the evaluated dataset. The simple adjustment of the i and L
parameters, through employing the combination of (i = 3 iterations) and (L = 3
seconds), provides the proposed diarization system with an approximate relative
improvement of 25%. This is a significant improvement considering the minor
adjustments that were applied to the system.
6.3.2 Broadcast News Experiments
In the previous section, the proposed diarization system was tuned using the
NIST SRE 2008 summed telephone data. In this section, the proposed approach
is evaluated against the baseline ICSI RT-07 diarization system. The ICSI RT-07
system is considered a robust diarization system that is applicable to the meeting
room and broadcast news audio domains [131]. This is while the proposed system
has been tuned using telephone conversation data. The evaluations conducted in
this section aim to assess the performance of the proposed diarization approach
against the ICSI RT-07 system using the NIST RT-02 broadcast news data. The
evaluation dataset was detailed in Section 3.3.2, recall from this section that the
broadcast news data consists of 6 excerpts, with a recording length of 30 to 60
minutes in duration. The computed DER for each of the six recordings is only
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Table 6.4: Comparing the ICSI RT-07 and proposed diarization systems.
Broadcast Show Proposed System DER ICSI System DER
1 12.42% 19.51%
2 8.91% 18.83 %
3 2.52% 0.72 %
4 18.13% 25.77%
5 7.04% 16.28%
6 19.93% 22.31%
Average DER 11.49% 17.24%
evaluated using 10 minutes of the provided excerpt, as defined by NIST.
Evaluations are carried out using both diarization systems and compared using
the standard DER metric. The clustering stage of both systems is carried out
until a single cluster is obtained and the number of clusters with the best DER
is used for comparison. The results are provided in Table 6.4
From Table 6.4, it can be seen that the proposed diarization approach outper-
forms the ICSI RT-07 system with a relative improvement of 33%, with respect
to the average DER metric computed across the 6 broadcast news shows. This
is a considerable achievement, taking into account that the proposed system was
fine-tuned using telephone conversation data. In addition, due to the elimina-
tion of the ACR approach, which is central to the clustering module of the ICSI
system, the proposed diarization system is considered to be significantly more
efficient than the ICSI diarization approach. Finally, it can be said that the pro-
posed diarization system provides an efficient and robust approach for conducting
speaker diarization across independent audio domains, while outperforming the
state-of-the-art ICSI RT-07 system with respect to diarization accuracy.
6.3.3 Discussion
In Section 6.2.1, a speaker diarization system was proposed using JFA speaker
modelling and the CLC approach to clustering, as motivated by the design of
the proposed speaker linking system, detailed in Section 5.7. The proposed
diarization system was implemented with the aim of achieving efficiency and
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overcoming the pitfalls associated with the, traditionally employed, ACR tech-
nique that is widely utilised for carrying out speaker clustering in diarization
[9, 67, 103, 128, 131]. This system was tuned, using the NIST SRE 2008 tele-
phone conversation dataset, to provide greater accuracy with respect to the DER
metric. The tuned system was then evaluated against the state-of-the-art ICSI
RT-07 speaker diarization system, detailed in Section 3.4.2. It was shown that
the proposed diarization system outperformed the ICSI system with a relative
improvement of 33% in DER. This provides an interesting insight into the ro-
bustness of the proposed system. Firstly, the proposed diarization system was
tuned using telephone conversation data. In addition, the proposed diarization
system employs the universal background model (UBM) described in Section 5.7.
This UBM was trained using telephone conversation data. It can thus be con-
cluded that the proposed system can provide a suitable degree of robustness with
respect to the analysed audio domain. This is evident from the performance of
the system against the ICSI RT-07 diarization approach, which is designed to
deal with meeting room and broadcast news domains. In addition, the proposed
system is significantly more efficient than the ICSI system. These qualities, with-
out a doubt, indicate that the proposed approach is the better choice for carrying
out speaker diarization in attribution, compared to the ICSI RT-07 system.
A review of recent literature reveals that the diarization system proposed by
Kenny et al. [63], is capable of achieving a DER as low as 1%, across the NIST
SRE 2008 telephone conversation recordings. This system, however, employs
variational Bayesian (VB) learning, discussed in Chapter 2, for conducting the
clustering process. In addition, the segmentation and clustering stages of this sys-
tem employ a 1024 mixture UBM, as opposed to the 512 mixture UBM utilised by
the diarization system proposed in this dissertation. This indicates that although
the proposed system (in Section 6.3.1) cannot match the DER obtained by the
VB-based diarization approach presented by Kenny et al. [63], it is significantly
less complex to implement and the obtained DER provides an improvement over
the baseline ACR-based system presented in the same study. In addition, the
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proposed diarization system was shown to provide robustness with respect to
independent audio domains, as investigated in the previous section, outperform-
ing the state-of-the-art ICSI RT-07 system in the evaluation of broadcast news
recordings. This is while the robustness of the VB-based diarization system was
not investigated [63]. For this reason, the proposed CLC-based diarization sys-
tem, depicted in Section 6.2.1 and fine-tuned in Section 6.3.1, will be employed
for carrying out speaker attribution in the later sections of this dissertation.
6.4 Speaker Attribution Using Complete-
Linkage Clustering
The task of speaker attribution, pioneered by this research programme, can be
considered as a joint process of speaker diarization and speaker linking. Assuming
an initial set of N recordings X = {Xi; i = 1, ..., N} are obtained from a corpus of
spoken audio, with each recording split into segments Xi = {xim;m = 1, ...,Mi}
by the diarization process, the challenge is to determine the corresponding set of
S responsibility vectors rim over a set of S speakers of interest, where rims=1 if
speaker s is responsible for (i.e. speaking in) segment m and rims = 0 otherwise,
where the responsibility vector rim, corresponding to segment m in recording i,
has only one non-zero entry corresponding to the responsible speaker.
In order to conduct speaker attribution, the sequential application of speaker
diarization and linking modules is required. In this work, the proposed speaker
diarization system, using CLC, and the proposed CLC-based speaker linking sys-
tem will be employed to achieve attribution. The choice of these systems can be
justified by the evaluation results, presented in Sections 5.7, 6.2 and 6.3, which
showed that the proposed diarization and linking systems outperformed state-of-
the-art systems and approaches.
In this section, the two CLC-based speaker diarization and linking modules
are combined to conduct speaker attribution. As full speaker attribution of a
collection of recordings within a large dataset is carried out, a stopping criterion
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must also be employed that can be applied to the task of attribution. As discussed
in Section 5.3, a CLR threshold is proposed as the stopping criterion for the
clustering process in the final stage of the proposed speaker attribution system.
To do this, it would be ideal to conduct speaker attribution on an alternative
dataset, obtain the CLR value at which the system’s oracle attribution error
rate (AER) is achieved, and crosscheck the CLR thresholds computed over each
dataset. This is investigated in the following sections.
6.4.1 Attribution Experiments
Evaluations of the proposed speaker attribution system are conducted using the
NIST SRE 2008 inter-session telephone conversation recordings, containing 2
speakers per recording, described in Section 3.3.3. As with the speaker link-
ing experiments, an excerpt (691 from 2212) of the dataset is employed. This
is because of the unavailability of the speaker identity keys for the remainder of
the recordings, as provided by NIST. The evaluations are thus carried out with
1382 initial speakers, and only 751 unique speaker identities. It must be noted
that as speaker diarization is first carried out, prior to the linking phase of attri-
bution, it is necessary to compute and report the average DER, as obtained by
the proposed speaker diarization system, across the 691 recordings from the total
of 2212, to which the proposed diarization system was applied. This is simply
obtained through only averaging the DER obtained across this excerpt of the
dataset, which was found to be (DER = 7.34%), this is slightly higher than the
DER of 5.03% obtained over the entire dataset, however this is irrelevant to the
main focus of the section, that is speaker attribution.
As speaker attribution is a novel task proposed by this work, there is a lack of
applicable speech data. For this reason, this investigation is performed using the
evaluation dataset and randomly selected, non-overlapping subsets of this corpus.
Two categories of evaluation subsets are defined based on the number of initial
speakers. These include the whole of the evaluation corpus and two, approxi-
mately, half-sized splits of the evaluation dataset, with each category referred to
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Table 6.5: The evaluation subsets and specifications.
Whole Set
Subset Category Initial Speakers Unique Speakers
W, W-REF 1382 751
Half Subsets
Subset Category Initial Speakers Unique Speakers
H1, H1-REF 692 479
H2, H2-REF 690 473
as W and H={H1, H2}, respectively, where (W=H1∪H2), and (H1∩H2=φ). In
addition, as speaker diarization is carried out and followed by speaker linking to
achieve attribution, the diarization error associated with the CLC-based diariza-
tion system is carried through to the linking stage of the proposed attribution
system. This affects the purity of the initial speaker models prior to the linking
stage, which will without a doubt lead to an increase in the AER metric. For this
reason, two reference categories of the evaluation dataset are also employed to
carry out the CLR threshold crosscheck analysis. These categories will be referred
to as the W-REF and H-REF datasets. These two categories will be identical to
the W and H datasets, with the exception of utilising reference diarization labels
prior to the application of the speaker linking module. This is done to analyse
the robustness of the CLR threshold in the case where perfect speaker models
are employed to conduct linking in attribution. The details associated with the
evaluation subsets are displayed in Table 6.5.
The proposed CLC-based speaker attribution system was evaluated on the
subsets depicted in Table 6.5, using the AER metric, introduced in Section 3.2.3.
Figure 6.1 displays the behaviour of the proposed speaker attribution system, in
terms of the AER obtained at various CLR values, over each of these test sets,
while Table 6.6 provides a summary of these results. In Figure 6.1, the horizontal
axis has been reversed to display, from left to right, the clustering of the initial
number of speakers/clusters (1382) into a single cluster.
From Figure 6.1, it can be seen that the proposed attribution system displays
a better performance over the reference category datasets, namely W-REF and
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Figure 6.1: AER versus CLR for the proposed CLC-based attribution system.
Table 6.6: Oracle performance of the proposed CLC-based attribution system
over each test set.
Evaluation Set Oracle AER CLR Obtained Speakers Unique Speakers
W 26.08% θW = -0.02 798 751
H1 21.61% θH1 = 0.01 517 479
H2 22.09% θH2 = 0.07 542 473
W-REF 18.68% θW-REF = 0.07 901 751
H1-REF 13.57% θH1-REF = 0.06 504 479
H2-REF 14.11% θH2-REF = 0.09 519 473
H-REF. This difference in performance, across the W set compared to the W-
REF set, is approximately equal to the DER associated with the proposed CLC
diarization system (DER = 7.34%), as obtained over W. This is expected, as
in the W-REF evaluations, reference diarization labels are employed to achieve
speaker homogeneous segments prior to linking. Similarly, a lower oracle AER
is achieved over the H1-REF and H2-REF test sets compared to the H1 and H2
evaluation subsets, respectively.
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The difference in performance across category W and H datasets, observed at
the beginning of the clustering process and at the oracle AER point obtained over
each dataset, is due to an increase in the ratio of the unique speakers with respect
to the total number of initial speakers/clusters. In a scenario where a dataset
contains only unique speakers, the oracle AER would be achieved at the starting
point of the clustering process where each speaker is assigned to an independent
cluster, with each proceeding cluster merge only contributing to an increase in
the AER metric. This is the reason for the slight shift in the CLR value at which
the oracle AER across each dataset is obtained. The details associated with these
evaluations can be seen in Table 6.6.
In the attribution experiments conducted in the previous section, a similar
performance is observed over the two H category subsets. This is also the case
when analysing the proposed system’s performance across the H1-REF and H2-
REF non-overlapping datasets. To further investigate this, a crosscheck of the
best performing CLR thresholds was carried out across all datasets. Table 6.7
provides a summary of the CLR threshold crosscheck examination over the H
and H-REF evaluation datasets. In addition, Table 6.7 displays a comparison
of the AER values obtained through this crosscheck examination to the oracle
AER computed over each subset. It must be noted, that the threshold cross-
checking process would only be valid for analysing the robustness of the CLR
threshold over the H and H-REF category datasets. This is because H1 and
H1-REF subsets do not share any of the same speaker models with the H2 and
H2-REF datasets, respectively. For this reason, only the results of the threshold
crosscheck analysis across the H and H-REF category subsets are reported. Table
6.7 demonstrates that the crosscheck examination of the CLR thresholds achieves
similar results to the oracle AER computed over each subset, hence utilising a
stopping threshold based on the CLR metric appears to be a robust method of
conducting attribution.
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Table 6.7: CLR threshold crosscheck over H and H-REF datasets using the pro-
posed CLC-based attribution system.
Evaluation Set AER Using θH2 = 0.07 AER Using θH2-REF = 0.09 Oracle AER
H1 24.91% 25.18% 21.61%
H1-REF 14.19% 14.9% 13.57%
Evaluation Set AER Using θH1 = 0.01 AER Using θH1-REF = 0.06 Oracle AER
H2 23.76% 23.67% 22.09%
H2-REF 16.65% 14.66% 14.11%
6.5 Investigating Attribution in Controlled
Datasets
As discussed in the previous section, the AER obtained over a test set before
clustering, that is after speaker diarization has been conducted and segments are
prepared for speaker linking, is dependent on the ratio of the number of unique
speaker identities to the total number of initial speakers/clusters in that test set.
In addition, the CLR threshold that is tuned over each dataset is also influenced
by this ratio. To investigate this further, the use of controlled datasets is proposed
in this work.
In the speaker linking task carried out by van Leeuwen [69], it was suggested
that the oracle cluster impurity error of a speaker linking system, obtained across
a dataset, decreases as the size of the evaluation dataset is reduced. This was
said to be due to the linking task becoming simpler with the reduced dataset size
[69]. As the task of speaker linking can be considered speaker attribution using
a perfect speaker diarization system, this should also be applicable to speaker
attribution evaluations, however, based on the investigations carried out in the
previous section, this work hypothesises that this phenomenon is due to the de-
crease in the ratio of the number of unique speakers to the total number of initial
speakers in a test set, as opposed to the size of the analysed dataset. This would
also comply with the numerical results reported by van Leeuwen [69].
In order to carry out the experiments conducted in this section, a set of con-
trolled datasets are first created. It is ensured that exactly two speaker segments
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Table 6.8: The controlled evaluation subsets and specifications.
Whole Set
Subset Category Initial Speakers Unique Speakers
Wˆ 668 334
Half Subsets
Subset Category Initial Speakers Unique Speakers
Hˆ1, Hˆ2 334 167
Quarter Subsets
Subset Category Initial Speakers Unique Speakers
Qˆ1, Qˆ3 168 84
Qˆ2, Qˆ4 166 83
are present for every speaker identity in each of the controlled evaluation datasets,
and any speaker identity, for which only a single segment exists, is eliminated to
enforce this constraint. To do this, the datasets detailed in Table 6.8 are em-
ployed. The controlled sets are categorised in a similar manner as in the previous
section, but differentiated using a hat sign, into Wˆ and Hˆ sets with an additional
category of quarter-sized sets, referred to using Qˆ, added to ensure a thorough
evaluation. It must be noted that the controlled sets do not contain the same
speaker identities as those in the randomly selected sets which were evaluated in
the previous section, and that the set names only refer to the size of the sets with
respect to their evaluation counterparts. Table 6.8 shows that, for every category
of the controlled sets, the number of unique speakers is kept at exactly half the
total number of initial speakers/clusters. The proposed CLC-based speaker at-
tribution system was then evaluated over the controlled datasets in Table 6.8 to
obtain Figure 6.2.
From Figure 6.2, it can be seen that the initial number of speakers in each set
does not alter the performance of the proposed CLC-based speaker attribution
system. In addition, minimal change is observed in the tuned CLR threshold
values for obtaining the oracle AER over each pf the controlled subsets. This is
observable from the overlapping plots associated with each of the controlled sets.
The use of a CLR threshold as a stopping criterion thus appears to be independent
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Figure 6.2: AER versus CLR for the proposed CLC-based attribution system
over controlled sets.
of the initial number of speakers, which suggests that it is a robust method of
conducting attribution using the proposed CLC-based attribution system. This
is especially true in the case where the threshold has been tuned on a dataset
with a similar ratio of unique speakers to the total number of initial speakers. Of
course, this ratio is unknown in most potential applications, in which case the
proposed attribution system has shown to be robust to such changes. In all cases,
it can be seen that the ideal CLR threshold for each of the randomly selected and
controlled sets is close to 0, when employing the proposed CLC-based speaker
attribution system. This will be discussed further in the following section.
6.6 CLR Stopping Criterion for Attribution
The attribution results presented in Figure 6.1 and Figure 6.2, indicate the po-
tential existence of an ideal CLR stopping threshold close to zero. In order to
interpret this analysis it is necessary to investigate how the CLR metric may vary
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and the meaning associated with the variation of this measure. This was anal-
ysed in Section 5.3, and thus before conducting further discussion regarding this
analysis, it is necessary to once again review the computation of the CLR metric
presented in Section 5.3. In Chapter 5, it was seen that the general computation
of the CLR metric can be carried out as,
aij =
Ti︷ ︸︸ ︷
1
Ki
log
p(xi|Mj)
p(xi|MB) +
Tj︷ ︸︸ ︷
1
Kj
log
p(xj|Mi)
p(xj|MB) , (6.1)
where, Ki and Kj represent the number of feature vectors in xi and xj, respec-
tively. Mi and Mj are the JFA adapted models, obtained using the GMM-UBM
and the data in xi and xj, respectively. The term p(x|M) is the likelihood of
the data x, given the segment’s JFA adapted model M , and MB is the gen-
eral speaker background model, or in the case of the work conducted here, the
previously trained GMM-UBM.
As displayed in (6.1), the CLR equation can thus be divided into the two
terms Ti and Tj. When carrying out a comparison of the two analysed segments
(i and j) in an ideal scenario, if the data in segment i is better represented by
a model obtained from segment j, than the general background model in MB, a
positive Ti value would be expected. This would suggest that the two segments
are similar and that the model adapted using segment j is a better representative
of the data in i than other speaker models. This is while, if Ti displays a negative
value, the opposite would be true and a merge should not take place, as in such a
case, the general background model provides a better representation of the data
in i. This is also the case when interpreting the values associated with the Tj
term in (6.1).
In the previous sections, it was revealed that the proposed CLC-based speaker
attribution system achieved its oracle AER at a value close to 0. From (6.1),
it can be seen that a CLR value of zero could only occur under two specific
circumstances: either both Ti and Tj are zero, or the two terms are of equal value
and carry opposite signs. A Ti, or Tj, value of zero indicates that the general
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speaker model provides just as good a representation as the competing segment
model. Hence, in a scenario where both of these terms are zero, or close to
zero, it would be wise to conclude that clustering cannot be carried out as the
background model, representing the general speaker population, would be just
as good a model as the one trained using the competing segment. This provides
some insight as to why the oracle AER of the proposed speaker attribution system
would be obtained close to a CLR value of zero. In the alternative case, where a
CLR value of zero is obtained due to Ti and Tj being equal and having opposite
signs, it would be expected that the two terms would still remain close to a value
of zero, as it would be counter-intuitive to arrive at a scenario in which segment
i is significantly better modelled by Mj, while segment j is much better modelled
by the general background model. In other words, if segment i and segment j are
similar, then the two terms Ti and Tj should also be similar, while the opposite
should not hold.
In order to conduct further analysis, a plot of Ti versus Tj is displayed in
Figure 6.3. The plot was obtained using the 1382 speaker segments of the W-REF
dataset, specified in Table 6.5. W-REF was chosen to employ perfect diarization
and minimize the effects of impure segments on the interpretation of the CLR
metric.
From Figure 6.3 it can be seen that a linear relationship exists between Ti and
Tj, with a higher correlation observed between the data and Ti=Tj further to the
right of Ti=(−Tj). Here, the Ti=(−Tj) plot represents the decision boundary in
the case where a CLR stopping threshold of zero is employed (aij = 0). As the
computation of the CLR metric takes into account the number of observations
associated with each segment and normalises the likelihood ratio terms Ti and
Tj by these values, it would be expected to observe a Ti:Tj ratio close to 1 in
the case where segments i and j are to be merged. This can be seen in Figure
6.3, where the data to the left of Ti=(−Tj) represent the (aij < 0) pairwise CLR
scores, which are clearly less correlated with the Ti=Tj plot, than the data to
the right of Ti=(−Tj). In an ideal case, when analysing two segments uttered
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Figure 6.3: Ti versus Tj obtained using the proposed CLC-based speaker attri-
bution system over W-REF.
by the same speaker, it is expected that both Ti and Tj would be positive, thus
indicating that each segment is better represented by its compared segment model
than by the UBM. This is while, for two segments uttered by different speakers,
a negative Ti and Tj value is anticipated. As the proposed speaker attribution
system in this work cannot be considered an ideal system, it can be observed
that as the decision boundary is approached from the right of the plot, Ti and
Tj begin to display opposite signs before both terms becoming negative in the
3rd quadrant of the plot. Such errors can arise from comparing small segments
that do not provide sufficient data for an accurate estimation of the pairwise aij
scores. Based on the above discussions, it can be said that a theoretically sound
decision boundary for deciding a merge, in an ideal scenario, can be represented
by Ti=(−Tj), which indicates that an aij value of 0 should ideally provide a
satisfactory decision threshold for merging of speaker segments.
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6.7 Discussion
Even though attribution is, for the first time, proposed by the work in this dis-
sertation, the proposed speaker attribution system, introduced in Section 6.4,
can be considered a robust and efficient system. The accuracy and efficiency
of the proposed system is achieved through extensive evaluations carried out
to acquire robust and efficient diarization and linking modules, which are then
directly applied to carry out speaker attribution. The proposed system is de-
signed to overcome the inefficiencies associated with the traditional clustering
techniques, through utilising a CLC approach. This not only allows for efficiency
and cautious clustering, it also provides the system with a potential stopping
threshold based on the CLR metric. In the previous section, the use of the CLR
metric as a possible stopping criterion was discussed. It was revealed that a CLR
value of zero should ideally provide a suitable threshold for stopping the cluster-
ing process, which was consistently observed to be close to the value at which
the proposed attribution system displayed its oracle AER point. This is while,
in Section 5.7.3, from Figure 5.2 it was seen that only the CLC-based linking
approach displayed an oracle AER near this CLR threshold value. This is due to
the CLC approach taking advantage of its best worst-case scenario score selection
strategy, which ensures that the lower bound of the similarity scores are used to
update cluster links. This lower bound value allows for the CLC-based linking
and attribution techniques to consistently achieve their oracle AER point close
to the hypothesised CLR stopping threshold value of zero.
6.8 Summary
In this chapter the task of speaker attribution for indexing large spoken archives
was investigated. To do this, a speaker diarization system was first proposed
using inspiration drawn from the CLC-based speaker linking system, proposed
in Chapter 5, and the baseline ICSI RT-07 speaker diarization algorithm. The
proposed diarization system was then evaluated using two baseline clustering
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approaches, namely ACR and AC without the retraining phase, and two proposed
linkage techniques using single-linkage clustering (SLC) and CLC. It was seen
that the proposed CLC-based diarization system outperformed the AC, ACR and
SLC diarization modules with a relative improvement of 32%, 50.5% and 70% in
DER, respectively. The proposed CLC-based speaker diarization system was then
tuned on recordings from the telephone conversation domain and compared to the
baseline ICSI RT-07 speaker diarization system in an evaluation carried out using
data from the NIST RT-02 evaluation corpus’ broadcast news domain recordings.
The proposed system was shown to outperform the baseline ICSI system with a
relative improvement of 33% in DER.
The proposed speaker diarization and linking systems were employed to con-
duct speaker attribution. The proposed CLC-based speaker attribution system
was then investigated using a series of evaluations across various subsets of the
NIST SRE 2008 telephone conversation corpus. In these experiments the poten-
tial use of a CLR threshold, as a stopping criterion for conducting attribution,
was investigated. It was revealed that the CLR provides a robust threshold for
conducting attribution using the CLC approach across various independent sub-
sets of the NIST SRE 2008 dataset. This was shown through an extensive CLR
threshold crosscheck analysis over the various analysed subsets, however this re-
quires further verification that can only be achieved through analysing different
corpora. It is important to note that the proposal of the CLR stopping threshold
was made with respect to the tasks of speaker attribution and linking, in which
large segments are used to adapt robust speaker models. This threshold would
not be suitable for the task of diarization, where small segments are modelled
using limited data.
The research presented in this chapter resulted in the following publications:
• H. Ghaemmaghami, D. Dean and S. Sridharan, “Speaker Attribution Us-
ing Complete-Linkage Clustering,” IEEE Transactions: Journal of Audio,
Speech and Language Processing (IEEE ASLP), 2012. (In review)
• H. Ghaemmaghami, D. Dean and S. Sridharan, “Speaker attribution
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of multiple telephone conversations using a complete-linkage clustering ap-
proach,” in IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pp. 4185-4188, 2012.
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Chapter 7
Conclusions and Future
Directions
7.1 Introduction
This chapter presents a summary of the work presented in this dissertation and
provides the conclusions drawn from this research programme. The summary will
focus on the three main research themes and the specific areas of contribution,
which were identified in Chapter 1 and pursued throughout this work, these
include: noise robust voice activity detection, speaker linking in large datasets
and speaker attribution in large datasets.
7.2 Noise Robust Voice Activity Detection
Voice activity detection (VAD) is an essential front-end stage to almost all speech
processing applications and as such, a wide range of VAD features and classifica-
tion approaches have been developed and proposed in the literature. In speaker
diarization, the VAD module can significantly contribute to the accuracy and effi-
ciency of the overall system, which in turn affects the task of speaker attribution,
as proposed by the work in this dissertation. The typical employment of low-noise
recordings for evaluating speaker diarization systems has placed little emphasis
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on the required robustness of the VAD stage with respect to high-noise applica-
tions. This is while real-scenario audio recordings are often contaminated with
high background noise. This can degrade diarization performance and ultimately
the accuracy of speaker attribution. Chapter 4 presented an extensive study into
the development of a noise robust VAD approach, with the aim of providing both
efficiency and highly accurate VAD decisions in real-life noisy scenarios.
Original Contributions
• Two novel and noise robust VAD features were proposed for de-
tecting statistical signal variations associated with speech activity.
A novel feature, referred to as the histogram distance score (HDS) was pro-
posed for detecting the non-stationarities present between adjacent frames
of speech. To obtain HDS, the time-domain signal is analysed, a template
vector is then produced using the normalised histogram of a given frame
of speech and the template vectors of adjacent frames are compared us-
ing a Euclidean distance measure to achieve an energy-independent noise
robust VAD feature. In addition a novel feature, referred to as the non-
Gaussianity score (NGS) was developed. This feature provides a measure
of non-Gaussianity of a given frame of signal, through assessing the devia-
tion associated with the normal probability plot of the analysed segment.
The deviation is measured using linear regression, with a higher deviation
signifying the potential presence of speech frames.
• A novel and highly noise robust VAD feature was proposed using
the time-domain autocorrelation function.
Speech consists of voiced and unvoiced segments. It is known that voiced
speech is quasi-periodic and as such, displays significantly different prop-
erties when compared to unvoiced speech, or noise, segments. The semi-
periodic nature of voiced speech ensures that these segments are easier to
detect than unvoiced speech even under highly noisy conditions. For this
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reason a novel feature, referred to as the CrossCorr score, was developed
and proposed for detecting voiced speech in high noise. The CrossCorr
feature is computed using the time-domain autocorrelation function of a
given frame of signal. First, the zero-crossing rate of the autocorrelation
function, between the 50 to 500 Hz lag range, is obtained. This is used as
a front-end stage to first remove segments that could not be voiced speech.
The segments that are then carried through to the next stage are analysed
through conducting a cross-correlation between adjacent assumed periods
of the autocorrelation function, and taking the sum of the maximum values
associated with each cross-correlation. Hence, as the autocorrelation func-
tion of voiced speech is periodic a high CrossCorr value would be obtained
through this process, indicating a measure of voicing that is computed with
minimal computational complexity and is highly robust to noisy scenarios.
• Two novel VAD systems were proposed with the aim of conduct-
ing efficient noise robust VAD.
Two noise robust VAD systems were proposed and implemented, using the
novel features described above. The first system, referred to as the NG-
by-HD VAD system, was implemented using the developed NGS and HDS
features. The NGS and HDS features were first used to carry out VAD
independently and the decisions were then fused using a novel open-by-
reconstruction approach, associated with image processing applications, to
achieve the NG-by-HD system. This was motivated by the nature of the
novel features, which complemented one another, as the NGS feature was
seen to be biased towards insertions, while the HDS feature favoured dele-
tions. Through the fusion process, the two features were shown to achieve
noise robust VAD.
An additional novel VAD system, referred to as AZR, was proposed and im-
plemented. This system utilises the novel CrossCorr feature and a proposed
VAD feature, referred to as the MaxPeak score. The MaxPeak score was
proposed based on the maximum peak obtained within the 50 to 500 Hz
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lag range of the normalised autocorrelation function. The two scores were
fused using an equal weighted sum fusion. It was shown that the fused
features were highly successful in carrying out noise robust VAD using the
novel AZR system.
• Noise robust VAD experiments were conducted using standard
and state-of-the-art VAD systems.
Four baseline VAD systems were implemented and employed for carrying
out an extensive evaluation of VAD in high noise scenarios. These included
the G.729-B, AFE ETSI, Sohn’s LRT and LTSD VAD systems. The evalu-
ations were carried out using the QUT-NOISE-TIMIT database, containing
a wide range of real-life noisy scenarios. It was shown that the two pro-
posed VAD systems, namely NG-by-HD and AZR, outperformed all base-
line systems and approaches for conducting noise robust VAD. The AZR
VAD system was shown to be the best performing system, especially under
reverberant noisy conditions.
7.3 Speaker Linking in Large Datasets
Speaker linking is a recently proposed task with little work carried out to de-
vise a feasible approach for conducting linking in large datasets. This is while
at first glance speaker linking may appear to be a speaker clustering task, where
typical speaker clustering modules used in current diarization systems would be
applicable for carrying out this process. However, this is not the case, especially
when dealing with a large archive of audio documents containing multiple inter-
session recordings. In such a case, two key limitations are posed that need to
be overcome - the session variation present between various recordings and con-
ducting the clustering process in an efficient manner to ensure feasibility of the
linking approach. These limitations cannot be addressed using diarization tech-
niques. For this reason, in Chapter 5 the state-of-the-art techniques employed for
speaker linking were reviewed and a speaker linking system, suitable for dealing
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with large datasets, was proposed a using novel clustering technique.
Original Contributions
• Joint factor analysis (JFA) modelling was proposed for dealing
with inter-session recordings in speaker linking.
In order to overcome the problem of session variation in the task of speaker
linking, the use of JFA modelling was proposed. This proposal was based on
the nature of JFA, which provides the ability of explicitly modelling session
variation between recordings.
• The cross likelihood ratio (CLR) metric was proposed for carrying
out model similarity scoring between JFA adapted models.
The use of the CLR metric was proposed as a model similarity measure. To
do this, the incorporation of the JFA approach into the CLR framework was
presented and it was shown that the CLR metric provides a robust scoring
technique for assessing the similarity of JFA adapted models. Furthermore,
the computation of the CLR metric was analysed and it was shown that
this measure ideally provided a potential threshold-based speaker clustering
stopping criterion for the tasks of speaker linking and attribution.
• Linkage clustering was proposed as an alternative clustering tech-
nique to traditional approaches.
As speaker linking can be considered to be a speaker clustering problem,
the most significant impact on the efficiency of this task is made by the clus-
tering phase of the linking system. In speaker diarization, agglomerative
clustering with retraining (ACR) is the most extensively utilised speaker
clustering technique, however this approach is highly inefficient. For this
reason, in recent literature an agglomerative clustering method (AC) with-
out retraining was proposed, but no evaluations were carried out to compare
this technique to the ACR approach. This work proposed the novel use of
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linkage clustering, specifically complete-linkage clustering (CLC), for con-
ducting efficient speaker linking in large datasets. It was shown that the
CLC approach is significantly simpler and more efficient than the ACR
technique and at the same time, utilises a form of score update method
that provides robustness with respect to the task of linking.
• A novel and efficient speaker linking system was proposed using
complete-linkage clustering and was evaluated through a series of
experiments.
A novel speaker linking system was proposed using JFA speaker modelling,
CLR model scoring and CLC. The proposed system was first evaluated
against a similar system that utilised maximum a posteriori (MAP) adap-
tation for obtaining speaker models. It was shown that JFA modelling with
session compensation consistently outperformed the MAP approach, thus
indicating the significance of session compensation in the task of speaker
linking. Finally, a series of evaluations were carried out using the proposed
linking system and the four presented clustering techniques. It was shown
that the proposed CLC approach was more efficient and significantly more
accurate than the traditional ACR method. In addition, it was shown that
the CLC approach outperformed the state-of-the-art AC technique, for clus-
tering in speaker linking, through overcoming erroneous third-party cluster
links by employing a best worst-case scenario score selection strategy for
updating the pairwise cluster scores after a merge.
Future Directions
The use of CLC-based speaker linking provides efficiency and accuracy for the
task of speaker linking in large datasets, however there still remains room for
improvement. This can be achieved through a detailed assessment of the pairwise
CLR scoring to devise a two-stage strategy for the clustering process, where in
the first stage large segments, providing reliable CLR similarity scores are used
to link similar speakers, and then the models are retrained and used to cluster
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smaller segments that could not provide a reliable pairwise CLR score, due to the
limitation of available data.
7.4 Speaker Attribution in Large Datasets
The task of speaker attribution is pioneered by the work in this dissertation.
Speaker attribution was presented as diarization followed by speaker linking, with
the aim of providing a suitable method for annotating a large dataset of inter-
session recordings based on speaker identity. To do this, with suitable efficiency
and accuracy, it was suggested that improvements would be necessary at every
stage of speaker attribution. For this reason, the task of speaker diarization was
investigated with the aim of achieving a robust and efficient diarization system.
The work conducted in Chapters 4 and 5 was used to then propose and implement
a novel speaker diarization approach. This system was used together with the
proposed speaker linking module, from Chapter 5, to achieve speaker attribution.
The task of attribution in large datasets was then investigated with the aim of
providing insight into the potential application of the CLR metric as a stopping
criterion for attribution.
Original Contributions
• A novel and noise robust speaker diarization system was proposed
using JFA modelling and CLC.
To overcome the inefficiencies associated with the traditionally employed
ACR technique in diarization, a novel speaker diarization system was pro-
posed and implemented. The implementation of the diarization system was
motivated by the proposed CLC-based speaker linking system from Chap-
ter 5. The proposed diarization system first carries out noise robust VAD
through employing the novel AZR VAD approach, proposed in Chapter 4,
the system then conducts Viterbi segmentation to achieve an estimate of
the speaker change points within an analysed recording. The obtained seg-
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ments are then modelled using JFA modelling and scored using the CLR
similarity metric. At this point, CLC is used to achieve clustering in a
single stage and without any retraining process. The final segments then
undergo another Viterbi Segmentation process to refine the speaker change
points and achieve the final diarization labels.
• Avoiding hard decisions in the speaker diarization process through
utilising VAD at every segmentation stage of diarization.
In order to avoid hard decisions throughout the diarization process, the
VAD decisions were employed to initialise the models acquired for carrying
out the model-based HMM/Viterbi VAD approach. The VAD decisions ob-
tained in this manner were then incorporated into the segmentation modules
of the speaker diarization process, where non-speech segments were consis-
tently modelled using a single Gaussian in the two segmentation phases.
This approach provided the advantage of refining, and updating, the VAD
decisions when new information, post speaker clustering, was made avail-
able. This provided a soft VAD decision approach and also contributed to
the accuracy of the Viterbi segmentation process in diarization by incor-
porating the non-speech regions that potentially serve as an indication of
speaker turns within the analysed recording.
• Speaker diarization experiments were carried out using various
clustering techniques.
As previously mentioned, the ACR clustering technique is the most ex-
tensively used approach for carrying out speaker clustering in diarization.
This is while little work has been done to devise an alternative strategy.
In this work, the proposed speaker diarization system was evaluated using
the ACR, AC, CLC and SLC clustering techniques. It was shown that the
proposed CLC-based diarization system outperformed all other clustering
methods. Furthermore, it was revealed that the ACR approach was highly
erroneous, as well as to being highly inefficient. Indicating that the most
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commonly used approach should not be favoured over alternatives, such as
the CLC technique proposed by this dissertation, which can significantly
outperform ACR.
• Speaker diarization robustness evaluations were conducted
against the baseline ICSI RT-07 diarization system in the broad-
cast news domain.
The proposed CLC-based diarization system was tuned using the NIST
SRE 2008 telephone conversation recordings. This system was then used to
conduct an evaluation against the baseline ICSI RT-07 diarization system
in an independent broadcast news domain. It was shown that proposed di-
arization approach significantly outperformed the ICSI system with respect
to the diarization error rate (DER). This was a considerable achievement,
taking into account that the proposed system was tuned on telephone data
and employs a universal background model (UBM) trained on the tele-
phone domain. This indicates that the proposed diarization system can be
utilised with reliability across different audio domains, without requiring
specific tuning of parameters to achieve robustness.
• The novel task of speaker attribution was pioneered and a full
speaker attribution system was proposed.
The novel task of speaker attribution was, for the first time, proposed by the
work in this dissertation. To achieve speaker attribution the proposed CLC-
based speaker diarization and linking systems were employed in a sequential
manner. The choice of the diarization and linking systems was justified
through the evaluations conducted in this dissertation, which indicated that
the proposed linking and diarization systems provided adequate accuracy
and significant efficiency, as evidenced by the series of evaluations presented
in this work. Hence, a novel speaker attribution system was proposed with
the aim of conducting speaker attribution in large spoken archives.
• The attribution error rate metric was proposed for evaluating the
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performance of speaker attribution systems.
As speaker attribution is a novel task, there is a lack of appropriate eval-
uation metrics. For this reason, the standard DER metric, introduced by
NIST, was utilised to formulate a novel metric referred to as the attribu-
tion error rate (AER). As the task of attribution is diarization followed by
speaker linking, the AER provides an ideal metric for assessing the accu-
racy of an attribution system through incorporating the DER metric into
the calculations, and additionally, taking into account the speaker errors
that have occurred as a result of erroneous linking between speaker identi-
ties in different recordings. This translates to a metric that represents both
the diarization and linking errors in one measure, thus providing an ideal
evaluation metric based on standard measures.
• A series of experiments were conducted to investigate the
behaviour of the speaker attribution system across different
datasets.
The proposed speaker attribution system was evaluated using real and per-
fect diarization labels. It was shown that the diarization error was carried
through to the linking stage of attribution, however, as the linking was car-
ried out using larger segments and robust models, it was seen that the low
DER was not a contributing factor to errors associated with the attribution
task. In addition, it was found that, contrary to studies in recent literature,
the task of linking, or attribution in this case, does not become simpler as
less data is made available. In fact, it was shown that the task of attribution
is more influenced by the ratio of the number of unique speaker identities
to the total present speakers in a dataset.
• The CLR metric was investigated as a threshold-based stopping
criterion to the task of attribution.
As previously discussed, the computation of the CLR metric provided a
potential clustering threshold for speaker attribution and linking. This was
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investigated using the NIST SRE 2008 dataset. It was shown that the
proposed CLC-based speaker attribution system was able to achieve its
oracle AER point near this hypothesised threshold. This threshold value
was then verified through an analysis of the CLR scores obtained across the
NIST SRE 2008 dataset. Although the hypothesised threshold was shown
to be applicable to ideal scenarios, where large segments are used to obtain
reliable speaker models, it was revealed that the CLC technique provided
the proposed attribution system with the ability to take advantage of this
hypothesised threshold through employing a best worst-case scenario score
update strategy.
Future Directions
The use of the CLR threshold as a stopping criterion for speaker attribution
and linking requires further investigation, which can only be achieved through
utilisation of independent datasets. In the work presented in this dissertation,
this was studied through employing independent subsets of the evaluation dataset.
This is because a suitable evaluation dataset does not exist for attribution. It
is thus highly recommended that a suitable corpus be developed for the purpose
of evaluating attribution to reveal the underlying properties associated with this
task.
7.5 Summary
The overall aim of this work was to, for the first time, propose and develop a
feasible speaker attribution system for the purpose of annotating and indexing a
large archive of inter-session recordings based on speaker identity. As the task of
attribution is concerned with large datasets, emphasis was placed on the efficiency
of the developed speaker attribution approach, while at the same time ensuring
that this is acquired without sacrificing accuracy.
Three main research avenues were pursued: noise robust voice activity detec-
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tion, speaker linking in large datasets and speaker attribution in large datasets.
In order to develop a robust and efficient speaker attribution system, which
could then be practically applied to real-life recording archives, it was indicated
that efficient and accurate speaker diarization and linking modules would be re-
quired. To conduct accurate speaker diarization, it was suggested that a noise
robust VAD front-end module would be necessary. This work thus began by
exploring efficient ways of carrying out noise robust VAD. This led to the devel-
opment of two proposed VAD systems using a set of proposed and novel features,
that are computationally simple and yet effective with respect to VAD accuracy
when compared to standard and state-of-the-art VAD systems.
As the task of diarization has been a highly active area of research, this work
first investigated a feasible speaker linking approach for carrying out linking in
large datasets. This led to the proposal of a novel speaker linking system using
JFA modelling, CLR scoring and CLC. It was shown that the proposed system
achieved greater accuracy and efficiency when compared to baseline and state-
of-the-art speaker linking techniques. This motivated the proposal of an efficient
speaker diarization system using a similar approach. The proposed speaker di-
arization system employed CLC-based clustering to overcome the inefficiencies
associated with popular clustering approaches. It was shown that the proposed
diarization system outperformed baseline diarization systems, such as the ICSI
RT-07 diarization method, and provided greater efficiency through using the CLC
approach.
The proposed speaker linking and diarization systems were then utilised to
ultimately carry out speaker attribution. The proposed speaker attribution sys-
tem was shown to be a feasible, robust and efficient approach for conducting
attribution in large datasets. The inner workings of the attribution system were
investigated using a series of evaluations and it was shown that a potential CLR
threshold exists for achieving a robust stopping criterion in the task of speaker
attribution.
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7.6 Future Work
The research presented in this dissertation pioneers the task of speaker attribu-
tion for efficiently annotating and indexing large spoken datasets. As speaker
attribution can be considered a new area of research there are a variety of av-
enues for further work that can be identified as a result of the work presented in
this thesis.
The first logical step towards extending the task of speaker attribution is to
carry out a mutual sharing of information between the speaker diarization and
linking phases of attribution. To do this, the outcome of the speaker linking
stage can be employed to revisit the diarization task. As speaker diarization is
carried out without prior knowledge of the speaker identities, this approach can
be used to initialise the diarization system with more accurate models prior to
conducting the speaker diarization stage. There a variety of ways that this can be
performed. For example, the diarization labels for each recording can be stored
prior to the clustering phase. After speaker linking is carried out, the obtained
speaker models, that are now more extensive due to the availability of supporting
data, can be used to conduct the clustering phase of the diarization system,
ultimately reducing the diarization error rate over each recording. This can then
be carried out in an iterative manner, which would in turn reduce the speaker
linking and attribution error rates. The advantage of this approach, besides the
obvious reduction in error rate, is that a simple diarization system can then be
applied which is refined through an iterative process, as opposed to a complex
system with complicated modules and a wide range of tunable parameters.
The work in presented in this dissertation proposed a noise robust speaker
attribution system. It is thus highly recommended that a suitable corpus for
evaluating the task of speaker attribution be developed. The developed corpus
should provide a variety of noisy scenarios to assess the ability of the speaker
diarization module in dealing with high noise recordings. This would allow for
the development of a more practical system that can then be utilised in real-life
applications. In addition, the dataset must include recordings from various audio
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domains. This would allow for the development and evaluation of robust systems
that can handle session mismatch, as well as variations in the analysed audio
domains.
Finally, it would be interesting to conduct research regarding the joint use
of speaker attribution and automatic speech recognition (ASR) technology. This
can significantly benefit both tasks through mutual information sharing. The
ASR system could potentially provide the speaker attribution system with vital
speaker change points, in return the speaker attribution module can allow for
constructing extensive speaker models that can then be reapplied to the task of
ASR for achieving further accuracy. It is important to note, however, that speaker
attribution can potentially benefit a variety of speech processing, and even video
processing, applications. It is the novel nature of this task that provides the
endless possibilities for future research.
168
Bibliography
[1] “The NIST year 2004 speaker recognition evaluation plan,” NIST, Tech.
Rep., 2004.
[2] “The NIST year 2005 speaker recognition evaluation plan,” NIST, Tech.
Rep., 2005.
[3] “The NIST year 2008 speaker recognition evaluation plan,” NIST, Tech.
Rep., 2008.
[4] W. Abdulla, Z. Guan, and H. C. Sou, “Noise robust speech activity de-
tection,” in Signal Processing and Information Technology (ISSPIT), 2009
IEEE International Symposium on, 14-17 2009, pp. 473 –477.
[5] A. Adami, L. Burget, S. Dupont, H. Garudadri, F. Grezl, H. Hermansky,
P. Jain, S. Kajarekar, N. Morgan, and S. Sivadas, “Qualcomm-ICSI-OGI
Features for ASR,” in Proc. ICSLP, 2002, pp. 4–7.
[6] J. Ajmera, I. McCowan, and H. Bourlard, “Speech/music segmentation
using entropy and dynamism features in a HMM classification framework,”
Speech Communication, vol. 40, pp. 351–363, 2003.
[7] ——, “Robust speaker change detection,” IEEE Signal Processing Letters,
vol. 11, no. 8, pp. 649–651, August 2004.
[8] J. Ajmera and C. Wooters, “A robust speaker clustering algorithm,” in
Automatic Speech Recognition and Understanding, 2003. ASRU ’03. 2003
IEEE Workshop on, nov.-3 dec. 2003, pp. 411 – 416.
BIBLIOGRAPHY
[9] ——, “A robust speaker clustering algorithm,” in Automatic Speech Recog-
nition and Understanding, 2003. ASRU ’03. 2003 IEEE Workshop on, 2003,
pp. 411 – 416.
[10] X. Anguera, M. Aguilo, C. Wooters, C. Nadeu, and J. Hernando, “Hybrid
speech/non-speech detector applied to speaker diarization of meetings,” in
Speaker and Language Recognition Workshop, 2006. IEEE Odyssey 2006:
The, 2006, pp. 1–6.
[11] X. Anguera, C. Wooters, B. Peskin, and M. Aguil, “Robust speaker
segmentation for meetings: The ICSI-SRI spring 2005 diarization
system,” in Machine Learning for Multimodal Interaction, ser. Lecture
Notes in Computer Science, S. Renals and S. Bengio, Eds. Springer
Berlin Heidelberg, 2006, vol. 3869, pp. 402–414. [Online]. Available:
http://dx.doi.org/10.1007/11677482 34
[12] A. Baghdasaryan and A. Beex, “Automatic phoneme recognition with
segmental hidden Markov models,” in Signals, Systems and Computers
(ASILOMAR), 2011 Conference Record of the Forty Fifth Asilomar Con-
ference on, nov. 2011, pp. 569 –574.
[13] C. Barras, X. Zhu, S. Meignier, and J.-L. Gauvain, “Multistage speaker
diarization of broadcast news,” Audio, Speech, and Language Processing,
IEEE Transactions on, vol. 14, no. 5, pp. 1505 –1512, 2006.
[14] C. Barras, X. Zhu, S. Meignier, and J. luc Gauvain, “Improving speaker
diarization,” in in Proc. Fall 2004 Rich Transcription Workshop (RT-04,
2004.
[15] M. Ben, M. Betser, F. Bimbot, and G. Gravier, “Speaker diarization us-
ing bottom-up clustering based on a parameter-derived distance between
adapted GMMs,” in in &quot;Intl. Conf. on Speech and Language Process-
ing, 2004.
170
BIBLIOGRAPHY
[16] A. Benyassine, E. Shlomot, H.-Y. Su, D. Massaloux, C. Lamblin, and J.-
P. Petit, “ITU-T Recommendation G.729 Annex B: a silence compression
scheme for use with g.729 optimized for v.70 digital simultaneous voice and
data applications,” Communications Magazine, IEEE, vol. 35, no. 9, pp.
64 –73, sep 1997.
[17] C. M. Bishop, Pattern Recognition and Machine Learning (Information
Science and Statistics). Secaucus, NJ, USA: Springer-Verlag New York,
Inc., 2006.
[18] S. Bozonnet, N. Evans, and C. Fredouille, “The lia-eurecom rt’09 speaker
diarization system: Enhancements in speaker modelling and cluster purifi-
cation,” in Acoustics Speech and Signal Processing (ICASSP), 2010 IEEE
International Conference on, march 2010, pp. 4958 –4961.
[19] N. Brummer and E. de Villiers, “The speaker partitioning problem,”
in Odyssey2010, the Speaker Language and Recognition Workshop, Brno,
Czech Republic, June 2010, pp. 194–201.
[20] J. P. Campbell and Jr., “Speaker recognition: A tutorial.”
[21] F. Castaldo, D. Colibro, E. Dalmasso, P. Laface, and C. Vair, “Stream-
based speaker segmentation using speaker factors and eigenvoices,” in
Acoustics, Speech and Signal Processing, 2008. ICASSP 2008. IEEE In-
ternational Conference on, 31 2008-april 4 2008, pp. 4133 –4136.
[22] S. Chen and P. Gopalakrishnan, “Speaker, environment and channel change
detection and clustering via the bayesian information criterion,” IBM TJ
Watson Research Center, Yorktown Heights, NY, Tech. Rep., 1998.
[23] S. S. Chen and P. S. Gopalakrishnan, “Speaker, environment and channel
change detection and clustering via the bayesian information criterion,”
1998, pp. 127–132.
171
BIBLIOGRAPHY
[24] T. Chi, Y. Gao, M. C. Guyton, P. Ru, and S. Shamma, “Spectro-temporal
modulation transfer functions and speech intelligibility,” The Journal of the
Acoustical Society of America, vol. 106, no. 5, pp. 2719–2732, nov 1999.
[25] W. Chou, B. Juang, and C. Lee, “Segmental gpd training of hmm based
speech recognizer,” in Acoustics, Speech, and Signal Processing, 1992.
ICASSP-92., 1992 IEEE International Conference on, vol. 1, mar 1992,
pp. 473 –476 vol.1.
[26] A. Davis, S. Nordholm, and R. Togneri, “Statistical voice activity detection
using low-variance spectrum estimation and an adaptive threshold,” IEEE
Transactions on Audio, Speech and Language Processing, vol. 14, no. 2, pp.
412–424, 2006.
[27] S. Davis and P. Mermelstein, “Comparison of parametric representations for
monosyllabic word recognition in continuously spoken sentences,” Acous-
tics, Speech and Signal Processing, IEEE Transactions on, vol. 28, no. 4,
pp. 357 – 366, aug 1980.
[28] D. B. Dean, S. Sridharan, R. J. Vogt, and M. W. Mason,
“The qut-noise-timit corpus for the evaluation of voice activity
detection algorithms,” in Interspeech 2010, Makuhari Messe International
Convention Complex, Makuhari, Japan, September 2010, to download the
full database, visit: https://wiki.qut.edu.au/display/saivt/QUT-NOISE-
TIMIT. [Online]. Available: http://eprints.qut.edu.au/38144/
[29] N. Dehak, R. Dehak, P. Kenny, N. Bru¨mmer, P. Ouellet, and P. Dumouchel,
“Support vector machines versus fast scoring in the low-dimensional total
variability space for speaker verification,” in INTERSPEECH, 2009, pp.
1559–1562.
[30] N. Dehak, P. Kenny, R. Dehak, P. Dumouchel, and P. Ouellet, “Front-
end factor analysis for speaker verification,” IEEE Transactions on Audio,
Speech & Language Processing, vol. 19, no. 4, pp. 788–798, 2011.
172
BIBLIOGRAPHY
[31] N. Dehak, P. A. Torres-Carrasquillo, D. A. Reynolds, and R. Dehak, “Lan-
guage recognition via i-vectors and dimensionality reduction,” in INTER-
SPEECH, 2011, pp. 857–860.
[32] P. Delacourt, D. Kryze, and C. J. Wellekens, “Distbic: A speaker-based
segmentation for audio data indexing,” in Speech Communication, 2000,
pp. 111–126.
[33] A. P. Dempster, N. M. Laird, and D. B. Rubin, “Maximum likelihood
from incomplete data via the em algorithm,” JOURNAL OF THE ROYAL
STATISTICAL SOCIETY, SERIES B, vol. 39, no. 1, pp. 1–38, 1977.
[34] J. Dines, J. Vepa, and T. Hain, “The segmentation of multi-channel meet-
ing recordings for automatic speech recognition,” in Int. Conf. on Spo-
ken Language Processing (Interspeech ICSLP), Pittsburgh, USA, 2006, pp.
1213–1216.
[35] G. R. Doddington, M. A. Przybocki, A. F. Martin, and D. A. Reynolds,
“The nist speaker recognition evaluation - overview methodology, systems,
results, perspective,” Speech Commun., vol. 31, no. 2-3, pp. 225–254,
Jun. 2000. [Online]. Available: http://dx.doi.org/10.1016/S0167-6393(99)
00080-1
[36] E. El-Khoury, C. Senac, and J. Pinquier, “Improved speaker diarization
system for meetings,” in Acoustics, Speech and Signal Processing, 2009.
ICASSP 2009. IEEE International Conference on, 2009, pp. 4097 –4100.
[37] K. Eom and R. Chellappa, “Classification of voiced and unvoiced speech
by hierarchical stochastic modeling,” in Pattern Recognition, 1994. Vol. 3
- Conference C: Signal Processing, Proceedings of the 12th IAPR Interna-
tional Conference on, 9-13 1994, pp. 20 –24 vol.3.
[38] Y. Ephraim and D. Malah, “Speech enhancement usinga minimum mean-
square error short-time spectral amplitude estimator,” IEEE Transactions
173
BIBLIOGRAPHY
on Speech and Audio Processing, vol. ASSP-32, no. 6, pp. 1109–1121, De-
cember 1984.
[39] G. Evangelopoulos and P. Maragos, “Multiband modulation energy track-
ing for noisy speech detection,” IEEE Transactions on Audio, Speech and
Language Processing, vol. 14, no. 6, pp. 2024–2038, 2006.
[40] J. G. Fiscus, J. Ajot, and J. S. Garofolo, “Multimodal Technologies
for Perception of Humans: The Rich Transcription 2007 Meeting
Recognition Evaluation,” R. Stiefelhagen, R. Bowers, and J. Fiscus, Eds.
Berlin, Heidelberg: Springer-Verlag, 2008, ch. The Rich Transcription
2007 Meeting Recognition Evaluation, pp. 373–389. [Online]. Available:
http://dx.doi.org/10.1007/978-3-540-68585-2 36
[41] E. Fisher, J. Tabrikian, and S. Dubnov, “Generalized likelihood ratio test
for voiced-unvoiced decision in noisy speech using the harmonic model,”
Audio, Speech, and Language Processing, IEEE Transactions on, vol. 14,
no. 2, pp. 502 – 510, march 2006.
[42] W. Fisher, G. Doddington, and K. Goudie-Marshall, “The DARPA speech
recognition research database: specifications and status,” in Proc. DARPA
Workshop on Speech Recognition, 1986, pp. 93–99.
[43] S. Furui, “Cepstral analysis technique for automatic speaker verification,”
Acoustics, Speech and Signal Processing, IEEE Transactions on, vol. 29,
no. 2, pp. 254 – 272, apr 1981.
[44] R. Gangadharaiah, B. Narayanaswamy, and N. Balakrishnan, “A novel
method for two-speaker segmentation.” in INTERSPEECH. ISCA,
2004. [Online]. Available: http://dblp.uni-trier.de/db/conf/interspeech/
interspeech2004.html#GangadharaiahNB04
[45] J. S. Garofolo, J. G. Fiscus, A. F. Martin, D. S. Pallett, and M. A. Przy-
bocki, “NIST Rich Transcription 2002 Evaluation: A Preview,” in Pro-
ceedings of the Third International Conference on Language Resources and
174
BIBLIOGRAPHY
Evaluation, LREC 2002, May 29-31, 2002, Las Palmas, Canary Islands,
Spain, 2002.
[46] H. Ghaemmaghami, D. Dean, and S. Sridharan, “Speaker linking using
complete-linkage clustering,” in to be presented in Australian International
Conference on Speech Science and Technology (SST2012), 2012.
[47] H. Ghaemmaghami, D. Dean, R. Vogt, and S. Sridharan, “Extending the
task of diarization to speaker attribution,” in Interspeech2011, Florence,
Italy, August 2011. [Online]. Available: http://eprints.qut.edu.au/43351/
[48] ——, “Speaker attribution of multiple telephone conversations using a
complete-linkage clustering approach,” in Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2012 IEEE International Conference on, march 2012,
pp. 4185 –4188.
[49] H. Gish and M. Schmidt, “Text-independent speaker identification,” Signal
Processing Magazine, IEEE, vol. 11, no. 4, pp. 18 –32, oct. 1994.
[50] H. Gish, M.-H. Siu, and R. Rohlicek, “Segregation of speakers for speech
recognition and speaker identification,” in Acoustics, Speech, and Signal
Processing, 1991. ICASSP-91., 1991 International Conference on, apr 1991,
pp. 873 –876 vol.2.
[51] O. Glembek, L. Burget, N. Dehak, N. Brummer, and P. Kenny, “Com-
parison of scoring methods used in speaker recognition with joint factor
analysis,” Acoustics, Speech, and Signal Processing, IEEE International
Conference on, vol. 0, pp. 4057–4060, 2009.
[52] C. S. Greenberg and A. F. Martin, “NIST speaker recognition
evaluations 1996-2008,” pp. 732 411–732 411–12, 2009. [Online]. Available:
+http://dx.doi.org/10.1117/12.822275
[53] J. A. Haigh and J. S. Mason, “Robust voice activity detection using cepstral
features,” 1993, pp. 321–324 vol.3.
175
BIBLIOGRAPHY
[54] H. Hermansky and J. Cox, L.A., “Perceptual linear predictive (plp)
analysis-resynthesis technique,” in Applications of Signal Processing to Au-
dio and Acoustics, 1991. Final Program and Paper Summaries., 1991 IEEE
ASSP Workshop on, oct. 1991, pp. 37–38.
[55] A. Herrnstein, J. F. Holzrichter, G. C. Burnett, T. J. Gable, and L. Ng,
“Statistics of unvoiced time period duration relative to EM sensor detected
voiced onset and end times,” in Unpublished, (Statistics are based upon a
corpus of 15 male speakers pronouncing excerpts from a TIMIT database,
data available in 8 separate CDs, LLNL UCRL MI-132776).
[56] A. Jain, A. Topchy, M. Law, and J. Buhmann, “Landscape of clustering
algorithms,” in Pattern Recognition, 2004. ICPR 2004. Proceedings of the
17th International Conference on, vol. 1, 2004, pp. 260 – 263 Vol.1.
[57] Q. Jin, K. Laskowski, T. Schultz, and A. Waibel, “Speaker segmentation
and clustering in meetings,” in In Proceedings of the 8th International Con-
ference on Spoken Language Processing, Jeju Island, Korea, 2004.
[58] H. jing Dou, C. chun Bao, and R. wei Li, “A voice activity detection using
cyclic statistics based on sinusoidal speech model,” in Signal Processing,
2008. ICSP 2008. 9th International Conference on, 26-29 2008, pp. 1239
–1242.
[59] J. Kaiser, “On a simple algorithm to calculate the ‘energy’ of a signal,” in
Proceedings of ICASSP, April 1990, pp. 381–384.
[60] L. Karray and A. Martin, “Towards improving speech detection robust-
ness for speech recognition in adverse conditions,” Speech Communication,
vol. 40, pp. 261–276, 2003.
[61] P. Kenny, G. Boulianne, and P. Dumouchel, “Eigenvoice modeling with
sparse training data,” Speech and Audio Processing, IEEE Transactions
on, vol. 13, no. 3, pp. 345 – 354, may 2005.
176
BIBLIOGRAPHY
[62] P. Kenny, G. Boulianne, P. Ouellet, and P. Dumouchel, “Joint factor anal-
ysis versus eigenchannels in speaker recognition,” Audio, Speech, and Lan-
guage Processing, IEEE Transactions on, vol. 15, no. 4, pp. 1435 –1447,
may 2007.
[63] P. Kenny, D. Reynolds, and F. Castaldo, “Diarization of telephone conver-
sations using factor analysis,” Selected Topics in Signal Processing, IEEE
Journal of, vol. 4, no. 6, pp. 1059 –1070, 2010.
[64] P. Kenny. ”joint factor analysis of speaker and session variability: Theory
and algorithms”. [Online]. Available: http://www.crim.ca/perso/patrick.
kenny/
[65] M. Kotti, V. Moschou, and C. Kotropoulos, “Review: Speaker segmentation
and clustering,” Signal Process., vol. 88, no. 5, pp. 1091–1124, May 2008.
[Online]. Available: http://dx.doi.org/10.1016/j.sigpro.2007.11.017
[66] T. Kristjansson, S. Deligne, and P. Olsen, “Voicing features for robust
speech detection,” in Proceedings of Interspeech, 2005, pp. 369–372.
[67] O. M. L. Viet Bac and D. Fohr, “Speaker diarization using normalized cross
likelihood ratio,” in Interspeech 2007, August 2007.
[68] V.-B. Le, O. Mella, and D. Fohr, “Speaker diarization using normalized
cross likelihood ratio,” in INTERSPEECH’07, 2007, pp. 1869–1872.
[69] D. A. V. Leeuwen, “Speaker linking in large data sets,” in Odyssey2010, the
Speaker Language and Recognition Workshop, Brno, Czech Republic, June
2010, pp. 202–208.
[70] K. Li, M. Swamy, and M. O. Ahmad, “An improved voice activity detec-
tion using higher order statistics,” IEEE Transactions on Speech and Audio
Processing, vol. 13, no. 5, pp. 965–974, September 2005.
177
BIBLIOGRAPHY
[71] L. Lu, S. Li, and H. Zhang, “Content-based audio segmentation using sup-
port vector machines,” in Proceedings of IEEE International Conference on
Multimedia and Expo, 2001, pp. 956–959.
[72] J. luc Gauvain, L. Lamel, and G. Adda, “Partitioning and transcription of
broadcast news data,” in ICSLP’98, 1998, pp. 1335–1338.
[73] R. J. Mammone, X. Zhang, and R. P. Ramachandran, “Robust speaker
recognition: a feature-based approach,” Signal Processing Magazine, IEEE,
vol. 13, no. 5, p. 58, sept. 1996.
[74] A. Martin and L. Mauuary, “Robust speech/non-speech detection based
on LDA-derived parameter and voicing parameter for speech recognition in
noisy environments,” Speech Communication, vol. 48, no. 2, pp. 191–206,
February 2006.
[75] M. Marzinzik and B. Kollmeier, “Speech pause detection for noise spectrum
estimation by tracking power envelope dynamics,” IEEE Transactions on
Speech and Audio Processing, vol. 10, no. 2, pp. 109–118, February 2002.
[76] G. McLachlan and K. Basford, Mixture Models: Inference and Applications
to Clustering, ser. Statistics: A Series of Textbooks and Monogrphs.
Dekker, 1988. [Online]. Available: http://books.google.com.au/books?id=
1Id9QgAACAAJ
[77] S. Meignier, J. franois Bonastre, and S. Igounet, “E-hmm approach for
learning and adapting sound models,” in in Proc. Odyssey Speaker and
Language Recognition Workshop, 2001, pp. 175–180.
[78] S. Meignier, D. Moraru, C. Fredouille, J.-F. Bonastre, and L. Besacier,
“Step-by-step and integrated approaches in broadcast news speaker diariza-
tion,” Computer Speech & Language, pp. 303–330, 2006.
178
BIBLIOGRAPHY
[79] N. Mesgarani, M. Slaney, and S. Shamma, “Discrimination of speech from
nonspeech based on multiscale spectro-temporal modulations,” IEEE T.
Audi. Speech. Lang, p. 14, 2006.
[80] X. A. Mir, S. Bozonnet, N. W. D. Evans, C. Fredouille, G. Friedland,
and O. Vinyals, “Speaker diarization: A review of recent research,” IEEE
Transactions on Audio, Speech & Language Processing, pp. 356–370, 2012.
[81] D. Moraru, S. Meignier, L. Besacier, J.-F. Bonastre, and I. Magrin-
Chagnolleau, “The elisa consortium approaches in speaker segmentation
during the nist 2002 speaker recognition evaluation,” in Acoustics, Speech,
and Signal Processing, 2003. Proceedings. (ICASSP ’03). 2003 IEEE Inter-
national Conference on, vol. 2, april 2003, pp. II – 89–92 vol.2.
[82] N. Morgan and H. Bourlard, “An introduction to the hybrid
HMM/connectionist approach,” IEEE Signal Processing Magazine, pp. 25–
42, May 1995.
[83] R. D. Mori, Spoken Dialogues with Computers. Orlando, FL, USA: Aca-
demic Press, Inc., 1997.
[84] S. Nakagawa and Y. Hashimoto, “A method for continuous speech seg-
mentation using hmm,” in Pattern Recognition, 1988., 9th International
Conference on, nov 1988, pp. 960 –962 vol.2.
[85] E. Nemer, R. Goubran, and S. Mahmoud, “Robust voice activity detection
using higher-order statistics in the LPC residual domain,” IEEE Transac-
tions on Speech and Audio Processing, vol. 9, no. 3, pp. 217–231, March
2001.
[86] J. Omura, “On the viterbi decoding algorithm,” Information Theory, IEEE
Transactions on, vol. 15, no. 1, pp. 177 – 179, jan 1969.
179
BIBLIOGRAPHY
[87] J. Pelecanos and S. Sridharan, “Feature warping for robust speaker verifi-
cation,” in A Speaker Odyssey, The Speaker Recognition Workshop, June
18-22 2001, pp. 213–218.
[88] B. Pellom and J. Hansen, “Automatic segmentation of speech recorded in
unknown noisy channel characteristics,” Speech Communication, vol. 25,
pp. 97–116, 1998.
[89] L. R. Rabiner and M. R. Sambur, “An algorithm for determining the end-
points of isolated utterances,” Bell Systems Technical Journal, vol. 54, no. 2,
pp. 297–315, 1975.
[90] L. Rabiner and B.-H. Juang, Fundamentals of speech recognition. Upper
Saddle River, NJ, USA: Prentice-Hall, Inc., 1993.
[91] P. Ramesh and J. Wilpon, “Modeling state durations in hidden markov
models for automatic speech recognition,” in Acoustics, Speech, and Signal
Processing, 1992. ICASSP-92., 1992 IEEE International Conference on,
vol. 1, mar 1992, pp. 381 –384 vol.1.
[92] J. Ramirez, J. M. Gorriz, and J. C. Segura, Voice Activity Detection. Fun-
damentals and Speech Recognition System Robustness. InTech, Jun. 2007.
[93] J. Ramı´rez, J. Segura, C. Ben´ıtez, A. de la Torre, and A. Rubio, “A new
Kullback-Leibler VAD for speech recognition in noise,” IEEE Signal Pro-
cessing Letters, vol. 11, no. 2, pp. 266–269, February 2004.
[94] J. Ramı´rez, J. Segura, C. Ben´ıtez, L. Garcia, and A. Rubio, “Statistical
voice activity detection using a multiple observation likelihood ratio test,”
IEEE Signal Processing Letters, vol. 12, no. 10, pp. 689–692, October 2005.
[95] J. Ramı´rez, J. Segura, C. Ben´ıtez, A. de la Torre, and A. Rubio, “Efficient
voice activity detection algorithms using long-term speech information,”
Speech Communication, vol. 42, pp. 271–287, 2004.
180
BIBLIOGRAPHY
[96] J. Ramirez, P. Yelamos, J. Gorriz, and J. Segura, “Svm-based speech
endpoint detection using contextual speech features,” Electronics Letters,
vol. 42, no. 7, pp. 426 – 428, 30 2006.
[97] P. Renevey and A. Drygajlo, “Entropy based voice activity detection in
very noisy conditions,” EUROSPEECH 2001, sep 2001.
[98] D. Reynolds, “Experimental evaluation of features for robust speaker iden-
tification,” Speech and Audio Processing, IEEE Transactions on, vol. 2,
no. 4, pp. 639 –643, oct 1994.
[99] D. Reynolds and R. Rose, “Robust text-independent speaker identifica-
tion using gaussian mixture speaker models,” Speech and Audio Processing,
IEEE Transactions on, vol. 3, no. 1, pp. 72 –83, jan 1995.
[100] D. Reynolds and P. Torres-Carrasquillo, “The mit lincoln laboratory rt-
04f diarization systems: Applications to broadcast audio and telephone
conversations,” DTIC Document, Tech. Rep., 2004.
[101] D. A. Reynolds, “Speaker identification and verification using Gaussian
mixture speaker models,” Speech Commun., vol. 17, pp. 91–108, August
1995. [Online]. Available: http://portal.acm.org/citation.cfm?id=211311.
211317
[102] ——, “An overview of automatic speaker recognition technology,” in Acous-
tics, Speech, and Signal Processing (ICASSP), 2002 IEEE International
Conference on, vol. 4, may 2002, pp. IV–4072 –IV–4075.
[103] D. A. Reynolds, P. Kenny, and F. Castaldo, “A study of new approaches
to speaker diarization,” in INTERSPEECH, 2009, pp. 1047–1050.
[104] D. A. Reynolds, T. F. Quatieri, and R. B. Dunn, “Speaker verification using
adapted Gaussian mixture models,” in Digital Signal Processing, 2000, p.
2000.
181
BIBLIOGRAPHY
[105] J. Rougui, M. Rziza, D. Aboutajdine, M. Gelgon, and J. Martinez, “Fast
incremental clustering of gaussian mixture speaker models for scaling up
retrieval in on-line broadcast,” in Acoustics, Speech and Signal Processing,
2006. ICASSP 2006 Proceedings. 2006 IEEE International Conference on,
vol. 5, may 2006, p. V.
[106] J. Serra, Image analysis and mathematical morphology: Theoretical
advances, ser. Image Analysis and Mathematical Morphology. Academic
Press, 1988. [Online]. Available: http://books.google.com.au/books?id=
BpdTAAAAYAAJ
[107] J. Shen, J. Hung, and L. Lee, “Robust entropy-based endpoint detection for
speech recognition in noisy environments,” in Proceedings of ICSLP, 1998.
[108] M. A. Siegler, U. Jain, B. Raj, and R. M. Stern, “Automatic segmentation,
classification and clustering of broadcast news audio,” in Proc. DARPA
Speech Recognition Workshop, 1997, pp. 97–99.
[109] R. Sinha, S. E. Tranter, M. J. F. Gales, and P. C. Woodland, “The cam-
bridge university march 2005 speaker diarisation system,” in IN PROC.
INTERSPEECH, 2005, p. 2005.
[110] J. Sohn, N. Kim, and W. Sung, “A statistical model-based voice activity
detection,” IEEE Signal Processing Letters, vol. 6, no. 1, pp. 1–3, January
1999.
[111] H. Solvang, K. Ishizuka, and M. Fujimoto, “Voice activity detection based
on adjustable linear prediction and GARCH models,” Speech Communica-
tion, vol. 50, pp. 476–486, 2008.
[112] J. Song, K. Lee, J. Chang, J. Kim, and N. Kim, “Analysis and Improvement
of Speech/Music Classification for 3GPP2 SMV Based on GMM,” Signal
Processing Letters, IEEE, vol. 15, 2008.
182
BIBLIOGRAPHY
[113] T. Stafylakis, V. Katsouros, and G. Carayannis, “The segmental bayesian
information criterion and its applications to speaker diarization,” Selected
Topics in Signal Processing, IEEE Journal of, vol. 4, no. 5, pp. 857 –866,
2010.
[114] E. Standard, “Speech processing, transmission and quality aspects (stq);
distributed speech recognition; advanced front-end feature extraction algo-
rithm; compression algorithms,” ETSI ES, vol. 202, no. 050, p. v1, 2007.
[115] H. Teager and S. Teager, “Evidence of nonlinear sound production mecha-
nisms in the voal tract,” in Speech Production and Speech Modeling. Nor-
well, MA: Kluwer, 1990, pp. 241–261.
[116] O. Toledo-Ronen, “Speech Detection for Text-Dependent Speaker Verifi-
cation,” in 2001: A Speaker Odyssey-The Speaker Recognition Workshop.
ISCA, 2001.
[117] S. Tranter and D. Reynolds, “An overview of automatic speaker diarization
systems,” Audio, Speech, and Language Processing, IEEE Transactions on,
vol. 14, no. 5, pp. 1557 –1565, 2006.
[118] R. Tucker, “Voice activity detection using a periodicity measure,” IEE Pro-
ceedings I - Communications, Speech and Vision, vol. 139, no. 4, pp. 377–
380, August 1992.
[119] S. Umesh, L. Cohen, and D. Nelson, “Fitting the mel scale,” in Acoustics,
Speech, and Signal Processing, 1999. Proceedings., 1999 IEEE International
Conference on, vol. 1, mar 1999, pp. 217 –220 vol.1.
[120] F. Valente, P. Motlicek, and D. Vijayasenan, “Variational Bayesian speaker
diarization of meeting recordings,” in Acoustics Speech and Signal Process-
ing (ICASSP), 2010 IEEE International Conference on, 2010, pp. 4954
–4957.
183
BIBLIOGRAPHY
[121] F. Valente, “Variational Bayesian methods for audio indexing,”
Ph.D. dissertation, Thesis, 09 2005. [Online]. Available: http:
//www.eurecom.fr/publication/1739
[122] C. Vaquero, A. Ortega, and E. Lleida, “Partitioning of two-speaker conver-
sation datasets,” in Interspeech 2011, August 28-31 2011, pp. 385–388.
[123] A. Cˇizˇmesˇija, J. Pecˇaric, and L.-E. Persson, “On strengthened hardy and
polya-knopp’s inequalities,” J. Approx. Theory, vol. 125, no. 1, pp. 74–84,
Nov. 2003. [Online]. Available: http://dx.doi.org/10.1016/j.jat.2003.09.007
[124] R. Vipperla, J. Geiger, S. Bozonnet, D. Wang, N. Evans, B. Schuller,
and G. Rigoll, “Speech overlap detection and attribution using convolutive
non-negative sparse coding,” in Acoustics, Speech and Signal Processing
(ICASSP), 2012 IEEE International Conference on, 2012, pp. 4181–4184.
[125] A. Viterbi, “Error bounds for convolutional codes and an asymptotically
optimum decoding algorithm,” Information Theory, IEEE Transactions on,
vol. 13, no. 2, pp. 260 –269, april 1967.
[126] R. Vogt, B. Baker, and S. Sridharan, “Factor analysis subspace estimation
for speaker verification with short utterances,” in Interspeech 2008, 2008,
pp. 853–856.
[127] R. Vogt and S. Sridharan, “Explicit modelling of session variability for
speaker verification,” Comput. Speech Lang., vol. 22, pp. 17–38, January
2008. [Online]. Available: http://portal.acm.org/citation.cfm?id=1287851.
1288082
[128] D. Wang, R. Vogt, and S. Sridharan, “Bayes factor based speaker
clustering for speaker diarization,” in 10th International Conference
on Information Science, Signal Processing and their Applications.
Renaissance Hotel, Kuala Lumpur: IEEE, May 2010. [Online]. Available:
http://eprints.qut.edu.au/31414/
184
BIBLIOGRAPHY
[129] D. L. WEAKLIEM, “A critique of the bayesian information criterion for
model selection,” Sociological Methods & Research, vol. 27, no. 3, pp.
359–397, 1999. [Online]. Available: http://smr.sagepub.com/content/27/
3/359.abstract
[130] G. Williams and D. Ellis, “Speech/music discrimination based on posterior
probabilities,” in European Conference on Speech Communication Technol-
ogy, 1999, pp. 687–690.
[131] C. Wooters and M. Huijbregts, “The ICSI RT07s speaker diarization sys-
tem,” in Multimodal Technologies for Perception of Humans. Springer
Berlin / Heidelberg, 2008.
[132] B.-F. Wu and K.-C. Wang, “Robust endpoint detection algorithm based on
the adaptive band-partitioning spectral entropy in adverse environments,”
Speech and Audio Processing, IEEE Transactions on, vol. 13, no. 5, pp.
762–775, 2005.
[133] G. S. Ying, C. D. Mitchell, and L. H. Jamieson, “Endpoint detection of
isolated utterances based on a modified teager energy measurement,” in
Proceedings of ICASSP, vol. 2, 1993, pp. 732–735 vol.2.
[134] B. Zhou and J. Hansen, “Efficient audio stream segmentation via the com-
bined t2 statistic and bayesian information criterion,” Speech and Audio
Processing, IEEE Transactions on, vol. 13, no. 4, pp. 467 – 474, july 2005.
185
