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Abstract
Deformable models have been a classic approach to image segmentation,
and they have been used with considerable success, e.g. in segmenting
medical images. While traditional deformable models rely on local image
gradient information, it is important to incorporate additional contextual
constraints, in order to achieve robustness to noise, intensity inhomogeneity,
and locally weak boundary. In this thesis, we propose three new deformable
model based segmentation methods to extract contour, surface and tubu-
lar structures from 2D and 3D medical images. First, 2D and 3D Active
Volume Models (AVM) are proposed, which can integrate region informa-
tion. To further improve the robustness and accuracy of AVM, we propose
Multiple-Surface Active Volume Model (MSAVM), which is able to incorpo-
rate high-level geometric spatial constraints among multiple objects. Sec-
ond, to segment 3D objects containing complex surfaces or high curvature
regions, we propose a 3D Laplacian-driven parametric deformable model,
which preserves model mesh quality by using a novel internal force derived
from mesh Laplacian. Third, to segment coronary arteries, we propose 4D
parametric deformable curves aiming to extract the vessels' centerlines and
corresponding radii simultaneously. We present both qualitative and quan-
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titative validation experiments for all three proposed methods.
This thesis is prepared under the supervision of Prof. Xiaolei Huang.
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Principal Contributions
In this thesis, we aim to develop better segmentation models for reliably
and eciently extracting the boundaries of anatomical structures in medi-
cal images. The resulting segmentations can assist with clinical diagnosis,
treatment planning such as in radiation therapy, and for modeling anatom-
ical changes in response to pathology. We propose three new model-based
segmentation methods, which are most suitable for segmenting volumetric
organs or tubular-structured vessels with known topology.
 Active Volume Model (AVM) and Multiple-Surface Active Volume
Model (MSAVM);
 3D Laplacian-Driven Parametric Deformable Model;
 4D Parametric Deformable Curve Model.
The main contributions of this thesis include:
 From the aspect of model-based segmentation algorithms:
Integrating online learning and region statistics into active con-
tours and surfaces in a novel way, AVM allows exible initialization
and has rapid convergence.
3
Integrating a new dynamic high-level geometric spatial constraint
for simultaneously segmenting multiple interacting objects, MSAVM
further improves the exibility of initialization and accuracy of seg-
mentation.
Decomposing the mesh Laplacian of each vertex into two vectors
and weighing the vector perpendicular to the vertex's tangential plane,
the 3D Laplacian-driven parametric deformable model has a novel in-
ternal force. The mesh Laplacian based internal force helps the model
not only overcome the traditional model's over-smoothing problem and
t better to boundary surface details, but also maintain a high-quality
model mesh.
Modeling a coronary artery as a 4D curve, the 4D curve model
can simultaneously extract the vessel centerline and the corresponding
radii with minimal user interaction, eciently and accurately. The
model is the rst parametric deformable model with simultaneous ves-
sel centerline and radii segmentation.
 From the aspect of applications:
The AVM and 4D deformable curve model can be useful tools for
medical image segmentation, an essential step for further quantitative
analysis, diagnosis and treatment planning by doctors and researchers.
The models can extract object boundaries from 2D and 3D medical
images eciently. Various sources of information from images and
prior knowledge can be utilized to make the segmentation robust and
accurate. And interacting with the models is intuitive.
The 3D Laplacian-driven parametric deformable model aims to
4
fundamentally solve the traditional models' problem of compromising
between model smoothness and data-tting delity. It can be used to
segment objects with complex surfaces and/or high-curvature regions.
Thus users have one more choice when segmenting such objects such
as cerebral cortex and human lung.
5
Chapter 1
Introduction
With the rapid advancement of medical imaging technologies, the role of medical imag-
ing has been signicantly expanded. It not only provides images of anatomical struc-
tures, but also aids doctors in diagnosis, surgical planning, simulation and so on [70].
With medical imaging playing an increasingly prominent role in diagnosis and treat-
ment planning, medical image analysis, which extracts meaningful information from
medical images, becomes more important. Various medical image analysis algorithms
have been proposed in the past decades to tackle challenging problems mainly in the
following three areas: image segmentation, image registration and motion tracking
[25, 64, 84]. In this thesis, we focus on image segmentation methods, which are used to
automatically or semi-automatically delineate anatomical shapes of interest and play a
critical role in many medical applications, such as localization of pathology [17], study
of anatomical structures [118, 126], computer-assisted surgery [62], among others [89].
Typically, image segmentation is dened as the partitioning of an image into non-
overlapping, constituent and meaningful regions which are homogeneous with respect
to some image characteristics, such as intensity value or texture feature [9, 85]. Math-
6
ematically, giving the image domain I, the segmentation problem is to calculate the
sets Sk  I whose union is the entire image I. Thus, the sets must satisfy
I =
K[
k=1
Sk; (1.1)
where Si \ Sj = ; for i 6= j [89]. Most of the image segmentation methods can be
broadly categorized into two classes: model-based or classication-based methods. In
model-based methods, the boundary is modeled as parametric or geometric curves
(2D)/surfaces (3D). To generate the accurate segmentation, the curve or surface model
will deform under the model's internal constraints and external constraints derived
from image characteristics and/or priors. Conversely, instead of modeling the bound-
ary, classication-based methods label or classify pixels into dierent classes based on
properties of pixels computed according to some image characteristics.
Segmenting objects from medical images is dicult due to variations in application,
imaging modality and dimensionality, anatomical shape of interest and other factors.
For example, the segmentation of brain tumor [17] has dierent requirements from the
segmentation of brain cerebral cortex [126]; the methods used on ultrasound images [4]
dier signicantly from methods used on Magnetic resonance imaging (MRI) images
[41]; typically, 2D methods can only work on 2D images and 3D methods can only work
on 3D images; and the algorithms of extracting tubular structures [77] are also dierent
from the algorithms for contour or surface extraction [110, 119]. There is currently no
single segmentation method that can yield desirable results for every segmentation case.
Methods that are specialized to particular applications can generate better results, since
they can take into consideration the object of interest, imaging modality and the shape
of the object as prior knowledge.
In the remainder of this chapter, we will rst review classication-based methods
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and model-based methods. Then we will review 2D and 3D methods, dierent methods
used on dierent imaging modalities, and the methods that are used to extract objects
of dierent shapes. At the end of the chapter, we will give an overview of the three
proposed model-based segmentation methods.
1.1 Review of Segmentation Methods
The main challenge to image segmentation is how to retrieve high-level information
from low-level image signals while minimizing the inuence of common presence of
image noise, cluttered objects, non uniform object texture, variations in illumination,
and various other artifacts. To address these challenges, many segmentation methods
have been proposed, which broadly fall into two classes: classication-based methods
and model based methods.
1.1.1 Classication-Based Methods
Classication-based methods give a class label to each pixel. For instance, the 2-class
problem considers two classes: the foreground and the background, multi-class problem
considers multiple object classes and the background. Based on the computational
principle they use, these methods can be further divided into the following categories:
1. thresholding, 2. region growing, 3. supervised learning and clustering methods and
4. graph-based methods.
Thresholding is a simple but eective method to separate objects from the back-
ground. The output of the thresholding operation is a binary image with two states.
One state indicates the foreground objects, and the complementary state corresponds
to the background [94, 101]. Since it is simple and ecient, thresholding is often used
as an initialization step. The main limitations are that thresholding is usually sensitive
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to noise and intensity inhomogeneities, and it is not straightforwardly applicable to
multi-class segmentation.
Region growing is a region-based segmentation method that can extract a region
based on intensity information. Typically, region growing requires seed points as ini-
tialization and extracts all the pixels that are connected to the seed points and have
similar features [1] while incorporating the spatial information among connected pix-
els. However, similar to thresholding, the primary disadvantage is that region growing
algorithms are usually sensitive to noise, and pixel similarity measurements are hard
to dene.
Supervised learning approaches are pattern recognition techniques that partition
the image into meaningful regions using training data with known labels. Classiers
are known as supervised methods, since they require manually labeled training data,
and they learn the mapping function from features to labels in order to classify or
segment new data. The K-nearest-neighbor (kNN) is a simple nonparametric classier
since there is no underlying assumption about the statistical structure of the data.
Maximum Likelihood (ML) is a widely-used parametric classier, which assumes that
the image features are sampled from probability distributions, such as a Mixture of
Gaussians. Support Vector Machine (SVM) [18] is also a commonly-used supervised
learning method that considers two-group classication problems. Articial Neural
Networks (ANN's) have been used as attractive supervised classiers [83, 92]. Besides
these methods, Boosting [98] algorithm is a general method for improving the accuracy
of any giving learning algorithm. The advantage of supervised classiers is that the
integration of high-level prior knowledge can signicantly improve segmentation accu-
racy. However, the disadvantage is also very apparent, since manual labeling of training
data can be tedious and time-consuming.
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In contrast, clustering approaches partition an image, or group pixels without us-
ing training data. Thus clustering approaches are unsupervised algorithms. K-means
[10], Fuzzy clustering algorithm [93] and Expectation-Maximization (EM) algorithm
[116, 128] are among the most used clustering algorithms [89]. Although clustering
algorithms do not need training data, they still need to input some initial parameters,
such as the number of classes. Additionally, Markov Random Fields (MRFs) can also
be incorporated into clustering algorithms [91] to improve the algorithms' robustness
to noise, and generate more coherent results.
Graph-based segmentation methods are another prominent approach. They model
the image as a weighted, undirected graph. Usually a pixel (a group of pixels) is
considered as a node, an edge connects two nodes, and edge weights dene the similarity
between nodes. The initialization is usually user-dened seeds indicating some labeled
nodes belonging to the foreground or background. The image is then segmented into a
desirable partition [7] by nding the minimum cut between foreground and background
nodes. Some popular algorithms of this category are Normalized Cut [105], Minimum
Cut [117], Random Walks [33].
1.1.2 Model-Based Methods
Model-based methods are widely used since they have advantages, such as generating
smooth curve or surface results, fast convergence and minimal user interaction. Typ-
ically, to extract an object boundary, a model needs to be placed on the image and
allowed to deform several iterations under the inuence of internal and external forces.
Internal forces keep the curve or surface smooth throughout the deformation. Exter-
nal forces are usually derived from image information and drive the curve or surface
towards the desired object boundaries. In Figure 1.1, three model-based segmentation
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methods are used to extract the boundaries of 2D, 3D and tubular structures. After
initializing the models on the 2D images or inside the 3D image volumes, the models
can deform iteratively and converge to t object boundaries.
Deformable models represent object boundary using smooth curves or surfaces rep-
resent object boundary, which can bridge over boundary gaps. The image region inside
or outside a model surface can be obtained based on the model's shape and position,
so region analysis strategies have been proposed to assist in evolving the model. There
are two classes of deformable model based segmentation methods according to their
representation and implementation: active contour models and level set models.
Since the introduction of Snakes [40] by Kass et al. in 1988, active contours have
been applied to various problems in image processing, such as segmentation, feature
extraction, shape modeling, and visual tracking. Representing the model boundary
parametrically, v(s) = (x(s); y(s)), the snake models are splines with smoothness con-
straints and inuenced by image forces. The original snake model was formulated to
minimize the energy function
E(C) = 
Z 1
0
(jvs(s)j2 + 
Z 1
0
jvss(s)j2)ds+ 
Z 1
0
P (C(s))ds;
=
Z 1
0
eint(v(s))ds+
Z 1
0
eext(v(s))ds (1.2)
where ,  and  are real positive constants to weight the smoothness constraints and
image forces, and P (C(s)) is a potential which is based on some image features, such as
intensity, gradient and edges. The rst two terms control the smoothness of the contours
(internal energy), while the third terms is responsible for attracting the contour towards
the object in the image (external energy). Other parametric deformable model was
proposed to incorporate overall shape constraints [75, 109] and to increase the attraction
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range of the original Snakes by Gradient Vector Flow (GVF) [119].
The other class of deformable models is level set based geometric models [20, 65].
These approaches represent curves and surfaces implicitly as the level set of a higher-
dimensional scalar function. The evolution of these implicit models is based on the
theory of curve evolution, with speed function specically designed to incorporate image
gradient information. Because these models do not need explicit parameterization, they
can handle topology changes very naturally. Hence the level-set approach is commonly
used in segmenting multiple objects [26] and achieves good results in tubular structure
segmentation [111]. Coupled surface constraints and the dual-front implementation of
level set active contours [56] also provide the exibility of capturing variable degrees of
localness in optimization.
One of the geometric models most closely related to the original Snake model is the
Geodesic Active Contour model [8], whose level set function is
E(C) =
Z 1
0
g(jrI(C(s))j)jC 0(s)jds; where g(jrIj) = 1
1 + jrIj2 ; (1.3)
where C represents the front (zero level set) curve of the evolving level set function.
When minimizing the level set function, the front curve deforms along its normal di-
rection C
00
derived from the internal energy jC 0(s)j, and this speed is controlled by the
speed function g(jrIj), which is considered as the external energy. The speed function
depends on the image gradient rI, and it is positive in homogeneous regions and close
to zero at edges. Hence the curve deforms at a velocity proportional to its curvature
in homogeneous areas and stops at strong edges.
Under the inuence of external and internal forces, which are derived by minimizing
the deformable models' energy functions, both parametric and geometric deformable
models can deform and extract object boundaries. To improve the models' performance,
12
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more features or constraints are integrated into deformable models' energy functions
[9, 15, 16, 53, 119]. In the remainder of this section, we will review the previous works
that utilize deformable models for segmentation by integrating various image-based or
prior constraints into the external energies.
Region information
Both the original Snake and geodesic active contours rely on image gradient information
to deform, so they are sensitive to noise and spurious edges. Both of them are prone
to stop at undesirable local minima in their corresponding energy functions. Thus ini-
tialization must be chosen very carefully. Typically, the models are initialized close to
the object boundary to avoid getting stuck in such local minima. In order to address
the limitations and develop more robust models for boundary extraction, region-based
parametric and geometric deformable models are proposed and have become increas-
ingly popular.
The basic idea is to deform an active contour using the region statistics information
from the interior and exterior of the contour. Compared to edge-based models, region-
based models are promising since the region information can help the model overcome
many local minima and converge at the desired object boundary. Furthermore, because
region-based approaches incorporate image region statistics, which can be considered
as global image information, they are less constrained by the initial position, and less
sensitive to noise.
A well-known example for the region modeling cost function is the Mumford-Shah
functional [79]. The segmentation problem, as formulated by Mumford and Shah, can
be dened as follows: given an observed image u0, nd a decomposition 
i of 
, where

  R2, such that the new \segmented" image u varies smoothly within each 
i,
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Figure 1.1: Model based segmentation methods. (1) 2D Metamorph model [37], (2) 3D
GVF [119], (3) open active contour model [55], (a) original images, (b) initial models, (c)
nal converged results.
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and discontinuously across the boundaries of 
i. The simplied case is obtained by
restricting the segmented image u to be piecewise-constant (i.e. u = constant ci inside
each component 
i) or piecewise-smooth functions. The problem is often called the
\minimal partition problem". In the recent few years, solutions for several simplied
cases of the Mumford-Shah functional have been proposed in the level set framework.
In [9], the piecewise-constant function is minimized within the level set framework by
Chan and Vese:
E(C) = 1
Z Z
Ri(C)
jI(p) c1jdp+2
Z Z
Ro(C)
jI(p) c2jdp+Length(C)+Area(Ri(C));
(1.4)
where 1, 2,  and  are positive constants to balance the contribution of each term,
Ri and Ro correspond to the interior foreground and exterior background regions of
the contour C, c1 and c2 represent the mean intensities of interior and exterior regions
respectively, and I(p) refers to the image intensity value at pixel p.
Another approach in [122] segments images that consist of several regions, each char-
acterizable by given statistics such as the mean intensity and variance. The approach
in [95] applies a multiphase level set to segmentation assuming piecewise-constant in-
tensity within one region. It is considered as solving a classication problem because
it assumes the mean intensities of all region classes are known a priori, and only the
set of boundaries between regions is unknown. In [114], piecewise-smooth approxima-
tions of the Mumford-Shah functional are derived for multiphase cases in a level set
framework. The optimization of the framework is based on an iterative algorithm that
approximates the region mean intensities and level set shape in separate steps. Geodesic
Active Region [85] is another method that integrates edge and region based modules in
a level set framework. In the above approaches, they all assume the distributions within
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regions to be piecewise-constant, piecewise-smooth, Gaussian, or Mixture-of-Gaussian,
which may limit their eectiveness in segmenting objects whose interiors have textured
appearance and/or complex multi-modal intensity distributions.
Statistical priors
Statistical modeling approaches can add constraints from prior o-line learning. Cootes
et al. proposed methods for building active shape models [16] and active appearance
models [15], by learning patterns of variability from a training set of annotated images.
Integrating high-level knowledge, these models deform in ways constrained by the train-
ing data and are often more robust in image interpretation. Image interpretation based
on a shape-appearance joint prior model can be conducted through image search [16], or
by maximizing posterior likelihood of the model given image information, in a Bayesian
framework [121]. The shape prior knowledge can also be used in an active contour's
framework. The approach in [49] estimates the maximum a posteriori (MAP) position
and shape of the object in the image being segmented, based on prior shape informa-
tion and image information in each step of the level set evolution. Another approach in
[21] utilizes kernel principal component analysis (KPCA) and encodes shape prior and
image information into two energy functionals entirely described in terms of shapes. In
medical imaging, shape priors particularly have been introduced to cardiac segmenta-
tion [44, 129], and to deformable models for constrained segmentation of bladder and
prostate [19]. One limitation of the statistical models is in the laborious training data
collection and annotation process.
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Spatial constraints
Furthermore, in many medical imaging applications, we are interested in simultaneously
extracting several boundary surfaces that are coupled in such a way that their relative
positions are known and the distances between them are within a specic range. Clearly,
integrating this high-level spatial constraint into the segmentation model will further
improve accuracy and robustness. A 2D method [108] segments left ventricular Epi-
and Endocardial borders using coupled active contours but needs a precise manual
initialization. In 3D, Zeng et al. [126] incorporated spatial constraints about brain's
gray matter and white matter into a level set framework which greatly improved cortex
segmentation accuracy. In [59], a graph-theoretic approach detects multiple interacting
surfaces by transforming the problem into computing a minimum s-t cut. Deformation
of multiple surfaces in [63] has intersurface proximity constraints, which allows each
surface to guide other surfaces into place. All of the three 3D methods [59, 63, 126]
require manually specifying the expected thickness between surfaces as model-based
constraint.
1.2 Image Modalities and Dimensionality
With advances in imaging technology, diagnostic imaging has become an indispensable
tool in today's medicine. Magnetic Resonance Image (MRI), Computed Tomography
(CT), Computed Tomography Angiography (CTA) and Ultrasound Images are rou-
tinely used in clinical practice. The increasing volumes of medical images require more
accurate and robust segmentation methods, which can work on various medical images
of dierent modalities and dimensions.
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1.2.1 Variation in Medical Imaging Modalities
MRI has the abilities to provide a combination of high resolution, excellent soft tissue
contrast, and a high signal-to-noise ratio. Much of the literature on segmentation in
MRI focuses on the segmentation of head scans. The general goals of these applications
are: 1. segmenting cerebral cortex from the brain volume [32, 118], 2. delineating the
boundary of specic brain structures such as corpus callosum [68], and 3. extracting
tumor and lesions in the brain [11, 46]. Besides head scans, segmentation has also been
used for extracting a variety of other structures. Segmentation in cardiac imaging has
been used for delineating the boundary of left ventricle [38, 129]. Tagged MRI (tMRI)
has been proved as a powerful tool to study the heart wall motion, since it provides
temporal correspondence via stripe-like dark tagging structures in a noninvasive way.
Deformable models are used on tMRI for Left Ventricle reconstruction and motion
analysis [86, 115, 127]. The intensity inhomogeneities in MRI is a major challenge in
MR image segmentation. Numerous approaches have been proposed in the literature
for performing tissue classication in the presence of intensity inhomogeneity artifacts
[50, 51].
X-ray computed tomography (CT) alleviates some of the diculties associated with
projection radiographs and allows for 3D imaging and resolutions equal to or better
than MRI. Soft tissue contrast in CT is not as good as in MRI, but CT remains the
modality of choice for imaging bone [39, 112]. Segmentation in CT has also been applied
to liver [35], lung [106] and heart [29]. Additionally, CT Angiography (CTA) is a non-
invasive technique, which produces good visualization of blood vessels, especially for
coronary arteries. This non-invasive technique improves the reliability on some risky
measures, such as the severity of stenosis (an abnormal narrowing in a blood vessel)
and the amount of calcium [77].
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Segmentation algorithms have had very limited success in ultrasound imaging.
There are characteristic artifacts present in ultrasound images, such as attenuation,
speckle, shadows, and signal dropout, which make accurate segmentation dicult.
However, the real-time acquisition of ultrasound images makes it more suitable for
motion monitoring tasks. Echocardiography (ultrasound imaging of the heart) is one
of the most important application areas of medical ultrasound. And the literature has
been mostly on automatically segmenting and tracking the left ventricle [82]. Since
parametric deformable models usually are more robust to image noise, these methods
achieve very good success in echocardiography [76].
1.2.2 Extension of Dimensionality { From 2D to 3D
3D image segmentation is important in medical imaging, since a large number of clin-
ical images are 3D volumes, and 3D segmentation provides more intuitive results that
facilitate diagnosis and treatment. In some cases, segmenting a 3D image volume can
be realized by a two-step processing [70]. First a 2D method is applied on each slice
and then the resulting 2D contours are connected into a 3D surface [31, 104]. This
kind of pseudo-3D reconstruction is useful because of practical reasons such as ease of
implementation, lower computational complexity, and less memory requirements. More
generally, however, 2D methods are applied to 2D images and 3D methods are applied
on 3D images. Certain methods can be extended from 2D to 3D straightforwardly,
since they work directly on discrete image voxels, such as classication-based methods
[6, 78] and implicit deformable models [24].
Parametric deformable models [40] rely on an explicit Lagrangian formulation of
a contour evolution. Their advantages are their computational eciency and ease of
implementation in 2D. In 3D, compared with other 3D methods, parametric deformable
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models give 3D surface boundaries that guarantee global smoothness and coherence
between image slices without an extra surface-reconstruction step. However, in 3D, the
large number of variables, and the much more expensive computational cost [23] make
3D parametric deformable models more complex. In [13, 69], Finite Element Method
(FEM) is applied to 3D parametric models and a model is represented as a continuous
surface in the form of weighted sums of local polynomial basis functions. A 3D FEM
based model can be initialized as a simplex mesh near the object. By representing the
3D surface using control vertices, FEM based deformable models have lower complexity.
Furthermore, by encoding the spatial information and connectivity about the vertices
into the stiness matrix, deformation of the model is solved through a linear system,
which is ecient. By using Finite Dierences in time, the model will evolve iteratively
and gradually deform toward the object boundary [13]. The internal force is enforced
via the stiness matrix. And the nal converged result will be a smooth surface that
ts the object boundary. In general, FEM based models have good performances in
recovering smooth objects, but often have diculty delineating the boundary of objects
with complex folds and creases, or high curvature regions.
1.3 Shape of Anatomical Structures { From Contours or
Surfaces to Curves
For natural and medical images, most segmentation methods extract region-like ob-
jects. In other words, the nal segmentation result is one or several closed con-
tour(s)/surface(s). In medical image analysis, tubular structures are another important
class of objects, whose shapes are elongated tubular-like. Tubular structure segmen-
tation is a key step towards the accurate visualization, diagnosis and quantication
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of pathologies of blood vessels (coronary arteries), neurons and other tubular struc-
tures. The design of robust and accurate tubular structure segmentation algorithms is
still a very challenging problem [3, 43, 48], due to noise, weak boundary and narrow
structures, etc.
Some model-free techniques, such as mathematical morphology [125], matching l-
ters [36] and region growing [5, 99], and tracking-based methods [28, 113] are used. In
[5], an initial segmentation is obtained via region-growing based on a simple intensity
threshold. In [28], sequential Bayesian ltering is adopted to estimate the orientation,
position, shape and appearance of the vessel based on particle propagation from a
known starting point.
Besides these, deformable-model [40] based approaches have broader applications
since they are more robust to noise and can conveniently integrate prior knowledge.
One of the rst active contour based models for tubular structure segmentation is
called ribbon active contour [22] for nding and mapping the cerebral cortex in 2D
brain images. Even though this model has been applied only to 2D cortex mapping
and suers from several drawbacks, it was a predecessor for another variational model
for tubular structure segmentation. In [67], a ribbon-snake is used not only in extract-
ing roads, but also used to bridge gaps in the extracted roads due to occlusions or
shadows cast by buildings and trees. A tubular deformable model is proposed in [123]
to reconstruct vessel surfaces by employing a tubular coordinate system. And vertex
merging is incorporated into the coordinate system to maintain even vertex spacing
and to avoid problems of surface self-intersection. In [96], Sarry and Boire applied a
3D parametric deformable model to track coronary arteries in two steps: 2D dynamic
tracking in both projection planes and 3D reconstruction of the vessel centerline. In
[55], Li et al. introduced a stretching term into the energy function of an open active
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contour model so that the curve can deform and elongate to delineate the centerline of
a lamentous structure.
Geometric deformable models (or Level Set) are another class of interesting ap-
proaches. CURVES [62] is a vessel-dedicated codimension-two level set scheme. Its key
theoretical principle is to evolve a 1D curve in a 3D domain. In [66], to extract vessel
boundaries, the level set evolution is guided by an estimate of background and vessel
intensity distributions. In [45], a geometric deformable surface model is proposed, mo-
tivated by the deformation of a solid surface under liquid pressure. In this method, the
vessel and background are treated as liquid and an elastic solid, respectively.
The minimal path techniques [14] are also active research areas and proved to be
ecient and particularly popular on vessel segmentation. The key properties of minimal
path algorithms are their global optimality and boundary control ability. Given two
xed user-dened points, the model can always nd an optimal path between the two
points. However, despite their numerous advantages, classical minimal path techniques
have disadvantages. First, the calculated path does not always yield to the centerline
of the vessel. Thus a renement step is required to obtain the correct centerline.
Second, the calculated path only provides the centerline without any information of
the vessel boundary and local width. They require further processing steps to obtain
both 3D skeleton and surface shape. In [57, 58], Li and Yezzi have shown that vessel
segmentation can be solved in higher dimensions, which include the local radius along
the vessel as an additional scale dimension. Another recent work [47] using 4D curve
optimization further shows the 4D approach's robustness and accuracy.
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1.4 Proposed Model Based Segmentation Methods
In this thesis, three parametric deformable models: Active volume model, 3D Laplacian-
driven parametric deformable model and 4D parametric curve model are proposed.
1.4.1 Active Volume Models
As introduced in Section 1.1.2, instead of only using gradient based information, seg-
mentation models can integrate additional information from images and prior knowl-
edge to further improve accuracy. We propose 2D and 3D Active Volume Models
(AVM) which can integrate region information. The representation of a 2D model is
a parametric spline curve, and the shape of a 3D model is considered as an elastic
solid, with a simplex-mesh (i.e. nite element triangulation) surface. When applied to
object segmentation, the model alternates between two basic operations: 1. deforming
according to current Region of Interest (ROI), which is a binary mask representing
the object region predicted by the current model, and 2. predicting ROI according to
current appearance statistics of the model. To further improve the robustness and ac-
curacy of the segmentation models, we propose Multiple-Surface Active Volume Model
(MSAVM), which is able to incorporate high-level geometric spatial constraints among
multiple objects.
1.4.2 3D Laplacian-Driven Parametric Deformable Models
To segment 3D objects containing complex surfaces or high-curvature boundaries with-
out decreasing the model mesh's quality, we propose the 3D Laplacian-driven paramet-
ric deformable model, which is a 3D parametric deformable model with a new internal
force derived from mesh Laplacian. By decomposing the internal force of each vertex
into two vectors and weighing the vector perpendicular to the vertex's tangential plane,
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the new model achieves better results on segmenting objects with complex surfaces
(cerebral cortex with folds and creases) and objects with high-curvature boundaries
(human lung), while preserving the model mesh's quality.
1.4.3 4D Parametric Deformable Curves
We also propose a new parametric curve model to segment coronary arteries. By
modeling a vessel as its 3D centerline with associated radius at every point along the
centerline, we represent the vessel as a 4D smooth curve model. Each vertex on the
model is a 4D state that includes the 3D location and the corresponding vessel radius
at that location. We initialize the model as the optimal path between a starting vertex
and an ending vertex input by users; the path is computed using a dynamic program-
ming algorithm. Then by optimizing an objective function dened in the 4D space,
the initial model deforms to further rene the centerline and radii simultaneously. Our
new 4D deformable curve model has all the benets of parametric models, such as
the explicit smoothness force and fast deformation speed. Numerous vessel segmen-
tation experiments on 3D volumetric datasets, including both synthetic and real CT
angiography (CTA) data, demonstrate the model's robustness and eciency.
1.5 Thesis Outline
The remainder of this thesis is organized as follows. In Chapter 2, we introduce the rep-
resentation and the object-region prediction module of AVM, and the dynamic spatial
constraint integrated in MSAVM. In Chapter 3, we analyze the conventional internal
constraints of 3D parametric deformable models and propose the novel 3D parametric
Laplacian-driven deformable model. In Chapter 4, we design a new 4D parametric
curve model, which can segment coronary arteries' centerlines and corresponding radii
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simultaneously. Experimental results, quantitative evaluations and comparisons are
also provided in each Chapter to illustrate the performance of proposed models. Then
we conclude the thesis and discuss future work in Chapter 5.
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Active Volume Models
2.1 Introduction
To integrate region appearance information into deformable models, we propose a novel
volumetric deformable model which we term the Active Volume Models (AVM). Com-
pared with active contour and active shape/appearance models, the AVM is a \self-
contained" generative object model that does not require o-line training but gener-
ates useful appearance priors about the object. Using nonparametric statistics of its
volumetric interior to represent the foreground object's appearance, it focuses on an
accurate modeling of the foreground object's attributes and embodies object feature
statistics learned adaptively as the model deforms toward object boundary. With addi-
tional information about the overall image feature statistics, the model also estimates
the background statistics so that a Bayes classier can be applied to predict dynami-
cally the object region (Section 2.2.3). In its object-region prediction framework, the
model is capable of probabilistically integrating constraints from multiple visual cues.
We further propose the Multiple-Surface AVMs (MSAVM) [102] to segment multi-
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ple coupled objects simultaneously. Instead of setting up xed inter-surface distance
constraints during initialization, MSAVM dynamically updates the distance constraints
between the interacting surfaces based on current model surfaces' spatial interrelations.
Integrating the dynamic distance constraint strategy with other energy terms based on
object region information, MSAVMs are less sensitive to initial positions and yield more
accurate segmentation results.
In Section 2.2, we introduce the model's representation, the object-region prediction
module of AVM, and the dynamic spatial constraint integrated in MSAVM. In Section
2.3, we present how to deform the model, and in 3D how to maintain the mesh's quality
when deforming. In Section 2.4, experimental results of 2D and 3D medical image
segmentation using AVM and MSAVM are presented, and the models are compared to
other parametric model and non-parametric level set models.
2.2 Active Volume Models
An AVM is a deforming solid that minimizes internal and external energies [103, 104].
The internal constraint ensures the model has smooth boundary surface. The external
constraints come from image data, prior, and user dened features. In this section,
we introduce the representations of AVM, and introduce the novel object boundary
prediction module of AVM.
2.2.1 Explicit Shape Representation of AVM
The shape of a 2D AVM is dened similarly to Snake [40], as a spline curve that has
associated elasticity and rigidity. Representing the model boundary parametrically,
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(1)
(2)
(a) (b)
Figure 2.1: Comparing heart Left Ventricle segmentation by tessellation and by trian-
gulation models. (1) Tessellation model with 400120 vertices. Notice that the two poles
exert very strong forces to drag other vertices which causes the incorrect result. (2) Finite
Element Triangulation model with 40,962 vertices. (a)&(b) Two dierent views.
v(s) = (x(s); y(s)), the internal energy term of 2D AVM is dened as:
Eint =
Z 1
0
((s)jvs(s)j2 + (s)jvss(s)j2)ds: (2.1)
In [13], Cohen et al. used tessellation to build a 3D nite element method (FEM)
surface for 3D deformable model representation. The tessellation can be either a cylin-
der or an ellipsoid. The model works well in the cylinder case, but fails using an
ellipsoid. The problem is that the distribution of vertices on the ellipsoid is in quite an
irregular manner. The vertices near the two poles exert strong internal forces to drag
other vertices, which causes incorrect results. Figure 2.1 shows the disadvantage of
using a tessellation ellipsoid|strong internal forces generated near the poles adversely
aect the model's deformation.
In order to solve the above problem in tessellation FEM mesh and enable the model
to match closely object boundary, 3D AVM adopts a polyhedron mesh as the model
representation which places vertices regularly on the model. More specically, a 3D
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AVM is considered as an elastic solid and dened as a nite element triangulation
, which can consist of tetrahedrons, octahedrons or icosahedrons. Using the nite
element method, the internal energy function can be written compactly as:
Eint =
1
2
Z

(Bv)TD(Bv)d; (2.2)
where B is the dierential operator for the model vertices v on the mesh and D is the
stress matrix (or constitutive matrix). A detailed explanation is in [61].
2.2.2 Implicit Shape Representation of AVM
The implicit shape representation using level set [65] makes a model's shape an \image",
which greatly facilitates the integration of boundary and region information [37]. We
compute the implicit representation of AVM model's shape to be used in region-based
external energy terms. The Euclidean distance transform is applied to embed implicitly
an evolving model's surface in a higher dimensional distance function. Let  : 
 !
R+ be a Lipschitz function that refers to the distance transform for the model shape
. By denition 
 is bounded since it refers to the image domain. The shape denes a
partition of domain: the region that is enclosed by , [R], the background [
  R],
and on the model, []. Given these denition, the implicit shape representation is
considered:
(x) =
8>>>><>>>>:
0; x 2 
+ED(x;) > 0; x 2 R
 ED(x;) < 0; x 2 [
  R]
; (2.3)
where ED(x;) refers to the minimum Euclidean distance between the image pixel/voxel
location x and the model surface .
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2.2.3 Model's Object Boundary Prediction Module
Dierent from most deformable models, one of the novel features of AVM is its adap-
tive object boundary prediction scheme. The model alternates between two opera-
tions: deform according to the current object boundary prediction, and predict object
boundary according to current appearance statistics of the model. Using this on-line
prediction mechanism, the expected object information updates automatically while
the model deforms. And long-range external forces are generated from the predicted
object boundary to eectively attract the model to deform toward the boundary.
External constraints from any sources can be accounted by probabilistic integra-
tion. Consider that each constraint corresponds to a probabilistic boundary prediction
module, and it generates a condence-rated probability map to indicate the likelihood
of a pixel being: +1 (object), or -1 (non object). Suppose we have n independent exter-
nal constraints derived from image information, the feature used in the kth constraint
is fk. L(x) denotes the label of a pixel x. Our approach to combining the multiple
independent modules is applying the Bayes rule to obtain the nal condence rate:
Pr(L(x)jf1; f2; :::; fn) = (Pr(f1; f2; :::; fnjL(x))Pr(L(x))=(Pr(f1; f2; :::; fn))
/ Pr(f1jL(x))Pr(f2jL(x)):::P r(fnjL(x))Pr(L(x)): (2.4)
For each independent module, the probability Pr(fkjL(x)) is estimated based on the
AVM model's current statistics about feature fk as well as the overall feature statistics
in the image. The derivation is as follows.
Pr(fk) = Pr(fk; L(x) = +1) + Pr(fk; L(x) =  1)
= Pr(fkjL(x) = +1)Pr(L(x) = +1) + Pr(fkjL(x) =  1)Pr(L(x) =  1): (2.5)
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Assuming the current AVM model is either completely inside or largely overlapped
with the foreground object and thus the model-interior appearance reects object ap-
pearance, we approximate the probabilistic distribution of feature fk in the object,
Pr(fkjL(x) = +1), by the feature's distribution in the current AVM model. The over-
all distribution of fk in the image, Pr(fk), is also known. Both probability density
functions, Pr(fkjL(x) = +1) and Pr(fk), are estimated using a nonparametric kernel-
based density estimation method [37]. They are dened as:
Pr(fkjL(x) = +1) = 1
R
Z Z
R
K(
fk(x)  fk(r)
h
)dr;
P r(fk) =
1


Z Z


K(
fk(x)  fk(r)
h
)dr; (2.6)
where R is the AVM's model-interior region, 
 is the whole image domain, r represents
a pixel/voxel in the domain of integration, K is the kernel density function, and h is
the kernel size. In this chapter, we dene K as a uniform box and the kernel size as 2.
The p.d.fs thus estimated can represent complex multi-modal distributions. Therefore,
we can now reason about the feature distribution in the background,
Pr(fkjL(x) =  1) = Pr(fk)  Pr(fkjL(x) = +1)Pr(L(x) = +1)
Pr(L(x) =  1) : (2.7)
The prior independent of image features, Pr(L(x)), in (2.4) and (2.7) can be as-
sumed uniform: Pr(L(x) = +1) = Pr(L(x) =  1) = 0:5. Alternatively, spatially-
varying prior is another choice. At the end of Section 2.2.5, we dene a spatially-
varying prior using two distance-related Fermi functions in (2.15) to control the prior
values of Pr(L(x) = +1) and Pr(L(x) =  1). In Figure 2.5.(2) and (3), we show the
segmentation results with and without the spatially-varying prior.
In this chapter, we show that by considering the pixel intensity feature i(x) , the
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above framework generates reasonable estimates of background feature statistics (2.7)
and consistently gives good estimations of the object region on a variety of medical
images.
Once the posterior probabilities Pr(L(x)jf1; f2; :::; fn) are estimated, we apply the
Bayesian decision rule to obtain a binary map PB whose foreground represents the ob-
ject region. That is, PB(x) = 1 (x belongs to the object) if Pr(L(x) = +1jf1; f2; :::; fn) 
Pr(L(x) =  1jf1; f2; :::; fn), and PB(x) = 0, otherwise. The probability of error for the
decision at pixel x is min(Pr(L(x) = +1jf1; f2; :::; fn); P r(L(x) =  1jf1; f2; :::; fn)).
After obtaining the binary map PB, we apply a connected component analysis
algorithm on PB to retrieve the connected component that overlaps the current model.
This connected region is considered as the current object ROI, R, and its boundary
represents the predicted object boundary. Due to noise, there might be small holes
that need to be lled before extracting the boundary of R.
The progressive ROI updating can be clearly seen from a 2D AVM example in Figure
2.2. In the example, the ROI (Figure 2.2.(2)) evolves according to the changing object
appearance statistics (estimated by current model's volumetric interior statistics). And
the image forces generated by the ROI region energy term (2.9) deform the model to
converge to the object boundary.
Besides intensity feature i(x), other features such as image gradient and texture
can also be used in our framework. Take image gradient as an example. Since in most
applications both object and background regions have similar gradient distributions
but object boundaries have a dierent gradient distribution, following the estimation
method above, we can obtain a probability (and binary) map of the object boundary. In
Figure 2.2.(4), we show the predicted object boundary map using gradient magnitude as
feature. In our previous work [103, 104], we did allow the integration of the boundary
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map estimated using image gradient in our model's energy function. However, due
to image noise, small spurious edges or gaps exist in the predicted boundary (e.g.
Figure 2.2.(4)). And we found that in many medical image segmentation experiments,
having the gradient-based boundary information in our framework did not improve
performance. Thus, in this chapter, we use only the image intensity feature and its
predicted object ROI to derive image forces that deform AVM.
The initialization of an AVM model is very exible. In 2D, initialization can either
be a simple shape such as a circle with specied center and radius or a polygon dened
by a set of user-input points. In 3D, we can either initialize the model with a simple
shape, for instance an ellipsoid, or initialize it with a standard atlas that has similar
structure as the object to be segmented. One example of 3D AVM for segmentation
can be seen in Figure 2.3, using chest CT data provided by McLaughlin et al. [73].
The initialization is a simple ellipsoid near the object. Notice that the model only
partially overlaps the predicted ROI. External forces from the adaptively changing
ROI's boundary deform the model to nally converge on the object boundary.
2.2.4 Denition of Energy Functions
In order to t to the boundary of an object, the AVM model is driven by the internal
smoothness term, and the region data term which is derived from image information
(i.e. the estimated ROI). The overall energy function is dened as:
E = Eint + Eext = Eint + ER; (2.8)
where Eint is dened in (2.1) for 2D and (2.2) for 3D. The weight factor between Eint
and Eext is implicitly embedded in Eint ((s) and (s) in (2.1) for 2D and  in (2.17)
for 3D).
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Given the current model, a Region of Interest (ROI) R representing the predicted
object region can be computed by the prediction module introduced in Section 2.2.3.
Let us denote the signed distance transform of the ROI boundary shape as R. Com-
bining R and the current model's implicit shape representation  in (2.3), the region-
based external energy term is dened as:
ER =
Z

(v)R(v)d: (2.9)
The multiplicative term provides two-way balloon forces that deform the model
toward the predicted ROI boundary. This allows exible model initializations either
overlapping the object or inside the object.
2.2.5 Multiple-Surface Active Volume Models
In some medical images, there may not be enough information (e.g. contrast) that
can be derived from the images to clearly distinguish the object boundaries of inter-
est. This could be due to neighboring objects having very similar tissue types, or
due to limitations in medical imaging technology. Therefore, a single surface based
deformable model may stop at local minima or leak out to incorrectly converge at a
nearby object's boundary. Often such mistakes can be avoided by considering spa-
tial constraints between multiple objects|for instance, by integrating the spatial con-
straints in a multiple-surface based deformable model framework [19, 102, 126] and
deforming all interacting surfaces simultaneously to extract the object boundaries with
better accuracy.
The MSAVM we propose is initialized as several AVMs inside an outer AVM 1. And
1The outer AVM is required because of an assumption in our spatial distance constraint|that the
distances of a surface's points to other surfaces follow a unimodal distribution with mode at the mean
distance.
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each AVM has its own predicted ROI. We introduce a novel adaptive spatial constraint
to constrain the multiple model surfaces' deformation. To do that, we add into the
energy function a new energy term, Edist, which is derived from the spatial distance
constraint. Then the energy function for the ith surface of MSAVM is dened as:
E = Eint + ER +Edist; (2.10)
where Eint is the same as the internal energy in (2.8). ER is the external energy term
derived from the predicted object ROI, which we will dene in (2.14).
We construct two distance-related Gaussian Mixtures (GM) functions, gR(dist) and
gD(dist), to control the weights of ER and Edist, respectively. The GM functions are
dened based on the distance value between surfaces. Let i, j be surface indices, the
mean distance value of the ith surface to other surfaces is dened as:
disti =
R
i
dist(v)diR
i
di
;where (2.11)
dist(v) = min
8j;j 6=i
(jj (v)j); (2.12)
where v is a vertex on the ith surface i, and j is the implicit representation (i.e.
signed distance transform) of the jth surface j .
The two distance-related Gaussian Mixtures functions of the ith surface are dened
in (2.13) and illustrated in Figure 2.4.(1).
gR(dist) = (e
 (dist disti)2=221 + e (dist disti)2=222 )=(1 + );
gD(dist) =   (1  gR(dist));
(2.13)
In the above denition, a greater  means that gR(dist) has a higher lower bound
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and gD(dist) has a lower upper bound.  is a constant used to control the relative
weight of the distance constraint term. In all our experiments,  and  are set as 0:5
and 1:0, respectively. 1 and 2 (1 < 2) are standard deviations of the two Gaussians,
which are empirically set as 0:15 disti and 1:5 disti for all the experiments.
Using the distance-constrained weight functions, gR(dist) and gD(dist), the energy
terms ER and Edist in (2.10) are dened as:
ER =
R
 gR(dist(v))M (v)R(v)d;
Edist =
R
 gD(dist(v))(dist(v)  disti)2d:
(2.14)
Given a vertex v on the ith surface, its minimum distance value to all the other
surfaces dist(v) can be calculated based on (2.11). According to gR(dist(v)) and
gD(dist(v)) (Figure 2.4.(1)), if dist(v) is close to the ith surface's mean distance, disti,
then gR(dist(v)) is large and the region term ER makes more contribution toward the
surface's local deformation near v; conversely, if dist(v) is far away from disti, which
means the local surface near the vertex may be stuck at local minima or have a leakage,
the energy term for distance constraint Edist is given more power to deform the local
surface to satisfy the distance constraint and guide it into place.
MSAVM maintains the fast convergence and exible initialization properties of
AVM. Instead of setting a static spatial constraint manually or empirically, after each
iteration, MSAVM updates each surface's mean distance value dist based on the spatial
relationship among its current model surfaces. The gR(dist) and gD(dist) functions for
each surface are then shifted accordingly to make sure the new dist still corresponds
to the centerline of these functions. This unsupervised strategy for online learning
of spatial distance constraints between MSAVM's multiple surfaces, coupled with its
AVMs' online learning of region appearance statistics, make MSAVM possess both
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adaptive spatial constraints and adaptive region-based constraints. These properties
allow MSAVM to often have even more exible initialization and faster convergence
than the original AVM, as we will show in our experiments (Table 2.6 and Figure 2.24).
In MSAVM, by designing the weight functions, gR(dist) and gD(dist), and con-
straining a vertex's deformation so that its smallest distance to other surfaces is close
to its surface's mean distance, we implicitly make the assumption that the distances
(to other surfaces) of a surface's vertices follow a unimodal distribution whose mode
is at the mean distance. However, instead of a static unimodal distance distribution,
MSAVM adaptively modies its distance constraint as the mean distances between sur-
faces change along with model deformation. Thus, the mode (i.e. mean distance) of a
surface's distribution changes as the model deforms, and the modes of dierent surfaces'
distributions are separately kept and are usually dierent from each other. Compared
with the distance constraint function in [126], which assumes constant distance between
surfaces thus only works well in the case of brain segmentation because of a nearly con-
stant thickness of the cortical layer, the MSAVM's adaptive distance constraint is more
general. It can not only be used to segment brain gray matter and white matter, but
also has very good performance in extracting ventricles from heart and lungs in the
thorax, even though distances between these coupled ventricular surfaces vary greatly.
In a heart (or lung) segmentation case, an MSAVM is always initialized with the correct
topology, with the outer AVM representing the epicardial (or thorax) surface and the
inner AVMs representing the endocardial (or left and right lung) surfaces. Figure 2.5
shows two segmentation results by Distance-Color (DC) mapping the spatial distance
information into color space.
Next, we discuss an alternative way of integrating the spatial constraint in MSAVM,
by modifying the pixel label prior Pr(L(x) = +1) and Pr(L(x) =  1) in the object
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ROI estimation module (Section 2.2.3, (2.4) and (2.7). Instead of assuming a uniform
prior (i.e. Pr(L(x) = +1) = Pr(L(x) =  1) = 0:5), we dene two distance-related
Fermi functions (sigmoidal), finc(dist) and fdes(dist), to be the spatially-varying prior.
The two functions of the ith surface are dened in (2.15) and illustrated in Figure
2.4.(2).
finc(dist) = 1=(1 + e
 s(dist disti));
fdes(dist) = 1=(1 + e
s(dist disti));
(2.15)
where s is a positive constant to control the steepness of the step near disti. s is
set as 0:2 for the experiments shown in Figure 2.5.(2). The Fermi functions are used
to modulate the label (+1 or  1) prior at every voxel when estimating the ith sur-
face's object ROI. For a voxel x, let its minimal distance value to all surfaces other
than the ith one be dist(x). Then, if the ith surface is an inner surface, we set
Pr(L(x) = +1) = finc(dist(x)) and Pr(L(x) =  1) = fdes(dist(x)); otherwise, if
the ith surface is the outer surface of MSAVM, we set Pr(L(x) = +1) = fdes(dist(x))
and Pr(L(x) =  1) = finc(dist(x)). When the model surfaces deform and the mean
distances between them change, the finc(dist) and fdes(dist) functions for each surface
are then shifted accordingly to make sure the new dist still corresponds to the centerline
of these functions.
Comparing the above spatial prior using Fermi functions with the one using the
Gaussian Mixtures functions gR(dist) and gD(dist), we found that integrating the spa-
tial prior using the GM functions and the additional energy term Edist is more eective
than using the Fermi functions. We reason that this is because the Fermi functions
are used to weight the prior probability of voxels being inside the object or non object,
and if in some region, the conditional probability derived from image information is
not good enough, the eect of the spatial prior in the combined posterior probability
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map can be greatly reduced. For instance, in Figure 2.5.(2).(c)&(e), the holes on the
Fermi-based MSAVM model developed due to the model being stuck at a local mininum
caused by noise in the posterior probability map and the estimated object ROI. The
results obtained using the Fermi-based spatially varying prior (Figure 2.5.(2)) do not
show marked improvement over the results obtained using the uniform prior (Figure
2.5.(3)). Therefore, in all our experiments, we use the uniform prior for object ROI
prediction (Section 2.2.3), and we use the GM functions gR(dist) and gD(dist) and the
additional energy term Edist for integrating the adaptive spatial distance constraint in
MSAVM.
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(1)
(2)
(3)
(4)
(a) (b) (c) (d)
Figure 2.2: Left Ventricle endocardium segmentation using a 2D active volume model.
(1) The model drawn on the original heart image, (2) the binary map PB estimated by
the boundary prediction module using intensity feature, (3) distance transform of the ROI
boundary, R, (4) the binary edge map estimated by the boundary prediction module
using gradient magnitude feature, (a) initial model, (b) the model after 8 iterations, (c)
the model after 18 iterations, and (d) the nal converged result after 26 iterations.
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(a) (b) (c) (d)
Figure 2.3: Left Lung segmentation using 3D AVM. (a) Initial model, (b) after 12 it-
erations, (c) nal converged result after 21 iterations, and (d) dierent view of the nal
result.
(1)
dist dist
gD(dist)
dist dist
gR(dist)
(2)
0
0.5
1
dist dist
finc(dist)
0
0.5
1
dist dist
fdes(dist)
Figure 2.4: Functions to control the spatial constraints. (1) Distance-related Gaussian
Mixtures functions to balance the contributions of the region term and the spatial con-
straint term, and (2) distance-related Fermi functions to embed spatial constraints into the
ROI boundary prediction modules.
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(1)
(2)
(3)
(4)
(5)
(a) (b) (c) (d)
Figure 2.5: (a) Segmentation results of distance-related Gaussian Mixtures functions, (b)
segmentation results of distance-related Fermi functions, (c) segmentation results without
spatial constraint, (1)(2) distance-Color (DC) mapping of Gray Matter segmentation, the
range for distance between GM and WM is 215 voxels, (3)(4)(5) DC mapping of heart
segmentation, the distance range is 225 voxels, and (d) the color bar used to map the
distance information.
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2.3 Model Dynamic Deformation
2.3.1 The Model's Deformation
Minimization of the AVM's energy function can be achieved by solving the following
linear system
AV = LV ; (2.16)
where matrix A is symmetric and positive denite, and its size equals the number of
control vertices. V is the vector of vertices on the curve (2D) or surface (3D) of AVM.
LV is the external force vector of the control vertices.
For 2D AVM, A is the pentadiagonal banded matrix derived from the internal
energy term, (2.1). The detailed derivation and the full form of A can be found in the
Appendix of [40]. For 3D AVM, let us denote the FE triangulation mesh  as a graph
G = (V;E), with vertices V and edges E. Then A is the stiness matrix derived from
(2.2) by using a continuous piecewise linear basis function. More specically, given the
basis function i at the ith vertex vi and the number of vertices jVj, the model's FE
mesh is represented by (x) =
PjVj
i=1 vii(x). The continuous piecewise linear basis
function i is dened like a \tent", such that it has a positive value at vi and zero
value at all other vertices:
i(vj) = ij 
8><>:  i = j0 i 6= j ; (2.17)
where  is the positive value at vi. (In practice,  controls the smoothness of the model
mesh; larger  leads to higher internal energy and smoother mesh.) And, the ith row
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and jth column element aij of the matrix A is dened as:
aij =
8><>:
R
(ri(x)  rj(x))d i = j or (vi;vj) 2 E
0 otherwise
: (2.18)
For the external force vector LV , the ith element lvi corresponds to the external
force on the ith vertex vi based on (2.9), which is dened as:
lvi =  r((vi)R(vi)) =  R(vi)r(vi): (2.19)
If a model vertex v is far away from the ROI's boundary, jR(v)j has a greater value.
Thus, according to (2.19), the external force on this vertex is stronger, which can deform
the vertex toward object boundary quicker.
The linear system (2.16) can be solved by using nite dierences [13]. After initial-
izing the 3D AVM, the nal converged result can be obtained iteratively based on the
following equation:
(V (t)   V (t 1))= +AV (t) = LV (t 1) ; (2.20)
where V (t 1) is the current AVM's vertex vector and  is the time step size. (2.20) can
be written in a nite dierences formulation, which yields
MV (t) = V (t 1) + LV (t 1) ;
M = (I + A):
(2.21)
For MSAVM, each surface is treated with an independent linear system. For the
ith surface,
AiVi = LVi (2.22)
44
2.3 Model Dynamic Deformation
where Ai is the stiness matrix dened the same way as 3D AVM, Vi is the vector
of vertices of the ith surface, and LVi is the corresponding external force vector. The
dierence from AVM is that the spatial constraint is a part of the external force vector
(2.14) in MSAVM. An element lv of LVi is dened as:
lv =  gR(dist(v))  r((v)R(v))  gD(dist(v))  r((dist(v)  disti)2): (2.23)
Thus deforming MSAVM can be achieved by solving several independent linear systems.
2.3.2 Model Shape Optimization During Evolution
One of the advantages of AVM is the exible initialization. The nal converged results
can be very dierent from the initial models. However, the exible initialization also
has negative eects. If the initialization is too far away from the real object, the model
will deform rapidly in each iteration, which causes the quality of the simplex mesh
to degrade sharply. In 2D, this problem can be easily solved by reparameterizing the
curve, which is commonly used in 2D deformable models, such as [119] and [104]. How-
ever, such reparameterization in 3D is more dicult since the 3D meshes' structure and
connectivity are much more complicated than 2D curves. The straightforward solution
in 3D is adopting a stricter smoothness control and a smaller step size. This strategy
can partially solve the problem but will lead to some other problems, such as delay-
ing the convergence time and causing the model to get stuck in local minima regions.
To overcome this problem, we use Laplacian Mesh Optimization (LMO) [80], [81] to
maintain the surface mesh quality after each iteration. LMO is a remeshing technique
that optimizes triangle shapes and smoothes a triangular mesh while preserving geo-
metric features on the mesh. It is guided by vertex Laplacians and relocates vertices so
that they approximate prescribed Laplacians and positions in a weighted least-squares
45
2.3 Model Dynamic Deformation
sense. Its non-iterative solution is well-dened and can be computed eciently using
optimized sparse linear solvers. Using LMO, we remesh the AVM model after each
iteration of deformation. In this way, the model's mesh quality is maintained at a high
level. Thus we can use a relatively weak smoothness control and larger step size to
deform the model. Based on our experiments, AVM with LMO remeshing converges
faster than the AVM without remeshing.
2.3.3 Steps to deform AVM
In summary, we adopt the following steps to deform the AVM toward matching the
desired object boundary.
1. Initialize the AVM, set up matrix A in (2.16) and step size  in (2.21).
2. Compute  in (2.3) based on the current model; predict the object ROI R
by applying the Bayesian Decision rule to binarize the current estimated object
probability map (Section 2.2.3), and compute the signed distance transform of
the ROI's boundary, R. For each surface in MSAVM, update dist based on
(2.11) and shift distance-related control functions according to dist.
3. Deform the model according to (2.21). Apply LMO mesh optimization to the
model.
4. For 3D AVM and MSAVM, adaptively reduce the smoothness control  in (2.17)
and decrease the step size  in (2.21). For 3D AVM, update its stiness matrix
A. For MSAVM, update the stiness matrices for all the surfaces.
5. Repeat steps 2-4 until convergence. The convergence criterion is that the maxi-
mum movement of the vertices is less than 3 pixels/voxels.
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In Step 4, using a relatively strong internal smoothness constraint at the very be-
ginning helps reduce the eect of image noise on model deformation and enables the
model to deform quickly toward object boundary. Then, by gradually decreasing the
values of smoothness control parameters ((s) and (s) in 2D and  in 3D) and the
step size  , the model can extract more details on the object boundary as it gets close
to convergence. This scheme to adaptively change parameters is particularly useful in
3D, see Table 2.2. Given the initial parameter values beg and beg, and the lower bound
values end and end, we decrease  and  by
beg end
25 and
beg end
25 per iteration until
the iteration number reaches 25 or the model converges. If the model has not converged
after 25 iterations, the lower bound values, end and end, are used until convergence.
2.4 Results of AVMs
2.4.1 Results of 2D AVMs
We have applied 2D AVM to extract boundaries in various medical images. We rst
tested the model by using a set of cardiac CT images. Considering that the CT im-
ages give relatively clear contrasts, we selected a large step size. Table 2.1 gives 2D
parameters (s) and (s) for smoothness, and  for step size. Figure 2.6 also shows
that model initialization can either partially overlap the object or be completely inside
the object. The model is able to expand or shrink to converge to the boundary of the
object that dominates the initial model appearance.
Table 2.1: 2D AVM model's parameter setting in various examples.
(s) in 2.1 (s) in 2.1  in 2.21
2D AVM in Fig. 2.6 30 30 0.1
2D AVM in Fig. 2.7 20 20 0.05
2D AVM in Fig. 2.19.2(a), (c) and (d) 30 30 0.1
2D AVM in Fig. 2.19.2(b) 25 25 0.03
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(1)
(2)
(a) (b) (c) (d) (e)
Figure 2.6: Segmentation results on cardiac CT images. (1) Initial model, (2) nal
converged result after (a) 7, (b) 8, (c) 5, (d) 6 and (e) 14 iterations.
(1)
(2)
(a) (b) (c) (d)
Figure 2.7: Segmentation results on ultrasound images. (1) Initial model, (2) nal con-
verged result after (a) 21, (b) 27, (c) 35 and (d) 23 iterations.
We also used a set of ultrasound images to test the robustness of the model to
speckles and noise. Because of the nature of ultrasound images, there is no clear
contrast edges to indicate the object boundary. In this case, the region-based properties
of the AVM become very important. Figure 2.7 shows 2D AVM segmentation results
for several ultrasound images, in which there are noisy gradients and spurious edges
inside the objects of interest. In this case, the object prediction represented by the ROI
is the only reliable information that enabled the nding of object boundary.
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Table 2.2: 3D AVM and MSAVM models' parameter settings in various examples.
 in (2.17)  in (2.21)
3D AVM for Lung 40  15 0.07  0.015
3D AVM for Left Ventricle 40 0.07  0.015
3D AVM for Brain 60  15 0.06  0.01
MSAVM for lung, heart and brain 35  20 0.07  0.01
2.4.2 Results of 3D AVM
We tested 3D AVM to extract boundary surfaces of the lung, left ventricle, Brain Gray
Matter and White Matter from 3D volumetric image stacks. Since the model is robust
to noise, all the image data used in the testing are the original datasets without any
preprocessing, e.g., smoothing and morphological operations.
First, we put a 3D AVM model in a thorax CT stack to segment the right lung.
The model was initialized as an ellipsoid whose long axis is perpendicular to the axial
image plane. Figure 2.8 shows the initial model, segmentation results in several steps
and the nal converged result.
Then we tested 3D AVM model in segmenting the left ventricle in a CT stack.
The model was again initialized as an ellipsoid and was placed in the stack after a
set of rotation operations so that the ellipsoid's long axis roughly aligned with the left
ventricle's long axis. Some boundary condition was also specied so that the model
did not deform beyond the z-range dened by the top and bottom slices of the stack.
Figure 2.9 shows the initial model, results after several steps and the nal result.
We ran an experiment to examine the eects of parameter setting  in (2.17) and
 in (2.21)) and model initialization on the results of 3D AVM. In Figure 2.10.(b)-
(d), we show the model's segmentation results using three dierent parameter settings,
and in Figure 2.10.(1)-(3) the results using three dierent model initializations. There
exist only slight dierences among the results. The average running time of the 9
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(a) (b) (c)
(d) (e) (f)
Figure 2.8: Right Lung segmentation using a 3D AVM with an FE triangulation mesh
consisting of 32,770 control vertices. (a) Initial model, (b) after 3 iterations, (c) after 12
iterations. (d) nal converged result after 27 iterations, (e) a dierent view of the nal
result and (f) the nal converged result in a 2D slice.
segmentation cases is 514 seconds. The average Dice Similarity Coecient (DSC) [90]
accuracy value is 92:1%, and the variance of the 9 DSC values is 0:88%. Since the results
are not very sensitive to parameter setting and model initialization, we use the same
parameter setting for all the lung segmentation examples, another parameter setting
for all the heart segmentation examples, and so on. The actual parameter settings
for various 3D AVM and MSAVM experiments are listed in Table 2.2; the adaptive
parameter change scheme outlined in Section 2.3.3 is adopted in all cases.
Next, we tested 3D AVMs using more datasets: 10 volumetric cardiac CT datasets,
and 15 human lung CT datasets. In the heart datasets, 3D AVMs are used to segment
the left ventricle, and in the lung datasets, 3D AVMs are used to segment the left and
right lungs. Figure 2.11 and Figure 2.12 show the initial models and nal converged
results on sample heart and lung segmentation cases. The average DSC value of heart
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(a) (b) (c)
(d) (e) (f)
Figure 2.9: Left Ventricle segmentation using a 3D AVM with 65,538 control vertices.
(a) Initial model, (b) after 6 iterations, (c) after 12 iterations, (d) nal converged result
after 21 iterations, (e) a dierent view of the nal result and (f) the nal converged result
in a 2D slice.
segmentations is 90:8%, and the average DSC value of lung segmentations is 95:5%.
Since there are thousands of vertices on the model, an AVM model can extract
very detailed information on object surfaces. This advantage can be seen from the
human brain gray matter (GM) and white matter (WM) segmentation example in
Figure 2.13. The 3D simulated MRI brain images are provided by BrainWeb [12]. The
MRI stack is of T1 modality, has 1mm slice thickness, 3% noise level and 20% intensity
non-uniformity (INU). Both models (one for GM and one for WM) were initialized as
ellipsoids. As the models were getting closer to the approximated object boundary, the
models decreased the smoothness constraint automatically based on the deformation
strategy. Then a lot of details on the object surfaces appeared on the models.
In terms of eciency, the running time of 3D AVM depends on the number of
vertices on the model and the size of the 3D image volume. For the experiments
shown in Figure 2.10.(b)-(d), using a model with 40,962 vertices, the average running
time of one iteration is 22.3s. Finding the region of model interior according to the
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mesh position and computing the model's distance transform  takes 7.3s (32.7%);
generating the object ROI R and its distance transform R takes 12.2s (54.7%); and
the remaining steps, including solving the linear system and remeshing of the model
surface, take 2.8s (12.6%). In Figure 2.10.(e), using a model with 163,842 vertices,
the average running time of one iteration is 48.4s. Generating the object ROI and
computing R takes roughly the same amount of time as before (12.0s, 24.8%); nding
the model-interior region and computing  takes longer (25.6s, 52.9%); and solving
the linear system and remeshing also take longer time (10.8s, 22.3%). Since the models
in Figure 2.10.(e) have more control vertices, they can recover more boundary details.
And the average DSC value of Figure 2.10.(e) is 92:8%, slightly higher than that of
Figure 2.10.(b)-(d).
The memory requirement of 3D AVM depends mainly on the image volume size,
since the original image volume, the ROI binary map and its distance transform, and
the model-interior binary map and its distance transform need to be stored in the
memory. The size of the model mesh and the matrices in the linear system aect
little the memory usage. More specically, given the volume sizes (Table 2.4), brain
segmentation takes around 280MB, heart and lung segmentations take around 660MB.
Currently all experiments use the original whole image volumes without cropping. We
expect that the memory usage and running time will be lower if we use a smaller
subvolume containing the object of interest for segmentation.
2.4.3 Results of MSAVM
We applied MSAVM to segment various coupled organ surfaces in volumetric medical
images. An MSAVM is initialized as several inner AVMs in an outer AVM. The AVMs
will deform simultaneously and in a coordinated way to t the object boundaries.
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First, we put an MSAVM into a thorax CT stack to segment the lungs of a lung cancer
patient. The model was initialized as one outer ellipsoid around the thorax and two
inner ellipsoids whose long axes are perpendicular to the axial image plane. Figure
2.14 shows the 3D DC mapping images during deformation. A 2D coronal projection
view is also included in Figure 2.14 to show a cross section of the initial model and
converged result.
Then we experimented with the model on segmenting heart surfaces in a cardiac
CT stack. The MSAVM model was initialized as three ellipsoids: one for the epicardial
surface of the myocardium, one for the endocardial surface of the left ventrile, and a
third one for the endocardial surface of the right ventricle. To keep the model from
deforming into connected structures with similar intensities (e.g. atria), we specied
some boundary condition for each of the three model surfaces so that the surface did
not deform beyond its top- and bottom-slice thresholds. Figure 2.15 and Figure 2.16
show the deformation steps of the heart MSAVM from two 3D viewpoints. 2D sagittal
and coronal projection views are also provided in Figure 2.15.f and Figure 2.16.f. Due
to the structures such as papillary muscles inside the left ventricle, it would be dicult
for a single surface deformable model to reach the desired boundary without supervised
learning priors. However, deforming according to the on-line predicted object boundary
and spatial constraints, MSAVM can overcome the local minima and extract accurately
the multiple cardiac surfaces.
MSAVM can also be used to segment Brain Gray Matter and White Matter simul-
taneously. In Figure 2.17, the model was initialized as one outer and one inner ellipsoid.
The 3D simulated MRI brain images provided by BrainWeb was again used. Figure
2.17 shows the DC mapping of the model deformation progress.
Figure 2.18 also demonstrates some results using MSAVM for lung and heart seg-
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Table 2.3: Running time and number of iterations for Figure 2.19
Model Case 1 2 3 4 5
Running time(seconds) 8.56 29.19 37.88 6.60 5.33
2D Active Volume Model
Iteration number 10 26 31 8 9
Running time(seconds) 7.84 18.41 5.32 9.17 6.49
Gradient vector ow
Iteration number 80 40 30 70 15
Running time(seconds) 253.5 185.8 15.1 16.5 12.9
Active contours without edges
Iteration number 1600 800 200 100 100
mentations. Notice that even though the initializations were far away from the desired
boundary, MSAVM still reliably yielded accurate results.
2.4.4 Comparison and Evaluation of AVM
Comparison between AVM and other deformable models
To evaluate the performance of 2D AVMs, we tested the model using MRI and CTA
images. Figure 2.19 shows segmentation results for a variety of medical images. we
presented comparison between 2D AVM, the Gradient Vector Flow (GVF) model [119],
and the level-set based Active Contours without Edges (ACWE) [9]. To evaluate how
sensitive a method is to initialization, we compared 2D AVM with GVF, Geodesic
Active Contours (GAC) [8], and ACWE using three dierent initializations in gure
2.20. Based on the running times (to convergence) in Table 2.3 and the segmentation
results in Figures 2.19 and 2.20, 2D AVM is more ecient than ACWE, and 2D AVM is
less sensitive to initialization than GVF and GAC. 2D AVM and GVF produce smooth
boundaries directly while ACWE results contain small holes and islands.
Using the same initializations, we compared 3D AVM with level set based 3D GAC
[8], 3D Active Contours Without Edge (ACWE) [9] and 3D Level Set Evolution With-
out Reinitialization (LSEWR) [53] by measuring the running times and validating the
segmentation results using expert ground truth markings. Figure 2.21 shows the nal
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Table 2.4: Segmentation accuracy and running time comparison among 3D AVM, GAC,
ACWE and LSEWR
Heart Right Lung Left Lung Brain GM Brain WM
Volume Size 256 256 261 256 256 278 181 217 180
DSC Time DSC Time DSC Time DSC Time DSC Time
3D AVM 92.93 487s 95.62 512s 94.41 508s 91.5 1023s 78.2 1068s
3D GAC 88.82 633s 87.16 899s 82.53 832s 85.0 2332s 72.5 1752s
3D ACWE 91.81 1099s 86.07 1845s 86.15 1487s 90.4 984s 91.1 864s
3D LSEWR 91.14 1370s 92.77 1655s 93.01 1573s 89.4 621s 89.0 643s
triangulation surface of 3D AVM, compared with the nal converged results of GAC,
ACWE and LSEWR after surface reconstruction. Table 2.4 presents DSC values and
running times for various experiments. One can see that 3D AVM is particularly good
for segmenting heart and lungs; its running time is lower than all three level set meth-
ods while its accuracy (i.e. DSC value) is higher. For the brain case, AVM takes longer
time than ACWE and LSEWR, mainly because of the need for more iterations and
decreased smoothness parameter values in order to capture details on the WM and
GM surfaces.
Next, instead of directly using image intensity or gradient information to deform
GAC, ACWE and LSEWR, we designed an experiment to deform these models based
on the predicted ROIs so that we can compare 3D AVM with these level set models
deforming under similar forces. First, according to the GAC, ACWE, or LSEWR's cur-
rent model position, the ROI prediction steps are followed (Section 2.2.3) to estimate
the binary object ROI. Second, the model deforms for several iterations based on the
current ROI. For GAC and LSEWR, the external forces are derived from the gradient
map of the ROI (i.e. non-zero gradient around ROI boundary and zero gradient every-
where else). For ACWE, the intensity values of the ROI are used to compute the mean
intensities; thus, mean foreground intensity is 1 and mean background intensity is 0.
By repeating the above two steps|ROI prediction and model deformation, the ROI
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based GAC, ACWE or LSEWR model can deform according to the adaptively chang-
ing ROIs and reach the nal converged result. Figure 2.22 compares the segmentation
results by these ROI-based level set models with the results by 3D AVM. The running
time and quantitative accuracy of these models are also compared with those of the
original models without ROIs; the comparison is shown in Table 2.5.
We also designed another ROI-based parametric deformable model and compared
3D AVM to it. After the model obtains its predicted object ROI, its external forces are
set in a way similar to T-Snakes [71], according to the vertices' positions and normals.
For a model vertex v, the external force is
f extv =
8><>: bnv v 2 R bnv otherwise ; (2.24)
where bnv is the surface normal at this vertex, v 2 R means the vertex is inside the
predicted ROI R. Therefore, the model expands or shrinks to match the ROI boundary.
The ROI in this case is also dynamically updated according to the model's changing
position. The segmentation results of this ROI-based parametric model are compared to
3D AVM in Figure 2.22, and the running time and quantitative accuracy are reported in
Table 2.5. One can see that 3D AVM is more ecient than this other parametric model
with T-snake like external forces; this is because AVM's external forces are derived from
(2.9) using information from the distance transform of the ROI and are long-range
adaptive forces which are stronger on model points far-away from ROI boundary, while
the other parametric model deforms under constant force (2.24).
In Figure 2.23, we show the lung segmentation results of Figures 2.21 and 2.22 on
a representative cross-sectional image of the 3D thorax CT volume. Note that the
patient has lung cancer which causes part of the lung interior region to have similar
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Table 2.5: Comparison on running time and accuracy between original models and models
that deform according to the predicted object ROIs
3D AVM GAC ACWE LSEWR Parametric
DSC Time DSC Time DSC Time DSC Time DSC Time
Original models/right lung 95.62 512s 87.16 899s 86.07 1845s 92.77 1655s n/a n/a
Models with ROIs/right lung 95.62 512s 92.08 882s 90.87 2246s 93.31 1182s 95.30 632s
Original models/left lung 94.41 508s 82.53 832s 86.15 1487s 93.01 1573s n/a n/a
Models with ROIs/left lung 94.41 508s 93.40 851s 91.22 1504s 94.60 1356s 94.35 574s
texture as the lung exterior. Comparing the original GAC, ACWE and LSEWR models
(Figure 2.23(1)) with the modied ones that deform based on the predicted ROIs
(Figure 2.23.(2)), the ROI-based models give results with simplied topology since the
ROI estimation procedure (Section 2.2.3) cleans small holes and islands inside and
surrounding the models. Also, comparing 3D AVM with 2D AVM, 2D AVM failed to
reach the lung boundary and stopped at a local minimum (Figure 2.23.(b)), while 3D
AVM reached the true boundary of the lung despite the abnormality (Figure 2.23.(a)).
Compared with GAC, ACWE and LSEWR level set models, 3D AVM is represented
by Finite Element triangulation, thus smooth mesh surfaces can be obtained directly by
AVM without any post-processing such as morphological operations and surface recon-
struction. 3D AVM preserves topology during deformation. And using probabilistically
estimated object ROI, 3D AVM is also good at overcoming local minima and avoiding
leakage (Figures 2.21, 2.22 and 2.23). Thus 3D AVM is very suitable for extracting
organ boundaries from volumetric medical images.
Comparison Between 3D AVM and MSAVM
Since MSAVM integrates high level spatial information, it is more robust and allows
more exible initialization and parameter setting when compared to the 3D AVM. As
shown in Table 2.2, the same parameter setting was used for all the segmentation
examples of MSAVM.
Table 2.6 provides the quantitative evaluation and running times. MSAVM took
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similar numbers of iterations to converge compared with 3D AVM, but achieved im-
proved segmentation accuracy. In each iteration, MSAVM needs extra time to calculate
the spatial distance between surfaces; this overhead is very small, however, since the
distance transform of each surface is readily available through the implicit model rep-
resentation .
Table 2.6: Quantitative evaluation and performance comparison between MSAVM and
3D AVM
MSAVM 3D AVM
P Q DSC Ite. Time P Q DSC Ite. Time
Lung in Fig. 2.14 95.6 99.8 96.2 21 1913s 92.5 99.7 94.6 24 1847s
Heart in Fig. 2.15 92.2 99.0 92.3 24 1785s 90.9 98.6 91.2 24 1743s
GM in Fig. 2.17 92.6 97.8 93.2 24 1094s 87.7 98.3 91.5 24 1023s
WM in Fig. 2.17 92.2 95.1 82.3 24 1126s 76.4 96.1 78.2 24 1068s
To demonstrate the advantage of MSAVM more clearly, we show a set of 2D axial
projection slices from a case of 3D heart segmentation using MSAVM in Figure 2.24.(a)-
(e), and compared them with the converged result of using several independent 3D
AVMs with the same initialization in Figure 2.24.(f). Due to structures like papillary
muscles inside the inner surfaces and obscure boundary of the outer surface, the 3D
AVMs without spatial constraints either leaked to the outer-most (e.g. outer) surface
or stopped at local minima (e.g. papillary muscle boundary). In contrast, deforming
under the spatial constraints, MSAVM avoided such leakage and overcame the local
minima to nd the desired object boundary.
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(1)
(2)
(3)
(4)
(5)
(a) (b) (c)
Figure 2.10: Segmentation results using three dierent parameter settings (2, 3 and 4),
three dierent model initializations (a, b and c), and using a mesh with more control
vertices (5). (1) Initial models with 40,962 vertices, (2) parameters  in (2.17) and  in
(2.21) are set as:  = 30 and  = 0:05, (3)  = 40 and  = 0:09, and (d)  = 50 and
 = 0:2. (2-4) Average running time is 514s, and average DSC value is 92:1%. (5) Model
with 163,842 vertices,  = 30 and  = 0:05, average running time is 1124s, and average
DSC value is 92:8%.
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(1)
(2)
(3)
(a) (b) (c) (d)
Figure 2.11: Left ventricle segmentation results using 3D AVM (40,962 vertices) on 4
dierent 3D cardiac CT datasets. (1) Initial models, (2) nal converged results, and (3)
nal converged results in 2D slices.
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(1)
(2)
(3)
(a) (b) (c) (d)
Figure 2.12: Lung segmentation results using 3D AVM (40,962 vertices) on 4 dierent
3D lung CT datasets. (1) Initial models, (2) nal converged results, and (3) nal converged
results in 2D slices.
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(1)
(2)
(a) (b) (c) (d) (e)
Figure 2.13: Brain Gray Matter and White Matter segmentation using 3D AVM. The
GM and WM model surfaces each has 131,074 control vertices. (1)(a) Initial model of GM,
(b) after 9 iterations, (c)&(d) nal converged result after 24 iterations, (2)(a) initial model
of WM, (b) after 9 iterations, and (c)&(d) nal converged result after 21 iterations. (e)
Final converged results in 2D slices.
(1)
(2)
(a) (b) (c) (d) (e)
Figure 2.14: DC mapping of lung surfaces segmentation using MSAVM, the distance
range is 3-45 voxels, and each model has 32,770 vertices. (1)(a)-(e) Deformation progress
of inner surfaces, (2)(a)-(d) outer surface, (a) initial model, (b) after 3, (c) 9, (d) 21
(converged result) iterations, (1)(e) Cross section of the initial model in a 2D slice, and
(2)(e) converged result in the 2D slice.
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(1)
(2)
(a) (b) (c) (d) (e)
Figure 2.15: DCmapping of heart segmentation using MSAVM viewed from the right, the
distance range is 2-25 voxels, and each model has 65,538 vertices. (1)(a)-(d) Deformation
progress of inner surfaces, (2)(a)-(d) DC mapping for outer surface, (a) initial model, (b)
after 3, (c) 9, (d) 24 (converged result) iterations, (1)(e) initial model in a 2D slice, and
(2)(e) converged result in the 2D slice.
(1)
(2)
(a) (b) (c) (d) (e)
Figure 2.16: DC mapping of heart segmentation using MSAVM viewed from the left, the
distance range is 2-25 voxels, and each model has 65,538 vertices. (1)(a)-(d) Deformation
progress of inner surfaces, (2)(a)-(d) outer surface, (a) initial model, (b) after 3, (c) 9, (d)
24 (converged result) iterations, (1)(e) initial model in a 2D slice, and (2)(e) converged
result in the 2D slice.
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(1)
(2)
(a) (b) (c) (d) (e)
Figure 2.17: DC mapping of brain segmentation using MSAVM, the distance range is
2-15 voxels, and each model has 131,074 vertices. (1) Deformation progress of Gray Matter,
(2) White Matter, (a) initial model, after (b) 9, (c) 18, (d) 24 (converged result) iterations,
and (e) converged result in the 2D slice.
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(1)
(2)
(a) (b) (c)
(3)
(4)
(d) (e) (f)
Figure 2.18: Dierent initializations of MSAVM in lung and heart segmentation examples.
(a)(b) Each model has 32,770 vertices, (c)-(f) each model has 65,538 vertices, (1)(3) initial
model and (2)(4) nal converged result.
65
2.4 Results of AVMs
(1)
(2)
(3)
(4)
(5)
(a) (b) (c) (d)
Figure 2.19: 2D Segmentation results on MRI and CTA images. (a) Initial models,
(b) nal converged results obtained by 2D AVM after (1) 10, (2) 26, (3) 31, (4) 8, (5) 9
iterations, (c) results from Gradient Vector Flow models after (1) 80, (2) 40, (3) 30, (4) 70,
(5) 15 iterations, (d) results from Active Contours Without Edges models after (1) 1600,
(2) 800, (3) 200, (4) 100 and (5) 100 iterations.
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(1)
(2)
(3)
(4)
(5)
(a) (b) (c)
Figure 2.20: Segmentation results with dierent initializations. (1) Initial models, results
of (2) 2D AVM, (3) Gradient Vector Flow models, (4) Geodesic Active Contours models,
and (5) Active Contours without Edges models.
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(1)
(2)
(3)
(4)
(5)
(a) (b) (c) (d)
Figure 2.21: Comparing 3D AVM with Geodesic Active Contours (GAC), Active Contour
without edges (ACWE) and Level Set Evolution Without Reinitialization (LSEWR). Re-
sults of (a) 3D AVM, (b) GAC, (c) ACWE and (d) LSEWR. (1) Heart LV segmentations,
(2) right lung segmentations, (3) left lung segmentations, (4) brain GM segmentations,
and (5) brain WM segmentations. In the heart and lung cases (1-3), 3D AVM has 40,962
vertices. In the brain case (4-5), 3D AVM has 131,074 vertices.
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(c) (d) (e)
Figure 2.22: Segmentation results of 3D AVM, and GAC, ACWE, LSEWR and an
intensity-based parametric deformable model that also deform under ROI-based forces.
(1)&(3) Right lung segmentation results, (2)&(4) left lung segmentation results. The re-
sults using (a) 3D AVM with 40,962 vertices, (b) another ROI-based parametric deformable
model with 40,962 vertices which deforms under T-snake like external forces, (c) ROI-based
GAC, (d) ROI-based ACWE, (e) ROI-based LSEWR.
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(1)
(2)
(3)
(a) (b) (c)
Figure 2.23: Segmentation results on a representative 2D cross-sectional image. The
result of (1)(a) 3D AVM, (1)(b) 2D AVM, (1)(c) another ROI-based parametric deformable
model with T-snake like external forces. Original level set models of (2)(a) GAC, (2)(b)
ACWE, (2)(c) LSEWR, and modied level set models of (3)(a) GAC, (3)(b) ACWE, (3)(c)
LSEWR using predicted ROIs.
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(a) (b) (c)
(d) (e) (f)
Figure 2.24: Heart segmentation progress in a 2D slice projection. (a) Initial MSAVM,
after (b) 3, (c) 9, (d) 15, (e) 24 (converged result) iterations, (f) converged result of three
independently-evolving AVMs after 27 iterations.
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2.5 Summary and Discussion
In this chapter, 2D and 3D Active Volume Models are proposed to segment objects with
known topology. The models are parametric deformable models which can integrate
object appearance and region information. The region information is predicted by
using an online prediction module, which provides the models exible initialization and
rapid convergence speed. To further improve the models' performance, Multiple-Surface
Active Volume Models are proposed. The model can integrate high-level geometric
spatial constraints to segment coupled surface simultaneously. Various experiments
and comparisons on 2D and 3D medical images with dierent modalities show that the
proposed models can perform segmentation eciently and accurately.
AVM can directly extract human organs such as heart and lung with faster conver-
gence (typically taking no more than 30 iterations) and better accuracy. Several factors
contribute to this: (1) being a parametric deformable model, AVM has the advantages
of directly smooth surface and coherent topology-preserving, (2) AVM focuses on mod-
eling the foreground object and then reasons about the background, instead of modeling
the background explicitly, (3) the model's deformations can be solved in a linear sys-
tem, and (4) multiple external constraints are combined in a probabilistic framework
and together contribute to long-range forces coming directly from the predicted object
region's boundary.
Compared to traditional parametric deformable models [13, 40, 109, 119], AVM is
unique in its ability to probabilistically and adaptively predict the object region, even
when the model is still far-away from the object boundary. The predicted object region
of interest (ROI) is used to derive eective long-range forces that make the model evolve
quickly and overcome local minima caused by noise. As we shown in our experimental
results (Table 2.5), the estimated ROI is not only applicable to AVM but useful to
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other parametric models and level set models. Using the ROI, another parametric
model deforming under T-Snake [71] like forces converges quickly and accurately; and
a level set model, such as Geodesic Active Contours (GAC) [8] or 3D Active Contours
Without Edge (ACWE) [9], also gives more accurate segmentation results.
Although the estimated ROI can be integrated in a level set framework, we choose
to couple it with a parametric nite element (FE) triangulation model because of the
known topology of the segmented objects. In our experimental evaluation using various
noisy medical images (Section 2.4.4), AVM deforms faster than level set methods such as
Geodesic Active Contours (GAC) [8] and Active contours without edges [9]. Even though
there are thousands of vertices (or nodes) on the surface of a 3D AVM, the model's
deformation speed is still less than 30 seconds per iteration. Further, the converged
3D AVM model is directly a smooth mesh representing the segmented object surface.
Therefore it does not need any post-processing step such as surface reconstruction, as
required by level set; it also preserves topology thus does not produce small holes or
islands inside, while level set methods often do give results with spurious holes/islands.
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Chapter 3
3D Laplacian-Driven Parametric
Deformable Models
3.1 Introduction
In this chapter, we consider the problem of segmenting a specic object with known
topology in 3D. Both parametric deformable models and topology-preserving level set
models are applicable. For instance, a xed-topology model may be more suitable
when the object of interest is specied and its topology is known [110]. Thus, topology-
preserving level set methods have been proposed [34], [100], in which tests are conducted
and steps are taken to process the computed level set functions to prevent undesirable
topology changes. Topology-preserving level set, on the other hand, will require extra
processing steps to reconstruct the boundary surface from its binary map result, and to
prevent change of topology. While parametric models directly extract object surfaces
represented by triangular meshes with xed topology, traditional FEM models suer
from over-smoothing and can not give satisfactory results when segmenting objects with
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complex surface structure or high curvature regions. Since the internal force keeps the
model surface smooth, in these cases, such as brain cerebral cortex segmentation, the
model can not get satisfactory results due to the complex surface structure.
To alleviate this problem of parametric models, the weight parameters that control
the relative contribution of the model's internal force must be set very carefully either
by using automatic parameter adjustment techniques [72, 74] or by experienced users.
Often, to allow the model to t surface details such as folds and creases, parameter
adjustment involves lowering the weight of the internal constraint and deforming the
model with a relatively small step size, but this would decrease the model mesh quality
and increase the number of iterations necessary to converge. To overcome this problem,
remeshing [80, 120] can be applied after every few iterations. However, based on our
study, there is no suitable isotropic remeshing technique that can be directly used.
The typical remeshing techniques are usually time-consuming. Furthermore, when the
internal force is made weaker, the model may suer from a sharp degeneration in mesh
quality due to image noise, thereby causing diculty in remeshing.
To overcome over-smoothing and directly extract object boundary as a high-quality
triangular mesh, we propose a new parametric deformable model. Instead of adopting
physically-based FEM model, the new model is based a purely geometric approach {
mesh Laplacian [124], [81], [107]. Since in our applications, the important considera-
tions are the accuracy of segmentation, mesh quality of the nal result, a geometric
approach would suce and be more ecient. The proposed new model is represented
as a simplex mesh. Its internal forces are derived from mesh Laplacian. By decom-
posing the Laplacian of each vertex into two orthogonal vectors|one on and another
perpendicular to the vertex's tangential plane, we observe that (i) the tangential vector
is always desirable in preserving mesh quality, (ii) the perpendicular vector has double
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(a)
(1)
(2)
(b) (c)
Figure 3.1: Cerebral cortex segmentation on simulated MRI images provided by Brain-
Web (http://www.bic.mni.mcgill.ca/brainweb/). (a) Result of our method, (1.b) re-
sult of a traditional FEM based 3D deformable model, (1.c) result of the FEM based model
with weaker internal force, (2.b) result of Active Contours Without Edges [9] after sur-
face reconstruction, and (2.c) result of Distance Regularized Level Set Evolution [54] after
surface reconstruction.
eects|on the positive side, it helps overcome local minima caused by noise in images
during segmentation, and on the negative side, it is found to cause the mesh's over-
smoothing problem. The new 3D deformable model we introduce has internal forces
that keep fully the vector projected onto the tangential plane since it helps maintain
mesh quality. The contribution of the other vector perpendicular to the tangential plane
is automatically adjusted through a weighting function dened based on current mesh
quality. We demonstrate that, on segmenting objects with complex or high-curvature
boundary surfaces such as the brain cerebral cortex (Figure 3.1) or lung (Figure 3.9),
our method achieves better segmentation results than traditional FEM based 3D de-
formable model with C0 continuity 1 and level set methods [9], [54], in terms of accuracy
and quality of the resulting boundary surface mesh. Furthermore, the new model can
1We compare with FEM model with C0, since our model gives C0 continuity.
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still deform eciently since model deformation is derived by solving a linear system in
which the matrix is very sparse.
3.2 Conventional Internal Force
As discussed in Section 2.3.1, (2.20) can be further reformulated according to the in-
ternal and external forces
V (t) = V (t 1) + (F int + F ext
V (t 1)); (3.1)
where
F int =  AV (t); (3.2)
so the ith element f inti in F
int represents the internal force on the ith vertex.
The internal force on the ith vertex vi is dened based on (3.2)
f inti =  (aiivi +
X
(i;j)2E
aijvj): (3.3)
Since the stiness matrix A also has the property
aii +
X
(i;j)2E
aij = 0; for any vi 2 V; (3.4)
then (3.3) can be written as
f inti =
X
(i;j)2E
aij(vi   vj): (3.5)
As shown in Figure 3.2.(a), the internal force on the ith vertex, f inti , is a summation
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v j
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v j
ext
if
if
int
if
(a) (b)
Figure 3.2: (a) The internal force f inti of vi is represented as a summation of a set of
vectors pointing from the vertex to all its neighboring vertices, and (b) the vertex deforms
according to the summation of internal force vector f inti and external force vector f
ext
i .
of a set of vectors which are pointing from the ith vertex to its neighboring vertices.
When applying the deformable model to segment an object, the control vertex moves
according to the summation of its internal force vector and the external force vector, as
shown in Figure 3.2.(b). In the nal converged result, the summation of internal and
external force vectors of each vertex is approximately equal to zero.
The internal force vectors of the FEM model keep the surface smooth and help it
overcome the negative eects of image noise. However, if the target object has a complex
surface (the cerebral cortex in Figure 3.1) or contains high curvature boundary (the
bottom of the lung in Figure 3.9), the internal force vectors might cause the surface to
be over-smoothed and thus have vertices deviate away from desired object boundaries.
One solution may decrease the weight of the internal force to make the external
force have more power in controlling the model's deformation, by utilizing an automatic
parameter adjustment technique [74] or by receiving parameter adjustment input from
an experienced user. Often, to allow the model to t the details on object boundary,
parameter adjustment involves lowering the weight of the internal force and decreasing
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the model-deformation step size. Such adjustment would decrease the model mesh's
quality and increase the number of iterations necessary for the model to converge.
A solution to restore the mesh quality is to adopt Remeshing with Detail Preserving
methods [60], [81]. Remeshing can be applied to the model mesh after every few
iterations. But typical remeshing techniques are time-consuming. Further, when the
internal force is made weaker, the model may suer from a sharp degeneration in mesh
quality due to strong external forces pulling the model in dierent directions as well as
eects of image noise. It is likely that the mesh quality would become too poor to be
recovered, causing diculty in remeshing and leading to poor segmentation results.
3.3 The Novel Internal Force
3.3.1 Mesh Laplacian
The new Laplacian-driven parametric deformable model we propose is still represented
as a simplex mesh, but it has a novel internal force denition derived from the mesh
Laplacian [81]. For the ith vertex vi, the uniformly weighted Laplacian i is
i =
X
(i;j)2E
vj  wivi =
X
(i;j)2E
(vj   vi); (3.6)
where wi is the number of vertices connected with vi.
Given the vertices number n, the element lij in the n n Laplacian matrix L is:
lij =
8>>>><>>>>:
wi i = j;
 1 (i; j) 2 E;
0 otherwise:
(3.7)
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Figure 3.3: Illustration of the novel internal force. (a) The internal force vector of vi is
shown in the neighboring triangles, (b) given the vertex's normal direction, the internal
force vector can be decomposed into two vectors according to the vertex's tangential plane,
and (c) vi moves on the tangential plane in favor of having triangles with equal areas.
In Figure 3.3.(a), the Laplacian of the ith vertex is shown as the blue arrow. Serving
as the internal force, the Laplacian moves the ith vertex to the centroid of its neigh-
boring vertices. This procedure can be decomposed into two sub-steps. Firstly, vi is
moved on its tangential plane in favor of having triangles with equal areas. Secondly,
vi is further moved along its normal direction to reach the centroid. According to these
two steps, i can be decomposed into two vectors associated with the vertex's tangen-
tial plane, which are the red vector tangi on the tangential plane and the green vector
perpi perpendicular to the tangential plane, as shown in Figure 3.3.(b). 
tang
i has the
desired eect of balancing the areas of neighboring triangles (Figure 3.3.(c)), and perpi
moves the vertex along the normal direction which shrinks the model and makes it a
smooth surface. When segmenting objects with complex surfaces, the above mentioned
over-smoothing problem is caused by perp. If simply decreasing the inuence of the
internal force, the weight of tang is also reduced, which may severely aect the mesh
quality (Figure 3.1.(c)). In our method, by decomposing the internal force into two
vectors, the over-smoothing problem can be solved as keeping the contribution of tangi
and lowering the inuence of perpi (Figure 3.1.(a)).
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The decomposition of internal forces has been used on 2D parametric deformable
contours in [23]. Based on a control vertex's tangential vector, the method decomposed
the internal force on the 2D parametric contour into two parts to automatically control
the distances between neighboring vertices and the total number of control vertices.
This method can not be extended to 3D, however, since 3D models have much more
complex geometry and shape representation than 2D models. In 3D, the internal force
vector of a control vertex in the traditional FEM based deformable model could also be
decomposed into two vectors associated with the tangential plane of the vertex. We did
not follow this approach because the stiness matrix of the FEMmodel has the property
of reducing the mobility of vertices [61], thus the internal force vector projected on the
tangential plane vanishes, unable to eectively preserve mesh quality. Furthermore,
the stiness matrix needs to be updated after each iteration since it depends on the
spatial positions of the connected vertices. In contrast, the Laplacian matrix used by
our model has the property that its weights do not depend on the vertex position, thus
the weights only need to be calculated once and can be precomputed after the model
is initialized. Therefore, we prefer the mesh Laplacian over FEM.
3.3.2 Internal Force Based on Mesh Laplacian
Given the surface normal bni of the ith vertex, prepi in Figure 3.3.(b) can be calculated
based on the following equation:
perpi = (bni  i)bni: (3.8)
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Then tangi in the tangential plane is
tangi = i   perpi =
X
(i;j)2E
vj  wivi   perpi : (3.9)
Using (3.9) as the new internal force and applying nite dierences, the deformation
equation for the ith vertex is
v
(t)
i + (wiv
(t)
i  
X
(i;j)2E
v
(t)
j + (
perp
i )
(t)
) = v
(t 1)
i + f
ext
i ; (3.10)
where  is the step size, v
(t)
i is the ith vertex's location at the t-th iteration. In (3.10),
the unknown parameters are v
(t)
i , v
(t)
j and (
perp
i )
(t)
. Since we use nite dierences, we
assume the shape of the model does not change signicantly in each iteration, so we
approximate (perpi )
(t)
with (perpi )
(t 1)
, i.e.,
(perpi )
(t)
= (perpi )
(t 1)
; (3.11)
where (perpi )
(t 1)
can be obtained from the current mesh. We then have
v
(t)
i + (wiv
(t)
i  
X
(i;j)2E
v
(t)
j + (
perp
i )
(t 1)
) = v
(t 1)
i + f
ext
i : (3.12)
When the ith vertex moves according to (3.12), the new internal force tangi moves
the vertex only on its tangential plane without shrinking, which overcomes the over-
smoothing problem and keeps the mesh quality eectively. However, testing the model
on 3D medical images, we nd the model becomes more sensitive to noise. The reason is
that the vector perpendicular to the tangential plane perp has the property of helping
the vertex pass some local minima caused by noise and stop at strong boundaries.
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And perp also has positive eects on improving mesh quality, since moving the vertex
along its normal direction also reduces the areas of its neighboring triangles and make
them more similar to an equilateral triangle. To keep the benets of perp, we adopt a
function !(v) to control its contribution. The internal force is thus redened as:
f inti =
X
(i;j)2E
vj  wivi   !(vi)perpi : (3.13)
To dene !(v), we use the vertex's neighboring triangle's radius ratio  [87], which
is mapped to [0; 1] as
 = 2
rins
Rcir
; (3.14)
where rins and Rcir are the radii of the inscribed and circumscribed circles of the trian-
gle.  = 1 indicates a well shaped equilateral triangle and  = 0 means a degenerated
triangle. The radius ratio of the ith vertex r(vi) is dened as the average radius ratio of
all its neighboring triangles. A high r(v) means the vertex's neighboring triangles are
in good shape and !(v) is set as close as possible to 1. Then the internal force vector
can be mapped onto the tangential plane to make sure the vertex deforms without
shrinking. Once r(v) decreases because of noise or some other factors, we assign !(v)
a relatively small value. Then perp is partially preserved to reduce the eect of noise
and to restore the neighboring triangles of the vertex to a good shape.
In this chapter, we introduce two ways to set !(v) based on the radius ratio. We
rst dene !(v) as a Fermi function (sigmoidal), which is
!(v) =
1
1 + e s(r(v) )
; (3.15)
where s is the steepness, and  controls the overall mesh quality level. s and  are
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empirically set as 20 and 0:7.
Secondly, considering the relative frequency of radius ratio, we adopt its cumulative
density function (CDF) to map from r(v) to weight [0; 1]. In this way, the weighting
function is dened as a normalized discrete summation over r(v) for all the vertices:
!(vi) =
X
vk2V
cik;
cik =
8><>:
1
jVj r(vk)  r(vi)
0 r(vk) > r(vi)
: (3.16)
Based on our experience, (3.15) is more suitable to segment objects with high curvature
boundaries and (3.16) is more suitable to segment objects with complex surfaces.
Compared with (3.9), (3.13) has a weighting function ranging from 0 to 1, which
is used to control the contribution of perp in Figure 3.3. Considering all the control
vertices, the linear system for the new deformable model is dened based on (3.9) as
M
0
264 V (t)
D(t)
375 =
264 V (t 1)
D(t 1)
375+ 
264 F extV (t 1)
0
375 ;
M
0
=
264 M00 M01
0 M11
375 = (I + 
264 L00 L01
0 0
375);
(3.17)
where L00 is the nn Laplacian matrix in (3.7), L01 is a nn diagonal matrix derived
from the function !(v) to control the weights of perp. D(t) and D(t 1) are n1 vectors
encoding perp of all the vertices at time t and t  1. M11 is the identity matrix of size
n. The size of M
0
is 2n 2n, and it is very sparse. Solving (3.17) is still very ecient.
In 3D, (3.17) is solved three times, for the x, y and z components separately.
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3.4 Experiments
We compare its performance with several other deformable models: an FEMmodel with
normal or weak internal forces, and two level set based algorithms|Active Contour
Without Edges (ACWE) [9] and Distance Regularized Level Set Evolution (DRLSE)
[54]. We also combine the Laplacian-driven internal force with dierent external forces
dened in (3.18), (3.19) and (2.19). During each comparison, the models use the
same initialization. The test datasets include a 3D volume of a synthetic object whose
boundary has high curvature regions (Figure 3.4), a 3D simulated MRI brain image
from BrainWeb (Figure 3.1), 4 real MRI brain images from the Center for Morphome-
tric Analysis at Massachusetts General Hospital (Figure 3.8), and 10 lung volumetric
datasets from the NCI Lung Image Database Consortium (LIDC) (Figure 3.9 and 3.12).
The parameter settings for the various models and the models' performance measures
are summarized in Tables 3.1 and 3.2.
3.4.1 Experimental Setup
On the 3D synthetic dataset and the lung datasets, we compared our model with the
FEM model. Both models are initialized in the same way, i.e., as spheres or ellipsoids
near the object. To segment the cerebral cortex from the MRI brain datasets, all models
use the same initialization policy which is the pre-segmented brain White Matter [118].
For our proposed parametric deformable model with Laplacian-driven internal forces,
we used (3.15) to control the weight of perp when segmenting the synthetic object and
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Table 3.1: Parameter settings and quantitative evaluation of our model and FEM model.
Synthetic Data Human Lung Human Brain
Ours FEM Ours FEM Ours Fig. 3.1.(1.b) Fig. 3.1.(1.c) Fig. 3.1.(2.b) Fig. 3.1.(2.c)
 in (3.17) 0.8 0.5 0.8 0.4 0.8 0.6 0.1 n/a n/a
 in (3.18) 1 2 -1 -1.8 1 1.5 2 n/a n/a
DSC 99.2% 95.3% 96.3% 93.2% 95.5% 88.7% 93.6% 94.6% 93.8%
Iterations 63 68 58 68 45 48 90 32 26
Time 79.4s 54.4s 70.1s 61.88s 43.4s 31.3s 71.6s 52.2s 39.6s
human lungs, and used (3.16) for segmentation of the brain cerebral cortex.
To compare the new internal force with the FEM based internal force, we used the
same external force to deform both models. Similar to T-Snakes [71], the external force
is based on the intensity values and the vertices' normals. For the ith vertex, it is
f exti =
8><>: bni I(vi)  T; bni otherwise; (3.18)
where bni is the normal of the vertex, I(vi) denotes the intensity value of the ith vertex,
and T is the mean intensity value of the image volume.
The settings of step size  and the weight of external force  for our model and
the FEM models are shown in Table 3.1. Note that our model did not need parameter
tuning and used the same parameter setting for all experiments. In contrast, the FEM
model needs dierent parameter settings for dierent segmentation tasks, and in the
experiments, we manually set the FEM model' parameters to enable it to grow as much
as possible under the inuence of strong external forces toward object boundary. The
convergence criterion for our model and the FEM model is dened based on the model
vertices' movements: we assume the model reaches the nal converged result if all the
vertices move less than a maximum of two voxels in a certain iteration. For the two
level set methods used in Figure 3.1.(2.b){(2.c), we empirically set their parameters to
make the models achieve their best segmentation results.
To illustrate the models' performance, we calculated the Dice Similarity Coecient
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(a)
(1)
(2)
(b) (c)
Figure 3.4: Segmentation results on a 3D synthetic dataset. (a) Volume rendering of
the dataset, (b) segmentation results viewed in 3D, (c) segmentation results viewed in 2D
cross-sectional planes, (1) results of our method, and (2) results of the FEM based method.
(DSC) [90] values to measure the segmentation accuracy and used the radius ratio of
mesh triangles to measure the mesh quality, see Table 3.1 and 3.2.
3.4.2 Experimental Results
Figure 3.4 shows segmentation results on the 3D synthetic dataset. From the nal
results viewed in 3D and 2D cross-sectional planes, one can clearly see that our model
precisely found the object boundary but the conventional FEM based model generated
a smooth surface that did not t well at corners on the boundary. The mean radius
ratio values of the resulting boundary surface meshes by our model and the FEM model
are 98:87% and 97:91%, respectively.
Figure 3.1 compares the cerebral cortex segmentation results using our method,
the FEM model with normal internal forces, the FEM model with weakened internal
forces, and two level set methods { the ACWE and DRLSE. For our model and the FEM
models, the initialization is the iso-surface mesh reconstructed from the pre-segmented
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Figure 3.5: Visualization of mesh quality evaluation by color-mapping the result meshes'
radius ratio values using the cumulative density function of the result in Figure 3.1.(1.c).
(a) Result of our method in Figure 3.1.(a), (b) result of the FEM model with normal
internal force in Figure 3.1.(1.b), (c) result of the FEM model with weakened internal force
in Figure 3.1.(1.c), and (d) the color bar.
White Matter; for the two level set methods, the initialization is the signed distance
transform of the White Matter. Our result is shown in Figure 3.1.(a), and has the high-
est mean radius ratio value 92:3%. In Figure 3.1.(1.b){(1.c), FEM based models either
became too smooth or had low mesh quality. The mean radius ratio values of Figure
3.1.(1.b){(1.c) are 89:1% and 83:4%. With a relatively weak internal force, the FEM
model had to adopt a small step size to deform, which increased the running time as
shown in Table 3.1. In Figure 3.1.(2.b){(2.c), a post-processing surface reconstruction
step was necessary to obtain the boundary surface from level set's volumetric segmen-
tation result, and the reconstructed surface has low mesh quality, aecting accuracy
and visualization. The mean radius ratio values of Figure 3.1.(2.b){(2.c) are 77:4% and
77:9%.
In Figure 3.5, we visualize the mesh quality comparison results of Figure 3.1.(a),
(1.b) and (1.c) by color-mapping the mesh triangles' radius ratios using the cumulative
density function (CDF) dened in (3.16). Here we adopt the CDF of the mesh in
Figure 3.1.(1.c). Our result contains the most red regions, indicating it has the best
mesh quality.
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Figure 3.6: Mesh quality (radius ratio) evaluation of segmentation results in Figure
3.1. (1) Radius ratio distribution of our method, (2) radius ratio distribution of the FEM
based method with normal smoothness constraint in Figure 3.1.(1.b), and (3) radius ratio
distribution of the FEM based method with weak smoothness constraint in Figure 3.1.(1.c).
(a) (b) (c) (d)
Figure 3.7: Visualization of segmentation results evaluation by color-mapping each ver-
tex's distance to the nearest voxel on the surface of ground truth. (a) Result of our method
in Figure 3.1.(a), (b) result of the FEMmodel with normal internal force in Figure 3.1.(1.b),
(c) result of the FEM model with weakened internal force in Figure 3.1.(1.c), and (d) the
color bar ranges from 0 to 4 voxels.
In Figure 3.8, we show the segmentation results on 4 real MRI brain datasets.
The initial models are the iso-surface meshes reconstructed from pre-segmented Whiter
Matter regions, and the parameter settings are the same as the setting in Figure 3.1.(a).
The mean radius ratio values are 92.42%, 92.52%, 93.70% and 93.97%. And the DSC
values are 87.50%, 86.83%, 86.50% and 88.74%, for the 4 datasets.
We also evaluated our method on 10 human lung datasets and show 4 of them in
Figure 3.9. From the DSC values shown in Table 3.1, our model produced a noticeable
improvement in accuracy compared to the FEM model. In Figure 3.10, we plotted the
DSC value in each axial slice (0 means there is no segmentation result in that slice) and
showed the distribution of the model vertices' radius ratio from the dataset in Figure
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(a) (b) (c) (d)
Figure 3.8: Segmentation results using the brain MRI datasets provided by the Cen-
ter for Morphometric Analysis at Massachusetts General Hospital (http://www.cma.mgh.
harvard.edu/ibsr/). The mean radius ratio values are (a) 92.42%, (b) 92.52%, (c) 93.70%
and (d) 93.97%. The DSC values are (a) 87.50%, (b) 86.83%, (c) 86.50% and (d) 88.74%.
3.9.(a). Since the objects extend from the 53rd slice to the 314th slice, from the gure
we can see that our method correctly recovered the objects with high DSC value in
each slice, while the FEM model missed parts of the objects in the top and bottom
slices. Both our model and the FEM model produced high-quality 3D surface meshes,
with mean radius ratio values above 97%. To further demonstrate the results, we show
4 sets of comparison results from dierent cross-sectional planes in Figure 3.11.
Besides the external force dened in (3.18), we also tested our new internal force
combined with two other types of external force. In Figure 3.12.(c), the external force
is derived from the region information, similar to ACWE [9]. For the ith vertex vi, it
is:
fexti =
 1(I(vi)  Iin)2 + 2(I(vi)  Iout)2
j   1(I(vi)  Iin)2 + 2(I(vi)  Iout)2jbni; (3.19)
where I(vi) is the intensity value of vi. Iin and Iout are the mean intensity values
of regions inside and outside the current model mesh. 1 and 2 are the weighting
parameters, which are empirically set as 3.5 and 0.5.  and bni are dened in the
same way as (3.18). Iin and Iout are updated based on the current model after each
every 5 iterations. In Figure 3.12.(d), the AVM-like is dened in (2.19). In Table 3.2,
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(1)
(2)
(3)
(a) (b) (c) (d)
Figure 3.9: Segmentation results on 4 human lung datasets, (1) initial models, (2) results
of our method, (3) results of the conventional FEM based method, and (a-d) 4 dierent
image volumes from the human lung datasets.
the running time, quantitative evaluation and mean radius ratio using three dierent
external forces are compared.
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Figure 3.10: DSC and mesh quality (radius ratio) evaluation of the segmentation results
in Figure 3.9.(a). (a) DSC results of dierent axial slices, (b) model vertices' radius ratio
distributions, (1) the radius ratio distribution of our method, and (2) the radius ratio
distribution of the FEM based method. The left and right lungs extend from the 53rd slice
to the 314th slice.
Table 3.2: Comparisons in running time, quantitative evaluation and mean radius ratio
(RR) using three dierent external forces.
TSnake like force Region based force AVM-like force
Time DSC RR Time DSC RR Time DSC RR
Right Lung in Fig. 3.12.(1) 216.4s 96.01% 95.13% 405.4s 96.10% 95.18% 419.6s 96.11% 90.32%
Left Lung Fig. 3.12.(1) 107.1s 94.20% 93.80% 243.4s 94.18% 92.48% 250.3s 94.97% 88.79%
Right Lung in Fig. 3.12.(2) 181.9s 94.37% 96.50% 494.2s 95.72% 97.71% 367.2s 95.81% 94.47%
Left Lung Fig. 3.12.(2) 144.7s 91.32% 97.03% 288.6s 91.07% 88.21% 278.0s 93.11% 77.39%
(1)
(2)
(a) (b) (c) (d)
Figure 3.11: Lung segmentation results from 4 cross-sectional planes. (1) Results of our
method and (2) results of the conventional FEM based method.
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(1)
(2)
(a) (b) (c) (d)
Figure 3.12: Segmentation results on two lung datasets using dierent external forces.
(a) Initial models, (b) the external force in (3.18), (c) the external force in (3.19), and (d)
the external force in (2.19).
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3.5 Summary
In this chapter, we proposed the 3D Laplacian-driven parametric deformable model
to improve 3D parametric deformable models' performance on objects with complex
surface or high curvature regions. Dierent from many previous methods, we designed
a novel internal force derived from the mesh Laplacian. Then the internal force of each
vertex can be decomposed into two vectors according to the vertex't tangential plane.
We maintain the vector on the tangential plane and adopt a weight function to control
the contribution of the vector perpendicular to the tangential plane. Experiments
various 3D datasets show that the new model achieve good segmentation results on
objects with complex surfaces (cerebral cortex) or high curvature regions (human lung).
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Chapter 4
4D Parametric Deformable
Curves for Coronary Artery
Segmentation
4.1 Introduction
Coronary artery disease (CAD) is currently the leading cause of death in America and
one of the main causes of death around the world. The improvement of diagnostic
tools for CAD is important for detecting and measuring abnormalities (i.e. stenosis
or malformations) more reliably [43]. In such tools, coronary artery segmentation on
medical images (i.e. CT Angiography) plays a key role which directly aects diagnosis
and treatment results. Despite intensive research eorts, however, robust and ecient
CA segmentation remains a challenging task due to low contrast and noise in images.
The Coronary Artery segmentation problem is often tackled in the context of tubu-
lar structure boundary extraction. Various automated or semi-automated methods are
95
4.1 Introduction
developed to extract tubular structures from 2D and 3D images [14, 36, 66, 67, 125]. In
this chapter, we explore parametric deformable curve models for vessel segmentation.
First proposed by Kass et al. in [40], parametric deformable models have been applied
to various tubular structure segmentation problems. One advantage of the parametric
curve models is that they can be eciently optimized in a lower dimensional space
[110], e.g. a 3D Snake can be optimized as a 2D chain. Further, the models are
usually smooth because of the internal smoothness constraints and converge with sub-
pixel/voxel accuracy [55, 67, 96, 123]. However, none of these parametric models can
recover the centerline and local radii of a vessel structure simultaneously. Furthermore,
the models usually need to be initialized carefully near the segmented tubular objects
and the solution is only guaranteed to be a local optimum.
In [2] and [27], Dynamic Programming is adopted to minimize the energy of active
contours. Similar to theminimal path techniques, Dynamic Programming ensures global
optimality of the solution and it is numerically stable. Taking advantage of Dynamic
Programming (DP) techniques and parametric deformable models, we propose a novel
4D parametric deformable curve model to simultaneously segment a vessel's centerline
and recover the corresponding local radii along the centerline. The model is initialized
by an optimal path computed by DP using information from the vessel-enhanced image.
It then deforms in the 4D space to t the vessel centerline and estimate radii along the
vessel. To measure the likelihood of a vessel structure at each vertex of the model, we
design a local ring structure template, and compute the Normalized Cross Correlation
between the locally oriented template and the image [88]. Testing the model on 3D
synthetic and real coronary artery data, the experiments show that the proposed model
can robustly and accurately segment coronary artery structures.
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4.2 Parametric Deformable Curves in 4D Space
Given s 2 [0; 1], the model v(s) is dened as a mapping from 1D to 4D:

 = [0; 1]! R4
s! v(s) = (p(s); r(s))
p(s) = (x(s); y(s); z(s)) (4.1)
where the 4D v(s) represents the centerline locations p(s) and associated radii r(s).
This is a natural extension of the 1D to 2D mapping in Snakes [40].
Using nite dierences in 4D space, the model is discretized as a series of ordered
4D states that include centerline point locations and corresponding radii as shown in
Figure 4.2.(b). Following the convention of 2D and 3D parametric deformable models,
we dene a vertex as a 4D state in this chapter. We will use vertex in place of state in
the remainder of the chapter. Given the number of vertices n, the model is reformulated
as V = fvt = (pt; rt)jt 2 [0 : n   1]g. In the chain of 4D vertices, the starting vertex
is the root vertex without parent when t = 0 and the ending vertex is the leaf vertex
without child when t = n  1.
4.2.1 The Model's Initialization
Given a 3D image volume I, an initial model is computed as the optimal path between
the vessel's starting and ending vertices. The centerline of the path p is dened as:
p = argmin
p
P jpi   pj j1   P Ien(pi)
n

; (4.2)
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(a) (b) (c) (d) (e)
Figure 4.1: An example showing the segmentation process. (a) A 3D CTA dataset is
visualized using Maximum Intensity projection and the segmented vessel is highlighted
using ground truth, (b) several paths computed by DP between the starting and ending
vertices, (c) the optimal path around the vessel is considered as the model's initialization,
(d) the nal converged result rened by the model deformation step in Section 4.2.2, and
(e) the color bar encodes the radii (2{8 voxels).
where pi and pj are two neighboring vertices' locations and Ien is the vessel-enhanced
image volume obtained after applying the vesselness lter [30]. jpi pj j1 is the L1-norm
of the vector (pi pj), n is number of vertices on the path, Ien(pi) is the intensity value
of point pi on the vessel-enhanced image, and  is a constant to balance the two terms.
Generally, minimizing (4.2) takes exponential time, O(mn), where m is the number
of potential positions for each vertex and n is the number of vertices on the model.
However, if the model has a restricted form, the problem can be solved more eciently.
It has been shown in [27] that nding the solution of a rst-order Snake model takes
O(m2n) time by using dynamic programming.
Given the starting and ending vertices that are input by the user, (4.2) can be
iteratively optimized as follows:
B1(p1) = jp1   p0j1   Ien(p1); (4.3)
B2(p2) = min
p1
(B1(p1) + jp2   p1j1)  Ien(p2); (4.4)
B3(p3) = min
p2
(B2(p2) + jp3   p2j1)  Ien(p3); (4.5)
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...
Bn 1(pn 1) = min
pn 2
(Bn 2(pn 2) + jpn 1   pn 2j1)  Ien(pn 1); (4.6)
p = min
pn 1

Bn 1(pn 1)
n

: (4.7)
We start the dynamic programming algorithm from the starting vertex's location p0.
For every possible p1, the algorithm calculates B1(p1). No minimization is performed
in this step since the starting vertex is xed. In the second step, for every possible p2,
the algorithm searches for the p1 that satises minp1(B1(p1)+ jjp2 p1jj1) and saves the
p1 as the correspondence of p2 into a correspondence table. The remaining iterations
are performed similarly. As shown in (4.7), the minimization of (4.2) is obtained by
nding the minimum element in the table (Bn 1(pn 1)=n). The optimal path is then
generated by back-tracking the correspondence tables from the end vertex's location to
the rst vertex's location.
An example of the initialization is shown in Figure 4.1.(c). By minimizing (4.2)
using the dynamic programming algorithm and nding the optimal path, an initial
model is obtained around the vessel. In practice, using the L1-norm and directly
intensity values (of the vessel-enhanced image) in dening the energy of paths yields
savings in computation time and memory usage. The initial radii for all vertices on
the initial model are generated by linearly interpolating between the user-input radii
of the starting and ending vertices.
4.2.2 Local Ring Structure Template and Model's Energy Function
After the model is initialized, we deform the 4D curve to extract the vessel centerline
and compute the corresponding radii along the centerline by minimizing the model's
energy function. The energy function has two terms: the internal energy which controls
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(a) (b)
Figure 4.2: (a) The local ring structure template. (b) The 4D parametric vessel model
is represented as a set of ordered 4D vertices, where vt = (pt; rt). The local ring structure
template is rotated and scaled to t a vertex on the model.
the smoothness of the curve and the external energy which evolves the model to t the
vessel. The 4D parametric curve model has a novel external energy term derived from
a local ring structure template. In this section, we will rst introduce the local ring
structure template and then present how to dene the model's energy function.
Local Ring Structure Template
The local ring template is C(x) 2 R for x 2  = f(x1; x2)jx1; x2 2 [ 1; 1]; x21+x22  1g.
Figure 4.2.(a) demonstrates the local ring structure, and the template is:
C(x) =
8><>: 0 kxk > re  kxk2r2 kxk  r (4.8)
where r = rin=rout is a trade-o factor between the centerline and radius. A smaller r
can increase the detection range and lead to more accurate centerline extraction, but
it may have negative eects on radius calculation.
As shown in Figure 4.2.(b), this normalized template is then rotated and scaled
according to a vertex's orientation and radius. For the ith vertex, it is dened as
C(di;ri)(x), in which the orientation di =
pi pi 1
kpi pi 1k and x 2 (di;ri).
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Denoting I(   pi) as the image volume I translated by  pi and dening
h = C(di;ri)(x) and g = I(   pi);
h =
R
(di;ri)
hdR
(di;ri)
d
and g =
R
(di;ri)
gdR
(di;ri)
d
; (4.9)
we adopt the Normalized Cross-Correlation (NCC) to measure the similarity between
the shifted 3D volumetric image and the local template over the domain (di;ri). The
NCC is dened as follows:
NCC(di;ri)(h; g) =
R
(di;ri)
(h  h)(g   g)dqR
(di;ri)
(h  h)2d
qR
(di;ri)
(g   g)2d
: (4.10)
NCC(di;ri)(h; g) ranges from -1 to 1. The larger this value is, the more likely that
a vessel structure with radius ri is located at pi with orientation di.
Model's Energy Function
To deform the model, we construct a functional E. And the functional represents the
energy of the model, which will be minimized and have the following form [13]:
E(v) : R4 ! R;
E(v) =
Z



v0(s)2 +  v00(s)2 + e(v(s))ds; (4.11)
where v0 and v00 are the rst and second order derivatives which constrain the elasticity
and rigidity of the curve, and e(v(s)) is the external energy term derived from the local
ring template. ,  and  are three constants to balance the contributions of the three
terms.
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For the ith vertex vi, given its orientation di and radius value ri, its external energy
e(vi) is dened as:
e(vi) =  NCC(di;ri)(h; g): (4.12)
Optimizing the discretization of (4.11) is equivalent to getting the solution of the
associated Euler-Lagrange equation:
(v0)0 + (v00)00 + Oe(v) = 0; (4.13)
where v 2 V , and ,  and  are the same constants as in (4.11). Since each vertex in
the model is a 4D state, Oe(v) is dened as:
Oe(v) = (e(v)
@x
;
e(v)
@y
;
e(v)
@z
;
e(v)
@r
); (4.14)
To solve (4.13) numerically, the Euler-Lagrange Equation needs to be discretized
as:
(vi   vi 1)  (vi+1   vi) + (vi 2   2vi 1 + vi)
  2(vi 1   2vi + vi+1) + (vi   2vi+1 + vi+2) + Oei(v) = 0: (4.15)
To be able to discretize and estimate derivatives at the starting and ending vertices,
four virtual vertices are added by extrapolation: two extrapolated using the starting
vertex and its neighbors and another two extrapolated using the ending vertex and its
neighbors. Oe(v) in (4.14) is approximated by using nite dierences.
Writing the above equation 4.15 in matrix form for the n vertices on the model
yields a linear system:
AV = L(V ) (4.16)
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where A is a n n matrix encoding the internal smoothness constraint, and L(V ) is a
n 4 matrix denoting the external forces Oe on V .
The energy minimization problem is then solved by taking the negative time deriva-
tives with a time step  :
(Iidentity + A)V
(t) = V (t 1) + L(V (t 1)) (4.17)
where Iidentity is the nn identity matrix and the linear system is pentadiagonal banded
symmetric positive. V (t 1) is the n4 matrix that represents the current vertices, and
V (t) is the n4 matrix that represents the vertex locations in the next iteration. So the
model deforms iteratively to nd the vessel's centerline and local radii simultaneously.
4.2.3 Implementation Details
Model's Initialization
To make the initialization (Section 4.2.1) more ecient, we propose three speed-up
schemes to the dynamic programming procedure.
1. To avoid zigzag paths or loops, we do not allow any path to have sharp turns. For
instance, knowing the vertex locations pi 1 and pi, a voxel p can be considered
as a point on the path only if (pi 1  pi)  (p  pi) < 0 (i.e. the angel between the
two vectors is greater than 90o).
2. Since the initialization is run on the vessel-enhanced image Ien, zero value voxels
in Ien indicate non vessel. In our algorithm, we consider a zero value voxel as a
gap element on the path. And we set two thresholds to limit the number of gap
elements on a path. Tcon is the maximum number of continuous gap elements
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allowed on a path; and Tall is the maximum total number of gap elements on a
path.
3. To avoid redundant and overlapping paths, we also set a threshold Tvis to limit
the maximum number of times that a voxel can be visited (by all paths).
Since in the initialization step we only need a coarse estimation of the vessel cen-
terline, we run the algorithm on a subsampled image volume to further improve com-
putation speed. In all the experiments, we set the subsampling factor as 4.  in (4.2)
is set as 30. The gap thresholds Tcon and Tall are set as 5 and 30, respectively. And
Tvis for zero value voxels is set as 8 and Tvis for non zero value voxels is set as 24.
Model's Deformation.
In all the experiments, ,  and  values in (4.13) are set to be 5, 5 and 8.  in (4.17)
is set as 0:01.
During model deformation, we utilize an adaptive procedure to set the value of r for
the local ring structure template. Initially, r is set to be 0:3, which prompts the model
to nd the correct centerline. When all centerline vertices move by 2 voxels or less, we
increase the value of r to be 0:7, which helps the model rene the radius values. We
consider the model reaches the nal converged result when all certerline vertices move
by 2 voxels or less and the maximum radius value change is less than 1 voxel.
In summary, the following steps are followed to deform the 4D parametric curve
model to get the nal vessel segmentation result.
1. Initialize the matrix A in (4.17) by using (4.15) for each vertex.
2. Calculate Oe(v) in (4.14) for each vertex and generate L(V (t 1)) in (4.17).
3. Deform the model and get V (t) by solving the linear system in (4.17).
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4. Reparameterize the model by resampling along the model's spatial curve length,
s, and update the matrix A.
5. Repeat steps 2-4 until convergence. When movement of the centerline is su-
ciently small, change r in (4.8) to the larger value.
4.3 Experimental Results and Validation
We rst tested the model on two 3D synthetic datasets to evaluate its capability in
segmenting tubular structures with varying radii. A user specied the starting vertex
and the ending vertex, and also set a constant radius for both vertices. Figures 4.3.(b)
and 4.4.(b) show the initial paths computed by dynamic programming. And the defor-
mation steps and the nal converged results in Figure 4.3 and 4.4 show that the model
can evolve to t the centerline with correct radii even when the radii in the middle part
of the objects have sudden changes.
We also tested the model using datasets from the publicly available Rotterdam
Coronary Artery Algorithm Evaluation Framework [97]. For each test run, the user
species the starting and ending vertices and also the radius values at the two vertices.
After a 3D optimal path was generated on the vessel-enhanced 3D image, the radii of
all the vertices on the path were initialized by linear interpolation using the two end
vertices' radii. Figures 4.5, 4.6, 4.7 and 4.8 show the initial models and the nal con-
verged results. The average overlap between the result and the ground truth, measured
by OV values, are 96:52%, 95:95%, 97:34% and 99:87% for the four examples shown.
In Figure 4.9, we show three special segmentation cases. Figure 4.9.(a) shows that
our model achieved good segmentation result on an image with very low quality; the
OV value is 98:54%. Figure 4.9.(b) shows that the local ring structure template works
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(a) (b) (c) (d) (e)
Figure 4.3: Segmentation result on a 3D synthetic dataset, where the tubular object's
radii have sudden changes in the middle. (a) Maximum Intensity Projection of the tubular
object, (b) initialization of the model (with constant radius), (c) the deformed model after
40 iterations, (d) the nal result after 100 iterations, and (e) the color bar encodes the
radii (4{25 voxels).
(a) (b) (c) (d) (e)
Figure 4.4: Segmentation result on a 3D synthetic dataset, where the tubular object
narrows in the middle and has sudden changes in the radii. (a) Maximum Intensity Pro-
jection of the tubular object, (b) initialization of the model (with constant radius), (c) the
deformed model after 40 iterations, (d) the nal result after 155 iterations, and (e) the
color bar encodes the radii (4{25 voxels).
well even when background intensities dier on the two sides of the coronary artery;
the OV value is 99:72%. And Figure 4.9.(c) shows that the model is robust enough to
handle sudden direction changes along the vessel; the OV value is 100%.
We show the quantitative evaluation results of our model on 8 CTA datasets in
Table 4.1. The 4th Artery is the artery with the large side branch of the main coronary
arteries. The average overlap with ground truth OV, the average distance of the
resulting centerline to the ground truth AD and the average radius estimation error
AR are reported. In comparison with three minimal path based methods in [97] (which
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(a) (b) (c) (d)
Figure 4.5: Segmentation result of the right coronary artery (RCA). The OV value is
96:52%. (a) Maximum Intensity Projection of the dataset, (b) the initial model, (c) the
nal result after 36 iterations, and (d) the color bar encoding the radii (2{8 voxels).
(a) (b) (c) (d)
Figure 4.6: Segmentation result of the left anterior descending artery (LAD). The OV
value is 95:95%. (a) Maximum Intensity Projection of the dataset, (b) the initial model,
(c) the nal result after 32 iterations, and (d) the color bar encoding the radii (2{8 voxels).
have 98.5%, 88.0% and 91.9% OV), our algorithm gives comparable or better OV, AR
and AD results. In terms of running time, on a PC workstation with Intel Duo Core
3GHz CPU, the model initialization step using dynamic programming usually takes less
than 30 seconds. The 4D curve deformation step usually takes less than 60 iterations,
and approximately 0.1s per iteration.
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(a) (b) (c) (d)
Figure 4.7: Segmentation result of the left circumex artery (LCX). The OV value is
97:34%. (a) Maximum Intensity Projection of the dataset, (b) the initial model, (c) the
nal result after 40 iterations, and (d) the color bar encoding the radii (2{8 voxels).
(a) (b) (c) (d)
Figure 4.8: Segmentation result of the 4th artery (the large-side branch of the main
coronary arteries). The OV value is 99:87%. (a) Maximum Intensity Projection of the
dataset, (b) the initial model, (c) the nal result after 32 iterations, and (d) the color bar
encoding the radii (2{8 voxels).
Table 4.1: Quantitative evaluation of coronary artery segmentation accuracy.
OV (%) AD (mm) AR (mm)
min. max. avg. min. max. avg. min. max. avg.
Right Coronary Artery 85.43 98.54 92.92 0.25 0.68 0.44 0.13 0.29 0.21
Left Anterior Descending Artery 80.61 95.95 89.91 0.19 1.00 0.49 0.19 0.67 0.33
Left Circumex Artery 84.74 100.00 94.00 0.21 0.42 0.30 0.13 0.37 0.26
4th Artery 82.34 99.87 92.71 0.20 0.72 0.39 0.16 0.46 0.29
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(1)
(2)
(a) (b) (c)
Figure 4.9: Segmentation results on three special cases. (a) Low image quality; the OV
is 98:54%, (b) vessel with dierent background on either side; the OV is 99:72%, (c) vessel
with sudden direction changes (e.g. turns); the OV is 100%. (1).(a) Maximum Intensity
Projection of the dataset, (1).(b)-(c) the centerline of the models, and (2) the models with
centerline and corresponding radii.
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4.4 Summary
In this chapter, we proposed a new 4D parametric deformable curve model to segment
coronary arteries by extracting the vessel centerline and corresponding radii simultane-
ously. The model is rst initialized using a dynamic programming algorithm. Then the
location and radius of each vertex are updated iteratively by solving a linear system.
We tested the model using synthetic data and real CTA datasets to demonstrate the
robustness and the eciency of our method.
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Conclusion and Future Work
5.1 Conclusion
In this thesis, we proposed three segmentation models to extract the boundaries of
volumetric organs (such as the heart and lungs) or tubular-structured vessels (such as
coronary arteries), which have known topology. The proposed models are new para-
metric deformable models, which have the advantages of fast convergence, directly
recovering smooth-surface boundaries, and preserving topology. In Chapters 2, 3 and
4, we designed novel internal or external forces to improve upon the performance of
traditional parametric deformable models. From various experiments on 2D and 3D
medical images, we showed that the proposed models can achieve the objective of seg-
menting volumetric and tubular anatomical structures eciently and accurately with
minimal user interaction.
In Chapter 2, we proposed the novel AVM and multiple-surface active volume model
(MSAVM), which are the natural extensions of parametric deformable models to inte-
grate object appearance and region information. The main contributions include: 1. a
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clean formulation integrates online learning and region statistics into active contours
and surfaces, which provides exible initialization and rapid convergence, 2. the nite
dierences optimization framework enables very fast gradient- and appearance-statistics
based model deformations, 3. the combination of multiple sources of information in a
unied framework for predicting object region and boundary makes the model easily
extensible, 4. integrating high-level geometric spatial constraints for simultaneously
segmenting multiple interacting objects' boundary surfaces further improves the exi-
bility of initialization and speed of convergence. Using various experiments on 2D and
3D medical images, we demonstrate that the AVM model can perform segmentation
eciently and reliably on CT, MRI and Ultrasound images with exible initialization
and rapid convergence. Taking advantage of parametric deformable models' topology
preserving property, AVM and MSAVM are very suitable for extracting boundaries
of organs, such as lung, heart and brain from medical images. One advantage of the
MSAVM spatial constraint, compared to more specic constraints such as using active
shape models [16], is that it does not require o-line training. One can initialize an
MSAVM with the correct topology using multiple simple ellipsoidal surfaces, and then
the model can deform to segment heart, lung, or brain surfaces, depending on the image
data.
In Chapter 3, we proposed the Laplacian-driven deformable model based on mesh
Laplacian aiming to segment with better accuracy objects that have complex surfaces
or high curvature regions. Dierent from many previous methods that manipulate
external energy, we showed that the decomposition and improvement of the internal
energy can greatly improve the model's performance. The main contributions include:
1. decomposing the internal constraint of each vertex into two vectors according to
the vertex's tangential plane, the internal force can be considered as consisting of two
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separated parts; 2. maintaining the vector projected onto the tangential plane and
using a mesh-geometry based weighting function to control the contribution of the
vector perpendicular to the tangential plane, the model can thus be used to segment
objects with folds and creases, while preserving the mesh quality; 3. deforming the
new model is still equivalent to getting the solution of a linear system, which is very
ecient; 4. being a parametric deformable model, the external force in Equation (3.18)
can be easily substituted by any more advanced terms, such as those introduced by
[9, 37, 119]. Testing the new model on 3D synthetic and real human lung and brain
datasets and comparing with other methods, our model achieved better performance
with little sensitivity to parameter settings.
In Chapter 4, we proposed a new method for segmenting tubular structures, espe-
cially coronary arteries. The main contributions include: 1. an ecient 4D parametric
deformable curve model to extract the artery centerline and estimate radii from 3D
volumetric images, 2. a dynamic programming algorithm to initialize the 4D model,
requiring minimal user interaction, 3. the location and radius of each vertex on the
vessel are updated simultaneously by solving a linear system. We tested the model
using synthetic data and real CTA datasets, to evaluate the robustness of the method
to noise, uneven background, and sudden direction/radius changes.
5.2 Future Work
The segmentation results are useful in many computer-assisted diagnosis, treatment
planning and intervention tasks.
There is room for improvement in our proposed three models. Some of them are
discussed below. In the future, more algorithms can be explored to improve the pro-
posed model's performance; and the application areas of proposed models can be also
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extended (i.e. real datasets with the presence of abnormalities like stenosis) to fur-
ther prove the proposed models are useful in computer-assisted diagnosis, treatment
planning and intervention tasks.
For instance, incorporating statistical shape priors in our AVM framework is straight-
forward: The prior shape model can be treated similarly to the boundary of the ROI,
and an additional energy term can be added to generate forces that attract the AVM
or MSAVM to match the prior shape model. Another future direction to improve
AVMs is to use a soft probabilistic formulation in the ROI prediction step (Section
2.2.3). In our current work, we make a hard decision based on the posterior probability
Pr(L(x)jf1; f2; :::; fk; :::; fn); the ROI is represented by a binary map and its distance
transform R is used in the energy function. Instead of this hard formulation, we
plan to investigate representing the ROI softly using a probability map, and then ap-
ply gradient-weighted distance transform [42] to compute R. We expect that the R
computed by weighted distance transform of a soft probabilistic ROI will likely produce
forces that attract the model to grow faster in high-probability regions therefore add to
the adaptive appearance model more information sooner, which in turn helps resolve
ambiguities in low-probability regions.
Since our model can be easily extended, we will explore more application areas of
AVMs. For example, texture and tensor-based information can be used to predict object
ROIs, which implies the models' potential use in segmenting DTI images. 3D AVM and
MSAVM can also be extended to segment and track organs' movements by integrating
temporal information in 4D volumetric medical images. Taking advantage of recent
developments in Graphic Processing Unit (GPU) technology and parallel architectures,
we plan to have parallelized implementations of the models for real-time 3D and 4D
medical image segmentation.
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For 3D Laplacian-driven parametric deformable models, besides (3.15) and (3.16),
more weighting criteria for !(vi) in (3.13) can be adopted. It can be designed based
on the local image region statistical around the vertex [52]. Adaptive vertex adding
or deleting algorithms can be also explored to adjust the number of control vertices.
Similar to some other mesh Laplacian based approaches [81], [80], by setting F ext
V (t 1) in
(3.17) as zero, our model can also be used for mesh optimization (remeshing or smooth-
ing). Additionally, by deriving F ext
V (t 1) from point distances, the model is applicable to
surface reconstruction from 3D point sets.
For 4D parametric deformable curve models, in the initialization step, instead of
considering the optimal path as the initialization, we can choose the paths with low
energies as candidacies and separate each path into several line segments according
to the junction points. Then we adopt a classication algorithm to group all the
line segments into several classes. The new model will allow users to choose several
continuous line segments as the initialization which is more closed to the segmented
vessel. We can also consider allowing the user to interactively input attraction points
around vessels to help the model correct directions or deform faster. Segmentation of
coronary arteries in abnormal cases (e.g. stenosis) is an interesting application area
of our model. The main challenge to detecting stenosis is handling sudden changes
of radii. We have shown the performance of the model on two synthetic datasets of
tubular structures with suddenly changing radii. In the future, we will test the model
using real datasets containing abnormal coronary arteries.
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