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1. Introduction
A set C in a locally convex real topological vector space X is said to be evenly convex (or, in brief, e-convex), if it is the
intersection of a family of open halfspaces. These sets were introduced long time ago by Fenchel [1], and a detailed study
of their fundamental properties was recently provided in [2,4,5]. A function f : X → R, with R := R ∪ {±∞}, is said to
be evenly convex (or, brieﬂy, e-convex) if its epigraph epi f := {(x, λ) ∈ X × R: f (x) λ} is e-convex. The class of e-convex
functions has been introduced in the recent work [8].
The aim of this paper is twofold: to provide a suitable support function for e-convex sets and a conjugation scheme
for e-convex functions. The classical support function of Convex Analysis is not appropriate for e-convex sets, since dif-
ferent e-convex sets may have the same closure and therefore identical support functions. In Section 3 we will introduce
the so-called e-support function of a set C ⊂ X , in such a way that when C is e-convex its e-support function contains
whole information on the set. Similarly, the classical Fenchel conjugation theory is not suitable for e-convex functions, since
different e-convex functions may have the same lower semicontinuous hull and hence identical second conjugates. In Sec-
tion 4 we will provide a conjugation scheme for extended real-valued functions on X , which in the case of an e-convex
function yields the second conjugate identical to the original function. This conjugation scheme will be based on some new
characterizations of e-convex functions as suprema of suitably introduced elementary functions, which we will present in
Section 2.
Throughout this paper we will adopt the standard terminology and notation of convex analysis. In particular, we will say
that f is proper if it is not identically +∞ and does not take the value −∞; otherwise it is called improper. The function
f is said to be lsc (lower semicontinuous) at a point if it coincides with its lower semicontinuous hull at that point. If f
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J.E. Martínez-Legaz, J. Vicente-Pérez / J. Math. Anal. Appl. 376 (2011) 602–612 603is lsc at every point of a set then f is said to be lsc on that set. One says that f is sublinear if it is convex and positively
homogeneous. We will denote by X∗ the topological dual space of X ; as X is assumed to be locally convex one has X∗ = {0}
and, consequently, there are open halfspaces in X . Moreover, by Hahn–Banach Theorem all convex sets which are open or
closed are e-convex. We will denote by 〈·,·〉 : X × X∗ → R the duality product: 〈x, x∗〉 = x∗(x) for (x, x∗) ∈ X × X∗ . The
indicator function of C ⊂ X is δC : X →R, deﬁned by δC (x) = 0 if x ∈ C and δC (x) = +∞ if x /∈ C . The support function of C
is σC : X∗ →R, deﬁned by σC (x∗) = sup{〈x, x∗〉: x ∈ C}. The closure and the relative interior of C will be denoted by clC and
riC , respectively. The domain of f : X →R is the set dom f := {x ∈ X: f (x) < +∞}. The convex conjugate and the Fenchel
subdifferential of f will be denoted by f ∗ and ∂ f , respectively, and coC will stand for the convex hull of C . One says that
f is subdifferentiable at x0 ∈ X if ∂ f (x0) = ∅. The e-convex hull ecoC of C ⊂ X is the smallest e-convex set that contains C ;
its existence follows from the fact that X is e-convex and the class of e-convex sets is closed under intersection. Since
every closed convex set is e-convex, one clearly has coC ⊂ ecoC ⊂ cl coC . Since these three sets generate the same aﬃne
manifold, assuming that C is convex and taking relative interiors in the latter inclusions we get riC ⊂ ri ecoC ⊂ ri clC = riC
[9, Theorem 1.1.2]; hence riC = ri ecoC if C is convex. An easy consequence of this equality is that if a convex set C ⊂ Rn
is not relatively open, then its e-convex hull is not relatively open either. The e-convex hull of f is deﬁned as the largest
e-convex minorant of f :
eco f := sup{g: g is e-convex and g  f };
this function is indeed e-convex, since the class of e-convex functions is closed under pointwise supremum.
2. Some new characterizations of e-convex functions
The following characterization theorems for e-convex functions are proved in [8]:
Theorem 1. Let f :Rn →R be such that f (x0) = −∞ for some x0 ∈Rn. Then
f is e-convex ⇔ dom f is e-convex and f is identically −∞ on dom f .
The only improper function not covered by the preceding theorem is the constant function +∞, which is obviously
e-convex.
Theorem 2. Let f :Rn →R be a proper convex function. Then
f is e-convex ⇔ f is lsc on eco(dom f ).
In this section we will give some new characterizations of e-convex functions deﬁned on locally convex spaces. For
f : X →R, we will use the simpliﬁed notation
M f := eco(dom f ).
We will need the following deﬁnition:
Deﬁnition 3. Let f : X →R be an arbitrary function and C ⊂ X . We will say that a : X →R is C-aﬃne if there exist c ∈ X∗
and α ∈R such that
a(x) =
{ 〈x, c〉 − α if x ∈ C,
+∞ if x /∈ C .
We will make an extensive use of the set of all M f -aﬃne minorants of f :
H f := {a : X →R: a is M f -aﬃne and a f }.
Remark 4. Notice that if f ≡ +∞ then dom f = ∅ and hence the only M f -aﬃne function is f . On the other hand, if f is
improper but f ≡ +∞ then H f = ∅.
Proposition 5. If C ⊂ X is e-convex, then every C-aﬃne function is e-convex.
Proof. If a : X → R is C-aﬃne, its epigraph is the intersection of a closed halfspace in X ×R with C ×R, which is clearly
an e-convex set. 
From the preceding proposition it follows that, for any function f : X →R, every M f -aﬃne function is e-convex.
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M f = Meco f . (1)
Proof. Observe that [8, Proposition 3.11(iii)–(iv)] remains true for convex functions deﬁned on a locally convex space; hence,
we obtain
dom f ⊂ dom(eco f ) ⊂ eco(dom f ) (2)
assuming that f is convex, but for these inclusions the convexity hypothesis on f is easily seen to be superﬂuous. The
equality (1) follows easily from (2) taking e-convex hull operators. 
Lemma 7. For every f : X →R the equality H f = Heco f holds true.
Proof. Since eco f  f , applying (1) we have Heco f ⊂ H f . To prove the converse inclusion, if a ∈ H f then, by Proposition 5,
a is e-convex; hence, as a f it follows that a eco f . Therefore, using again (1) we conclude that a ∈ Heco f . 
Theorem 8. For every f : X →R the following statements are equivalent:
(i) H f = ∅.
(ii) Either eco f is proper or f ≡ +∞.
(iii) f has a proper e-convex minorant.
Proof. (i) ⇒ (ii). If eco f is improper, by H f = ∅ and Lemma 7 it cannot take the value −∞; hence f  eco f ≡ +∞.
(ii) ⇒ (iii). If f ≡ +∞ then every proper e-convex function is a minorant of f . If eco f is proper, then eco f is an
e-convex minorant of f .
(iii) ⇒ (i). If f ≡ +∞, by Remark 4 one has H f = ∅. If, on the contrary, f ≡ +∞, we have dom f = ∅. Take a proper
e-convex function g such that g  f . Since g is proper, g(x0) ∈ R for some x0 ∈ dom g . Since (x0, g(x0) − 1) /∈ epi g , there
exists (y0, β) ∈ (X∗ ×R) \ {(0,0)} such that
〈x, y0〉 + βr > 〈x0, y0〉 + β
(
g(x0) − 1
) ∀(x, r) ∈ epi g. (3)
In particular, since (x0, g(x0)) ∈ epi g , from (3) we deduce that β > 0; therefore
r > − 1
β
〈x− x0, y0〉 + g(x0) − 1 ∀(x, r) ∈ epi g. (4)
From (4) and g  f it follows that
f (x)− 1
β
〈x− x0, y0〉 + g(x0) − 1 ∀x ∈ X .
Thus, deﬁning a(x) := − 1
β
〈x− x0, y0〉+ g(x0)−1 for x ∈ eco(dom f ) and a(x) := +∞ for x ∈ X \eco(dom f ), one has a ∈ H f ,
which shows that H f = ∅. 
Corollary 9. Let f : X →R be e-convex. Then
H f = ∅ ⇔ either f is proper or f ≡ +∞.
Using the above results we are in a position to prove the following representation theorem for e-convex functions:
Theorem 10. Let f : X →R be such that f ≡ −∞ and f ≡ +∞. Then
f is e-convex and proper ⇔ f = sup{a: a ∈ H f }.
Proof. (⇐) If f = sup{a: a ∈ H f }, then f is clearly e-convex, as the class of e-convex functions is closed under pointwise
supremum. Moreover H f = ∅, since f ≡ −∞. Hence, by Corollary 9, f is proper.
(⇒) If f is e-convex and proper, then H f = ∅ by Corollary 9. Obviously, sup{a: a ∈ H f }  f . If x ∈ X \ eco(dom f )
then f (x) = sup{a(x): a ∈ H f } = +∞. Let us assume, looking for a contradiction, that for some x0 ∈ eco(dom f ) one has
f (x0) > sup{a(x0): a ∈ H f }. Take γ ∈R such that
f (x0) > γ > sup
{
a(x0): a ∈ H f
}
. (5)
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〈x, y0〉 + βr > 〈x0, y0〉 + βγ ∀(x, r) ∈ epi f . (6)
Taking into account that dom f = ∅, we can pick x ∈ dom f and λ0 such that (x, λ) ∈ epi f for all λ  λ0, and we deduce
that β  0 by letting λ → +∞ in (6). If we had β = 0, by (6) we would have 〈x, y0〉 > 〈x0, y0〉 for every x ∈ dom f , implying
x0 /∈ eco(dom f ), which is a contradiction. Therefore β > 0 and we can equivalently rewrite (6) as
f (x) > − 1
β
〈x− x0, y0〉 + γ ∀x ∈ eco(dom f );
hence, deﬁning a0 : X →R by
a0(x) :=
{− 1
β
〈x− x0, y0〉 + γ if x ∈ eco(dom f ),
+∞ otherwise,
one has a0 ∈ H f and a0(x0) = γ . Therefore sup{a(x0): a ∈ H f } a0(x0) = γ , which contradicts (5). 
As a consequence of the preceding theorem one obtains the following result, establishing a new expression for the
e-convex hull of an arbitrary function:
Corollary 11. Let f : X →R be a function having a proper e-convex minorant. Then
eco f = sup{a: a ∈ H f }. (7)
Proof. By Theorem 8, either eco f is proper or f ≡ +∞. Applying now Theorem 10, we can write eco f = sup{a: a ∈ Heco f }.
Since, according to Lemma 7, we have H f = Heco f , we obtain (7). 
Remark 12. From Theorem 10 it follows that a proper function is e-convex if and only if it is convex and lsc on eco(dom f ).
This extends Theorem 2 to functions deﬁned on locally convex spaces.
Deﬁnition 13. Let us denote by C the class of all e-convex sets in X . We will say that a : X → R is C-aﬃne if there exists
C ∈ C such that a is C-aﬃne. We will denote by C f the set of all C-aﬃne minorants of f : X →R:
C f := {a : X →R: a is C-aﬃne and a f }.
From this deﬁnition it follows that eco(dom f ) ⊂ doma, for all a ∈ C f .
Theorem 14. Let f : X →R be such that f ≡ −∞ and f ≡ +∞. Then
f is e-convex and proper ⇔ f = sup{a: a ∈ C f }.
Proof. (⇒) It is a direct consequence of Theorem 10, since every M f -aﬃne function is C-aﬃne.
(⇐) Every C-aﬃne function is e-convex, and the pointwise supremum of a collection of e-convex functions is e-convex,
too. Moreover f is proper, since if we had f (x0) = −∞ for some x0 ∈ X , from f (x0) = sup{a(x0): a ∈ C f } we would deduce
C f = ∅, a contradiction with f ≡ −∞. 
Deﬁnition 15. We will say that a : X →R is e-aﬃne if there exist c, z ∈ X∗ and α, t ∈R such that
a(x) =
{ 〈x, c〉 − α if 〈x, z〉 < t,
+∞ if 〈x, z〉 t.
We will denote by E f the set of all e-aﬃne minorants of f :
E f := {a : X →R: a is e-aﬃne and a f }.
Theorem 16. Let f : X →R be such that f ≡ −∞ and f ≡ +∞. Then
f is e-convex and proper ⇔ f = sup{a: a ∈ E f }.
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complement. Thus we can write a = a + δC with a an aﬃne function. Since C is e-convex, we have C =⋂t∈T Ht for some
family {Ht}t∈T of open halfspaces. Given that δ⋂t∈T Ht = supt∈T δHt , we have
a = a + δC = a + δ⋂t∈T Ht = a + supt δHt = supt {a + δHt },
which shows that every C-aﬃne function is the pointwise supremum of a collection of e-aﬃne functions. Therefore, since,
by Theorem 14, f is the supremum of a collection of C-aﬃne functions, f is also the supremum of a family of e-aﬃne
functions.
(⇐) Since every e-aﬃne function is e-convex, f is e-convex. Using the same argument as in the proof of Theorem 14,
one proves that f is proper. 
Remark 17. By Theorem 16, every proper e-convex function f : X →R can be represented as follows,
f = sup{a: a ∈ E f }. (8)
This representation also applies for the e-convex functions f ≡ −∞ (because E f = ∅) and f ≡ +∞ (in which case E f is
the set of all e-aﬃne functions). Nevertheless, the representation (8) does not apply for those e-convex functions f : X →R
such that ∅ = dom f = X and f (x0) = −∞ for some x0 ∈ X .
Corollary 18. Let f : X →R be a function having a proper e-convex minorant. Then
eco f = sup{a: a ∈ E f }.
Proof. It follows easily from Corollary 11 and Remark 17. 
Corollary 19. Let f : X →R be a proper e-convex function. Then
eco(dom f ) =
⋂
a∈E f
doma.
Proof. The inclusion ⊂ follows directly from the deﬁnition of E f . Let us suppose that the opposite inclusion does not hold,
and take x ∈ ⋂a∈E f doma \ eco(dom f ). Then, there exists z ∈ X∗ such that 〈x, z〉 < 〈x, z〉 for all x ∈ dom f . On the other
hand, since f is proper the set E f is nonempty; hence there exist c ∈ X∗ and α ∈R such that 〈x, c〉−α  f (x) for all x ∈ X .
Therefore the function a : X →R deﬁned by
a(x) :=
{ 〈x, c〉 − α if 〈x, z〉 < 〈x, z〉,
+∞ if 〈x, z〉 〈x, z〉,
belongs to E f . However x /∈ doma, which is a contradiction. 
The characterization of e-convex functions given by Theorem 16 will be useful to deﬁne the conjugation scheme for such
functions that we will present in the last section.
3. The e-support function of an e-convex set
Let us consider the set L :=R× {0,1} and the lexicographic order L deﬁned on L as follows:
(a1,a2)L (b1,b2) ⇔ either (a1 < b1) or (a1 = b1, a2  b2).
Proposition 20. The ordered set (L,L) is a complete chain, that is, a totally ordered set whose every subset has a supremum and an
inﬁmum.
Proof. It is easy to check that (L,L) is a chain, that is, a totally ordered set; so we will only prove that every set C ⊂ L
has a supremum (and hence an inﬁmum). If C = ∅, then clearly infL C = (+∞,1) and supL C = (−∞,0). In the case when
C = ∅ we will see that supL C = c, with
c :=
{
(supl∈C p(l),1) if (supl∈C p(l),1) ∈ C,
(supl∈C p(l),0) if (supl∈C p(l),1) /∈ C;
in this formula we have used the notation l = (p(l),q(l)). Let us ﬁrst see that c is an upper bound of C :
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(b) If (supl∈C p(l),1) /∈ C , then for every l˜ ∈ C one has p(l˜) supl∈C p(l) = p(c). If we had p(l˜) < p(c), then obviously l˜L c.
If, on the contrary, we had p(l˜) = p(c), then q(l˜) = 0 because (p(l˜),1) /∈ C and l˜ ∈ C ; therefore l˜L c also in this case.
Let us now see that c is the least upper bound of C . Let c˜ be any upper bound of C , i.e. l L c˜ for all l ∈ C . The
inequality lL c˜ implies p(l) p(c˜), hence p(c) = supl∈C p(l) p(c˜). If p(c) < p(c˜), then obviously c L c˜. If, on the contrary,
p(c) = p(c˜), we distinguish two cases:
(a) (supl∈C p(l),1) ∈ C . In this case, since c˜ is an upper bound of C , c = (supl∈C p(l),1)L c˜.
(b) (supl∈C p(l),1) /∈ C . In this case q(c) = 0 q(c˜) and therefore c = (supl∈C p(l),0)L c˜. 
We are now in a position to deﬁne a new support function for arbitrary sets, which, as we will see, in the case of an
e-convex set carries all the information on the set.
Deﬁnition 21. For C ⊂ X , we deﬁne τC : X∗ → L and ηC : X∗ → {0,1} by
τC
(
x∗
) := supL{(〈x, x∗〉,1): x ∈ C}
and
ηC
(
x∗
) :=
{
0 if 〈x, x∗〉 < σC (x∗) ∀x ∈ C,
1 if ∃x ∈ C : 〈x, x∗〉 = σC (x∗),
respectively. We will call τC the e-support function of C .
Proposition 22. For every C ⊂ X,
τC
(
x∗
)= (σC (x∗), ηC (x∗)) ∀x∗ ∈ X∗.
Proof. Let τC (x∗) = (τ1, τ2). If τ1 > σC (x∗), then there exists λ ∈ R such that τ1 > λ > σC (x∗). Therefore, λ > 〈x, x∗〉 for all
x ∈ C and, consequently, (λ,0) >L (〈x, x∗〉,1) for all x ∈ C . We thus have (λ,0)L (τ1, τ2), a contradiction with τ1 > λ. This
proves that τ1  σC (x∗). Let us suppose that τ1 < σC (x∗). Then there exists x ∈ C such that τ1 < 〈x, x∗〉, which yields the
contradiction (τ1, τ2) <L (〈x, x∗〉,1)L τC (x∗). We therefore have τ1 = σC (x∗).
To prove that τ2 = ηC (x∗), we distinguish two cases:
(a) 〈x, x∗〉 < σC (x∗) for all x ∈ C . Then (〈x, x∗〉,1) <L (σC (x∗),0) = (τ1,0) for all x ∈ C , which implies (τ1, τ2) L (τ1,0);
hence, τ2 = 0= ηC (x∗).
(b) There exists x ∈ C such that 〈x, x∗〉 = σC (x∗). In this case (τ1, τ2) L (〈x, x∗〉,1) = (σC (x∗),1) = (τ1,1), which implies
τ2 = 1 = ηC (x∗). 
Remark 23. Evidently, for every C ⊂ X and (α,β) ∈ L one has
C ⊂ {x ∈ X: (〈x, x∗〉,1)L (α,β)} ⇔ τC (x∗)L (α,β).
From this equivalence we see that the e-support function of C contains full information on the halfspaces, whether
open (β = 0) or closed (β = 1), that contain C . Indeed, notice that the lexicographic inequalities (〈x, x∗〉,1) L (α,0) and
(〈x, x∗〉,1)L (α,1) are equivalent to 〈x, x∗〉 < α and 〈x, x∗〉 α, respectively.
Deﬁnition 24. For g : X∗ → L, we deﬁne
Tg :=
{
x ∈ X: (〈x, x∗〉,1)L g(x∗), ∀x∗ ∈ X∗}. (9)
Proposition 25. For every g : X∗ → L, the set Tg is e-convex.
Proof. For x∗ ∈ X∗ , denote g(x∗) := (g1(x∗), g2(x∗)) and consider the sets Vi := {x∗ ∈ X∗: g2(x∗) = i} for i = 0,1. Then
Tg =
{
x ∈ X: 〈x, x∗〉< g1(x∗), ∀x∗ ∈ V0}∩ {x ∈ X: 〈x, x∗〉 g1(x∗), ∀x∗ ∈ V1}.
This equality shows that Tg is e-convex. 
Theorem 26. For every C ⊂ X,
ecoC = TτC .
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Proposition 25, TτC is e-convex, we deduce that ecoC ⊂ TτC .
To prove the opposite inclusion, let x ∈ TτC . If x /∈ ecoC , there exists z ∈ X∗ such that 〈x, z〉 < 〈x, z〉 for all x ∈ C , which
implies σC (z) 〈x, z〉. We consider two cases:
(a) σC (z) = 〈x, z〉. Since (〈x, z〉,1) <L (〈x, z〉,0) = (σC (z),0) for all x ∈ C , we have τC (z) L (σC (z),0) = (〈x, z〉,0) <L
(〈x, z〉,1)L τC (z), which is absurd.
(b) σC (z) < 〈x, z〉. This inequality contradicts x ∈ TτC , since (〈x, z〉,1) >L (σC (z), ηC (z)) = τC (z) by Proposition 22.
We therefore conclude that x ∈ ecoC , which proves the inclusion TτC ⊂ ecoC . 
Corollary 27. For every C, D ⊂ X, the following statements hold true:
(i) C is e-convex if and only if C = TτC ,
(ii) C is e-convex if and only if C is the solution set of the linear system
{〈
x, x∗
〉
< σC
(
x∗
)
, ∀x∗: ηC
(
x∗
)= 0; 〈x, x∗〉 σC (x∗), ∀x∗: ηC (x∗)= 1},
(iii) ecoC ⊂ eco D if and only if τC (x∗)L τD(x∗) for every x∗ ∈ X∗ ,
(iv) ecoC = eco D if and only if τC = τD ,
(v) τC = τecoC .
Proof. Statements (i)–(iii) are immediate consequences of Theorem 26. Statement (iv) follows easily from (iii). To prove
statement (v), take into account that eco(ecoC) = ecoC and apply (iv) with D := ecoC . 
In the remaining of this section, we will restrict ourselves to the ﬁnite dimensional case, X :=Rn . In this context we will
use the standard identiﬁcation of Rn with its dual, so that 〈·,·〉 is interpreted as the Euclidean scalar product on Rn . The
next proposition characterizes the e-support functions.
Proposition 28. A function g = (σ ,η) : Rn → L is the e-support function of some nonempty e-convex set if and only if the following
conditions hold:
(n1) σ is a closed sublinear function and does not take the value −∞.
(n2) η(x∗) = 1 for every x∗ ∈Rn such that σ(x∗) = −σ(−x∗).
(n3) η(x∗) = 0 for every x∗ ∈Rn such that ∂σ (x∗) = ∅.
(n4) η(x∗) = 0 for every x∗ ∈Rn such that ∂σ (x∗) ⊂ ∂σ (xˆ) for some xˆ ∈Rn with η(xˆ) = 0.
Proof. “Only if ”. Let us assume that g = τC for some nonempty e-convex set C ⊂ Rn . By Proposition 22 one has σ = σC
and η = ηC . Taking into account [7, Corollary 23.5.3], according to which
∂σC
(
x∗
)= {x ∈ clC : 〈x, x∗〉= σC (x∗)}, (10)
one can easily check that σ and τ satisfy properties (n1) to (n4).
“If ”. Let us now assume that g satisﬁes properties (n1) to (n4). By (n1) and [7, Corollary 13.2.1], σ = σF , with
F := {x ∈Rn : 〈x, x∗〉 σ (x∗), ∀x∗ ∈Rn}
= {x ∈Rn: (〈x, x∗〉,1)L (σ (x∗),1), ∀x∗ ∈Rn}.
Clearly, this set is convex and closed; moreover it is nonempty, since σ does not take the value −∞. Let
C := {x ∈Rn: (〈x, x∗〉,1)L g(x∗), ∀x∗ ∈Rn}.
By Proposition 25, this set is e-convex; we will next prove that it is nonempty. We consider the following sets:
Fx∗ :=
{
x ∈ F : 〈x, x∗〉= σ (x∗)} (x∗ ∈Rn),
Tc :=
{
x∗ ∈Rn: Fx∗ = F
}
,
T1 :=
{
x∗ ∈Rn: η(x∗)= 1} \ Tc,
T0 :=
{
x∗ ∈Rn: η(x∗)= 0},
M := {x ∈Rn: 〈x, x∗〉< σ (x∗), ∀x∗ ∈ T0 ∪ T1; 〈x, x∗〉= σ (x∗), ∀x∗ ∈ Tc}.
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is the solution set of the linear inequality system
ξ := {〈x, x∗〉 σ (x∗), ∀x∗ ∈Rn}
= {〈x, x∗〉 σ (x∗), ∀x∗ ∈ T0 ∪ T1; 〈x, x∗〉= σ (x∗), ∀x∗ ∈ Tc}.
Therefore, since F = ∅, by [7, Theorem 6.2] and [3, Theorem 5.1(i)] we have ∅ = ri F ⊂ M; on the other hand, given that C
is the solution set of the linear inequality system
{〈
x, x∗
〉
< σ
(
x∗
)
, ∀x∗ ∈ T0;
〈
x, x∗
〉
 σ
(
x∗
)
, ∀x∗ ∈ T1;
〈
x, x∗
〉= σ (x∗), ∀x∗ ∈ Tc},
we also have M ⊂ C ⊂ F . We thus deduce that C = ∅. Moreover we conclude that clC = F , and hence σ = σF = σC .
To prove that η = ηC , we will show that for every x∗ ∈Rn one has
η
(
x∗
)= 0 if and only if 〈x, x∗〉< σ (x∗) for all x ∈ C .
The “only if ” assertion is an immediate consequence of the deﬁnition of C . Conversely, let xˆ ∈ Rn be such that η(xˆ) = 1.
Since 〈x,0〉 = σ(0) = 0 for all x ∈ C , we will assume w.l.o.g. that xˆ = 0. By (n3), one has ∂σ (xˆ) = ∅. Let as assume, looking
for a contradiction, that 〈x, xˆ〉 < σ(xˆ) for all x ∈ C . Then C ∩ ∂σ (xˆ) = ∅ and hence
∂σ (xˆ) ⊂ F \ C =
⋃
x∗∈T0
∂σ
(
x∗
)
.
Since ∂σ (x∗) = {x ∈ F : 〈x, x∗〉 = σ(x∗)} (in view of [7, Corollary 23.5.3]) and σ = σF , these sets are exposed faces of F ;
moreover, there exists x∗ ∈ T0 such that ri ∂σ (xˆ) ∩ ∂σ (x∗) = ∅. By [7, Theorem 18.1] we have ∂σ (xˆ) ⊂ ∂σ (x∗), so using (n4)
we get η(xˆ) = 0, which is a contradiction. We have thus proved that η = ηC and therefore g = τC . 
Remark 29. In the case σ ≡ +∞, by condition (n3) we must have g ≡ (+∞,0), the e-support function of Rn .
Remark 30. According to [7, Theorem 13.1], in the above proof one actually has ri F = M .
Remark 31. Condition (n2) implies η(0) = 1, and condition (n4) implies that η is positively homogeneous of degree 0, that
is, η(λx∗) = η(x∗) for all λ > 0.
Corollary 32. The mapping C → τC is a bijection from the set of all nonempty e-convex subsets of Rn onto the set of functions
g = (σ ,η) :Rn → L satisfying conditions (n1) to (n4) of Proposition 28. The inverse bijection is the mapping g → Tg deﬁned in (9).
Proposition 33. An e-convex set C ⊂Rn is closed if and only if ηC (x∗) = 1 for every x∗ ∈Rn such that ∂σC (x∗) = ∅.
Proof. “Only if ”. This statement is a direct consequence of the equality (10) and the deﬁnition of ηC .
“If ”. Given that C = TτC by Theorem 26, we have
clC \ C =
⋃
x∗∈T0
∂σC
(
x∗
)
,
with T0 := {x∗ ∈ Rn: ηC (x∗) = 0}. Since we are assuming that the implication x∗ ∈ T0 ⇒ ∂σC (x∗) = ∅ holds true, we have
clC \ C = ∅ and, consequently, C is closed. 
Proposition 34. A convex set C ⊂Rn is open if and only if ηC (x∗) = 0 for all x∗ ∈Rn \ {0}.
Proof. C is open if and only if it contains no boundary point, which, by [7, Corollary 11.6.2], is equivalent to the nonexistence
of any supporting hyperplane to C or, in other words, to the fact that no nonzero linear form attains its supremum on C .
This last property holds if and only if ηC (x∗) = 0 for all x∗ ∈Rn \ {0}. 
By observing that the aﬃne manifold generated by a convex set C ⊂Rn coincides with the set
{
x ∈Rn: 〈x, x∗〉= σC (x∗), for every x∗ ∈Rn such that σC (x∗)= −σC (−x∗)},
one can easily prove the following generalization of the preceding proposition:
Proposition 35. A convex set C ⊂Rn is relatively open if and only if ηC (x∗) = 0 for every x∗ ∈Rn such that σC (x∗) = −σC (−x∗).
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We will adopt the generalized conjugation pattern described, e.g., in [6, Section 2]. In this section, X will be again a
locally convex space. We will consider the set W := X∗ × X∗ ×R and the coupling functions c : X × W → R and c′ : W ×
X →R given by
c
(
x, (y, z, t)
) :=
{ 〈x, y〉 if 〈x, z〉 < t,
+∞ if 〈x, z〉 t, (11)
and
c′
(
(y, z, t), x
)= c(x, (y, z, t)),
respectively. We will use the following conventions: +∞ + (−∞) = −∞ + (+∞) = +∞ − (+∞) = −∞ − (−∞) = −∞.
Deﬁnition 36. The c-conjugate of a function f : X →R is the function f c : W →R given by
f c(y, z, t) := sup
x∈X
{
c
(
x, (y, z, t)
)− f (x)}.
A straightforward computation yields
f c(y, z, t) =
{
supx∈dom f {〈x, y〉 − f (x)} if dom f ⊂ Htz,
+∞ otherwise,
with Htz := {x ∈ X: 〈x, z〉 < t}. We thus have
f c(y, z, t) =
{
f ∗(y) if dom f ⊂ Htz,+∞ otherwise. (12)
One can easily verify the following equality:
dom f c = dom f ∗ × {(z, t) ∈ X∗ ×R: dom f ⊂ Htz}. (13)
Deﬁnition 37. The c′-conjugate of a function g : W →R is the function gc′ : X →R given by
gc
′
(x) := sup
(y,z,t)∈W
{
c′
(
(y, z, t), x
)− g(y, z, t)}.
Equivalently,
gc
′
(x) =
{
sup(y,z,t)∈dom g{〈x, y〉 − g(y, z, t)} if 〈x, z〉 < t ∀(y, z, t) ∈ dom g,
+∞ if ∃(y, z, t) ∈ dom g: 〈x, z〉 t. (14)
Proposition 38. Let f : X →R. Then
f cc
′ =
{
f ∗∗ + δeco(dom f ) if dom f ∗ = ∅,
−∞ if dom f ∗ = ∅. (15)
Proof. Let x ∈ X . By replacing g with f c in (14) and using (12), we obtain
f cc
′
(x) =
{
supy∈dom f ∗ {〈x, y〉 − f ∗(y)} if 〈x, z〉 < t ∀(y, z, t) ∈ dom f c,
+∞ if ∃(y, z, t) ∈ dom f c: 〈x, z〉 t.
Obviously, if dom f ∗ = ∅ then, in view of (13), f c ≡ +∞ and f cc′ ≡ −∞. Assume now that dom f ∗ = ∅ and take y ∈ dom f ∗ .
We have x /∈ eco(dom f ) if and only if there exists (z, t) ∈ X∗ × R such that dom f ⊂ Htz and 〈x, z〉  t . Equivalently, by
(13), one has x /∈ eco(dom f ) if and only if there exists (z, t) ∈ X∗ × R such that (y, z, t) ∈ dom f c and 〈x, z〉  t . Thus, if
dom f ∗ = ∅, since f ∗∗(x) = supy∈dom f ∗ {〈x, y〉 − f ∗(y)} we have
f cc
′
(x) =
{
f ∗∗(x) if x ∈ eco(dom f ),
+∞ if x /∈ eco(dom f ), (16)
and we conclude that (15) also holds true in this case. 
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same way, the c′-elementary functions are those of the form (y, z, t) ∈ W → c(x, (y, z, t)) − β ∈ R, with x ∈ X and β ∈ R.
We will denote by Φc (Φc′ ) the sets of c-elementary (c′-elementary, respectively) functions. Let us recall [6, p. 243] that,
given a set Φ of functions from X into R, one says that f : X → R is Φ-convex if it is the pointwise supremum of a
subset of Φ . Since the class of all Φ-convex functions is closed under pointwise supremum, every function f : X → R has
the largest Φ-convex minorant, which is called the Φ-convex hull of f . One says that f : X → R is Φ-convex at x0 ∈ X if
f cc
′
(x0) = f (x0).
By Theorem 16 and Remark 17, the class of Φc-convex functions is precisely the class of e-convex functions from X into
R∪{+∞} along with the function identically −∞. Indeed, the e-aﬃne functions are the c-elementary functions. Thus, from
[6, Propositions 6.1 and 6.2] one immediately obtains the following two results.
Proposition 39. Let g : W →R. Then gc′ is e-convex.
Proposition 40. Let f : X →R∪ {+∞}. Then eco f = f cc′ .
Corollary 41. A function f : X →R∪ {+∞} is e-convex if and only if it coincides with its second c-conjugate f cc′ .
Remark 42. Proposition 40 and Corollary 41 also hold true when f is the function identically −∞, but not necessarily if f
is an arbitrary function such that ∅ = dom f = X and f (x0) = −∞ for some x0 ∈ X .
In the next example we will see how this new conjugation scheme works with a well-known function.
Example 43. Applying the conjugation scheme developed in this section to the indicator function δC of C ⊂ X , for (y, z, t) ∈
W we obtain by (12)
δcC (y, z, t) =
{
σC (y) if C ⊂ Htz,+∞ otherwise.
The function δcC : W →R can be regarded as an alternative support function of C . In view of (16), one has
δcc
′
C (x) =
{
δcl coC (x) if x ∈ ecoC,
+∞ if x /∈ ecoC .
Hence eco δC = δcc′C = δecoC .
To conclude this paper, we will brieﬂy consider the subdifferentiability notion associated to the conjugation scheme we
have developed in this section.
Deﬁnition 44. One says that f : X →R is c-subdifferentiable at x0 ∈ X if f (x0) ∈ R and there exists (y, z, t) ∈ W such that
x0 ∈ Htz and
f (x) − f (x0) c
(
x, (y, z, t)
)− c(x0, (y, z, t)) for all x ∈ X . (17)
One then says that (y, z, t) is a c-subgradient of f at x0. The set ∂c f (x0) of all c-subgradients of f at x0 is called the
c-subdifferential of f at x0. We set ∂c f (x0) = ∅ if f (x0) /∈R.
Proposition 45. Let f : X →R and x0 ∈ X. Then
∂c f (x0) = ∂ f (x0) ×
{
(z, t) ∈ X∗ ×R: dom f ⊂ Htz
}
. (18)
Proof. It easily follows from (11) and the fact that inequality (17) implies the inclusion dom f ⊂ Htz . 
Corollary 46. Let f : X →R and x0 ∈ X. Then, f is c-subdifferentiable at x0 if and only if it is subdifferentiable at this point.
Proof. The “only if ” statement is a direct consequence of (18). The converse implication also holds true, since in view of
(18) one always has the inclusion ∂ f (x0) × {(0,1)} ⊂ ∂c f (x0). 
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