ABSTRACT Underwater bearings-only multitarget tracking has many advantages, and the probabilistic multiple hypothesis tracking (PMHT) is an elegant algorithm for multitarget tracking problem. However, the basic PMHT has following weakness: 1) the targets' posterior probability may convergent to the local maximum, which would degrade the tracking accuracy and 2) the tracking performance is sensitive to the targets' initialization. In order to overcome these weaknesses, this paper proposes a modified PMHT algorithm. The key idea of the modified PMHT algorithm is that it allows the bearings measurements at one scan come from any Gaussian density, which has the same mean and different covariance with the same target. In addition, the modified PMHT algorithm uses the deterministic annealing to reduce the dependence on the targets' initialization. To deal with the nonlinear bearings measurements, the paper uses the unscented Kalman smoother to update the target states. The simulation treats the cross moving targets and closely spaced targets for both multiple stationary sensors and single maneuvering sensor scenarios in a dense clutter environment. The simulation results show the superiority of the modified PMHT algorithm over the basic PMHT algorithm respect to accuracy and robustness for underwater bearings-only multitarget tracking problem when setting a relatively bad initialization value.
I. INTRODUCTION
Multitarget tracking problem has attracted more and more attention all over the world in these years, especially in military and civil industries. The underwater bearings-only multitarget tracking problem in dense clutter environment is of great interest in sonar applications [1] - [3] . The advantages of underwater bearings-only multitarget tracking systems is that the sonar can keep hidden using bearings only measurements, which can avoid the risk of being detected. Despite the advantages of underwater bearings-only multitarget tracking, their use is challenging because of the complexity of the underwater environment. The underwater environment
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is time varying and spare varying, characterized by low target detection probability and an extremely large number of false alarms caused by reverberation. The false alarms generated by dense clutter would lead the data association more complex, which may reduce the multitarget tracking performance. In addition, the system's range unobservability and nonlinear bearing measurements would make the underwater bearings-only multitarget tracking challenging.
For the underwater bearings-only tracking system, the passive sonar may not have accurate target range information, i.e. the targets states may be not fully observable only using a single passive sensor, particularly when the sensor keeps stationary. There are two solutions to solve the range unobservability problem generally. Firstly, a well-known method is to use two or more passive sensors, and fuse their bearings-only measurements to get targets' states. Secondly, it is possible to handle the range unobservability problem when the single passive sensor selecting a suitable maneuvering course. In this paper, we consider two scenarios with two stationary sensors and a single maneuvering sensor.
The other challenging problem for underwater bearingsonly multitarget tracking system is that the bearings-only measurements model is high degree of nonlinearity [1] . Many nonlinear filter algorithms have been proposed until recently. The most well-known nonlinear filter methods include the extended Kalman filter (EKF) [4] , the unscented Kalman filter (UKF) [5] and the particle filter (PF) [6] , [7] . All of these nonlinear filter algorithms are based on the well-known Kalman filter proposed by R.E. Kalman in 1960. It is well known that the EKF algorithm is a publicly used nonlinear estimator which linearizes the nonlinear bearings-only measurements function. The EKF remains the linear parts and omits the items more than two orders. Contrary to the EKF algorithm, the UKF method uses some sigma points to catch the targets' mean and covariance of targets' posterior distribution based on the unscented transform, which is called as the deterministic sampling approach. The PF method is a very popular numerical algorithm to deal with the nonlinear and non-Gaussian targets tracking problem. Compared with the approximation nonlinear filtering method EKF, the major advantage of the PF algorithm is that it uses sequential Monte Carlo method to catch targets' posterior distribution. The targets' posterior distribution is represented by a set of weighted samples, so the PF method can handle any distribution theoretically. However, the disadvantage of the PF method is that it is computationally expensive. As the high computational complexity of the PF and lower filter performance of the EKF, we choose the UKF to update the targets states in this paper. The detail of the UKF is given in appendix.
For the underwater bearings-only multitarget tracking problem in clutter environment, the data gathered at different passive sensors may include false measurements (clutters) which must be removed. Note that the data association assignments between targets and bearings measurements are unknown for the underwater bearings-only multitarget tracking in clutter environment. The data association approaches is one of the typical methods which are used to select the true bearings measurements for the targets. For underwater multitarget tracking, the typical data association methods include: global nearest neighbor tracker [8] , multiple hypothesis tracker (MHT) [9] and its variant such as distributed MHT [10] , joint probabilistic data association filter (JPDA) [11] and its variant such as joint integrated probabilistic data association (JIPDA) [12] , probabilistic multi-hypothesis tracker (PMHT) [13] , maximum likelihood probabilistic data association (MLPDA) [14] , [15] , maximum likelihood probabilistic multi-hypothesis tracker (ML-PMHT) [16] - [18] , probability hypothesis density (PHD) [19] , Gaussian mixture PHD (GMPHD) [20] , and Gaussian mixture cardinalized PHD (GMCPHD) [21] . However, the PHDs algorithms may have heavy computational load, particularly in dense cluttered environments.
Based on the expectation maximization (EM) algorithm, the PMHT algorithm has shown better tracking performance in deal with the multitarget tracking problem in dense clutter. The PMHT is a natural and effective data association approach. The key idea is that it allows multiple measurements to be assigned to the same target, which differs from the traditional data association approaches, such as JPDA [11] , [12] . In addition, the computational burden of the PMHT grows linearly with the number of the detected targets. Moreover, it works directly in the original Cartesian space, which reduces the amount of tuning. Furthermore, the PMHT is a batch algorithm, which eagers to embrace any new ''old'' measurement within its batch, thus provides a natural means to incorporate the out of sequence measurements. In other words, it processes a batch of measurements from several time steps, which is in particular beneficial in case of a low observability, such as underwater bearing-only multitarget tracking.
However, the targets' posterior probability of the PMHT algorithm is only a local maximum and not the global maximum, which is desired for multitarget tracking. The modified PMHT algorithm in this paper uses a homothetic gating to overcome this problem, and it can encourage a posteriori estimate convergent to the global maximum. It changes the bearings measurement to several sub-models, and each submodel has the same mean and different covariance with the same target. In addition, the proposed algorithm combines the deterministic annealing method to the basic PMHT, which can reduce the dependence on the targets' initial estimate. The computational consumption of the modified PMHT grows linearly in the number of the bearings measurements and the detected targets.
The rest parts of the paper are organized as follows. Section II gives the system model and bearings-only measurement model for underwater bearings-only multitarget tracking. The modified PMHT algorithm is provided in section III. Section IV discusses and compares the simulation results of the modified PMHT algorithm and the basic PMHT algorithm. Last, section V gives some conclusions.
II. PROBLEM DESCRIPTION
This section considers the underwater bearings-only multitarget tracking problem in dense clutter environment. The system may consist of multiple stationary or maneuvering passive sensors. 
T , where the m th target's location is (x m (t) , y m (t))
T and the m th target's velocity is (ẋ m (t) ,ẏ m (t)) T , and t = 1, 2, · · · , N is the tracking time, the superscript symbol ( T ) denotes matrix transposition.
Typically for an underwater non-maneuvering target, targets' motion is obedient to the constant velocity (CV) model [22] . For the maneuvering targets, the choices are the coordinate turn and coordinate uncoupled models [23] . Assume the tracking system's process noise is zero-mean white Gaussian noise, the CV model can be expressed as follows [24] :
in which v m (t) is process noise, F is target state transition matrix, and
where t is the sampling interval. The system process noise covariance matrix is:
where δ 2 p is the process noise intensity.
B. MEASUREMENT MODEL
As shown in Fig. 1 , assume there are S passive sensors, and the s th (s = 1, 2, · · · , S) passive sensor's state is similarly defined as
T , in which (x s (t) , y s (t)) denotes the location of the s th sensor and (ẋ s (t) ,ẏ s (t)) denotes the velocity of the s th sensor.
The passive sensors can only produce targets' bearingsonly measurements, which is a nonlinear function of the passive sensors and targets state. For the target m and passive sensor s, the bearings-only measurement is modeled as
where w m,s (t) is write Gaussian measurement noise, whose variance is R m (t).
This paper assumes the system process noise v m (t) and bearings measurements noise w m,s (t) are completely independent with each other.
III. MODIFIED PMHT WITH UNKNOWN DATA ASSOCIATIONS
This section explores the modified PMHT method for underwater bearings-only multitarget tracking. We assume the data associations between the bearings-only measurements and targets are unknown. In order to handle the nonlinear measurements, we use the UKF to update the targets estimate. We assume the number of targets to be constant over the considered period of time.
A. BASIC PMHT ALGORITHM
The PMHT algorithm is based on the expectation maximization (EM) algorithm which is suitable for multitarget tracking in dense clutter environment [25] . For the bearings-only multitarget tracking problem, define the following:
S the total number of passive sensors M the total number of targets n t the number of bearings measurements at time N the total number of time for entire tracking X (t) = {x m (t)} all the targets' state at time Z (t) = {z r (t)} all bearings measurements at time X = {X (t)} all the targets' state up to time N Z = {Z (t)} all bearings measurements up to time N The collections of states for all targets at time t and up to time N are expressed as
T , respectively, t = 1, 2, · · · , N . Then the collections of available measurements for all targets at time t and up to time N are expressed as
T , respectively. The bearings-only measurements include the target returns and false alarms generated by clutter. Our goal is to estimate all the targets' states X = {X (t)}.
Taking into account the bearings measurements uncertainty, the basic PMHT algorithm introduces a prior data assignment
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, where k r,s (t) = m (r = 1, 2, · · · n t ) indicates that the bearing measurement r of passive sensor s is assigned to the target m at time t. Then the prior probability that the bearing measurement r from passive sensor s associated with the target m is defined as p k r,s (t) = m = π m (t), where p (·) is the probability density function.
The aim of the basic PMHT algorithm is to evaluate the maximum a posterior estimate of X:
Define the following expectation function as:
where the superscript n is the n th EM iteration, X (n+1) and X (n) are the targets states estimate of the current and previous iteration, respectively. In each EM step, based upon an initial estimate of X (1) , the goal of the PMHT algorithm is to get
= arg max
According to the definition of the conditional probability, the expectation function can be expressed as
The log p (Z) in the above equation (9) is a constant, which can be removed from (9) .
Define the posterior association probability of bearing measurement r being related to target m from sensor s at time t as:
With the posterior association probability w m,r (t, s), the synthetic bearing measurement and corresponding covariance are respectivelỹ
Thus, the basic PMHT algorithm is summarized below: 1) Calculate the posterior association probability w m,r (t,s) based upon the bearing measurement and the current target estimation. 2) Calculate the synthetic bearing measurement and corresponding covariance. 3) Update the target state using a Kalman smoother.
B. MODIFIED PMHT ALGORITHM
The disadvantage of the basic PMHT is that the targets' maximum a posteriori estimate may be a local maximum and not the global maximum which is desired for tracking. In addition, the basic PMHT has strong dependence on the target's states initialization. The bad initialization would make the tracking performance poor.
In order to prompt targets' posterior probability estimation convergent to the global maximum, the modified PMHT method uses a homothetic gating. To do so, this paper changes the tracking model from that of the equation (1) and (4) to
where
The difference between the modified PMHT and the basic PMHT is that for each target m there are P measurement sub-models for the modified PMHT algorithm. The p th submodel's measurement function is h (x m (t) , x s (t)), and the measurement noise is w m,sp (t). In other words, the same sub-model z m,sp (t) of each sub-model has the same target trajectory x m (t) with different measurement noise w m,sp (t), and for which the measurement covariance is
where κ . If possible, the modified PMHT algorithm would like to find its bearing measurements within the smallest gate. If there is no such bearing measurements are available, the modified PMHT turns its focus to the larger gates successively [13] , [26] .
Thus, the function of p (X, Z) and p (K, Z, X) are replaced by
According to the definition of the conditional probability, we have
From the (15), (16) and (17), the modified posterior association probability can be expressed as
The other disadvantage of the basic PMHT algorithm is that it is sensitive to the targets' initialization, i.e. targets' initial positions and velocities. Once the difference between the estimated initialization and the true initialization is big, the basic PMHT algorithm maybe divergent, which will degrade the tracking performance greatly. Here this paper uses the deterministic annealing method to reduce the algorithm's dependence on the targets' initial estimate. To do this, define the conditional expectation as follows:
in which β is deterministic annealing factor. The annealing factor β is similar with the inverse of ''temperature'' in annealing method.
In order to make the algorithm effective, the β must meet the requirement 0 < β ≤ 1.
When β = 0, p K|X (n) , Z in (19) becomes to a uniform distribution. When slowly increases β to 1, the p K|X (n) , Z in (19) changes from uniform distribution to the original posterior until the EM convergence is satisfactory. If increasing the deterministic annealing factor β from a small value such as 0 to 1, the effect of p K|X (n) , Z in (19) is increased correspondingly. At the same time, the estimate of X (n) is improved.
Substituting (19) into (9) and leaving out the constant value log p (Z), the expectation function Q X (n+1) ;X (n) can be expressed as
From the measurement model of (13) and the expectation function of (19), we have
Then the expectation function Q 1 X (n+1) ;X (n) can be calculated as
In order to find the maximum of the expectation function, this paper calculates its derivative. It turns out that the expectation function Q 1 X (n+1) ;X (n) has same derivative witĥ Q 1 X (n+1) ; X (n) , wherê
where thez m,s (t) andR m,s (t) are synthetic bearing measurement and corresponding covariance from passive sensor s and target m, respectively, and
Thus there is no measurements to targets data association uncertainty to maximize the expectation function
The implementation of the modified PMHT algorithm is described in Table 1 .
C. MODIFIED PMHT IMPLEMENTATION ISSUES
1. The prior association probability p k r,s (t) = m The prior association probability p k r,s (t) = m represents the prior probability of the bearing measurement r of passive sensor s assigned to the target m at time t. Assume the p k r,s (t) = m is independent with each other.
Assume the clutters are uniformly distributed in bearingsonly measurement space. And the number of clutter µ follows the Poisson distribute ξ (µ) = (λV) µ e −λV µ!, where λ is the spatial density of clutter, V is the region volume of bearing measurements. If one target m been detected, the prior association probability p k r,s (t) = m is given by [24] , [27] 
in which n t is the total number of bearing measurements at time t, M is the total number of targets, and P d is target detection probability. 2. The method of increasing the annealing factor β In a practical implementation, we need to find a method to increase the annealing factor β. If slowly increasing the annealing factor β, the EM iteration will be convergent at one of the β.
The typical method for increasing β was proposed by [28] , [29] , that is:
For each EM iteration, set β = n n max (27) in which n is the n th EM iteration, and n max is the maximal number of the EM iterations.
As the number of iterations of the DA-EM method increases, the computational complex will increase. In addition, when n max = 10, the desired level of convergence would been attained generally. Therefore, for each EM iteration from n = 1 forwards, set β = n/n max , n max = 10.
3. Generation of the sigma points for UKF smoother Extend the dimension of the target state and its covariance for a target statex m (t − 1) with n x dimension and its covariance P m (t − 1). The augmented dimension of the target state is 2n x + 1. The sigma points χ (t − 1) and weights W i (m) and W i (c) are defined as
in which -λ = α 2 (n x + γ ) − n x , and α, γ , τ are scaling parameters.
EM convergence
The proposed algorithm is an EM iteration process. One concern of the proposed algorithm is when to stop the EM iteration. Usually, if the EM iteration number is between 8 and 15, the proposed algorithm has good tracking performance. Hence, one approach is to set the EM iterative number to a constant value. However, using the constant iteration may cause great waste of computational resource, since many later iterations may exert little influence on the targets' state estimate. The other method is to observer the difference between the iterated targets estimate. Specifically, we stop the EM iteration if the targets' states satisfy the following
where n is the n th EM iteration, N is the entire tracking number of time samples, ε is a lever, and set ε = 0.01 in this paper.
IV. SIMULATION
Consider an underwater bearings-only multitarget tracking problem in dense clutter with two stationary passive sensors and a single maneuvering passive sensor. Both the two scenarios deal with the same six targets: including two cross moving targets and two closely spaced targets. The six targets' initial parameters are shown in Table 2 . Assume the probabilities of targets detection are equal for all the six targets. The system process noise intensity is σ 2 p = 0.5. The entire tracking time N is 60 scans with a sampling VOLUME 7, 2019 interval t = 1 s. 200 Monto Carlo simulations are carried out for the two scenarios. Set β = n/n max , n max = 10, and κ p m = {1, 4, 9}. The simulated initial positions and velocities are generated from the ground truth with an estimated error (10m, 10m) and (0.1m/s, 0.2m/s), respectively.
A. CASE 1: TWO STATIONARY SENSORS
The two stationary sensors are located at i) (0 m, -3500 m), ii) (0 m, -5500 m), respectively. The simulation results for the two stationary sensors are shown in Fig. 2-Fig. 5 . Fig. 2 gives the scenario of bearings-only multitarget tracking, including the six targets' true trajectories and the modified PMHT estimates trajectories. We can see form the Fig. 2 , the modified PMHT algorithm can track all the six targets efficiently, including the two cross moving targets and two closely spaced targets. Fig. 3 shows the two passive sensors' true bearing measurements of the six targets without clutter and the synthetic bearing measurements with dense clutter of the modified PMHT algorithm. The clutter density is λV = 45 per scan, the target detection probability is P d = 0.8. In Fig. 3-(b) , we can see that the clutter is dense, and the synthetic bearing measurements of the two passive sensors for the modified PMHT algorithm are broadly consistent with the true bearing measurements in Fig. 3-(a) , which illustrated that the modified PMHT algorithm can extract the true bearings well. Fig. 4 , the position RMSE of the modified PMHT algorithm for both cross-moving targets and neighboring targets are small, which means that the modified PMHT approach can work adequately in relatively high measurements noise lever. The positions RMSE for the basic PMHT are large for target 1 and target 6. This experimental results demonstrate that the basic PMHT's tracking accuracy degrades when the targets has relatively bad initialization, while the correct data association of the modified PMHT algorithm is of high probability. Fig. 5 gives the RMSE of position for all targets versus target detection probability for the modified PMHT and the basic PMHT, given λV = 50 per scan. As seen in Fig. 5 , the position RMSE for both the modified PMHT algorithm and the basic PMHT algorithm are increased along with the increase of the target detection probability. And the positions RMSE for the modified PMHT algorithm are larger than the PMHT algorithm.
The average position RMSE of all the targets of the modified PMHT in different clutter density for multiple stationary passive sensors is shown in Fig 6, given λV = 20, λV = 30, λV = 40, λV = 50. As shown in Fig 6, along with the increase of the clutter density, the average position RMSE of all the targets is increased for the modified PMHT. And the RMSEs are in a reasonable bound.
The average computation time for the modified PMHT and the basic PMHT in different clutter density is shown in Table 3 , for the two stationary passive sensors condition. The simulation is carried on Matlab R2016a in windows 7 with Intel (R) Core (TM) i7-6700 CPU, 3.40GHz, 8GB RAM. As seen in Table 3 , along with the increase of the clutter density, the computational time is increased for both the modified PMHT algorithm and the basic PMHT algorithm. And the PMHT's computation time is little small than the modified PMHT algorithm. Fig.7-Fig. 11 . The bearings-only measurements noise covariance is R = 1.5 • . Fig. 7 shows the scenario of bearings-only multitarget tracking for single maneuvering sensor: the modified PMHT estimated trajectories and real trajectories, and local enlarged figure for target 1 and target 2. As seen in Fig. 7 , similarly with the Fig. 2 , the modified PMHT can track all the targets well, including the two cross moving targets and two neighboring targets. Fig. 8 shows the true bearings measurements without clutter and the relevant synthetic measurements for the modified PMHT with dense clutter, given λV = 50 per scan. In Fig. 8 , we can see that the clutter is dense, and the synthetic bearings measurements for the modified PMHT in Fig. 8-(b) are consistent with the true bearing measurements in Fig. 8-(a) in a large extent, which means that the modified PMHT algorithm can suppress the clutter well. Fig. 9 shows the position RMSE for the modified PMHT algorithm and the PMHT algorithm for the case of single maneuvering sensor. The measurements noise variance is R = 1.5 • . As shown in Fig. 9 , the position RMSE of the modified PMHT algorithm is smaller than the PMHT algorithm, which means that the tracking accuracy of the modified PMHT is better than the PMHT algorithm in the case of single maneuvering passive sensor. And the PMHT algorithm exhibits a monotonic increase in the position RMSE in a large extent as time elapse for target 1 ∼ target 5. Fig. 10 shows the true bearings and the modified PMHT synthetic bearings for all targets in the case of single maneuvering passive sensor, given clutter density λV = 50 per scan and P d = 0.9. We can see from the Fig. 10 that the modified PMHT's synthetic bearing measurements are broadly consistent with the true bearings for all targets, except the few scans. The average position RMSE of all the targets of the modified PMHT in different clutter density for single maneuvering sensor is shown in Fig 11, given λV = 20, λV = 30, λV = 40, λV = 50. As shown in Fig 11, along with the increase of the clutter density, like the multiple passive sensors scenario, the average position RMSE of all the targets is increased for the modified PMHT. And the RMSEs are in a reasonable bound.
The average computation time for the modified PMHT and the basic PMHT in different clutter density is shown in Table 4 for the single maneuvering passive sensor condition. The computer configuration is same with the two stationary sensors condition. As seen in Table 4 , similar with the case of multiple stationary sensors, along with the increase of the clutter density, the computational time is increased for both the modified PMHT algorithm and the PMHT algorithm. And the PMHT's computation time is little small than the modified PMHT. We can see from the Table 3 and Table 4 , the computation time for the case of the two passive sensors are larger than the case of single maneuvering sensor.
V. CONCLUSION
The major advantage of underwater bearings-only multitarget tracking is that the tracking system can keep hidden using the bearings-only measurements. However, there are some challenges. For example, the bearings-only measurements function is high degree of nonlinearity and the targets state may not fully observable. In addition, the dense clutter would increase the data association complexity. To overcome the weakness of the basic PMHT algorithm, this paper proposed a modified PMHT for underwater multitarget bearings-only tracking suitable for dense clutter environment. The modified PMHT algorithm can reduce the dependence on the targets' state initialization, and can urge the targets' posterior probability convergent to the global maximum. To deal with the nonlinear bearings measurements, the paper uses the UKF smoother to update the targets' states. The simulation results showed that, for both crossing moving targets and closely spaced moving targets, the modified PMHT algorithm can work well for both multiple stationary sensors and single maneuvering sensor scenarios in the dense clutter environment. And the computational complexity is low.
APPENDIX
Assume the target state vector is n-dimension and measurement vector is m-dimension. Extending the dimension of the target state and covariance matrix, the initialization of the UKF algorithm is:
wherex a (0) andp a (0) are the mean and covariance of the augmented target state, respectively. Then the dimension of augmented state is L = 2n + m. The UKF algorithm is presented below. Calculate sigma points:
x a (t − 1) + (L + -λ)P a (t − 1)
Time update: 
where -λ = α 2 (L + κ) − L, and α, β and κ are scaling parameters.
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