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Santrauka. Straipsnyje Monte Carlo eksperimentais palyginti 8 kandidatų rūšiavimo al-
goritmai. 6 iš jų sudaryti balsavimo teorijos pagrindu ir 2 – Kemeny medianos pagrindu. Di-
džiausius teisingų sprendimų skaičiaus vidurkius ir mažiausius nebaigtų balsavimo procedūrų
skaičiaus vidurkius parodė Kemeny medianos pagrindu grindžiami rūšiavimo algoritmai.
Raktiniai žodžiai: balsavimo teorijos metodai, Monte Carlo eksperimentai, Kemeny mediana.
1 Įvadas
Sprendžiant grupinio sprendimo priėmimo uždavinius, moksliniuose šaltiniuose ran-
dame daug skirtingų metodų. Kai kuriuos iš šių metodų palyginsime tarpusavyje
Monte Carlo eksperimentų pagalba. Apsiribosime klasikiniais prioritetinio balsavimo
teorijos metodais [2], dažnai taikomais grupinio vertinimo uždaviniams spręsti. Taip
pat įtrauksime 2 metodus, pasiūlytus šio straipsnio autorių [4], kai pirmenybės nusta-
tomos konstruojant ekspertų nuomonių Kemeny medianą [3]. Tarkime, kad turime
N ekspertų vertinimo rezultatus vertinant n objektų: x1, x2, . . . , xn.
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Čia r(i)j yra j-jo objekto rangas, kurį nustatė i-asis ekspertas. Mūsų tikslas – išranguo-
ti n objektų taip, kad šis prioritetų nustatymas geriausiai atitiktų ekspertų išreikštą
nuomonę.
2 Balsavimo teorijos metodai
Nagrinėsime tokius 5 kandidatų 10 išdėstymų (rikiuočių):
x3 ≻ x1 ≻ x2 ≻ x5 ≻ x4, x4 ≻ x3 ≻ x2 ≻ x1 ≻ x5,
x5 ≻ x4 ≻ x3 ≻ x2 ≻ x1, x4 ≻ x5 ≻ x3 ≻ x2 ≻ x1,
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x3 ≻ x4 ≻ x5 ≻ x2 ≻ x1, x4 ≻ x1 ≻ x5 ≻ x3 ≻ x2, (1)
x5 ≻ x4 ≻ x3 ≻ x2 ≻ x1, x3 ≻ x4 ≻ x1 ≻ x2 ≻ x5,
x5 ≻ x3 ≻ x1 ≻ x4 ≻ x2, x3 ≻ x1 ≻ x4 ≻ x5 ≻ x2.
Trumpai pristatysime prioritetinių balsavimų teorijos metodus [2], kurių autoriai
atsispindi metodų pavadinimuose. Visi šie metodai buvo pasiūlyti dar XVIII amžiuje.
Analizei atlikti patogu priskirti kiekvienam iš 5 kandidatų rangą 1 už paskutinę vietą,
2 – už priešpaskutinę ir t. t. Paskutiniame stulpelyje surašytos rangų sumos:
4 2 1 1 1 4 1 3 3 4 24
3 3 2 2 2 1 2 2 1 1 19
5 4 3 3 5 2 3 5 4 5 39
1 5 4 5 4 5 4 4 2 3 37
2 1 5 4 3 3 5 1 5 2 31
(2)
Paprastas ir dažnai taikomas metodas, vadinamas Borda metodu – paskelbti nugalė-
toju (lyderiu) daugiausiai taškų surinkusį kandidatą, o pralaimėjusiu (autsaideriu) –
mažiausiai. Šiuo atveju nugalėtojas Borda metodo atžvilgiu būtų trečiasis kandidatas,
o pralaimėjusiu – antrasis.
Sudarykime dar vieną lentelę, kurioje surašykime kiekvieno kandidato užimtų vie-
tų skaičius:
Kandidatas 1 vieta 2 vieta 3 vieta 4 vieta 5 vieta
1 kand. 0 3 2 1 4
2 kand. 0 0 2 5 3
3 kand. 4 2 3 1 0
4 kand. 3 4 1 1 1
5 kand. 3 1 2 2 2
Lyderį ir autsaiderį galima nustatyti pagal pirmąsias (daugumos metodas) ir paskuti-
niąsias (mažumos metodas) vietas. Taigi nugalėtojas daugumos metodu bus trečiasis
kandidatas, o autsaideris yra nevienintelis (pirmasis arba antrasis). Mažumos meto-
das nustato tą patį lyderį – trečiąjį kandidatą, o autsaideris – pirmasis.
Prioritetinių balsavimų teorijoje yra žinomas Condorcet principas – lyginti kiek-
vieną kandidatą su kiekvienu. Skaičiuosime kiek kartų pirmasis kandidatas turėjo
pranašumą (laimėjo dvikovų) prieš kitus:
x1 ≻ x2 x1 ≻ x3 x1 ≻ x4 x1 ≻ x5
5 1 3 5
Matome, kad pirmasis kandidatas nėra stipresnis Condorset principo prasme už bet
kurį kitą kandidatą.
Analogiškai apskaičiuokime trečiojo kandidato dvikovų laimėjimus:
x3 ≻ x1 x3 ≻ x2 x3 ≻ x4 x3 ≻ x5
9 10 5 5
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1 lentelė. Kandidatų rūšiavimo algoritmai, sudaryti pagal balsavimo teorijos princpus.
Metodas Algoritmas
C↑ Condorset metodu nustatomas autsaideris ir jis pašalinamas iš kandidatų sąrašo.
Vėl nustatomas autsaideris iš likusių kandidatų ir t. t.
C↓ Condorset metodu nustatomas lyderis ir jis pašalinamas iš kandidatų sąrašo.
Vėl nustatomas lyderis iš likusių kandidatų ir t. t.
D Daugumos metodu nustatomas lyderis ir jis pašalinamas iš kandidatų sąrašo.
Vėl nustatomas lyderis iš likusių kandidatų ir t. t.
M Mažumos metodu nustatomas autsaideris ir jis pašalinamas iš kandidatų sąrašo.
Vėl nustatomas autsaideris iš likusių kandidatų ir t. t.
B↑ Borda metodu nustatomas autsaideris ir jis pašalinamas iš kandidatų sąrašo.
Vėl nustatomas autsaideris iš likusių kandidatų ir t. t.
B↓ Borda metodu nustatomas lyderis ir jis pašalinamas iš kandidatų sąrašo.
Vėl nustatomas lyderis iš likusių kandidatų ir t. t.
Taigi trečiasis kandidatas laimėjo prieš pirmąjį ir antrąjį ir pagal Condorset metodą.
Nugalėtojas šiuo atveju yra ketvirtasis kandidatas, o autsaiderių yra du – pirmasis
ir antrasis kandidatai. Pastebėkime, kad „geriausias“ kolektyvinės atrankos metodas
lyderiui arba autsaideriui nustatyti neegzistuoja [1].
Nagrinėsime 6 rūšiavimo algoritmus, kurių aprašymai pateikti 1-oje lentelėje, su-
darytus Condorset, Borda, daugumos ir mažumos metodų pagrindu [2].
Visais atvejais algoritmas nutraukia veiklą, kai autsaideris arba lyderis nustatomas
nevienareikšmiškai.
3 Kemeny medianos metodai
Be pateiktų rūšiavimo algoritmų nagrinėsime dar du, sudarytus Kemeny medianų

































Pavyzdžiui, rikiuotę x5 ≻ x4 ≻ x3 ≻ x2 ≻ x1 atitinka matrica

0 0 0 0 0
1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 1 1 1 0

 .










∣∣a(r1)ij − a(r2)ij ∣∣.
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Rikiuočių rinkinio {X(1), X(2), . . . , X(r)} (Kemeny) mediana vadinama tokia rikiuo-









nagrinėjant visas įmanomas rikiuotes M . Taigi konstruodami rikiuočių rinkinio me-
dianą turime dar vieną kandidatų rūšiavimo algoritmą (žymėsime K).









∣∣x(r1)i − x(r2)i ∣∣.
Pavyzdžiui,
ρP (x1 ≻ x2 ≻ x3, x2 ≻ x3 ≻ x1) = |1− 2|+ |2− 3|+ |3− 1| = 4.












Nagrinėsime atvejus, kai r ekspertų (rinkėjų) rikiuoja 3, 4 arba 5 kandidatus ir šio
rikiavimo (balsavimo) rezultatas apdorojamas kiekvienu algoritmu C↑, C↓, D, M , B↑,
B↓, K, P . Rikiuočių rinkinys (balsavimo rezultatas) generuojamas taip. Kiekvienas
ekspertas su tikimybe p, lygia 0.3, 0.5, 0.6 arba 0.7, gali pasirinkti vienintelę fiksuotą
rikiuotę, kurią traktuojame, kaip „teisingą“, arba atitinkamai su tikimybe 0.7, 0.5, 0.4,
0.3 bet kurią „neteisingą“ rikiuotę (jų yra atitinkamai 5, 23 arba 119, priklausomai
nuo kandidatų skaičiaus) ir visų „neteisingų“ rikiuočių pasirodymo tikimybės yra
vienodos.
Kiekvieno algoritmo taikymo rezultatas gali būti T – rūšiavimo rezultatas sutapo
su „teisinga“ rikiuote, K – rezultatas nesutapo su „teisinga“ rikiuote, N – rūšiavi-
mo atlikti nepavyko. Lentelėje pateikti Monte Carlo eksperimentų rezultatai, kai
kiekvienas atsitiktinis balsavimas buvo generuojamas kompiuteriu 1000 kartų ir ati-
tinkamame lentelės langelyje surašytas reikšmių T , K, N stulpelis. Kito stulpelio
langelyje surašomas kito kompiuterinio balsavimo rezultatas. Kiekvienas 1000 balsa-
vimų eksperimentas buvo pakartotas 10 kartų.
2-oje lentelėje parodyti eksperimentų rezultatai, kai nagrinėjami 5 kandidatai,
10 ekspertų, p = 0.6. 1 ir 2 paveiksluose pavaizduoti atitinkamai teisingų sprendimų
ir nebaigtų procedūrų skaičiaus vidurkiai, kai nagrinėjami 5 kandidatai, 3, 5, 7, 10
ekspertų, p = 0.6. Monte Carlo statistinio eksperimento rezultatai parodė, kad Ke-
meny medianos pagrindu sudaryti rūšiavimo metodai K (7) ir P (8) daugeliu atvejų
yra pranašesni už balsavimo teorijos metodus. Jie daugeliu atveju parodė aukščiausią
teisingų sprendimų skaičiais vidurkį ir/arba mažiausią nebaigtų balsavimo procedūrų
skaičiaus vidurkį.
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1 pav. Teisingų sprendimų skaičiaus vidurkiai: 5 kandidatai, 3, 5, 7, 10 ekspertų, p = 0.6.
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2 pav. Nebaigtų procedūrų skaičiaus vidurkiai: 5 kandidatai, 3, 5, 7, 10 ekspertų, p = 0.6.
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SUMMARY
Statistical benchmarking of voting theory methods
A. Krylovas, N. Kosareva
In the article 8 candidates sorting algorithms were compared by Monte Carlo experiments. 6 of them
are constructed on the basis of voting theory and 2 – on the basis of Kemeny median. The largest
number of correct decisions averages and the least average number of unfinished voting procedures
were shown by the median-based sorting algorithms.
Keywords: voting theory methods, Monte Carlo experiments, Kemeny median.
