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By writing the Fourier inversion formula on Euclidean space in polar coor- 
dinates, we obtain f(x) = j; fA(x) d x, where df,(x) = -n’fJx), which is the 
spectral theory of the Laplacian. How do properties off relate to properties of the 
family of eigenfunctions JA? Answers are provided for the following spaces: L’, Y, 
Y’, 9 (in odd dimensions). Analogous results are obtained for harmonic analysis 
on hyperbolic space, constant curvature semi-Riemannian spaces, the Heisenberg 
group, and for differential forms on hyperbolic space. For MEL’ there is a 
“Plancherel Formula” 
where B,(z) denotes the ball of radius t about an arbitrary point Z, which is 
independent of the dimension, and the identical formula holds in hyperbolic space 
if the parametrization of the eigenvalues is shifted. For certain semi-Riemannian 
symmetric spaces, WC obtain a “Paley-Wiener Theorem” that explains the role of 
discrete series in producing functions of compact support, and also involve certain 
non-unitary representations that contain the discrete series representations. For the 
Heisenberg group the “Plancherel Formula” is of a different nature, requiring that 
the eigenfunctions be almost periodic in one variable. ‘i: 1989 Academic Press. Inc 
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1. INTRODUCTION 
In many contexts in which harmonic analysis is practiced, there is an 
associated “Laplacian” whose spectral theory is easily derived from the 
basic formulas of analysis and synthesis. For example, in Euclidean space 
R”, merely by writing the Fourier inversion formula in polar coordinates, 
we obtain 
(1.1) 
with 
Ah= -l=ft., (1.2) 
and 
While it is not correct to say that all aspects of Euclidean harmonic 
analysis are contained in (1.1) and (1.2), it can be argued that this 
constitutes the important first step, with the further decomposition of 
each eigenfunction given by (1.3) constituting a second step which may be 
unnecessary for many applications. 
Our goal is to initiate a new line of investigation by posing the general 
question: How do properties off relate to properties of the eigenfunctions 
fi. in (1.1 )? This kind of question makes sense in a number of different 
contexts, some of which are quite far removed from traditional harmonic 
analysis. In this paper we will deal with Euclidean space, hyperbolic space, 
semi-Riemannian manifolds of constant curvature, the Heisenberg group, 
and differential forms on hyperbolic space---contexts in which there is 
already a well established theory of harmonic analysis. Nevertheless, we 
hope that this work will point the way to a general kind of harmonic 
analysis that makes sense wherever there is a “Laplacian.” 
In a way we are dealing with an overdetermined problem, since the 
family of eigenfunctions fA(x) depends on one more variable than f(x), so 
it should come as no surprise that our question should have more than one 
answer; in particular, in Euclidean space, we give two distinct characteriza- 
tions for fe L2. The first, Theorem 3.3, seems natural since it is given 
entirely in terms of Euclidean notions, while the second, Theorem 3.4, is 
presented as a bizarre curiosity. Also, we observe that a certain normaliza- 
tion convention has been adopted in writing (1.1) with the measure dA, 
rather than II”- ’ dll or any other absolutely continuous measure. This 
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choice was motivated by the a postieri observation that Theorem 3.3 can 
be stated independent of the dimension. Another normalization convention 
is the choice of - 1* for the eigenvalue in (1.2). This choice seems natural 
for the Euclidean Laplacian, but has to be modified for other Laplacians. 
One of our most intriguing results is a “Plancherel Formula,” charac- 
terizing f E L* by the condition 
ml 
sup s I 1 fJx)l’dx dA < co, z,r 0 t B,(z) 
where B,(z) denotes the ball of radius t about z, and 
llfll: = lim 7r 
031 I s 0 t B,(z) ( fi(x)lz dx dA. I--r00 
(1.4) 
(1.5) 
Notice that the power of t and the constant rr are independent of the 
dimension. This result is vaguely reminiscent of the Parseval theorem for 
almost periodic functions but is quite different from the usual Plancherel 
Formula in Euclidean space. (See [A, AH, St131 for a further development 
of these ideas.) It shows in a quantitative fashion that while the eigenfunc- 
tions fJ. are not in L2, they are close to being in L2. Also, the identical 
result holds in hyperbolic space, the only modification being that we 
parametrize the eigenfunctions by 
(1.2’) 
instead of (1.2). The method of proof is to take a spherical harmonic 
expansion, which reduces the problem to asymptotic estimates for Bessel 
functions. The constant rc emerges from the well-known asymptotic 
behavior of J,(t) as t + cc, but for technical reasons and to obtain the 
characterization (1.4) we need some uniform estimates that appear to be 
new (in hyperbolic space the Bessel functions are replaced by Legendre 
functions). 
We also obtain a characterization for f E Y and f E Y’, but unlike the 
usual Schwartz theorems for Fourier transforms these results are not 
simple duals of each other. In fact the result for 9’ is quite complicated 
(probably there is a better answer) while for Y’ it is very simple. We must 
interpret (1.1) in a suitable limiting sense, but note that (1.2) can be inter- 
preted as a differential equation for fA(x) as a distribution on [w’ x R” (we 
extend it to be even in 1). For f E Y’ the condition we need is just that 
f~E9yuPXR”). 
In odd dimensions we obtain a “Paley-Wiener Theorem” characterizing 
54 ROBERT S. STRICHARTZ 
f;,(x) for fg9 or 8 involving analytic continuation to i complex and 
growth estimates of the form 
(1.6) 
(for f supported in B,Jz)). In fact the conditions are necessary in all 
dimensions but sufficient only in odd dimensions, and the failure of the 
result in even dimensions is closely related to the failure of Huyghen’s Prin- 
ciple. Although the estimate (1.6) is quite similar to the usual Paley-Wiener 
estimates, there is an important distinction: the usual Paley-Wiener 
theorem involves the analytic continuation of f(t) to all of C”, whereas the 
analytic continuation of f;(x) to complex 1 can be described in terms of 
f(< + iv) where 5 and rl are multiples of each other. (See Helgason [H2, 
p. 151 for a characterization of 1 on this subset of C”.) There is a similar 
Paley-Wiener theorem in odd-dimensional hyperbolic space, but now in 
addition to growth estimates of the form (1.6) there are some additional 
conditions on fn where A = ik, k an integer. An analogous result for local 
expansions on spheres was proved in [StlO]. 
The results for Euclidean harmonic analysis are presented in Section 3, 
and this part of the paper is essentially self-contained and should appeal to 
all readers who are interested in harmonic analysis. Results for hyperbolic 
space are presented in Section 4. In Section 5 we study two types of semi- 
Riemannian spaces: flat and constant non-zero curvature. The flat space is 
just [wp+y equipped with a metric of signature (p, q), and the results are 
based on an earlier paper [St21 where we computed some of the basic 
formulas for the spectral theory of the associated hyperbolic Laplacian. The 
curved spaces are various hyperboloids which give the simplest non-trivial 
examples of semi-Riemannian symmetric spaces. The results are too com- 
plicated to paraphrase here, but there are two features worth emphasizing. 
First, we define certain geometric sets, which we call slabs, that are com- 
pact and play the role of balls (which are not compact). We are able to do 
this because the hyperboloids are compact in the directions in which the 
metric is positive, a situation that also holds for semi-simple Lie groups. 
Second, we are able to “explain” the role of the discrete series in the 
spectral decomposition of functions supported on slabs; in fact the discrete 
terms are determined by the analytic continuation of the continuous spec- 
trum. In addition, certain non-unitary representations, which contain the 
discrete series representations and are accordingly called haZo representa- 
tions, play a mysterious role in the PaleyyWiener theorem. 
In Section 6 we present results for the Heisenberg group. It should come 
as no surprise that Hermite functions play a key role in the spectral theory, 
but it also turns out that essentially all the interesting eigenfunctions 
display an almost periodic behavior in the central variable. In Section 7 we 
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return to hyperbolic space, but now we analyse differential forms rather 
than functions. Developing an idea used in [St3], we show how the 
analysis of forms can be reduced to that of functions. One interesting result 
is that the natural parametrization of eigenvalues turns out to be different 
for the d-forms and the &forms. 
We begin in Section 2 with an informal discussion of the ideas that 
motivate this paper and our previous paper [St101 and some speculation 
as to possible generalizations. 
General references for harmonic analysis are [S-W, Tay], for special 
functions [E, L, V]. 
The author is very grateful to Nice Temme who provided the proof of 
Lemma 5.1 (this appeared as a conjecture in an earlier version of this 
paper), and to Henryk Schlikhtkrull who pointed out the role of associated 
eigenfunctions in Theorem 5.8 (this result was incorrectly stated in the 
earlier version of this paper). 
There remain some unsettled conjectures in this paper: Conjecture 5.4 on 
the asymptotic behavior of Jacobi functions, which is needed in Theorem 
5.6, and Conjectures 4.5 and 4.6 which would extend our results on hyper- 
bolic space to non-compact symmetric spaces. 
2. GENERAL CONSIDERATIONS 
The term “spectral theory of Laplacians” should be interpreted as 
broadly as possible. First of all, a Laplacian can be any reasonable 
generalization of the usual Laplacian on [w”. Thus we might consider the 
Laplace-Beltrami operator on a Riemannian manifold, or a semi- 
Riemannian manifold, or a sub-Riemannian manifold (see [St6]); we 
might consider such an operator perturbed by lower order terms, such as 
the Schrodinger operators -d + V on R”; or we might consider operators 
on sections of vector bundles, such as the Hodge-de Rham Laplacian 
da + 6d on differential forms. (In the remainder of this section we will use 
terms such as “function” and “eigenfunction” with the understanding that 
they may refer more generally to sections of bundles.) These by no means 
exhaust the possibilities, although all the examples in this paper fall within 
this scope. But we hope that the point of view we propose will be fruitful 
in any context in which the use of the term “Laplacian” is suggested. Note 
that when a Laplacian arises from a geometry it tends to encode much of 
the geometric information, On a superficial evel, the metric can always be 
read off from the highest order terms of the Laplacian. On a more substan- 
tial level, the geodesics are the projections of the bicharacteristics of the 
Laplacian. On a still deeper level are the relationships between spectral 
asymptotics or heat kernel expansions and global geometric data. 
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By “spectral theory” we mean any study relating to eigenfunctions or 
generalized eigenfunctions of the Laplacian, and how they may be com- 
bined to produce other objects. This embraces a large and active field of 
research, a lot of which is motivated by ideas very far removed from tradi- 
tional harmonic analysis. For example, in Riemannian geometry, there is a 
great deal of interest in relating geometric properties of a manifold with 
existence or non-existence of positive, or bounded, or L*, or Lp harmonic 
functions or eigenfunctions of the Laplacian. While we are not claiming 
that all this research should be classified as “harmonic analysis,” we would 
hope that “harmonic analysis on Riemannian manifolds” will come to have 
a meaning that embraces some of this work. Another active area of 
research is the description of all harmonic functions or eigenfunctions of 
the Laplacian by means of some “Poisson integral” of hyperfunctions, 
especially in the -case of symmetric spaces [KKMOOT]. Many of the 
results in this paper may be thought of as characterizations of Poisson 
integrals of functions belonging to certain natural classes (e.g., L2, Cm). 
For all the Laplacians in this paper there is a measure with respect to 
which the Laplacian is a symmetric operator, and from there it is usually 
not too hard to produce a self-adjoint realization on L* [St4]. However, 
in this context we want to mention a very interesting open question: On a 
semi-Riemannian manifold, what conditions are equivalent to the essential 
self-adjointness of the Laplacian ? It would seem that some sort of 
completeness is needed, but there are several non-equivalent notions of 
completeness for semi-Riemannian manifolds. 
Given a self-adjoint realization, there is an abstract spectral theorem 
d = sEm 2. dP, where P, is the projection operator associated with the part 
of the spectrum (-co, 11. But this spectral theorem is too weak for our 
purposes. Rather we want to write Pi = gj, dp(A) where dp is an ordinary 
measure and 9). is a generalized projection operator (we should perhaps get 
rid of the term “projection” because the identity 9: =9;, is neither 
meaningful nor true) with range consisting of eigenfunctions of A. We will 
actually choose a different parametrization of eigenvalues, so 
(2.1) 
for some function h(A). An interesting, although still somewhat vague ques- 
tion, is whether there is a natural choice for h(A). The choices we make for 
each specific example seem well motivated, but we have not been able to 
formulate a general principle to explain them. 
Given a choice of h(A) in (2.1), a concrete spectral theory for A is an 
explicit formula for 9$ and ,U such that 
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a spectral decomposition for f in a dense subspace of L2. Note that 9’ and 
& are by no means uniquely determined by these requirements, since we 
can multiply each by reciprocal functions of A. Now in each of our exam- 
ples it is easy enough to produce a concrete spectral theory, but it is 
perhaps worth posing the general question of what conditions on d are 
needed for such a theory to exist (some hints in this direction are in 
Maurin [Ml). On a compact Riemannian manifold the measure & must 
be discrete, but in the examples we consider in this paper it is usually 
continuous-or at least has a continuous part; we have found that the 
choice of Lebesgue measure for the continuous part of dp leads to some 
elegant formulas, so we adopt this convention throughout. 
A concrete spectral theory for A raises the natural question of its 
meaning for L2. This requires extending the definition of g1 f for all f E L2, 
interpreting the convergence of (2.2) and finally characterizing the families 
of eigenfunctions fA such that fA = 9$ f for some f~ L2. The limited 
evidence from the examples in this paper suggests that there is perhaps a 
“universal Plancherel formula” valid for a large class of complete 
Riemannian manifold, which would assert that for the appropriate choice 
of h(l) and the continuous part of the spectrum, Theorem 3.3 would be 
true. With appropriate modifications, a similar result should hold for semi- 
Riemannian manifolds. Also, the result should be unchanged by the 
addition of a potential to the Laplacian, provided the potential vanishes at 
infinity in the appropriate sense and has only mild singularities. 
It would be a mistake to limit harmonic analysis to just L2 functions, so 
we can ask similar questions about the spectral decomposition (2.2) for 
other classes of functions, both larger and smaller than L2. We can expect 
that the answer will depend not just on 9$f for I real, but also the analytic 
continuation to complex values of i. Again there are hints of a “universal 
Paley-Wiener Theorem,” characterizing fA = 9”f for f a C O3 function 
supported on a ball, in terms of exponential estimates of the type (3.24), at 
least for odd-dimensional spaces (a general Paley-Wiener theorem for 
functions of the Laplacian is proved in [St5]). However, it is clear from 
the result for hyperbolic space that there are also certain conditions for dis- 
crete imaginary values of I that come in, and it is by no means clear how 
to formulate these in general. On a compact Riemannian manifold, where 
the measure in (2.2) is discrete and the L2 theory is trivial, the problem of 
characterizing those sums corresponding to f supported in a fixed ball 
seems extremely difficult (even on flat tori). Going even further afield, we 
might consider “local harmonic analysis,” where the eigenfunctions 9A f are 
defined only on an open set Q and the decomposition (2.2) is only valid on 
Q (here f is supported on a compact subset of a). For example, on a flat 
torus, the explicit concrete spectral theory of the Laplacian involves com- 
plicated questions in number theory. On the other hand, if a function is 
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supported on a small enough ball D (so it tits into a fundamental domain) 
we can consider the embedding n G [w” and interpret the concrete spectral 
theory of the Euclidean Laplacian as a local harmonic analysis on $2 in the 
torus. In a previous paper [St101 we worked out a theory of local 
harmonic analysis on spheres. Of course there appears to be a great deal 
of non-uniqueness in local harmonic analysis, but at least in these simple 
cases there seems to be a natural choice, and in the case of odd-dimen- 
sional spheres we were able to obtain one uniqueness theorem. 
We mentioned at the beginning of this section that the concrete spectral 
theory of the Laplacian (2.2) might only be the first step in harmonic 
analysis; there may be further structure to the space of eigenfunctions that 
requires further decomposition. One easy way this can happen is that there 
may be a family of commuting operators which contains the Laplacian, 
and whose joint spectral theory is the real object of interest. For example, 
in Euclidean space, if we take the family of constant coefhcient differential 
operators, which is generated by (a/ax,), . . . . (8/8x,), then their joint spec- 
tral theory gives us the classical Fourier transform. Another example is the 
Riemannian symmetric spaces of non-compact ype; here the invariant dif- 
ferential operators, which come from the center of the universal enveloping 
algebra of the Lie algebra of G (the symmetric space being G/K), inter- 
preted as differential operators on G/K, is a finitely generated commuting 
algebra containing the Laplacian (the number of generators is equal to the 
rank of the symmetric space). In this case the joint spectral theory may be 
obtained from Helgason’s Fourier inversion formula [Hl, Theorem 2.61 by 
integrating over B and keeping i fixed, and this seems to be the natural 
generalization to the higher rank case of the results of Section 4. Here we 
would like to suggest a general construction that yields the larger class of 
operators in the second case (but not the first). 
We consider first all vector fields, regarded as first order differential 
operators, that commute with the Laplacian on a Riemannian (or more 
generally semi-Riemannian) manifold. 
PROPOSITION 2.1. A vector field on a semi-Riemannian manifold com- 
mutes with the Laplacian if and only if it is a Killing field. 
Proof: The vector field commutes with the Laplacian if and only if the 
local flow it generates commutes with the Laplacian, and the vector field 
is a Killing field if and only if the local flow it generates is isometric. But 
an isometric local flow clearly commutes with the Laplacian, while conver- 
sely, a local flow which commutes with the Laplacian is isometric by 
examining only the second order terms. Q.E.D. 
This result is in line with our previous observation that the Laplacian 
determines geometry. Now we want to consider a kind of second commu- 
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tam of A, namely the differential operators that commute with all vector 
fields that commute with A. In Euclidean space, this construction just 
yields the polynomials in A, while on non-compact symmetric spaces it 
yields exactly the invariant differential operators. 
Finally, we mention another aspect of the fine structure of the eigenfunc- 
tions of A which may be of interest. On Euclidean space we have the 
remarkable functions eX.” with the property that any power of this function 
yields an eigenfunction of the Laplacian. Similar functions exist on sym- 
metric spaces of the non-compact type and appear in the kernel of 
Helgason’s Fourier transform [Hl]. We even find such functions on the 
sphere (e.g., x1 + ix2) if we allow complex valued functions and local eigen- 
functions. For which Riemannian manifolds do such functions exist? 
PROPOSITION 2.2. Suppose a non-vanishing f(x) has the property that 
any complex power f(x)’ is an eigenfunction of the Laplacian, say 
A(f(x))“=h(l)f(x)” (2.3) 
for some function h(A). Then q(x) = log f(x) satisfies 
44~) = CI (2.4) 
and 
(Vcpb), Vcp(x) >= c2 (2.5) 
for some constants c1 and c2, Conversely, given any cp satisfying (2.4) and 
(2.S), the function f(x) = eVcX) satisfies (2.3) with 
h(A) = c,l+ c,A2. (2.6) 
Proof. A simple computation shows 
AeAq = A2e”‘P(Vcp, Vcp) + ,le”‘f’ Arp. (2.7) 
Thus if cp satisfies (2.4) and (2.5) we obtain immediately (2.3) for f = e’+’ 
with h(A) given by (2.6). On the other hand, if we start with (2.3) and form 
cp = log f then by (2.7) we obtain 
h( ,I) = A2 (Vcp, Vq ) + ,I Vq. 
If this is true even for two distinct non-zero values of 1 we must have 
(Vq, Vcp) and Aq constant. Q.E.D. 
It is not hard to show that in two dimensions such functions cp can exist 
only for spaces of constant curvature (a similar argument is given in 
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[St7]). It may well be that for such functions to exist in abundance the 
space must be locally symmetric; however, if they exist more generally, then 
there is a hope of obtaining some further generalizations of harmonic 
analysis. 
3. EUCLIDEAN HARMONIC ANALYSIS REVISITED 
According to our program, Euclidean harmonic analysis should be the 
spectral theory of the usual Laplacian A on R”. With this point of view, the 
usual Fourier transform is not an “end,” but a “means” to this end; one 
that should disappear in the final description, 
Now it is well known that if we define the Fourier transform by 
(3.1) 
and write the Fourier inversion formula in polar coordinates 
then the expression in parentheses i  an eigenfunction of the Laplacian with 
eigenvalue --A*, and we have achieved the representation of an arbitrary 
function as an integral of such eigenfunctions. We choose the following 
normalization convention to define the spectral projection operators: 
(3.3) 
so that the spectral representation is simply 
&f(x) = bp %ff(x) cfi (3.4) 
and other formulas to be derived will turn out to be simpler as well. This 
means that 
where 
vi(r) = (27~)-~‘* ~n/2r’--“‘2J,,,2 _ ,(rA) (3.6) 
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is a multiple of usual spherical function, because q,(O) = (2n))” I”- ‘w,- i 
instead of one. Notice that (3.5) is a truly Euclidean expression, involving 
only the distance lx--y1 between points and the Euclidean measure, both 
of which are invariants of the Euclidean motion group. Also, as promised, 
the Fourier transform has dropped out of sight in (3.4), (3.5) (3.6). The 
fundamental problems in harmonic analysis can thus be formulated as 
follows: How are properties of f related to properties of 9’f? Again we 
would like to have answers that are given in terms of expressions invariant 
under Euclidean motions. 
To begin, we first study properties of 9$‘nf or fixed I, using the expres- 
sion (3.3), and relate them to properties of f(du), the most important being 
f(Lu) E L2 and I E C” as a function of u. We have a very simple 
answer in the C” case which is Euclidean invariant. We denote by %! the 
universal enveloping algebra of the Euclidean motion group realized as 
differential operators on R”. Thus % is the algebra generated by L, = a/axj 
for j = 1, . . . . n, and Ljk = x,(8/&,) - +Ja/ax,) for 1 d j < k G n. 
LEMMA 3.1. Fix il > 0. Suppose AH = -12H on 08”. Then H has a 
representation 
H(x) = Is.-, h(u) eiix.’ du (3.7) 
for some hEC”(S”-‘) if and only if LHEL” for every LE@. 
Proof. If H has the representation (3.7) for h E C” then clearly HE L”. 
Since L,H(x) = ssnml iAuj h(u) eiLX.’ du and 
by integration by parts, it follows that LH E L” for every L E %. 
Conversely, if HE L” we may regard it as a tempered distribution, and 
by considering the eigenfunction equation for fi we deduce that H must 
have the form (3.7) for some distribution h on S+ i, and in fact we can 
estimate IlhII-,<c IlHll, where () hl( ~ N denotes a sufficiently negative 
Sobolev norm. But then by repeated use of (3.8) we can estimate 
II L(i3/au) hll --N < c I( LHll m for any L E so, the universal enveloping algebra 
of so(n) (generated by the Ljk). This proves h E C” by Sobolev’s 
inequalities. Q.E.D. 
Of course we could have stated the characterization in terms of %$ alone, 
but this is not translation invariant. 
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Remark. We could similarly ask for the characterization of eigenfunc- 
tions of the form (3.7) with h E g’(S” ‘). But here the answer is trivially 
given by distribution theory: they are exactly the eigenfunctions of polyno- 
mial growth. 
We turn now to the L” case. Here we want an exact expression for the 
L* norm. The following result is essentially contained in [AH] (see also 
[A]), but we give a different proof. 
LEMMA 3.2. Suppose AH(x) = -n*H(x) on W. Then H has a represen- 
tation (3.7) with h E L’(S”- ‘) if and only if 
lim L j” 
r-00 t 
IH(x d.x< CC 
IX--ZIG, 
for one fixed z (or any z), or if and only if 
1 
sup f s /H(x)/* dx< co. I, i 1.x ~ 21 < I 
Furthermore, we have 
Ih(u du 
and there exist constants c, and c2, independent of 2, such that 
cl Ilhll;Q- sup i t j, _ , IH(x)l*dxdcz llhll:. 
,,z x z <r 
(3.9) 
(3.10) 
(3.11 
(3.12 
Proof: Without loss of generality take z = 0. By passing to a spherical 
harmonic expansion in the angular variables, it suffices to prove the 
estimates (3.11) and (3.12) for H(x) given by (3.7) with h a spherical har- 
monic of degree k, with the constants in (3.12) independent of k. Normalize 
h so that (Ih(l,= 1. Now it is well known (see [S-W]) that (3.7) can be 
evaluated explicitly in polar coordinates as 
H(ru)=ik(2n)“‘* Jn,2+k-,(;1r)(~r)1~“‘2 h(u) 
and so 
1 
f s 1.x1 ,c I
IH(x)12dx=(2z)f112-“fj~ jJn,2+k-1(~r)12rdr 
= (2~)” Al--n i I,*’ IJ,,2+k-1(r)12 r dr. 
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From the asymptotic expression J,,, + k ~ 1 (r ) N (a) r - I/* cos( r - (742) 
(a+k)) it follows that lim,,,,(l/At) st (Jn,2+k-,(r)lZ r dr= l/z which 
yields (3.11) for this choice of h. To establish (3.12) in this case we need to 
show that suP,(l/t) lb lJn,2+k-l (r)l 2 r dr is bounded uniformly in k. This 
will follow from elementary estimates for k = 0, 1 if we can show 
1 [ 
to s 
J,+,(r)‘rdr<:j’ J,p,(r)2rdr 
0 
(3.13) 
for a > 0. 
Now we establish (3.13) using familiar recursion relations 
Ja++lO= --y' $ (r-"J,(r)), 
Ja(r)=rpaF1 -$ (rxflJa+,(r)), 
and 
J,+l(T)+Ja-l(r)=~ J,(r). 
Using the first relation for one of the factors of J, + ,(r) in (3.13), 
integrating by parts, and using the second relation, we obtain 
f ji J,+,(r)2rdr= -A 1’ ra+‘Ja+l(r) f (r-“J,(r))dr 
t 0 
=fjd J,(r)2rdr-J,(t)J,+l(t) 
and iterating this identity again 
1 f 
TO I 
J,,,(r)“rdr=fji J,-,(r)*rdr 
-J,(t)(J,+,(t) +J,-l(t)) 
=f ji J,p,(r)2 r dr-$ J,(t)’ 
by the third relation. This establishes (3.13). 
The rest of the proof follows by standard arguments using the dominated 
convergence theorem, which we can use because of (3.13). Q.E.D. 
580./87,‘1-5 
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Remark. Although (3.11) is valid for any fixed z, we cannot allow z to 
vary with 1, as any simple example will show. For another proof of this 
result and some generalizations ee [St1 31. 
THEOREM 3.3. Let fA(x) he a measurable function on (0, cn) x [w” such 
that Af;. = -12f, ,for almost every 2. Then there exists f E L2 with .& f = ,fi 
a.e. if and only if one of the following equivalent conditions holds: 
Ifi.(x)12dx dl<m > (3.14) 
c”l 
sup I f 0 t B,(z) I fJx)j’ dx dA < 00 (3.15) 2.f 
Ifl(x)12dx d/2<oo ) for some z (3.16) 
I f;.(x)l’ dx dA < 00 for some z. (3.17) 
Furthermore, we have 
= 7c lim 
ml 
s s IfA( dxdA. 
(3.18) 
,--rcc 0 1 B,(z) 
Proof: If f E L2 then we can use (3.3) to define fi = 9$ f in terms of jr 
and the usual form of the Plancherel formula is 
But by the previous lemma we know 
l~(k)j* du = n: lim s I fAx)l 2 dx 1-m B,(z) 
1 
zsup t s IfXx)l'dx. 1,z B,(:) 
If we integrate the equality we obtain the Iirst part of (3.18), and then by 
the dominated convergence theorem the second part, and the finiteness of 
the expressions (3.14)-(3.17). 
SPECTRALTHEORYOFLAPLACIANS 65 
Conversely, if for some z we have j: lim inf,, a, (l/t) jB,(rj lf1(x)12 
dx d3, < cc, a condition which is weaker than any of (3.14)-(3.17), then for 
almost every J there exists F,(u)EL’(S~-~) by the proof of the previous 
lemma with fn(x) = (271))” A”-’ jsnml F,(U) eiAX.Udu and (2~))” A”-’ fsnml 
IFAu)12 du = lim inf,+ m (l/t) Je,czj IfA( dx. Thus if we define f by the 
Fourier transform identity I = F,(U) then f~ L2 and gAf = fn. Q.E.D. 
One remarkable feature of the Plancherel formula (3.18) is that it 
involves only one universal constant, namely rc, which does not depend on 
the dimension. Also we observe that it is possible to characterize all 
Sobolev spaces defined by a norm of the form (J If({ p( lll)2 d<)‘/* 
simply by inserting a factor p(A)* into all the expressions (3.14)-(3.18). 
Next we give a completely different expression for the L2 norm off in 
terms of the functions YLj We introduce the notation 
IVSf(x)12= 1 lLjkf(x)12. 
i<k 
THEOREM 3.4. Let f>.(x) be a measurable function on (0, 00) x R” such 
that Afi = -A*f, for almost every 1. Then there exists f E L2 with 9A f = fl 
a.e. if and only if 
(a) for nb4, 
lr IVsfn(x)l* + (y)(y) lfM12) $ dl< a> (3.19) 
in which case (3.19) equals llflj i, 
(b) for n=2 or 3, 
m 71 I s 0 IVsfJx)12 $t a< a 
and 
s om IfA( + a, 
in which case 
(3.20) 
Ilf II: = 71 lam j IV,fAx)l* $ d. + 2x2 j; IfZN2 $ (3.21) 
66 ROBERT S. STRICHARTZ 
when n = 3 and 
llfll:=n joa j (Iv.Sfi.(x)12-~ l,fj,(-~)~f/.(“)12) 
f$ dis2x J; lfi(O),2 y 
(3.22) 
when n = 2. 
ProojI As in the proof of the previous theorem, we need to show 
= (2n)” A’~-” s,., Ih(u du (3.23) 
if H has a representation (3.7) with h a spherical harmonic of degree k, 
provided k #O if n = 2 or 3. Note that for such a spherical harmonic 
s (V,h(u)12) du = k(n - 2 + k) 1 Ih(u du, so from our explicit formula for 
H we obtain 
n 
j( 
lM~~l*+(~)(~) IH(x) f$ 
=x(2x)” (k+y)(k+y) 
if we normalize h so llhll 2 = 1. But the integral can be evaluated explicitly 
(see [PBM, p. 2111) as 
s 
IxI IJn,2+kp1(r)12rp2dr= 
$+k-2> 
0 
rr$+k+;) 
provided n + 2k > 3 hence we obtain (3.23). The rest of the proof is routine 
for n 2 4. 
When n = 3, we can use (3.23) as long as k > 0, and we have to add the 
second integral in (3.20) and (3.21) in order to take care of the k =0 
contribution, since if h = l/J% (so jlhl12 = 1) then lH(O)l* = 471 while if h 
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is a spherical harmonic of degree k > 1 then H(0) = 0. When n = 2 a similar 
argument establishes (3.22), but since the first integrand is not definite we 
need (3.20) for the characterization. Q.E.D. 
Next we take up the problem of characterizing PA f for f a C” function 
supported in a closed ball. We begin with a simple statement of properties 
of YA f, valid in all dimensions. 
LEMMA 3.5. Let f be a C” function with support in BR(z), and let 
f;(x) =P’f(x) be definedfor AE@ by (3.3) or (3.5). Then 
(i) f;.(x) is a C” function on @ x R”; 
(ii) for each fixed I, df,(x) = -A2fi(x); 
(iii) for each fixed x, fA(x) is an entire function which has a zero of 
order n - 1 at I = 0 and the same parity as n - 1; 
(iv) for every N there exists c,,, such that 
Ifi <c, Illnp’ (1 + I~I)-Ne(R+‘x~zO’lm”. (3.24) 
Proof This is a mostly straightforward verification using properties of 
the Bessel functions and (3.5) and (3.6). We note that (3.6) means that 
~~(r)=~~“-‘(J,,,_,(r~)/(r1)“‘*~~ ) and z-“./,(z) is an even entire function 
of exponential type. The factor (R + Jx- zl) in the exponent of (3.24) 
comes from the supremum of the values of Ix - yl as y varies over the 
support of J Q.E.D. 
The analytic continuation of f;. for i E @ can also be given by (3.3) in 
terms of the analytic continuation of f to @“. Notice, however, that this 
involves only the values of 3(c) f or which Im [ and Re 5 are proportional 
vectors, and so the analytic continuation of fi contains less information 
than the analytic continuation of j: 
When the dimension n is odd, we can show that the conditions in the 
lemma characterize PA f for f E Cczm(BA(z)). When the dimension n is even 
this is almost certainly not the case and is closely related to the failure of 
Huyghen’s principle. What we use for n odd is the formula 
la = qn(r)=2-“n-“p’ --- ( > r ar cos Ar, 
where 0 = (n - 1)/2 is an integer. 
(3.25) 
THEOREM 3.6. Suppose n is odd and fL(x) satisfies conditions (i), (ii), 
(iii), and (iv) of Lemma 3.5. Then there exists f E C,“,,(B,(z)) such that 
f2=%?,J: 
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ProoJ Set f’= s; fA d/z = i j? rX fj, d,? since 1’ is even in A. From the 
estimate (3.24) the integral converges to a bounded function, and by using 
(ii) we deduce easily that ,f is C’“. The difficult step is to show f(x) = 0 if 
Ix-z/ > R. 
To do this we take a spherical harmonic expansion of fA(x) about z, and 
without loss of generality we take z = 0: f;.(ru) = C fA,k,j(r) Ykj(u) where 
{YkJIj=l,...,d(k) is an orthonormal basis for the spherical harmonics of 
degree k on S”-‘. Clearly it suffices to show jc”m fi.,k,,(r) dA = 0 for r > R 
and all kj. Note the from (3.24) and the way the spherical harmonic expan- 
sion is obtained that we have the estimates 
IjJk,,(r)[ 6c, [I(” -’ (1 + ~L))~Ne’R+‘~‘lm’~ (3.26) 
for all N (the constants may depend on k, j, but this is not significant for 
our argument). 
Now the fact that fl,k,i(r) Ykj(u) is still an eigenfunction of A means that 
fA,k,j(r) is determined up to a function of 1, and generalizing (3.25) we 
know that 
o+k 
cos Ir (3.27) 
for some function F(1). We will show that the estimates (3.26) imply 
IF(l)! < cN( 1 + IAl) -~ NeR i1mA’ (3.28) 
and F is entire. Granted this, we conclude from (3.27) that 
s O” h,k,j(r) da =rk (it)“‘* /l F(A) coshdA (3.29) -m 
and jZm F(A) cos Ir dA. = 0 for r > R by the Paley-Wiener Theorem on R. 
Now it is rather easy to see that F(1) is analytic away from 1= 0 from 
(3.27), and substituting r = a 1 21-l for an appropriate constant a (so that 
the analytic function (( l/~)(a/c?z))~‘~ cos z doesn’t have any zeroes on the 
circle of radius a about 0) we deduce (3.28) for A away from zero. What 
is not obvious is the behavior of F(l) as A -+ 0. To understand this we need 
some additional information, which is provided by the generalized 
Liouville theorem. 
LEMMA 3.7. (a/al)” (A’ -“fA(x)) llzO is a polynomial of degree < k. 
Proof. For k = 0 this is just the usual Liouville theorem, since 
I’ -“f,(x) )1-O is a bounded harmonic function. In general we proceed 
by induction. Note that d(a/aA)“+l (A’-“fJ= (a/aA)k” (A’--n AS,)= 
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-(a/aQk+’ (A3-“fA) where we use (i) to justify interchanging the 
derivatives. Setting ,J = 0 and using the induction hypotheses and (iii) we 
see that d(a/aA)“+’ (A’~“fn)ll=,, is a polynomial of degree d k - 1. The 
fact that (a/an) k+l (n’-“fJl,dJ is a polynomial of degree <k + 1 will then 
follow from the generalized Liouville theorem (a simple exercise in distribu- 
tion theory) if we can establish the estimate \(8/aA)“” (A’-nfA(x))lA=, d 
c(l+ 1~1)~~‘. But we have 
k+l 
(A’-“fn(x)) l-k-2fA(~) dA 
for r, any circle about the origin, and the choice r, = circle of radius 1x1-l 
and (3.24) yield the desired estimate. Q.E.D. 
Returning to the proof of the theorem, we obtain an improvement on 
(3.26) by noting that 
for m < k by the lemma, so 
,2u1-nfA,k,j(r)=c s” (A--v)~-’ (A)” (V’-“fY,k,i(r))dV. 
0 
But the estimates (3.26) imply analogous estimates for all I-derivatives, and 
substituting these and integrating we obtain 
Ifn,k,i(r)l <cc, (i(npl+k (1 + l~l)-Ne(R+r)~lma~. (3.30) 
By substituting r = u/11( in (3.27) and using this estimate we see that F(A) 
remains bounded as A+ 0, hence is analytic at A = 0. 
To complete the proof we need to show fA = $YAJ which is equivalent’ to 
showing that j; fA(x) dA=O implies fA(x)=O, and it suffices to show 
j: fi,k,j(r) d2 = 0 implies fn,k,i(r) ~0. But (3.29) would imply that 
j?co F(I) cos Ar dA is a polynomial in r, and since this is a function of 
compact support it must be zero. Then F(A)=0 by uniqueness of the 
Fourier transform on [w, and thus fA,k, j(r) = 0 by (3.27). Q.E.D. 
Remark. We can also obtain f from qA f by a discrete sum when n is 
odd. If s > 0 is chosen so that s(R + lx - zl) < 271 then f(x) = s(iYo f(x) + 
xi?=, ~kf(X))=SC~=oO~k+1,2) f(x). This follows from the Poisson sum- 
mation formula and the Paley-Weiner Theorem on [w ’ (see [StlO, Lemma 
3.11). This is related to certain generalizations of the Poisson summation 
formula in odd dimensions [St1 11. 
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Next we characterize $J’ for j’~ .Y. The key idea is to understand the 
relationship between Yj.,..f and ,Yi. g where g(x) = .r,f’(~). 
LEMMA 3.8. Define the dtflerential operutor X, hi 
( 
-2 
X,,fj,(-x)=X,,fj.(X)+ 3” ’ (i 
an (7x, 
- A2 & 
> 
,f,(x). (3.31) 
I 
Then for f E Y we have 
&l’,(x,f(x)) = X,%f(x). (3.32) 
Proof: For f ~9 it is easy to see that PAj’(x) is C” as a function of il 
and x, so the differential operator makes sense. Now by (3.3) we have 
YL(xjf(x))=(2rc-“A”-’ IS”-, rjx”i-&,y(iu)du, 
J 
We write 
and substitute this and integrate by parts to obtain 
i??Jxif(x)) = (270)” 3.“- ’ js# ~, e”:“” 
iu,if(Au)+(xj-(~~U)~~)j(A~)+(n--l)$~(lu) 
> 
du 
and a direct.computation shows this is exactly XjPA,f: Q.E.D. 
THEOREM 3.9. There exists f E Y(W) such that PA?,(x) =fA(x) if and 
only if fA(x) satisfies 
(i) fA(x) is an even C” function on (-co, c0) X IL!” 
(ii) for each I, Afj, = -A2fj. 
(iii) for each N and each differential operator X in the algebra 
generated by X,, j= l,..., n, there exists a constant c(N, X) such that 
IXf(x)l d c(N, A’) lil”- ’ (1 + 1”) ~“? (3.33) 
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In place of (iii) we could also put 
(iii’) for each N and k there exists c(N, X) such that 
IAkfMl <c(N, k) 14”-’ (1 +AJpN, (3.34) 
where A = C;= 1 Xj = )x1* - a2ja12 + (n - 1 +2x. (a/ax))(AP’(8/8A) - JwP2). 
Proof: If fA=PAf for KEY, then (i) and (ii) are obvious, and (iii) and 
(iii’) follow from (3.3) and the lemma by trivial estimates. 
Conversely, suppose fA satisfies (i), (ii), and (iii) (or (iii’)), and set 
f(x) = Ii? f&J d2. F rom (3.33) with X= identity we see that f~ L”, and 
similarly dkfc L” for any k since dkf(x)= (- 1)“s; A2”fA(x) d2. Thus 
f~ C”. If p(x) is any polynomial we have p(x) Akf(x) = (- l)k 1: ,12’p(x) 
fJx) dll. We would like to show that this is equal to ( - l)k 
s; X12kfj.(x) dx where X = p(X,, . . . . X,). If we can do this then the 
estimate (3.33) shows that p(x) Akf(x) E L” hence f~ Y. 
Now consider the identity 1: Xi&(X) dll= Sz XjfA(X) d2. From the 
definition of Xj this is equivalent to i; (8/13x,)(a/8A)(P ‘fA(x)) d1= 0, and 
the estimates (3.33) for fi and Xjfi imply that this integral converges 
absolutely, so equals lim, _ 0, rv j o3 A- ‘(djdx,) fj.(X) I,“. NOW there is no 
difficulty with the limit as N + cc since we have the rapid decay in 1 of fA 
and also Afi = -~*fj,, and so we may obtain rapid decay of (8/8xj)fA by 
elementary Sobolev-type estimates. The limit as E + 0 requires that we use 
(i), which implies that fj.(x) = A”-‘a,(x) + ;l”+‘a,(x) + O(%n+2) as A -+ 0 
for C” functions a,(x), a,(x), and we can differentiate this estimate. Now 
A&(x) = 0 implies da,(x) = 0, and the estimate (3.33) implies a, is bounded. 
Thus a, is constant and so 8fA(x)/8x,, = I”+ ‘(aa,/ax,)(x) + O(J”*) 
which implies lim, _ m 1~ ‘(a/ax,) fi(X) I i,=c = 0. We also observe by direct 
computation that A(X,f,(x)) = -,I’X, fA( ) x so that X,f satisfies the same 
hypotheses as f (for condition (i) we need the above observations on the 
behavior of fA near A= 0). Thus we can establish ( - 1)“ f p(X,, . . . . X,) 
12kfA(x) dx = p(x) Akf(x) by induction. 
In the case that we substitute (iii’) for (iii) we need only modify the argu- 
ment slightly. We need to observe that if fA satisfies the hypotheses then so 
does /?f, which involves the observation that -a2/aA2 + (n - l)(a/aA) 1-r 
annihilates A”- ‘, and then that (xl2 f(x) = j; /if,(x) d2, which reduces to 
showing 
,li; (-~+r~‘(n-l+2*.$))f2(x)l:=O. 
using only the estimates (3.34) for k=O, 1. The argument for E --* 0 
is similar to the previous one, since (-d/dA+A-‘(n - 1 +2x .(ajaA))) 
72 RoBERTS.STRlCHARTZ 
3.“- ‘a, = 0. For the limit N --f ;x: we need an additional argument since 
(3.34) does not give us an estimate of (a/82) fl(x) directly. However, we do 
have the rapid decay of (-d I; - 8*/81* + (n - I + 2x. (8/8n))((a/a1) J* ‘)) 
fA(x), and this operator is elliptic for large A in the variables X, 1. (keeping 
x in a compact region), and this gives us control of (a/8,?)fA in terms of 
this and fj,. 
To complete the proof we need to show PA!,f‘= fi, which is equivalent to 
showing f 0 implies f;. = 0. Note that if we radialize all the fi by setting 
&(x) = Jso(nJ f&x) dp and form y(x) = s; &(x) dl, then yA(x) satisfy the 
hypotheses of the theorem, and f = 0 implies f= 0. But since 7;. are radial 
functions of x we must have &(r) = F(1) vi(r) where ‘pi are given by (3.6). 
From (3.33) with X=identity we see that F(1) is rapidly decreasing, and 
then 7~ 0 implies F= 0 by the Hankel inversion formula. Thus & = 0 
which implies fJ0) ~0. But the conditions of the theorem are obviously 
translation invariant, so we can prove f,.(x) = 0 for any x. Q.E.D. 
Next we consider Pj, f for f a distribution. If the distribution has com- 
pact support, say supp f~ B,(z), there is no difficulty in defining &f and 
showing 9”s satisfies conditions (i), (ii), and (iii) of Lemma 3.5, and in 
place of (3.24) the estimate 
IfA( 6c Ill”-’ (1+ I~I)Ne(R+‘-~z’)‘lm”, (3.35) 
for some N. 
THEOREM 3.10. Let n be odd. There exists a distribution f with support 
in BR(z) such that PA f = fj. if and only if fA satisfies (i), (ii), and (iii) of 
Lemma 3.5 and (3.35) for some N. 
Proof: Assume fl satisfies (i), (ii), (iii) of Lemma 3.5 and (3.35) 
for some N. We want to define the distribution f by (f, II/) = 
JOm (Jfn(x) Hx) dx) dA f or any test function $ E 9(P). This is not an 
absolutely convergent double integral, but we can show that 
s fA(x) cc/(x) dxE L’. This does not follow directly from (3.35), but it is 
easily deduced from it if we substitute fl = (1 + A*)), (Z-d)” fA and 
integrate by parts. 
Next we apply a regularization argument. We choose a function g(ll) 
with g(0) = 1 and g(l) entire, even, with [g(n)1 Q c,(l + ~,J~))Ne~lm”~ for all 
N. Then g(sA) fA(x) satisfies the hypothesis of Theorem 3.6 with R replaced 
by R + E, so there exists f, E Cc2m(BR+E(~)) such that s f,(x) = g(&) fA(x) 
and f,(x) = Jo” g(cn) fA(x) d;l, which implies 
j f,(x) $(x) dx = joa g(EA) (j fJx) Hx) dx) dk 
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Now we let E + 0 and obtain (f,$) = lim,,, J f,(x) $(x) dx so the 
support off is contained in BR(z). Also P,,/(x) = lim,,, 91ff,(x) =f2(x). 
Q.E.D. 
Next we consider the case of tempered distributions. We can no longer 
define PL’nf or individual values of 2, but rather must consider .C&j(x) as 
a distribution on R”+ ‘. For example, using (3.5), if $(x, 1)~ Y(R”+ ‘) we 
would want to define 
Il/(~,~)cp,(lx-~l)d~dJ . > (3.36) LR” 
Since it is easy to show that II/ -+ JEW jR” Il/(y, 1) cp2(lx---y() dy d;l is a 
continuous map of Y(lLY+ ‘) to Y(R”), this defines PAj(x) as an element 
of ,‘(uY+i)* It . is more illuminating to work with the Fourier transform 
definition (3.3), which easily yields the definition 
<4f(xh t&G n)>w I= 2(27cr” <P(t)? 9%r> 15l)>RV (3.37) 
where by $ we denote the Fourier transform in the first n variables only. 
It is easy to verify directly that (3.36) and (3.37) are equivalent definitions, 
and it is easy to see that II/ --t I,&( - 5, I< I) is a continuous map of Y( R” + ’ ) 
to LqFY). 
In this context (3.4) no longer makes sense, but we have the substitute 
result 
for recovering f from .c?~$ To establish (3.38) we simply compute 
i<%f(x), $(x) epE”) = (2~)~” (f(t), $((i)e-“‘5’2) 
by (3.37) and the result follows since eeE ““$(l) + I&<) in Y as E + 0. 
Now it follows easily from either definition that 4f(x) satisfies the 
differential equation (A,-- A*) PAY(x) =0 in the distribution sense. It is 
also obvious that CPLnf(x) is even under the transformation 2 + -2. 
Surprisingly, these simple conditions suffice to characterize PAJ 
THEOREM 3.11. Let fJx) be a distribution on R”+ ‘. A necessary and 
sufficient condition that there exist a distribution f E .9”(W) such that 
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f,(x) = Yi,.f(.x) is that fi be tempered (,f; E ,V’( R” + I)), even in i, and sutiJ-/:\. 
(A - l.*)f,(.x) = 0 in the distribution sense. 
Proof: Suppose we are given such a distribution J; and we want to 
construct f: Consider a test function $ E ,Y’( R”). Then (3.37) tells us that 
we should take CL tijrwn= (f,(X), It/,(x, l)>.n+~ with $,(t, ItI)=&( 
Clearly many such $, exist. To be precise, choose a fixed even function x(t) 
in 9(R) which is one on a neighborhood of [ - 1, 11, and define 
IcI,=W by 
Trl/ ^ (r, 2) = x(J(l + I412)-‘/2) G(r). 
It is easy to see T: Y(R”) + Y(R”+ ‘) and T$ ^(t. 151) = 1+6(r). Then 
defines a tempered istribution f E 9"(W). 
To show 9). f = fi. we observe that since both are even in A, it suffices to 
test against $(x, 2.) which are even in A. A simple computation shows 
while 
(%f(x), ti(X> n)>,fl+l 
=(2n)-" (.fj,(t)3 Xtn(l + 1512)-"*) $(-tl lSl)>Rnil~ 
where ~j,(‘j.(5) denotes the Fourier transform in the n variables (x1, . . . . x,). 
The differential equation for f;. becomes (I([* - ~‘)~j~(5) =0, which is 
equivalent to saying (fA([), (~(5, ;1)) Rti+l=O if cp and (~~~2-%2)~‘(p(~,~) 
are in Y(iP+ I). Thus to complete the proof we need to show that 
4(-t, %)-x(41 + 1512!-“2)$(-4, 141) 
A’- IQ’ 
is in Y(Rn+‘). 
We omit the proof of the decay at infinity, which is routine, and give the 
proof that the function is C”, which is not obvious. Because $( -&A) is 
even in 1, we can write r&-t, 1) = F(i;, n2) where F is C”. Since the only 
problem is in a neighbourhood of the cone A2 - ItI = 0 where x 3 1, the 
issue is whether F being C” implies F,(<, A)= (F(<, A’)- F(;(r, I</‘))/ 
(A2--)(12) for ~*--~~~*#O can be extended to a C” function. Away from 
the origin this is a routine application of L’Hopital’s rule. To understand 
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the behavior near the origin we simply take the Taylor expansion of 
F(<, A’) about A2 = [(I * with integral remainder formula: 
From this it is easy to read off that F, is C”, and since m is arbitrary, that 
F, is C”. Q.E.D. 
We consider next the Lp properties of the map f + PA f. Now 9" f is 
expressed in (3.5) by a convolution with an explicitly given kernel, and by 
(3.6) and well-known properties of the Bessel functions we know that 
qlA(jXl) E L’“,” n L” where rn = 2n/(n - 1) and L”-” denotes the Lorentz 
space, or weak-Lrn space. Thus by well-known convolution inequalities we 
have 
Il%fll, d C,,pr1+"(1'P-1'4) llfll, (3.39) 
provided 
1 < p < 2n/(n + 1) and 
1 1 n+l O<-<--- 
4 P 2n 
(3.40) 
(the dependence of the constant on A follows by homogeneity arguments). 
When p = 1 we have (3.39) holding for 0 d l/q < (n - 1)/2n. In a sense the 
sharpest of these estimates is 
for 
Il%.ll 4”(P) 9 Cn,p~+ Iv2 Ilf lip (3.41) 
1 <p<2n/(n+ 1) and 
1 1 n+l -=--- 
44 P 2n ’ 
(3.42) 
We can always make a “Riemann-Lebesgue Lemma” type improvement 
on (3.39), showing that for each fixed f E Lp we have 
(3.39’) 
Indeed by standard functional analysis arguments it suffices to show this 
for a dense set off, and the identity $f= -I p2i?+(Af) establishes it if f 
and Af are in Lp. 
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A different type of Lp estimate for PA can be obtained by duaiizing the 
Tomas-Stein restriction theorem [To], 
We obtain 
(1 
112 
Il~fl/qd/2”-‘-“/4 lf(cnu,l 2 du (3.44) 
for (2n + 2)/(n - 1) d q G cc by duality and a homogeneity argument (see 
[St121 for the analogous idea applied to wave equations), and then 
by integrating. The sharpest result occurs when q = (2~ + 2)/(n - I), and 
(3.45) becomes 
Further results may be obtained by interpolating between the estimates 
(3.14), (3.41), and (3.45’). The following theorem illustrates some of these. 
THEOREM 3.12. (a) Let f~ L2 and suppose 2 <qi (2n + 2)/(n- 1). 
Then 
(b) Suppose (l/p, l/q) lies in the open triangle with vertices 
4 4% l/2), B(L (n - 1)/Z n ) , and C((n + 1)/2n, 0) (see Fig. 1). Then 
11 n 11 -=a-- 
! ) 
--- 
r 2 n-t1 p q,’ 
(3.47) 
(3.48) 
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FIGURE 1 
We consider next the question of computing PA of a convolution f * g in 
terms of PA f and J??~ g. We may take f and g in L2, in which case we can 
use (3.3) to define PL(f* g), but not (3.5). 
THEOREM 3.13. Let S, gG L2. Then for a.e. 2, 
%(f* db)=~~~m 5 1 %f(x-Y)%g(Y)dY (3.49) 
h(z) 
for any z. 
Proof. By polarizing (3.11) in Lemma 3.2 we obtain 
for Hj( y) = jsn-, e i”J’.“hj(u) du. By choosing h,(u) = (27r)” A”- ‘~(,Iu) and 
h2(u) = g(lu) e-‘““‘” and 1 so that h, , h2 E L2 we obtain (3.49) in view of 
(3.3) and (f* g)” =f.g. Q.E.D. 
We can think of the right side of (3.49) as defining a kind of quasi- 
convolution of .Y”nf and 4g. As a complement o the theorem we show 
that the quasi-convolution of two eigenfunctions with distinct eigenvalues 
is zero. Suppose h 1, h2 E L2 and 
Hj(x) = j--, ei+‘hj(u) du for nf#A:. 
To compute lim, _ m 4 lBICZj H,(x - y) H2( y) dy we essentially repeat the 
proof of Lemma 3.2, with the essential difference being 
lim Is’ J,i2+k~l(~lr)J,,2+k-1(~2r)rdr=0, t+mt 0 
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which is a simple consequence of the asymptotic behavior of the Bessel 
functions. 
In a similar vein, we can compute the Fourier transform ,f([) from :$,f’ 
with i= jr/ via 
THEOREM 3.14. Zf f restricted to the sphere 151 =i is in L2, then (3.50) 
holds in the L2 sense on the sphere. If p restricted to the sphere 15 1 = 1 is C a 
(clearly much weaker hypotheses would suffice) then (3.50) holds uniformly 
on the sphere. 
Proof: Without loss of generality, take z = 0. Take a spherical harmonic 
expansion 
so that 
Piff(ru)=C ckjik(2n)-“‘2~n~‘Jn,2+k-,(;1r)(IZr)’-”’2 Y,,(u). 
Then 
71 
t s Yl f(x) e-‘“‘.” dx Ix1 < f 
=I ckj; j-; j--, ,?“+k(2n)~“‘2J,,2+k-,(~r) 
x (Ar)“l’ -. ’ ykj( u) e &’ “r” ~ ’ du dr 
and the rest of the proof follows as in Lemma 3.2. 
4. HYPERBOLIC SPACE 
Q.E.D. 
In this section we consider the next simplest case: the simply connected 
space of constant negative curvature. Group theoretically this is 
H, = SO,(n, l)/So(n), and it is modelled by one sheet of the two-sheeted 
hyperboloid xi - x: - . . - x5 = 1 in lR”+ ‘, say x0 > 0. The Riemannian 
metric on H, is obtained by restricting the semi-Riemannian metric 
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-dxi + dx: + . . . + dxi on the ambient space, and the Laplace-Beltrami 
operator A on H, is the tangential part of the d’Alembertian 
0 = -a2/ax;+a2/ax;+ . .. +8*/8x: on the ambient space. As is well 
known, the harmonic analysis of H, as a homogeneous pace of SO,(n, 1) 
is equivalent to the spectral decomposition of A. It is convenient to 
parametrize the eigenvalues as -0’ - ,I* where (T = (n - 1)/Z as before and 
,I is real, and all expressions are even in 1. We will choose the normaliza- 
tion of the projection operator ~j. onto the eigenspace with eigenvalue 
- a2 - 1* so that 
f(x) = J’,: %‘nf(x) 4 (4.1) 
and 
%&f(x) =IHn cp,(dk Y)) f(y) 4s (4.2) 
where d(x, y) denotes the distance from x to y, and ‘pi, is a multiple of the 
usual spherical function. We write [x, y] = x0 y, - x1 y , - . . . - x, y, for 
x, y E H,. Then d(x, y) = cash--‘[x, y]. 
The basic formula for cpi is 
cp,(d(x, Y)) = ~(2) jsnm, Cx, t(u)1 -a+i’ Cv, t(u)1 -0-ii du, (4.3) 
where t(u) = (1, U) and 
y(A) = (27c-” 
T(a+il) 2 
I I r(A) (4.4) 
(4.4’) 
(see [Tak, VI). Notice that when n is odd 
( 
0-l 
y(l)= (271)rn l-j (r12+j2) 
J=o > 
and when n is even 
D - 312 
y(A)=(27c)” Atanhrcnl n (I.‘+(i+i)‘) . 
> 
(4.4”) 
J=o 
While it is not obvious that the right side of (4.3) defines a function of 
d(x, y), this follows readily from the fact that it is unchanged if x, y are 
replaced by gx, gy for any g E SO,(n, l), and this can be verified by a 
58Of87’1-6 
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change of variable. We can then compute rp, explicitly in terms of Legendre 
functions by taking y = (1, 0, . . . . 0). Then 
q,(Cosh r) = y(A) jsfl , (cash r - sinh ru v) u+‘i du 
=CO,,-2 y(i) 1’ (cash r - sinh r cos O)-rr+‘i (sin 0)+’ d0 
0 
= y(A)( - 1)” (2x)“+ “’ (sinh r)‘12 -mu P!!tbT ,(cosh r), (4.5) 
where Pt denotes the Legendre function, and when n is odd we can write 
D cos Ar. (4.6) 
Now by combining (4.2) and (4.3) we see that 
%.f(x) = j--, [x, 5(u)] -O+i’ $(u) du, (4.7) 
where 
(4.8) 
We want to understand the right side of (4.7) for a general function (I/ on 
S”- ‘. Now a natural technique is to take a spherical harmonic expansion, 
and so we are led to compute jsfi., [x, 5(~)]-“+‘~ J/k(u) du when Jlk(u) is 
a spherical harmonic of degree k. We know the result must be 
s 1x3 t(u)1 s”-, a+rA $k(u) du = Qk.Ar) +k(u) (4.9) 
for x = (cash r, sinh ru), and the problem is to compute the function @jk,l(r) 
explicitly. By choosing a zonal harmonic for t+Qk and computing in polar 
coordinates we find 
@k,Ar) = 0 n_2hk(l))’ jX (coshr-sinhr COST))“+“’ 
0 
x h,(cos @(sin 13)~  * de, 
where 
k 
h,(cos 0) = (sin 0) -*(O- I) (sin 8) 2(a- I +k) 
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Then hk( 1) = ( - l)k 2kT(a + k)/r(a) and integration by parts yields 
~k,n(r)=w,_,h,(l)-‘(-o+i~)...(-a-k+l+i~) 
x (sinh r)k j: ( coshr-sinhrcos8))“-k+i”(sin8)2”P’+2kdt9. 
In terms of Legendre functions this is 
@Jk,).(r) = (- l)n+k (2a)“+ ‘/* (-cr+iA)...(-o-k+l+iA) 
x (sinh r) 1/2-u P!21,“,;,k(cosh r) (4.10) 
and for n odd 
( 
a-1 
> 
-1 
Q&r) = 2(271)O n (A’ + j*) 
j=O 
X (“+fi-’ (U+ j))-’ (sinh r)k (T-&J f)“‘* cos lr. (4.10’) 
j=a 
Suppose now we consider a general eigenfunction, say AH = 
( - c2 - A’) H. Because the Laplace-Beltrami operator is elliptic we know H 
must be C”. If we write x = (cash r, sinh rv) for u E S”- ’ we can take a 
spherical harmonic expansion, say H = C H,, where 
H/cj(X) =h,(r) Y/JO) 
and { Ykj} is an orthonormal basis for the spherical harmonics of degree k. 
Then hkj(r) must be a solution of 
h”(r) + (n - 1) coth h’(r) - k(n - 2 - k)(sinh r)-*h = ( -a2 - A*)h. 
But at r = 0 this equation has a regular singular point with roots of the 
indicial equation equal to k and 2 -n-k, hence it has a one-dimensional 
space of solutions regular at r = 0, and @,Jr) is one of them. Thus the 
general eigenfunction has the form 
H=C akj@k,l(r) Ykj(r) (4.11) 
for suitable coefficients ki. 
We now characterize those eigenfunctions which have the form (4.7) for 
$ E Cm( S” ~ I). Let % denote the universal enveloping algebra of so(n, 1) 
realized as differential operators on H,. Thus ?Q is generated by the 
operators Ljk = ~~x~(d/cYx~) - x,,.(iY/dx,) where .so = -1, sj = + 1 for j > 1. 
The following result is a special case of [BS, Theorem 10.11. We give a 
direct proof. 
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LEMMA 4.1. Fix L real. Suppose AH= -(a*+i’)H on H,,. Then 
H=Jsn-, h(u)[x, t(u)]-“““du ,for Some hECX(S”-‘) if’ and only (1 
LH E L” for every L E %. 
Proof: Suppose first that H is of the given form. Then IH( < ljhjl I 
G&r) and it is easy to see that @,,Jr) is bounded by (4.10) and properties 
of Legendre functions, or by directly estimating the integral 
I 0z (cash r - sinh r cos 0) ’ (sin 0)2U ~ ’ de. 
Thus HEL”, and similarly LH E L” for any L E @ because LH is of the 
same form. 
Conversely, suppose H is an eigenfunction and LH E L” for every L E Q. 
We know that H must have the form (4.11) where 
so we have the estimate 
laki@k,.Ar)l 6 c IIHII m. (4.12) 
We need estimates from below for Q&r) so as to obtain estimates for the 
coefftcients akj. Once we have control of the coefficients we can conclude 
from (4.9) that H has the desired form with h(v) = C ukj Ykj(v), and rapid 
decrease of akj in k will imply h E C”. 
Our estimates from below for @k,j.(r) will be based on (4.10), the 
expression 
Pt(cosh r) = $&J (sinh r)-‘( 
~P(l-~+~,--~-~;1-~;~(1--coshr)) (4.13) 
for Legendre functions in terms of hypergeometric functions, and properties 
of hypergeometric functions. Combining (4.10) and (4.13) we obtain 
@k,l(r) = (- 1)” (7c)“+ ‘I2 2’ k 
r(a + k - iA) 
T(a+k+ 1/2)T(a-ii) 
x(sinhr)kF(a+k+i&~+k-i&o+k+~;~(l-coshr)). 
(4.14) 
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The coefficient in (4.14) is of order 2pkkp “* as k + 00. To estimate the 
hypergeometric function when 3, > 0 we first use the transformation law 
F(a+k+iI,a+k-i1; a+k+& z) 
(4.15) 
for z real and negative. We will be choosing r so that sinh r z k, 
z=&(l-coshr) z -k/2, and (1 -z)-’ --P 0. Thus we expect the hyper- 
geometric function to, approach 1. To make this precise we estimate 
IF(a+k+d,$+iil; 1+2&s)-11 
r(l+2iL) l 
= r(1/2+iL)2 IIj 
t-l/2+ii.(l -t)pl/2+il ((1 -&l)po-kpiA- 1)dt 
0 
<c(A) I(l-&)-“Pk-“-ll. 
If we take sinhrzbk then &%22/bk and ~(l-~)-~~~-~‘-l~~~e~‘~-l), 
so by taking b large enough, independent of k, we can make 
c(~)I(l-~))~-~~~~-l~<~ so that lF(a+k+i& i+i;l; 1+2iL; s)(>f. 
The ratio of gamma factors in (4.15) contributes a term of order kl/*, and 
(1 -~)-“~~~((2/bk)~+~, while (1 -z)-j’ can be used to adjust the phase. 
Altogether we have the estimate IQkJr)J B c(bk)-” for this choice of r, 
hence from (4.12) we obtain lakil < ck” IIHI1 m. The rapid decay of the coef- 
ficients then follows from the same estimates applied to (d,)“H, where 
Finally we complete the argument when 2 =O. In this case we can’t 
transform to (4.15), but rather we estimate (4.14) directly, using 
F(o+k,a+k; a+k+$; z) 
T(a+k+ l/2) 
=T(a+k)f(1/2) 
p+k-‘(1 -1)-l/2(1 --z)--k&. 
Since everything is non-negative for z < 0 we can obtain an estimate from 
below by taking the integral on (4, 1) and estimating t”+ k( 1 - t~))“-~ > 
(2-z)-“-k on this interval to obtain F(o+ k, CT+ k; o+ k+ 4; z)> 
ck”2(2-z)--ok. Again the choice of r so that sinh r z k yields the estimate 
I@k&)l 2 ck-“. Q.E.D. 
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Remark. The characterization for /ZE ,‘(S” ‘) is that H(x) have 
exponential growth in d(x, z) for fixed z (this is equivalent to polynomial 
growth in x as a variable in OY+ ’ ). If h E g’(Snm ‘) then h = (I- A,)~ h, for 
some h, E LCD(Snp’), and then integration by parts and simple estimates 
give the exponential growth of H(x). Conversely, from the exponential 
growth of H we obtain (4.11) with Ja,j@‘k,j.(r)l <ceA’, and the above 
choices of r yield polynomial growth in uk,, which implies h ~22’(S”~ ‘). 
Next we obtain the characterization for h E L2. 
LEMMA 4.2. FixA>O. Suppose AH= -(12+g2)Hon H,. Then H(x)= 
ssn-, h(u)[x, r(u)] --O+” du for some h E L2 if and only if 
lim A j 
t-a* t 
IH(x)12dx<c0 (4.16) 
R(z) 
for one fixed z (or any z), or if and only if 
1 
sup f s IH(z dx< co. I.2 B,(z) 
Furthermore, we have 
(4.17) 
lim .! j” 
,-cc t IH(z dx = 2W)‘” rlt’:“;l, 2 llhll:, I I 
(4.18) 
B,(z) 
and there exist constants c, and c2, independent of 1, such that 
Proof: Without loss of generality we may take z = (1, 0, . . . . 0) (this 
amounts to the observation that replacing H(x) by H(Ax) for A E SO(n, 1) 
results in a change in h that preserves L2 norm). Now H has the desired 
form with h E L2 if and only if H is represented by (4.11) with 1’ coef- 
ficients. and 
llhll; = c l+12. 
Thus to establish (4.18) it suffices to show 
lim A jr (@k,l(r)(2 (sinhr)“-’ dr=2(2n)2” ~&(;‘~~)~’ 
r-cot 0 
(4.20) 
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for all k, and similarly to establish (4.19) we need to show 
where the constant is independent of k and 1. 
To prove (4.20) we use (4.14) and the transformation (4.15) to obtain 
the asymptotic behavior of @k.n(r) for large r. Putting z = h( 1 -cash r) in 
(4.15) we have 
F(a+k+i~,otrk-ilZ;o+k+~; i(l-coshr)) 
as r + co because (1 - z) ~ I -+ 0 (remember k and 1 are held fixed in this 
computation). Thus there exists a phase 7, whose exact value does not 
concern us, such that 
I@k,i(r)l - (sinh r)-eb lcos(h + T)I f+ 1’22a+2 
r( -2iA) 
r(1,2 _ ilJ r(a _ ul 
as r + co. From this and the duplication formula for the r function we 
obtain easily (4.20). 
The proof of (4.21) is based on the recursion relations for Legendre 
functions 
-- ((sinh r)p P;(cosh r)) 
=(v+p)(v--+ l)(sinhr)p’l Pt-‘(coshr), 
-- ((sinh r)-@ Pf(cosh r)) 
= (sinh r)-p(-l Pt+‘(cosh r), 
and 
Pt+‘(coshr)-(v+p)(v-p+ 1) Pz-‘(cash r) 
cash r 
= -2~ x Pt(cosh r). 
By (4.10) we have 
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= (2~)” “+A ’ (i*+,j’) f c,: P”:;;“,,” (cash Y) 
j=O 
x P!:j”;,k(cosh Y) sinh r dr 
=f [: I@kp,,i(r)J2 (sinh r)np’ dr 
o+k-2 
- (27~)” n 
j=a 
(A’+j’) y P!:jy’;; (cash t) 
XP ‘/:,T;; + ‘(cash t) 
using the first two identities and integration by parts as in the proof of 
Lemma 3.2. By iterating this result and using the third identity we obtain 
f jd I@,&r)J* (sinh r)np’ dr 
=f Ji (@k-2,j,(r)12 (sinh r)‘- ’ dr 
afk-3 
-(27c)“(a+k-3/2) n (lw’+i’)F ( P”‘,i”,;ik + ‘(cash t)12 
,=O 
<i j: I@k-2,j,(r)(2 (sinh r)np’ dr, 
if 0 + k 3 3/2. Thus it suffices to establish (4.21) for k = 0 or 1, and n = 2 
or 3. For n = 3 this amounts to the obvious estimates 
’ 
(sinh r)’ <c (k =0) 
($-)*(sinhr)*6c(l+A2) (k=l). 
For n = 2 we need to show 
IPO l,2 + ,(cosh r)12 sinh r < 
c 
1% tanh nA 
(k=O) 
If’: :,2 + ,(cosh r)l’ sinh r < tAz + 1,4yA tanh no (k = 1). 
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It is convenient to use the integral representations 
P” 112 +,(COsh r)= < ji (cash ~~c~sh t)lp dt 
and 
f’~:p+Jcosh r) = & (sinh r)-’ Ji (cash r-cash t)“’ cos At dt 
[E, Vol. 1, p. 1561 which by a contour integral argument can be trans- 
formed into 
PY 112 +ij.(Cosh r) 
1 ie - Ur 
( 1 0m 
-2.Y dy 
= - 
2’f27c (cash r( 1 - co:y ) - i sinh r sin y)‘12 
s 
~ e 
- iy 
_ iel~r 4 
0 (coshr(l-cosy)+isinhrsiny)“’ 
and 
PI :,2 + ,(cosh r) 
=A (sinh r)-’ (ieeii’ irn (cash r( 1 - cos y) 
0 
112 - i sinh r sin y ePLy dy - ierAr 
cc X 
1 
(cash r( l- cos y)+isinhr sin y)“2epA^Ydy). 
0 
Because the integrands are periodic, except for the factors eeAY, we can 
write the integral over (0, co) as a sum of integrals over (277m, 2n(m.+ l)), 
and evaluate the sum to simplify the integrals as 
P% 112 + iA(COsh t-1 = 
1 
2wq 1 - e-2nl) 
x e-ly dy 
(cash r( 1 - cos y) - i sinh r sin ~)l’~ 
s 2n _ ieiA’ e ~ j.Y dy o (cash r( 1 - cos y) + i sinh r sin Y)“~ > 
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and 
p .~l 
~ii*+ri(~~~hr)=25,*n(1_e’ 2d.) h sin r 
( i 
277 
x ie rh cash r( 1 - cos y) - i sinh r sin y)‘j2 e ‘J dy 
0 
_ iei2’ 
I 
2n (cash r( 1 - cos y) + i sinh r sin y)“’ P ‘-v dy . 
0 > 
But 
Jcosh.r( 1 - cos y) + i sinh r sin y[ ‘I* 
= (( 1 - cos y)’ + 2(sinh r)2 (1 - cos y))“” 
which is bounded below by 2’j4(sinh r)l’* (1 - cos y)‘j4 hence yields a 
bound 
This establishes the required estimate for k=O since 
lp (e-“‘/( 1 - cos y)““) dy d c( 1 + A))li2. Similarly we have the bound 
IPI i/2 + il(cOsh r)l 
C 
< 1 -,-2nl (sinh r)-’ ((sinh r)“2 
X 
s 
2n (l-cosy)~“e~“‘.dy+~~* (l-cosy)“~e~“~(/ly) 
0 
which establishes the required estimate for k = 1 in all cases except when 
r < 1 and r,l< 1. However, in that case we may use the simpler estimate 
IPL~/~+i~(COShr)I GC s (cash r -cash t)“’ dt < cr 0 
since then r 6 c(sinh r)-l’*/((J,* + :)A tanh ~~)“*. Q.E.D. 
THEOREM 4.3. Let fn( y) be a measurable function on (0, co) x H, such 
that A& = -(a’ + 2’) fl for almost every 2. Then there exists f E L2 with 
.!!??A f = fj. a.e. if and only if one of the following equivalent conditions holds: 
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al 
sup 
i, I s s 0 f E,(z) 
I.f~(x)l 2 dx d2 < 00 
IfA( * dx d/l < co for some z 
lim 
Or, 1 s s lfn(x)12 dx d. ,-a0 0 t h(z) 
Furthermore, we have 
<CD for some z. 
=7x Iim f--riD J, ; j ILdx)12dxd~. 
&(z) 
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(4.22) 
(4.23) 
(4.24) 
(4.25) 
(4.26) 
Proof The usual statement of the Plancherel formula on H, is that 
and 
for f E L2 (see [Tak, VI). The theorem follows from these results and 
Lemma 4.2 in a similar way as the proof of Theorem 3.3. Q.E.D. 
Remark. Although it is not needed in the proof of the theorem, there is 
a substitute result for Lemma 4.2 in the case 1= 0. We consider for sim- 
plicity only the case n odd. Then H(x) =jsti-, h(u)[x, T(u)]-” du for some 
h E L2 if and only if lim, _ ,( l/t’) je,Czj )H(x)1 2 dx -c 00 for one fixed z (or 
any z), or if and only if 
sup -5 I,z t1 s,, ) IH(x dx< 00, ,z 
90 
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To see this we use (4.10’), take one derivative, and regroup terms as 
@/Jr)= -2(2X)” n (n*+.j’) ( 
0-I 
i--T+*-’ ’ n (i%+j) j= I ,=0 > 
x (sinh r)k (A g)“‘*-’ (fg). 
Now we may let A + 0 to obtain 
@k,O(r) = r(iz:yk) (sinh r)k 
The dominant term in the asymptotic behavior as r + cc is obtained 
by avoiding putting derivatives on the r factor, Q&r) N (- l)a+k 
(2(27r)“/T(a)) r(sinh r)-“, and so 
l@k,o(r))* (sinh r)“-’ dr -4 $ 
and the rest of the argument is as before. 
Next we characterize ~j, f for f in C,“,,(H,). The characterization is 
slightly different from the Euclidean case, and to describe the difference we 
need to define the space A$(H,,) of spherical harmonics of degree k on H,. 
There are three equivalent descriptions of flk(Hn). First, the functions in 
Xk(Hn) are the analytic continuation to H,, of spherical harmonics on 
S”, if we regard both H, and S” as subsets of the complex sphere 
z;+z:+ .. . +z,2=1 in @‘+I. Second, the space Sk(H,,) is the unique 
finite dimensional invariant subspace of the eigenfunctions of A with eigen- 
value k(n - 1 + k). Third, the space Zk(H,,) is spanned by the functions 
[x, t(u)]” as 24 varies over S+-l. 
THEOREM 4.4. Let n he odd. rf f E C,“,,(B,(z)) then f;..(x) =$.f(x) 
satisfies 
(i) j>.(x) is a C” function on 63 x H,; 
(ii) for each ,jxed 2, df,(x) = -(a’ + A*) fi(x); 
(iii) for each fixed x, f>.(x) is an even entire function divisible by 
n::; (%2 + j’); 
SPECTRAL THEORY OF LAPLACIANS 91 
(iv) for every N there exists c,,, such that 
0-l 
IfA( dc, .,Fo lA2+j21) (1 + IIZI)-Ne(R+d(x,z))‘lm”; 
(. 
(4.27) 
(v) fHv+k)i l Xk(Hn)for k=O, 1,2,.... 
Conversely, iff,(x) satisfies (i)(v) then there exists f~ C,“,,(B,(z)), in fact 
f= 1: fA dA, such that fA = PA f. 
Proof If f E C,“,,(B,(z)), then (i)-(iv) follow easily from (4.2) and 
(4.6) while (v) follows from (4.3) and the third definition of Hk(Hn). 
The proof of the converse follows the same outline as the proof 
of Theorem 3.6. We set f = jp fA d1 and (for z =0) expand both 
f(cosh r, sinh ru) and f,(cosh r, sinh ru) in spherical harmonics in the u 
variable, f,(cosh r, sinh ru) = C f2.k,,(r) Y,Ju), where fi,k, j Y,,(u) satisfy 
the same hypotheses as fA(x). In place of (3.27) we have 
fi,k.,k, j(r) = F(A)(sinh r)k - - cos Iv 
so (4.27) yields 
F(A)(sinh r)k (& f)“‘* cash1 
6cN jvo lA2+j21 (1+ IA()--Ne(R+‘)‘imAl. (4.28) 
Now the choice r = a 12) ~ ’ for suitable a (so that the analytic function 
wi4ww)~+k cos z does not vanish on the circle of radius a about the 
origin) yields 
IF(A)1 6 c,(l + IA\))” eR”mAi 
for large il. We need to show that F(A) is an entire function, and so we have 
to study the behavior of F(A) near the values of A for which 
((l/sinh r)(a/ar))“+k cos J.r vanishes identically. It is easy to see that 
these are the points I = im where m is an integer ImJ <G + k; in 
fact ((l/sinhr)(a/dr))“+k cosAr I,=o=ck~~f,kp’ (A2+j2) where 
Ck=(-l)u+k (1 .3 . . . (20 + 2k - 1)) ~ ‘. From thi’s and (4.28) it follows that 
F(A) is regular at A = im for [ml < 0. To handle the points A = im for 
0 < jm( <G + k we use condition (v), which says that at A = im, 
fdx) E qm, -(rT so that the spherical harmonic expansion of fA contains 
only spherical harmonics of degree d JmJ - g. Since k > (ml - cr we have 
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,f,.,.Jr) = 0 for A= im. Because (( I/sinh r)(a/&))’ +’ cos /Ir has a simple 
zero at A: = im we conclude that F(A) is regular at 1, = im. 
Thus by the usual Paley-Wiener Theorem p(r) vanishes for r~ R and so 
does fk,,(r) = (sinh r)k (( l/sinh r)(a/t3r))“’ k g(r). This shows that f has 
support in BR(z), while estimate (4.27) implies that A”‘j” is bounded for 
every m, hence f is C”. Q.E.D. 
We conclude this section with a brief discussion of general symmetric 
spaces of the non-compact ype. Let X be such a space of dimension n. We 
follow the notation of Helgason [Hl] except as noted. Now [HI, Theorem 
2.61 the Fourier inversion formula is 
f(x) = c fae !” T(p, 6) e(ip+p)(A(x,h)) /c(p)/ e-2 db dp, 
+ B 
(4.29) 
where 
T(p, b)= [ f(y) e(bi@+P)(A(Y,h)) dy 
JX 
and the Plancherel formula is 
(4.31) 
Here r is the rank of the symmetric space, B = K/M, and a*, is a Weyl 
chamber. The constant c depends on the normalization of the various 
measures dx, db, and dp. Here we take these to be the canonical measures 
associated with the natural metrics on X, B and a*, which is a different 
convention than Helgason’s. Now for each p E a*, we define 
(P, 6) e (b + P)(A(x,f’)) & 
so that (4.29) becomes 
f(x) =s,, --%J(x) 4 t 
and each Z$ f is a joint eigenfunction for the invariant differential operators 
on X By combining (4.32) and (4.30) we can also write 
c IBI 
4f(x) = Ic(p)lz J x f(y) cp,(x, Y) dx (4.34) 
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where 
is the usual spherical function, and II31 denotes the total measure of B. 
Conjecture 4.5. For f, = Q, f with f l L2 we have 
Ilfll:=suP $ 5 s a: 
If,(x)1 2 dx dA 
1, i B,(z) 
and for any fixed z, 
(4.36) 
llfll; = 2’7cri2r L + 1 (2 ) ,‘i% Ia: ; iB,(*) lfp(x)12dxd~- (4.37) 
Conversely, if f, is any family of joint eigenfunctions for which the right 
side of (4.36) or (4.37) is finite, there exists f in L2 such that f, = 21pf: 
We can also combine the joint eigenfunctions 4 f to produce simple 
eigenfunctions of the Laplacian. Let U(a*,) denote the unit vectors in a*, 
with canonical measure du, and set 
%ff(x)=,r-l jucae) %,f(x)du 
+ 
(4.38) 
for A > 0. Then PA f is an eigenfunction of the Laplacian with eigenvalue 
-A2- (P, P>, and 
(4.39) 
follows from (4.33). 
Conjecture 4.6. For fA = PA f for f E L2 we have 
uol 
Ilfll:=uP - 
f,Z s I 
o t B( ,Ifdx)12dxd~ tz 
and for any fixed z, 
llfll: = lim 7t 
ml s 5 If&N’ dx d. t-m 0 f B,(r) 
(4.40) 
(4.41) 
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Conversely, given any family ,f,, of eigenfunctions of A such that the right 
side of (4.40) or (4.41) is finite, there exists ,f’~ L’ with ,I; = $f: 
As evidence for these conjectures let us look at the special case of K 
invariant functions and z the origin. Then f(p, h) is independent of h. say 
equals T(p), and 9,S(x) = (c lB(/lc(p)12) y(p) cp,(x). In this case (4.37) is 
equivalent to 
,'tm= ; j IcpJx)12dx= IC(P)12 &(=I c IB( 2’7C2r(r/2 + 1)’ 
(4.42) 
Presumably this (and also control of the sup in place of the limit) can be 
established using HarishhChandra’s asymptotic expansion for the spherical 
functions [H2, p. 4301. In the special case that G is complex we can 
establish (4.42) directly from an exact formula (also due to Harish- 
Chandra) for the spherical functions and c-function: 
cp,(a) = C(P) 
z(det s) ewe 
C(det s) esp(‘Ogrr) 
for a E A, where the summation is over the Weyl group, and 
(4.43) 
(4.44) 
(see [H2, p. 4321). We also need the integral formula 
j F(x)dx= IBI j F(a)6(a)du (4.45 
x A+ 
[H2, p. 1863 and the fact that 
S(U)“~ = p-& c (det S) eSp(‘Ogu) (4.46 ) 
for G complex ([H2, p. 2681, but note the discrepancy in the factor of 
2(“-‘)‘2). We then have (l/t’) fe,(oJ I’p,(x)l’dx= Ic(,u)[~ IllI 2’-“(l/t’) 
JAI ~(14 d t)l C det se is~(‘o$a)) da and the limit as t -+ KZ is clearly 
2’-” [c(p)/’ IBI V, where V, = o,- ,/r = n”‘/r(r/2 + 1) is the volume of the 
unit ball in A. Also we clearly have control of the sup in place of the limit. 
This establishes (4.42) in this case, up to a constant. In fact we need 
1 
c= JLq2 (27-l)‘2’-“’ 
(4.47) 
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and we will give evidence for this shortly. We can also verify (4.41) in this 
case, for now 
and so 
1 
t s K(O) 
(.c&f(x)I’dx=2’-” IB13~2122r-2 ;s,+ x(jal <t) 
X u(n* ) ‘$ c (det S) eis au(‘oga) du 2 da. 
+ 
But we can combine the sum over the Weyl group and integration over 
U(a*, ) into a single integration over the unit sphere in d*, the integrand 
being &(u)(f(nu)/c(nu))e’l”(lOp”) where E(U) takes on the values ) 1. But 
GZ* is just a Euclidean space of dimension r, so we may use Lemma 3.2 to 
compute 
where 1 WI denotes the order of the Weyl group, and we have control of the 
sup in place of the inf. Thus we have computed 
lim i J 
t-c.2 t I%f(x)l’dx B,(O) 
We now integrate with respect to 2 and use (4.31) to obtain 
7-c lim 
ml 
i s ,-no 0 f I%f(x)12 dx dl B,(O) 
= 2’-“(277)’ pi3 c2 
s 
If(P du 
a; o(z 
=2’-“(271)’ IB12c llfll$ 
Again we need (4.47) for the constant to come out right. 
580:87/l-7 
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What is the evidence for (4.47)? By previous calculation it is equivalent 
to the constant 71 being correct in (4.41). But we can argue by dilation that 
the constant in (4.41) must be the same as in the Euclidean case. The “dila- 
tion” consists of replacing the metric on X by the usual metric multiplied 
by a factor R. If we do this then (4.39) still gives the decomposition of ,f 
into eigenfunctions of the Laplacian, but now the eigenvalue of Pi f is 
-12- (p, p)/R2. If we let R + cc and let f also vary with R so that it 
takes the same form in geodesic normal coordinates about the origin (these 
coordinates will of course also vary with R), we obtain in the limit just the 
decomposition of Section 3 for the Euclidean space +-the tangent space to 
X at the origin, with metric given by the Killing form. Since (4.41) persists 
in the limit the constant must be 7~. 
5. SEMI-RIEMANNIAN SPACES 
5a. Flat Space 
Consider first the flat semi-Riemannian manifold of signature (p, q), 
which we denote FPy. This is just IwP+4 equipped with the quadratic form 
Q given by 
Q(x,Y)=x,Y*+ ... +xpyp-Xp+,Yp+1- ... -Xp+yYp+q. 
It is convenient to write 1x1: for E an integer, x E [w, 1 E C, to denote 1x1’ 
(sgn x)‘. Associated with Q there is a semi-Riemannian distance function 
defined by 
Note that d(x, y) can take on negative values and d(x, y) = 0 does not 
imply x = y. We define “balls” with inner radius r, and outer radius r2 by 
B,,,r2(y) = {x : r, < d(x, y) < r2}, where r, < rz are reals. Note that the balls 
are open in the usual topology, but are unbounded. 
The associated Laplacian will be denoted 0 since it is more like a 
D’Alembertian and is given by 
.=g+ . . . +-& a2 a2 
1 ; ax;:,,- ... -=l,' 
The spectrum of q is the whole real axis, so we will parametrize eigen- 
values f2. according to the convention 
ofi. = -Ixh. 
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The spectral theory of 0 can be derived from the Fourier inversion 
formula on EP+4. It is convenient to adopt the convention 
so the Fourier inversion formula is 
f(x) = (2njepeq jRp+. f(t) erQ(x-S) d{. 
Now let HA denote the hyperboloid H, = {r : Q(5, 5) = 1J.1:) for each real 
I (of course H, is a cone) and let dp, be the measure on H, expressed in 
local coordinates as 
d&=1(,1-‘d(* A ... AC& ... AdtP+4 
in a neighborhood where tj # 0, for any j. It is easy to see that dpI. is con- 
sistently defined, gives a measure invariant under the action of the isometry 
group O(p, q) (this property determines the measure up to normalization), 
and the polar coordinates integration formula 
holds. Thus we define 
9Xx) = (2~c)-p-y 111 jH. .ft‘cr) e’Q’xs5’dpA5) 
* 
so that we have 
f(x) = jm %f(x) dl --m 
(5.1) 
(5.2) 
and 
q %f= -14: *f (5.3) 
as desired. Because 0 is not elliptic we have to take (5.3) in thedistribution 
sense. If say f E Y then the integrals in (5.1) and (5.2) converge absolutely, 
and we even have 9'f (x) smooth in A and x away from A = 0. 
The basic formulas needed to understand PA were worked out in an 
earlier paper ([St2], but please note the corrections). Thus we can express 
PA as a convolution operator 
%fb) = j f(y) cp,(db, y)) dy UW+4 (5.4) 
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with distribution kernels cpi given by 
cpi(r)=(2z)-’ -’ lx+lr -a 
cos iqJ,(irl.l)-sin FqY,(lrAi) ifi>O, r>O 
a sin ~pK,(lrll) if;izO, r<O 
1 sin i qK,( (rll ) if 1” < 0, r > 0 
1 cos q,J,(lrAl)-sin ipY,(lrl.l) if A< 0, r < 0, (5.5) 
where GI = (p + q - 2)/2, provided p and q are not both even, in which case 
‘pi contains discrete terms at r = 0. Of course the expression given for 
cp,(d(x, v)) is not a locally integrable function, and must be appropriately 
regularized (for instance by analytic continuation in a). It turns out that 
this expression for PA is not too useful, however. 
We return to the expression (5.1). We need to understand the transfor- 
mation y -+ G where 
G(x) = jH;. g(y)eiQ(-r.‘) dp,(y) (5.6) 
from functions on HA to eigenfunctions of 0. Now if g E L2(H,) we can use 
the usual harmonic analysis on H, to write 
and 
(5.7) 
I&v412~~k(P)~P+ c llgkll: (5.8) 
for certain functions h,(p) whose exact value does not concern us, where 
gk(y) are L2 functions on H, which satisfy q g, = 0 when extended 
to be homogeneous of degree k and vanish on the other side of the 
cone Ho (see [R,Stl]). By UCS~~‘XS~~’ we mean UT+ ... +ui= 
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u;+l+ --. +u;+y= 1, so that 0 ) [ y, u] I;* + iP = 0, and we can interpret 
(5.7) as an expansion of g in terms of homogeneous waves. When p = 1 
there are no g, terms when ,I> 0, and similarly if q = 1 when 1~ 0. There 
is also a converse statement: given any such g, and cp(p, U) that make (5.8) 
finite then (5.7) defines a function gE L2(H,). Again the functions 
ICY, 41;“+i” are usually not locally integrable, so the integral (5.7) must 
be understood in a suitable regularized sense. 
Now we substitute (5.7) in (5.6). We need to compute 
and 
s ICY, ull, 
a+@ eQ(~,~) dp,ty) “~ 
s gk(A e iQb y)dp,( y), H, * 
and the result can be found in [St2]. We find 
G(x)= c jm $spm,,,qm, ‘%,p,b) I[X, Ull;““” 
&=o,l 0 
x CP(P, u) du UP) 4 + C @k(r) g,c(x), (5.9) 
k> -0~ 
where r = lQ(x, x)1 :‘2 = d(x, 0) and 
QA,,,(r) = (-i)” (27~)(~+~)‘~ Irl pi@ [Alip 
/ 
cos 5 (q-cc+E+ip)J,(Irl() 
-sin 5 (q-or+&+@) Y,(lrAl) if1>0, r>O 
3 sin 5 (q-cr+.s+ip)K,,(IrlI) ifI>O,r<O 
(5.10) 
.( 2 
; sin: (p-cf-E+ip)Kjp(lrIZI) if A<O, r>O 
cos 1 (p-ct-~++p)Ji,(Ir~l) 
-sin 5 (p--a--~+@) Yip(lrll) if L<O, r<O 
\ 
i(4+k)(271)(P+43/2r~k~a+kJa+k(rIZ) if rI. > 0 
if rl < 0. 
(5.11) 
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At this point we need an estimate for Bessel functions, due to Nice 
M. Temme. 
LEMMA 5.1. There exists a constant c such that for all real p and t > 0 
we have 
and hence also 
IJip(t)l 6 ce” Ip’12( 1 + t) ‘I* (5.12) 
(5.12’) 
ProofI For 1 pi d 1 the estimate (5.12) is routine, and similarly if 
0 < t d 1. To get the estimate for I pi 3 1 and It) > 1 we consider the 
function o(x) = (px)“’ J&x), and it suffices to show 
Iw(x)l <ten ‘p”2 
when (pi 3 1. Note that o satisfies the o.d.e. 
and asymptotically 
U(X)~(~)li2cos(px-~--~) as x-co, 
by the analogous properties of Bessel functions. We are going to apply a 
theorem of Olver [0, p. 196, Theorem 2.21, and following his notation we 
set f(x) = p’( 1 + l/x*) and g(x) = -1/4x2, so the o.d.e. for o is 
o"=(-f+g)o. 
Now Olver’s theorem asserts that there exist complex conjugate 
solutions w+(x) and w-(x) of the o.d.e. of the form 
with certain explicit bounds on E*(X) over the whole domain (0, co). To 
obtain the estimates for E+(X) we form the function 
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F(x)=~~ (f(t)-“4(f(t)-“4)“-g(t)f(t)P”2)dt 
x 
112 -;(1+11)-3/2+; (l+t2)-5i2)df. 
Note that the integrand remains bounded as t + 0, because 
l/4 - 3/2 + 5/4 = 0. Olver’s estimate is 
h(x)l G exp(V(,,,,(F)) - 1, 
where 
I’,,“,(F)=jj+; 5 1i(1+t2)-112-; (1+12)-312+; (l+t’)“‘l dt 
is the total variation of dF over the interval (x, co). Thus in fact 
oxj(x)~ Gc/)p( on O<x-~co. 
Now the particular solution o we have is a linear combination of w, 
and w _, in fact the asymptotic behavior as x -+ co shows 
1 2 iI2 
0=‘p’1’2 z - 0 7c 
p/2p. + + IpI l/2 2 1 2 l’* e-p”/2 -‘Ido- 
0 
71 e 
for a certain real U. But 10 + ) < Ip( - 1’2 (1 + c/ Ip( ) by Olver’s estimate, - 
proving (5.12). Q.E.D. 
The proof shows that the Bessel function Ji,(x) approaches its 
asymptotic form more rapidly as IpI -+ co. This is somewhat surprising, 
because for real A the Bessel function J,(x) behaves in a worse fashion as 
,? -+ co. In fact the analogous pointwise estimates are false. According to 
[BA, p. 2241, we have 
J>.(A) - CA - 1’3 as A-+00, 
so x112JA(x) cannot be uniformly bounded, despite the uniform bounds for 
(l/t) Jb IJA(x)12 x dx established in the proof of Lemma 3.2. 
LEMMA 5.2. Let I > 0 and suppose G(x) satisfies q G = - )I! f G. Then G 
has the form (5.6) with g E L2 if and only if 
1 
sup ; s IG(x)12 dx < co. l.Z &l,,(z) 
(5.13) 
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Furthermore, we have 
lim ! J 
r-x t Bo.r(z) 
IG(x)l’d.r=~ j” Ig(y)12&,(1.) (5.14) 
H, 
for any z, and there exist constants cl and c2, independent of A, such that 
Cl IId: I4 sup f jB IG(x)12 dx,<c, lIstI:. 
1,: n,, 2 ( ) 
VA < 0 the same is true if we replace B,,,(z) by B_,,(z). 
Proof Without loss of generality take z = 0. Then by the polar coor- 
dinates integration formula we have 
1 
t s IG(x)(’ dx = f 1: jH JG(x)l’ dp,(x)r dr. Bo.r(O) r 
Now if G has the form (5.6) with ge L2 then by (5.9) and (5.8) we have 
1 
f I IG(x)l’dx 41(o) 
+ c fr’ l@kb912 Ilgkll: ; 0 
2(2 + k) 
r dr. (5.16) 
k>-a o 
Thus in order to establish (5.13)-(5.15) we need to prove 
lim L I’ (@A,p,E(r)12 r dr = 7c-1(2n)P+4 /A[ PI 
t-02 t 0 
)i; f ji I@ktr)i2 (i) 
2(a + k) 
r dr = z-‘(2n)pf4 IA/-’ 
(5.17) 
(5.18) 
and 
(5.19) 
(5.20) 
for c independent of A, p, E, k. 
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Now (5.18) and (5.20) were established in the proof of Lemma 3.2. To 
establish (5.17) we need only apply the asymptotic formulas 
and 
as X--P co. From (5.10) we find 
@n,P,E(r) N (-i)” (2+P+q)‘* r-‘Pl’P 
( > 
-$ 1’2 
xcos rl+;(q-a+a)-; 
( > 
asr++co 
for A> 0 which yields (5.17). 
To establish (5.19) we use the identity 
y- ~,rl,~~Jip(l~~l)~~~h~~-~-~p(l~~l) 
[P i sinh rrp 
which together with (5.10) yields 
@I,P,E(r) = (-i)” (271)(p+q)/2 reiPAip 
X 
2 Im(sin(n/2)( -q + ct- E + ip) J,,(rl)) 
sinh np 
for r > 0. 
Now Lemma 5.1 yields the desired estimate for 1 pi 3 1, while for 1 pi 6 1 we 
need the estimate 
1 ’ 
;!* IYi,(r)l*rdr<c 
0 
which follows from standard estimates for Y,,(r). 
Conversely, suppose GIG = -A*G for A > 0 and (5.13) holds. Then G 
is a tempered distribution so G has the form (5.6) for some tempered 
distribution g on H,. We want to apply a standard regularization and 
cut-off process to g to replace it by an L* approximation, at the same time 
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preserving the estimate (5.13). For the regularization we choose an 
approximate identity $i: on O(p, q), and then we form 
G,(x) = j 
O(P.4) 
G(Rx) cl/,:(R) dR = jH. g,(y) eQ“. ‘) 4;.(y), 
where 
g,(v) = j idRy) tie(R) dR 
WP. 4) 
is a smooth function on HA and g, + g in the distribution sense. Since the 
action of O(p, q) preserves the balls B,,(z) and Lebesgue measure we have 
1 
sup ; 
,,Z s 
lC,(x)12 dx<M, 
&3.,(z) 
where A4 is the bound in (5.13). 
We then choose a function q on Rp+y such that 4 E 9 and 4 = 1 in a 
neighborhood of the origin, and set ~,(x)=F~~-Y~(E~~x) so that d,(r)= 
rj($) -+ 1 as E + 0. Then 
VE * G,(x) = jH, g,(y) dE(y) eiQ(-r,y) 4Ay) 
I 
and we have 
1 
sup - 
I.2 
t jE ( ) ha* GAx)l*dxdCM 
0.r 2 
for c= l/q11 r. But now g,(y) f,(y) is in L*(H,), so by the first part and 
(5.15) we have lIg,4,1/ <CM. On the other hand g,{, + g in the distribution 
sense, so by standard functional analysis arguments gg L*. 
Finally, when 1~0 the proof is the same in view of the symmetry of 
(5.10). Q.E.D. 
THEOREM 5.3. Let fA(x) be a measurable function on R x Rp+y such that 
0 fA(x) = - 12): fi(x) in the distribution sense for almost every A. Then there 
exists f E L* with 9$ f = fA a.e. if and only if one of the following equivalent 
conditions holds: 
jam ","p f (jBo,(;i Ifb)12 dx+jB_,,,,, If-Ax)l* +A < co 
sup 
1, *
IfXx)l' dx + j If->.(x)l*dx dk co. 
B-co(z) > 
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Furthermore. we have 
IfJ.(x)l*dx+j B-,.0(z) 
Ifn(x)12 dx+ j 
B-t,o(z) 
for any z. 
Proof. The argument is the same as given in the proof of Theorem 3.3. 
Q.E.D. 
5b. Constant Curvature Space 
Next we consider semi-Riemannian manifolds of signature (p, q) 
with constant positive curvature. We realize these as hyperboloids 
H,,, = {x : Q(x, x) = l} in [wp+ lsy, where now Q denotes the quadratic 
form Q<x, y)=x,y,+ ... +x,y,-x,+iy,+r- ... -x~+~Y~+~ and x= 
(x0, Xl, . . . . xp+q 3 ) and the semi-Riemannian metric on H,,, is the restriction 
to the tangent space of H, 4 in IwP+ l,q of the semi-Riemannian metric in 
[wP + ‘,q. Of course the special case q = 0 gives the sphere and the special 
case p =0 gives the Riemannian hyperbolic space (actually two copies 
corresponding to the two sheets of the hyperboloid; notice also that we 
have given the negative of the usual metric, which changes the sign of the 
curvature). The Laplace-Beltrami operator on H,,, will again be denoted 
0, and it is the tangential part of the restriction to H,,, of the Laplace- 
Beltrami operator on liV’+ l,y. 
The spectral theory of Cl on Hp,q has been studied in detail by a number 
of authors. In particular we will use the results of an earlier paper [St1 1, 
the work of Rossmann [R] (which corrects a miscalculation in [St 11) and 
Faraut [F]. Although Faraut only considers the quotient space of Hp,4 
obtained by identifying x with -x, it is not difficult to extend his results 
to all of H,,,. We will especially need his computation of K-finite eigen- 
functions. 
What all these works show is that the spectral theory of 0 on H,,, is 
essentially equivalent to the decomposition of the regular representation of 
O(p + 1, q) on L2(Hp,y) (I say “essentially” because there is a further 
splitting of eigenfunctions into even and odd parts). The spectrum of Cl 
consists of a discrete part that lies above -a* and a continuous part that 
lies below -a*, where we write a = i(p + q - 1). Any f E L2(Hp,q) can be 
written 
f = jOW %f dA+ C %(,+oJi (5.21) 
jz -0 
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where j is an integer parameter and 
(5.22) 
The discrete summands L?iCi(r+Gjf’ are in L2, and orthogonal to each other 
and to 12 $Jd)., so there is nothing further to be said about them. We 
need to characterize those functions &(x) on (0, 00) x Hp,y for which there 
exists S in L’(H,,,) with gA!,.f =fn, and to express jjj; PA f A)), directly in 
terms of YAjI Now 9;,.f is given in terms of a “Fourier transform” 
where u6S’xSq- means ui+ . . . -tuj=l and uz,r+ . . . +~lp2+~=Z, 
and 
a(l, E) = 
if either p c 1 or q is odd 
$ (27c-“-I /cot; 
if y + 1 and q are even. 
Note that the integrals in (5.23) and (5.24) are not absolutely convergent, 
but must be interpreted by analytic continuation in the exponents. Finally 
there is also a Plancherel formula 
(5.26) 
and a converse statement: any function ?(,I, E, U) such that f(‘cn, F, -u) = 
(- 1 )“!(A, F, u) for which the integral in (5.26) converges is the Fourier 
transform of an L2 function. 
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To obtain a Plancherel formula in terms of 4f we need to study the 
integral in (5.24), so we simplify notation and write 
G(“)=j,p,sq-, lQ(x5 .r-‘” d”Jdu, (5.27) 
where g(u) has the same parity as E, and we seek to characterize the eigen- 
functions G of this form with g E L2(Sp x S4 - ’ ). It is natural to take spheri- 
cal harmonic expansions in the Sp and Sy- I variables, say g(u) = 
C Yj(u’) Yk(u”) where U’ = ( uO, . . . . up), U” = (up + i, . . . . up + y), and Yj(u’) and 
Yk(u”) are spherical harmonics of degree j and k, respectively. Note that 
the parity restriction says j + k + E is even. It is also natural from this point 
of view to introduce coordinates x = (cash TV’, sinh YU”) on Hp,q, where 
O<r<co, u’ESP, v”ESq-‘. In this coordinate system the invariant 
measure on HP y takes the form dx = (cash r)p (sinh r)q- ’ dr du’ dv” where 
du’ and dv” are the natural measures (not normalized) on Sp and Syp ‘. 
Then 
G(x)=1 @ l,E, j,k(r) yj(“‘) Yk(u”)~ (5.28) 
where 
@A,E,i,k(r) yj(v') Yk(fJ") 
= 
I spx r- 
jcosh ru’ . u’ - sinh ru” . ~“1 ;O+ iA Yj(u’) YJu”) du. 
Now Faraut [F, Appendix B] computes @A,E,j,k(r) explicitly in terms of 
hypergeometric functions for E = 0, but it is not difficult to see that the 
same computation works for E = 1 as well. The result is 
@L,E,j,k(r) =b(l, E, j, k)(tanh r)k (cash r))O+ i’ 
.F o-iA+j+k 
2 ’ 
a-il-p+ 1 +k-j. k+~. (tanhr)2 
2 ‘2’ 
= 6(1, E, j, k)(cosh r)] (sinh r)k (~~+~‘*-‘~j+~‘~-~‘~(r), (5.29) 
where ~pjp,~’ denotes the Jacobi function 
v?-@)(r) = F cr+j?+l-a cr+/?+l+iA n 2 ’ 2 ;a+l;--sinh2r > 
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and 
=7L 0+220+2PiiZJk+q/2) ‘T(a-ij”) ‘(sin~r(a-i/l)) ’ 
xI((--o+i1-j-k+2)/2)‘r((-afiE,+j-k+p+1)/2) ‘. 
(5.30) 
Now to characterize G(x) we want to integrate over “slabs” in H,,y, 
which can be described in terms of our coordinate system by the condition 
0 6 r < t. We can also describe these slabs in a natural geometric fashion as 
follows. The “base” of the slab, which is the sphere S* corresponding to 
t =O, is a maximal totally geodesic submanifold on which the metric is 
positive definite. Any such base B is the image of this particular one under 
an isometry. The slab S,(B) of height t over the base B is the union of all 
geodesics intersecting B perpendicularly and extended to length t (the 
metric is negative definite along these geodesics). 
Conjecture 5.4. The Jacobi functions ~pi.~‘“) satisfy 
sup f i’ (sinh r)“+’ (cash r)2B + ’ I~!“3”‘(r)12 dr n 
0 
<c T(cc+ l)T(iL)T 
( 
-a-/?+l+iI. 
2 > 
xT 
( 
p-a+l+iA 
2 > 
sinrr(a+/?+iL) ’ 
for one fixed constant c as LY, /J vary over all integer and half-integer values 
> - 4, and 2 is real. 
LEMMA 5.5. Assume Conjecture 5.4 holds. Let A>0 and suppose G(x) 
satisfies ClG= ( -a2-i2)G on HP,y. Then G has the form (5.27) with 
gEL2(SPx.SP’) ifand only if 
for one fixed base B, or if and only if 
1 
sup - ,,B ti,,,,) ‘G(x)‘2 dx< m. 
(5.31) 
(5.32) 
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Furthermore, if G 
,‘irnm f 
r 
cl I 
has parity E then 
I 
IG(x)l’ dx = 
S,(B) 
g&q Jspxsqm, ld41* du (5.33) 
Ig(u)l’du<sup F [ IGb-)l’dx 
t,B L d&(B) 
d c2 s ldu)l* du. (5.34) spxsv-, 
Proof Suppose ge L2. Without loss of generality take B to be the 
standard base (u’, 0), u’ E Sp. In view of the spherical harmonic expansion 
(5.28), in order to prove (5.31))(5.34) it suffices to show 
,‘i; f ji l@i.,e,i,k(r)12 (cash r)” (sinh r)4-1 dr=----& (5.35) 
9 
and 
S;P f 1’ I@i,,,j,k(r)12 (cash r)p (sinh r)ypl dr <-$$. (5.36) 
0 3 
But by (5.29) and elementary properties of the hypergeometric function we 
have 
%,l.k (r) = b(& E, j, k)(cosh r)j (sinh r)k 
x2Re (1 +sinh 2,.-((j+k+a-i1)/2) 
( 
r(k+q/2)r(-iA) 
j+k+o+iA k-j+q-a+iJ. 1 
2 ’ 2 
; l+iA; 
1 + sinh’ r 
and so 
I@I,E,i,k(r)I - 2 144 E, i k)l 
r(k+q/2)I’-iA) 
T((k-j-a+q-il)/2)lJ(j+k+a-iA)/2) 
x (cash r))C Icos(Ar + z)l 
sin(z/2)(a + E + i3, -p + 1) 
x (cash r)-O Icos(Ar + t)l asr-+cc 
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for some phase t, from which we obtain (5.35) easily (note that 
ltan(rc/2)(k/2 + ilL)l = 1 if k is odd). Also (5.36) is just a rewording of 
Conjecture 5.4. 
Conversely, suppose G satisfies either (5.31) or (5.32). Then we can 
certainly take a spherical harmonic expansion of G, G = C G,k, where 
Gjk(r, ~‘9 0’) = g,k(U) Y,Cu’) Y/c(u’), 
and Gik satisfies the same condition as G. Now the differential equation for 
G translates into a second order ordinary differential equation 
gyk(u) + (p tanh t + (q - 1) coth t) gjk(r) 
4k+q-2) 
sinh’ t gjm 
= ( -a2- A’) gik(r) 
for g,,Jr), and in order for Gjk to satisfy the differential equation in the dis- 
tribution sense at the singular point r = 0 of the coordinate system it is 
necessary that gjk(r) extend to negative r with some parity as j + k. This 
means gjk(r) must be a multiple of @l,e,,,k(r) and so g has the form (5.28). 
This gives (5.27) and g E L2 follows from (5.33) or (5.34). Q.E.D. 
THEOREM 5.6. Assume Conjecture 5.4 holds. Let fj,(x) be a measurable 
function on (0, co) x Hp,y such that OfA = -(a2 + 1’) fi in the distribution 
sense for almost every 1. Then there exists f E L2 with 9 f = fi a.e. (f is not 
unique, since we can add any L2 discrete summands) if and only if one of the 
following equiualent conditions holds: 
If2(x)12dx dA<co > 
(5.38) 
for some I3 (5.39) 
ml 
lim - s s, t s(B) Ifi(x)l’dxdA< 00 for some B. (5.40) r-m 0 
Furthermore, we have 
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ProojI The theorem follows from the lemma in the same way as 
Theorem 4.3 follows from Lemma 4.2. Q.E.D. 
Next we consider the Paley-Wiener problem of characterizing Y”nf for f 
C” with support in a slab S,(B). Our first observation is that to show that 
f is C” it suffices to control Cl”‘f for all m 20. At first this may appear 
surprising, becauses 0 is not elliptic. But the extra information that f has 
compact support is what is crucial. 
LEMMA 5.7. Let f have compact support on H,, y. Then f is C” if and 
only if 0 “f E L2 for every m > 0. 
Proof We extend f to a function F on Rp+ lsy by setting 
F(x) =f ( ,(X;x),,2) IL(Q(x)), 
where $ is a C” function supported in (&, 2) with $( 1) = 1. Clearly F has 
compact support, and f is C” if and only if F is C”. Now if m denotes the 
d’Alembertian on Rp+ l,q, then q “f E L2 for all m k0 if and only if 
~FE L2 for all m 3 0. But 0 is a constant coefficient partial differential 
operator with symbol o(r) = - ci - . . . - ri + {i+ i + . . . + <i+ y, and so 
we may apply the theory of such operators in Hbrmander [Ho]. The 
important property of this symbol is 1 Va(t)l > 15 1, from which it follows 
that 0 mF~ L2 and F having compact support implies FE La (the Sobolev 
space of functions with m derivatives in L2), hence F is C” by Sobolev’s 
inequalities. Q.E.D. 
Suppose now that f E C” with support in S,(B), and assume for sim- 
plicity of notation that B is the standard base. Then we can expand 
f (cash r-u’, sinh ru”) in a spherical harmonic expansion in v’ and u”, and the 
resulting series will be rapidly converging. If the series is finite we will say 
that f is K-finite. A typical term will be of the form 
F(r) Yj(v’) Yk(u”) (5.42) 
with F a C” function of the same parity as k and support in C-R, R]. So 
for fixed j and k, choosing E so that E +j+ k is even, we have by (5.23), 
(5.24), and (5.28) that 
%f = a(4 &) @A, 6, j, k(r) yj(O') Yk(u”) 
I 
R 
X F(s) @A, E,j, k (s) (cash s)~ (sinh s)~- ’ ds (5.43) 
0 
if f has the form (5.42). 
580,‘87/1-8 
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Now let us assume that p is even and q is odd, so that the functions 
@cl. E. ,. k become elementary functions. Indeed (5.29) shows they are 
expressible in terms of Jacobi functions q$T I’*, h 1/Z) where a and h are 
non-negative integers, and by some persistent manipulation of elementary 
identities involving hypergeometric functions one can arrive at the 
following expressions: 
(1~ h-1 
cpy 112, b l’*‘(y) = ( - 1)” h3.5...(2a-1) n (A*+j*) -I 
/=O > 
X -- cos Ar (5.44) 
if a 3 b, 
(a + b - 2)/2 
~~~‘/2,b~1/2)(r)=(-l)(h~~)/*3.5...(2a_1) I-I (A’+(2j)2) -’ 
J=o > 
X 
sinhrlcoshr~~(&~)h-aCoSir 
(5.45) 
if b>a.and b-a is even, 
(a + b - 3)/2 
X 
sinhrfcoshr~)‘(&~)hPuSinAr (5.46) 
if b & a and b-a is odd. Of course cp:“- r’*, ’ -- ““(0) = 1 because the Jacobi 
functions are defined in terms of hypergeometric functions. 
Now returning to (5.43), we can rewrite it as 
%f= ~(4 5j, k) Y,Cu’) Yk(u”) 
x (cash r)l (sinh r)k rpyp ‘12, h-“2)(r) 
X F(s) cpf- 1P.b I/*) (s)(cosh .Y)~+~ (sinh s)~+~ I ds, (5.47) 
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where 
2 a+ +7+2 II 
= f(k+q/2)2(sinhrr~)T((2-a-b+iI)/2)T((2-a-b-i~)/2) 
xr((l-a+b+iA)/2)r((l-a+b-i1)/2) > 
(5.48) 
and a=k+(q-1)/2, b=j+p/2. 
It is clear that this expression exhibits P*fas a meromorphic function of 
1, with poles and zeros at exactly the points where ~(1, .s, j, k) has poles 
and zeros. These we find by inspection to be only at points I= im where 
m is an integer as follows: 
if m = a + b (mod 2) then there is a simple zero if and only if 
O< Im( <a+b, and a double zero at m=O; 
if m = a + b + 1 (mod 2) then there is a simple zero if and only if 
O< Irnl da-b- 1, a double zero if and only if m=O and u-b2 1, and a 
simple pole if and only if 0 < ) m 1 < 1 + b - a. 
This pattern of zeros and poles can be explained in terms of certain 
representations of the group O(p + 1, q). Let ET and ET denote the space 
of K-finite eigenfunctions ( q u = - (0’ + 2’) U) which are even and odd 
(under x + -x). For A# im these spaces are (algebraically) irreducible 
under G = O(p, q), but for I = im there are some invariant subspaces. To 
see this we use a familiar K-type analysis. (Cf. Schlichtkrull [SC], whose 
results are in many ways more general, but like Faraut [F] he only deals 
with even functions on HP, q.) F or simplicity, we assume first that p # 0 and 
q # 1, and describe the necessary modifications later for q = 1 (the case 
p = 0 has essentially been treated in Section 4). Let 3, k denote the finite- 
dimensional space spanned by functions 
@i,.5, j, kCr) yjC"') yk("") 
(here we fix i and choose E so that E + j + k is even). Then E: can be 
written .?I$, k where j+ksO for E: and j+k-1 for E; and any 
invariant subspace must be of the form Ccj, k)EA q,k for some index set A. 
Every such space is invariant under K= O(p) x O(q), but invariance under 
G can be determined by considering the action of a single operator from 
the Lie algebra, say x,(8/8x, + 1) + xP + r (a/ax,). Applying this operator to 
the function @i,E,j,Jf) Cjp- 1”2(ub) Clp-2)‘2(u;+ 1) and reasoning as in 
[Stl] or [SC] we obtain 
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I 
(P-1+2jj(q-2+2k) ((j+l)C:l;,““(vb)+(~+j-2)C1”, 
[ 
“‘(Uh)) 
+(-j(j+1)C~“+~“‘2(u~)+(~+j-l)(p+j-2)C~~~~i)’2(u~)) 
. ((k+ 1) cy;;“2(U;+, )+(q+k-3)C~P~1”‘2(u~+1))tanht@j,,,,,,,(t) 
+((j+1)Cjp+;1"2 (ub) + (p + j- 2) CjP; “12(ub)) 
. (-k(k + 1) c~;-;“+;+ ,) 
+ (q+k-2)(q+k- 3) C~I;“~(V;+ ,)) coth t @>.,-&t) 1 1 
.(j+ l)(k+ 1) t-jtanh t-kcoth t @i,E,,,k(t) 
> 
+C~j~;““(u~)C~~,““(uj:+,)(p+j-2)(q+k-3) 
.(i+(p+j- 1)tanh t+(q+k-2)coth t @A.,,j,k(t) 
> 
+ Cj”,;“‘2(ub) C~~;“~(u;+~)(j+ l)(q+k-3) 
.(i-jtanht+(q+k-2)cotht ~j.,,,j,k(t) 
> 
+ Cl”; ““(u;) Cf’,-:“‘(I$+ ,)(p +j- 2)(k + 1) 
.(i+(p+j-l)tanht-kcothr Cp ) A,c,j,X(t)]. 
But by elementary properties of the hypergeometric function we can obtain 
$-jtanh t-kcoth t @i,r,j,k(t) 
> 
(j+k+c)2+A2 = _ 
2k+q > 
@. 
n,E,,+I.k+l(a 
$+(p+j-l)tanht+(q+k-2)cotht @J.,E,,,k(t) 
> 
=(2k+q-2)~,,,.,-,.,-,(t), 
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$-jtanh t+(q+k-2)coth t @i,E,j,k(t) 
and 
i+(p+j--l)tanht-kcotht @I,E,j,k(t) 
> 
Wj+(q-p-W)2+J2 = _ 
2k+q > 
Qi 
l,s,j-l,k+l(t)~ 
Thus for Ccj, k) E A q,k to be invariant under G it is necessary and sufficient 
that A satisfy the condition (j, k) E A implies (j+ 1, k+ 1) EA in all 
cases except when (j + k + o)~ + A2 = 0, (j - 1, k - 1) E A in all cases, 
(j+ 1, k- l)eA in all cases, and (j- 1, k+ l)eA in all cases except when 
(k-j+q-a)2+12=0. 
Now we can identify all invariant subspaces of E,;. Suppose ) m ) 2 (T and 
+ is chosen according to the parity of 1 m 1-0. We write Jo = 1 m - CJ. Then 
there is a finite-dimensional representation Xp(H,, 4) corresponding to the 
set A given by the conditions j + k < p and j + k z p (mod 2). We will call 
these the spherical harmonics of degree ,u, and they are entirely analogous 
to the spherical harmonic representations for the case p = 0 discussed in 
Section 4. These are clearly the only non-trivial invariant subspaces with 
parity equal to (m ( -cr. With the opposite parity there are two invariant 
subspaces (they coincide when m = 0). There is a space B,,, where A is given 
by the conditions j-k>q-o+lml, j-k-q-a+lml (mod2), and a 
space Bh where A is given by j-kaq-o-lml, j-k-q-a-lrnl 
(mod 2). Note that .cA?~ s B?‘:, but there is no invariant complement. We 
have a ready interpretation of B,,, for m # 0, for these are exactly the space 
of L2 eigenfunctions (after completion in the L2 norm), and so there are 
exactly the discrete summands that occur in the L2 harmonic analysis 
(5.21)-(5.26) already discussed. We will call 9?; the halo representation 
associated with B,,,. It is not clear how it should be interpreted. 
(Schlichtkrull [SC] calls this representation VA and shows that it arises 
naturally as the image of a certain Poisson transform.) 
We will also need to consider certain representations of associated 
eigenfunctions. Let ET and E; denote the K-finite solutions of 
(0 + g2 + A2)2 u = 0 which are even or odd. These spaces arise naturally 
in the following context (this observation was pointed out by 
H. Schlichtkrull): suppose fi is a meromorphic family of K-finite eigenfunc- 
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tions (0 + a2 + A’)li = 0 for j. # A0 with a simple pole at i = i”,. Then the 
regular part of .J>, at A0 belongs to E,$. To see this we observe that 
(fl +;it+a*) Resf,.=O 
i = i.0 
so for the regular part fA - (Res, = j-,,~~.)(~~ - 1,) ’ we have 
for A # &, and taking the limit as A + A0 we obtain 
Thus if we are to say anything about the regular part of $$:.f at A. = im we 
will involve the spaces E,‘,. 
Now to describe functions in E: that are not in EB we need only the 
following simple observation: if g, is an analytic family of eigenfunctions, 
g,EE:, then (d/&) g, E s:. This just follows from 0= (d/d,?) 
((O+~*+a2)g,)=(O+~‘+a2)(d/d~)g,+2~g,.Sincewehavethespace 
3, k spanned by the analytic family QA, E, j, k(r) Y,(u’) Yk(v”), we can define 
the space $j,k spanned by 
1, E, j  ktr) yj("') yk(““L 
and clearly gi can be written C $, k + C 4, k where j + k = 0 for i?: and 
j + k = 1 for ET. Furthermore any invariant subspace must be of the form 
c (,,k)EA$,k+C(j,k)eB j,k 2 for some index sets A and B. We can repeat 
the above discussion to find the action of the operator 
xoWxp+ l 1 +x,+ @l%J on 
We observe that 
$+(p+j-l)tanhr+(q+k-2)cotht $@z,C,j,k(t) 
> 
by differentiating the analogous identity for Qj., so that any invariant 
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subspace must satisfy the condition (j, k) E B implies (j - 1, k - 1) E B, and 
similarly (j + 1, k - 1) E B. But we obtain the more involved identities 
d 
z-~tanh t-kcoth t -$cD,,~,~,J~) 
(j+k+o)*+A* d = _ 
( 2k+q > 
;ij:@2..e,j+1,k+l(t) 
21 
-- ~,E,j+I,k+l(t) 2k+q 
@ 
and 
i+(p+j-l)tanht-kcotht 
> 
A. E,,, /C(t) 
(k-j+(q-p-W)*+~* d =- 
2k+q > 2 
A,E,,p,,k+,(t) 
21 @ -- 
2k + q A,E,/-I,kfl 
again by differentiating the analogous identities for GA, and so for any 
invariant subspace we see that (j, k) E B implies (j+ 1, k + 1) E B in all 
cases except when (j + k + a)2 + 1* = 0, (j- 1, k + 1) E B in all cases except 
when (k-j+ q - G)* + A* = 0; and it also implies (j+ 1, k + 1) E A and 
(j - 1, k + 1) E A in all cases except when A = 0. Of course the implications 
of (j, k) E A are the same as before. Finally, if all these conditions are 
satisfied by A and B, then we in fact have an invariant subspace of &. 
Now in fact there is only one case that we need to look at, when I = im, 
m # 0, and f is chosen opposite the parity of m + c‘. In this case there is 
an invariant subspace, which we denote by 9;, in which B is given by the 
conditionsj-k>q-o+ Iml,j--krq-a+ Irnl (mod2), and A is given 
by the conditions j-k>q-a- Iml, j-k=q-a- Irnl (mod2). Note 
that 93: n E,; = L#h. We will call ~8: the double halo representation 
associated with SI’,,,. 
Finally we are in a position to draw necessary conclusions about PA:ffor 
f C” with support in a slab S,(B). We write 
%f=P,i-f+P;f 
for the decomposition into even and odd parts. Then 9’: f extend to 
meromorphic functions for ;1 E C, even in il. For every non-negative integer 
~1 we write E(P) = IfI depending on the parity of CL. Then we must have 
~$L7)f~ql. (5.49) 
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For non-negative integers m write 6(m) = k depending on the parity of 
G + m, and 6’(m) for the opposite parity. Then for m < o we must have 
(note that for m = 0 this implies a double zero since 9’: J‘is even in A). The 
poles of Sj f occur only at A= im # 0 where f is opposite the parity of 
0 + m, they are at most simple poles, and 
(5.51) 
In addition, the regular part of .P~““~ at A= im must lie in a;, 
and (5.52) 
g$“O’f~ go 
(again because 9’ fis even in m this implies a similar condition for (a/al) 
P:‘(O) at A = 0). Here, of course, we refer to an appropriate completion of 
Wk, since the functions 9’: f are not K-finite. Conditions (5.49t(5.52) 
together will be referred to as the grand slalom conditions, since they 
prescribe an interweaving of conditions at I = im. 
When q = 1, we need to modify the above by essentially omitting all 
reference to k and setting a = 0. In this case there are no halo representa- 
tions (the conditions defining ~3: yield all of f$“‘), so we can simply omit 
condition (5.52) from the grand slalom condrtrons. Note that in this case 
6% is all of ESJ”” for ) m 1 < 0 (this is also pointed out in Schlichtkrull [SC], 
where .%?,,, is denoted U,). 
THEOREM 5.8. Assume p is even, p 2 2, and q is odd. Suppose f is C” 
with support in S,(B), f is K-finite, and f;(x) = -$f(x), g,(x) = &,f(x). 
Then 
(i) fA(x) is a C” function on (@ - iZ) x HP, y; 
(ii) for each fixed AEUZ-Z, Afn= -(a2+L2)fi, while for each 
m E Z+, Ag, = (m* - G*) g, and g, E L’(H,,,); 
(iii) for each fixed x, .fn(x) is an even meromorphic function of 1 with 
at worst simple poles at ,I = im, and 
-xi i~~.h.(x) =gim(x)i (5.53) 
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(iv) for every N there exists cN such that 
1 fA(x)l <c,(l + I~I)-Ne(R+d(x,B))‘lm” (5.54) 
for A satisfying 1 A - im 1 > i for all integers m # 0, where d(x, B) denotes the 
distance of x to the base B of the slab measured along the orthogonal 
geodesic, and 
II g,* II 2<cN(l + Iml)pN; (5.55) 
(v ) fn satisfies the grand slalom conditions (5.49)-( 5.52). Conversely tf 
fA and g, satisfy (i)-(v) (not assuming K-finiteness) then there exists f, C” 
with support in S,(B), given by f = C,“=, g, + f: fA dA, such that fA = PA f 
and g,, = S?im J:
Proof If f is K-finite then it is a finite sum of functions of the form 
(5.42), and so it suffices to verify the conditions (i)-(v) for a function of the 
form (5.42). Conditions (i) and (ii) are trivial. The estimate (5.54) follows 
from (5.47) and the explicit formulas (5.44)-(5.46) for the Jacobi functions. 
Estimate (5.55) is trivial since only a finite number of g, are non-zero 
(even if we had not assumed f was K-finite, it would be easy to deduce 
(5.55) from the Plancherel formula and the fact that q “fE L2 for all m). 
The meromorphic nature of fA and the grand slalom conditions have 
already been established. It remains to verify (5.53). We start with the 
Fourier inversion formula (5.21), but in place of PA f we substitute 
72, = Y(A 5 j, k) yj(v') Yk(u”) 
. (cash r)j (sinh r)’ @y- 1’2,bp “*)(u) 
. 
I 
k F(s) q~-112*b-‘/2)(s)(cosh )~+~ (sinh s)~+~-’ ds, 
0 
where 4A is obtained from ‘pi by using (5.44)-(5.46) and substituting eidr 
for cos Ar and -ie”’ for sin Ar. The point is that we will still have 
f(x) =: 4 ~~co~~.(x) dA+ Cgi,(x) because we have added the integral of an 
odd function, but that the poles and residues of yA are the same as S$L 
because if we substitute sin Ar for cos ,Ir in (5.45) we will produce zeroes 
to offset the poles of ~(1, s, j, k) at I = im, m odd and 1 m ) < b - a, and 
similarly if we substitute cos ;Ir for sin Ar in (5.46) we will obtain zeroes to 
offset the poles of ~(1, s,j, k) at A = im, m even and 0 < 1 m ( < b - a (it can 
also be checked that we do not introduce any new poles in the process 
because of the zeroes of ~(2, s, j, k)). Thus we can use the residue theorem 
to shift the contour of integration to obtain 
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for any integer p. Now if we choose x outside S,(B), so r > R, then 
f(x) = 0 and it follows from the Paley-Wiener Theorem in R’ that 
hence 
C xi peSfdx) + g,,(x) 
m 
vanishes outside S,(B). But this is a finite sum of eigenfunctions, hence a 
real-analytic function, so it vanishes identically. This establishes (5.53). 
Conversely, let fj, and g, be given satisfying (i)-(v). and define 
S= C,“=, g, + s7fA dA. There is no difficulty with convergence in view of 
the estimates in (iv). We want to show that f vanishes outside S,(B), and 
by taking spherical harmonic expansions it suffices to assume all functions 
are of the form (5.42) (since the conditions (i)-(v) are preserved). That 
means we can assume that 
fn(x) = $(A) Y,(u’) Y,(u”)(cosh r)j (sinh r)k ~p$.~ -“2,hp l’*)(r) (5.56) 
for some meromorphic function +(;I 
obtain 
). From the estimate (5.54) we can 
I b+(n)1 Q CN(l+ Ijbl)- N eR IIm il (5.57) 
for 1 as in (5.54) by setting r 111 equal to a suitable constant. To see this 
we need a bound from below for 
=F 
a+b-iA a+b+il 
2 ’ 2 
;a+;; -sinh*c/;1/-’ 
> 
for ;1 large. This is easily obtained from the power series for the hyper- 
geometric function since the leading term is one and the modulus of the 
ratio of successive terms is 
L ((a+b)/2+k)*+A*/4 (a+ l/2+/%)(1 +k) 1 sinh2c lllpl 
which can be made <a for all k and 1 I I > $ by taking c sufftciently small 
(depending on a and h, which are fixed). The poles and zeroes of $(,I) are 
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given by the grand slalom conditions. Once again we replace cpl by @A and 
defineyl by (5.56) with this change. We still have 
f(x)=f]m .TA(x)dA+z$Tim 
-cc 
and & has the same poles and residues as f1 by the grand slalom condi- 
tions. Thus we can change contours of integration to obtain 
for su&iently large integers p, because by (5.53) the residues cancel the g, 
terms (of which there are only a finite number). If r > R and we let p + cc 
we obtain zero in the limit because of (5.57) and the explicit formulas 
for $,L. 
Now we may apply Lemma 5.7 to conclude that f is C” since 
q kf= jy (- n* - A*)“ fA dA + Z(m2 - c2)“ g, 
and I:- a2 - 12)k fi, (m’ - cr2)k g, satisfy conditions (i)-(v). Finally to 
show PA f =fA and 2im f = gi, it suffices to show f: fA d;i + Z g, = 0 implies 
fA = 0 and g, = 0, and again we may assume all functions are K-finite. 
Then we may simply invoke the L2 theory (this does not require Conjec- 
ture 5.4 because of the K-finiteness). Q.E.D. 
Remark. It is likely that the K-finiteness can be eliminated from the 
hypotheses of the theorem. This would involve some uniform estimates for 
the Jacobi function similar to those of Conjecture 5.4. 
6. THE HEISENBERG GROUP 
The Heisenberg group is the model example from the sub-elliptic 
realm [St9]. We follow the notation of Taylor [Tay], letting Heis, 
denote [WZn+ i with variables (t, q, p), t E [w, q, p E [w”, and group 
law (t, q, p) 0 (t’, q’, p’) = (t + t’ + i(q’ .p - q .p’), q + q’, p +p’). We write 
z = 4 + ip. Also we let T= a/at, r, = ajaqj - ipj(a/at), ibfj = alapi + +qj(a/at), 
j= 1, . ..) n, a basis for the Lie algebra of left invariant vector fields on Heis,. 
The operator 3 = XT= I L; + M,’ is called the Heisenberg Laplacian, and it 
is sub-elliptic but not elliptic. We take it to be our fundamental operator, 
and it can be considered as the analogue of the Laplace-Beltrami operator 
for the sub-Riemannian geometry of Heis, (see Koranyi [Kor] for this 
122 ROBERT S. STRICHARTZ 
specific example, Brockett [Br], and the author [St61 for the general 
theory). There is a certain amount of non-canonical choice in the definition 
of 9 from the group theoretic perspective, analogous to the choice of a 
Euclidean metric on R”. 
Having chosen 9 and its geometry, there is a larger group of isometries 
(or mappings that commute with Z), the Heisenberg motion group, which 
is the semidirect product of the Heisenberg group with the unitary group 
U(n) acting on z = q + ip. Of special interest is the maximal torus 
T” s U(n) of diagonal matrices, which act simply as independent rotations 
in the (q,,pi) planes, and the associated Lie algebra vector fields 
Nj= qi(d/dpi) -pj(d/dqj). The Heisenberg Laplacian can be written in terms 
of these vector fields as 
cY=d,+d,+;(/q12+( p)‘) T*+ i N,T. 
/=I 
(6.1) 
We observe that (9, T, N,, . . . . N,,) form a commuting family of operators, 
and in a certain sense the harmonic analysis on Heis, is the joint spectral 
theory of this family (this is especially true of Geller’s work [G]). We note 
in passing that the differkntial operators that commute with the Heisenberg 
motion group (or its Lie algebra) are generated by 9 and T. Here we will 
deal with the spectral theory of 9’ alone.’ 
Now it is well known that harmonic analysis on Heis, is closely related 
to the theory of the harmonic oscillator, hence expansions in Hermite 
functions. Let 
k 
H/,(x) = ( - 1 )k 8 e y* (6.2) 
denote the kth Hermite polynomial in one variable, and set 
~,(x)=(21”la!J;;)~“‘2e~l’142 ‘I ,IJ, H,(xj) (6.3) 
for x E R”, c1 any multi-index. Then h,(x) are the normalized Hermite 
functions in R”, they form an orthonormal basis for L’(R”) and satisfy 
(~.-lx12)W)= -(n+2 Ial)h,(x), (6.4) 
so they give a basis of eigenfunctions for the harmonic oscillator A, - 1 x 1’ 
in R”. 
Now it turns out that to understand the spectral theory of Y we need 
1 Note added in proof The joint spectral theory of 2 and T is developed in a subsequent 
paper, “Lp Harmonic Analysis and Radon Transforms on the Heisenberg Group.” 
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to study a different basis of eigenfunctions for the harmonic oscillator in 
R!*“. Let a, fl denote two multi-indices in Z,+, E = + 1, and define 
%,p,Ebm)=~-n’2 s W” eiE~~~xh~(x+~)h~(x--$dx. (6.5) 
We will call these the special Hermitefunctions, with the following lemma 
justifying the terminology.* 
LEMMA 6.1. Fix E = + 1. Then q,,+ forms an orthonormal basis of R2” 
of eigenfunctions of the harmonic oscillator A, + A, - ( p 1’ - 1 q I2 with eigen- 
value - (2n + 2 ( o! 1 + 2 1 /I I), or more generally 
~~,+~,-~*~1~12+1~1*~~~,,~,~~~~~ 
= -@+2 Ial+ IPI)cPa,B,E(fiz) (6.6) 
for any z > 0. Furthermore they are also eigenfunctions of the operators Nj, 
NjcPx, p, 6 = id@, - 13,) CP~, p E’ (6.7) 
Proof. By the Euclidean Plancherel formula applied to the q-integral, 
we obtain from (6.5) that 
J-1 cpa, rs, Aq, PI (Pa,, b,, c(q, p) dq dp 
=2n-2,,hD(x+-$h,.(x+-$ 
Xh,(x-$h.,(x-$=)dxdp. 
We then make a change of variable x --f x +p/$, p + p/J? and do the 
p-integration first to obtain the orthonormality. 
We verify (6.6) for r = 1 (the general case follows by dilation) by a direct 
computation: 
(Aq+A,ha,~.Aq~~) 
= :rl 
-nf2 {eiEfiq’x[-2[x[2hD(x-%)h,(x+s) 
+;,Ah,,(x-~)h~(x+-j=)+;h+$)(Ah.)(x+--$) 
-.J (~hR)(x-~)(~hu)(x+~)ldx. (6.8) 
’ Note added in proof: These functions can be expressed in terms of Laguerre polynomials. 
See G Folland, “Harmonic Analysis in Phase Space,” Princeton Univ. Press, 1989. 
124 ROBERT S. STRICHARTZ 
Now we divide the last term in half and do integration by parts on each 
half to remove the derivatives from h, and h,, obtaining 
(6.9) 
We do integration by parts once more in the first integral on the right side 
of (6.9) and substitute back into (6.8) to obtain 
and by substituting (6.4) to eliminate Ah, and Ah, and simplifying we 
obtain (6.6). The completeness of the system follows by counting the 
dimensions of the eigenspaces. 
Finally we obtain (6.7) by direct computation: 
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and by (qj/&) eiefiq’x= (-ic/Z)(a/a~,)(e”~~‘~) and integration by parts 
N/P,, p, e(q> P) = 71 Pn’2 ,ei’~q.x[~(~h~)(x+~)“,(x-~) 
+(x+--$($k)(x--$ 
-iEfixjPih,(x+%) ha (x-s)] dx 
which yields (6.7) after substituting the differential equations 
h,(x) = - (1 + 20(,) h,(x) 
h,(x)= -(1+2/3,)h,(x) 
and simplifying. Q.E.D. 
Remark. These results appear somewhat more natural if one works 
with the Bargmann-Fock picture (Taylor [Tay, Sect. 1.53). 
The connection between the special Hermite functions and harmonic 
analysis on Heis, becomes clear if we look at the entry functions for the 
matrix of the basic representations R,~ (see Chapter 1 of Taylor [Tay]) in 
terms of the usual Hermite functions: 
(6.10) 
In fact the Fourier inversion formula and Plancherel formula on Heis, are 
really elementary observations about expansions of general L2 functions 
f( t, z) in terms of functions of the form e itA^‘~a, B, (a z). From our point 
of view the key observation is 
y(eiSA’Va,p,E(m~))= -A(n+2 I~ll)e~‘“‘cp,,~,~(,,h%z) (6.11) 
which follows from (6.1) and the lemma by direct computation. Changing 
notation slightly, we have 
(6.12) 
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Thus we can expect to create eigenfunctions of 9 with eigenvalue -A2 by 
taking inlinite linear combinations 
of these special functions, under suitable growth conditions on the coef- 
ficients to make the expression converge. Not all eigenfunctions have this 
form, but they are sufficient for the L* theory and need only be slightly 
augmented to give all tempered eigenfunctions. 
We now do the L2 theory. Let us try to write 
(6.14) 
and 
’ fn(t,z)= C c(a,~,~,~)e~~~~~‘(~+*‘~‘)(P~,~,~ 
a, B. E ( J& ’ 16.15) > 
and we write S& f(t, z) for the Fourier transform in the t-variable. If we 
substitute (6.15) in (6.14), interchange the integral and sum, and make the 
change of variable r = d2/(n + 2 lcrl), we find 
x 4~ A sgn z, IT I ‘I2 J-J rp,, @, sgn .(Jlrll:! 2). (6.16) 
But for fixed r # 0, (1 z l/2)“” cp%, ,rsgn .(m z) is an orthonorma1 basis in 
R*“. Therefore 
5 Ief(z,z)12dz=(2x)2 1 (n+21aI) I~l~‘~‘2”-~ 1. B 
x 144 B, sgn t, I T I ‘I2 J-11 2 (6.17) 
and 
c(a, /I, sgn r, I z ( ‘I* Jn+(oro = 
2-n-l 
ITI ” l l/2 
27c~iTTjq 
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We can rewrite (6.18) as 
c(ct, j?, r)=&n2”+1 (41H1+2n)-“-’ 
(6.19) 
and by integrating (6.17) with respect o t, using the Plancherel formula on 
R and changing variable we obtain 
llfll;=;jom C (4JaI+2n)“+’ Ic(cI,D,E,~)I*~~*~~‘~~. (6.20) 
=, A E 
Since all steps are reversible, we conclude that (6.14), (6.15), and (6.19) 
give a one-to-one isometry between fEL*(Heis,) and the space of 
{c(cr, 13, E, A)} making the right side of (6.20) finite. This statement is 
equivalent to the usual Plancherel formula for the Heisenberg group in 
view of (6.10). From our point of view it means we need to characterize 
those eigenfunctions of the form (6.13) where c(c(, p, E) satisfies 
1 IC(~,~,E)12(41aI+2n)“+‘<co. (6.21) 
a, 8. E 
The key observation is that, as a function of t, we are dealing with a class 
of almost periodic functions [Be]. We write 
for the Bohr mean of an almost periodic function. 
LEMMA 6.2. Let fA(t, z) have the form (6.13) where c(cq /I, E) satisfies 
(6.21). Then for each fixed z, fi(t, z) is a uniformly almost periodic function 
of t with mean zero and absolutely convergent Fourier series: 
fn(t,z)= f uk, ,(z) eie lIk’, (6.22) 
k=O 
where pk = A’/(n + 2k) and 
c I%.(ZY < 00. 
k. F 
(6.23) 
5X0/87,1-9 
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Moreover 
1 1 uk. ,:tz)i * pk ’ < a 
k. f 
for each fixed z, and 
= $2 *fl-*c Ic(a, j3, &)I*(4 Jet +2n)“+‘. 
Proof From (6.13) we obtain (6.22) with 
(6.24) 
(6.25) 
(6.26) 
We need to verify (6.23), which will justify the rearrangement of series. 
Consider first the case z = 0. This is especially simple since it follows from 
the definition (6.5) of v,,~,~ that 
Thus 
cpx, 8, ,(O) = 7+2&4 Lo. (6.27) 
and 
G,,(O) = c”‘2 , (6.28) 
z 
( > 
w 
g I%AO)l dc 1 Ic(cr, a, &)I2 (4 (Lx1 +2n)“+’ 
a, E 
by the Cauchy-Schwartz inequality since C, (4 I c( I + 2n)-“- ’ < CD, 
and this is finite by (6.21). Similarly, to establish (6.24) for z = 0 we 
apply Cauchy-Schwartz to (6.28) to obtain I ak, ,(O)l’ d c( 1 + k)“- ’ 
C,,, =k ( C(CI, a, &)I2 since the number of multi-indices c1 of length k grows 
like (1 + k)“-l, and then apply (6.21). 
To obtain the same estimates for a general point z we use a Heisenberg 
group translation argument. It is clear from the Plancherel formula that for 
any fixed (t’, z’), fA((t, z) 0 (t’, z’)) must again have the form (6.13) with new 
coefficients C”(GI, /I, E) giving the same value for (6.21). Thus by the previous 
argument 
fi((t,z)o(t’,z’))= f i?k,c(z)ezGp(k’, 
k=O 
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where &, E satisfies (6.23) and (6.24) at z = 0. On the other hand, from the 
form of the group law and direct substitution into (6.22) we find 
fX(t, z) O (t’, z’)) = f ak, E@ + z’) e iegkQ(z, 2’. f’jeisrtt 
k=O 
for real Q, hence 
and setting z = 0 gives uniform bounds for (6.23) and (6.24). 
Finally we obtain (6.25) from (6.26) by the orthonormality of (P@, pe and 
a change of variable. Q.E.D. 
In view of (6.25) we need an expression for C ( ak, E I2 p; ’ in terms of the 
almost periodic function Zzk E eitPar This is easily provided by a fractional . 
integral. 
LEMMA 6.3. Let f(t) = Za,, Eeic M’ be a uniformly almost periodic func- 
tion with absolutely convergent Fourier series and mean value zero. For each 
fixed N > 0, M( I j! N f (t - s)l s I- I/’ ds I 2, exists. Furthermore, Z I ak, E 1 2 p; I 
is finite if and only if the limit as N + 00 (or the sup over N) is finite, and 
lim M ~~f(i-S~lS,~1’2dS12)=2nt,ak,,,2p;1, (6.29) 
N+cc 
sup M N f(t-s)lsI-““ds 2 <ccIak,e(2p;1, 
I) 
(6.30) 
N -N 
and 
N 
pNf(t-s)IsI-1’2ds *dt 
Proof A direct computation shows 
s 
N f(t-s)~s(-“2ds=Zak,,~~1~2ei’~k’AN,k, 
-N 
(6.31) 
where A N, k = ftp’,, ei, I s I - ‘I2 ds. A trivial estimate shows I p; iI2 A,,, I < 
cN”~., so for fixed N the function j”‘N f (t - s)l s 1~ “* ds has absolutely 
convergent almost periodic Fourier series, so the mean of the square 
always exists and equals C ( ak, E I2 pL;i I A,, k I 2. A less trivial but well- 
130 ROBERT S. STRICHARTZ 
known fact is that AN, k is uniformly bounded and lim, _ ~ A&. k = ,,I!&. 
This gives (6.29) (6.30), and the equivalence of the finiteness of both sides 
by the dominated convergence theorem. Finally the estimate (6.3 1) follows 
from the above estimates for A.,, and the general estimate 
LEMMA 6.4. Let f be an eigenjiinction of 9 with non-zero eigenvalue 
-J2. Then f has the form (6.13) with c(c(, j?, E) satisfying (6.21) if and only 
iffor each z, f ( ., z) is a uniformly almost periodic function with frequencies 
independent of z, and 
~Nf(t-s,z),r,~1~2ds~2)dz<r. (6.32) 
Furthermore, we have 
N f(t-s,z)ls1p”2ds2 dz 
-N I) 
2 
f(t-s,~)ls~“~ds dtdz 
=.&Zn-2 1 144/Z &)I2 (4 Ial +2nY+’ 
1, P, E 
and there exist positive constants c,, c2 such that 
(6.33) 
~,l~‘“~~~~~lc(I,pl&)l~(4lal+2n)“+’ 
. . 
<c2kZn ’ C Ic(~,B,&)12(41aI+2n)“+‘. (6.34) 
1. B, E 
Proof: Iff has the form (6.13) with c(a, b, E) satisfying (6.21), then the 
result follows from the two previous lemmas, the interchange of limit and 
integral in (6.33) being justified by (6.31). Notice, however, that we cannot 
interchange the order of the limits in (6.33) because the estimate (6.31) 
depends on N. 
Conversely, suppose f (., z) is a uniformly almost periodic function with 
SPECTRAL THEORY OF LAPLACIANS 131 
frequencies independent of z. That means f(t, z) N ,?&(z) einar. Also by 
(6.32) and the previous lemma we have C s 1 a,Jz)l* dz ( & 1 -r < co, and in 
particular each uk(z) is in L2. We may also take a multiple Fourier series 
expansion uk(z) = Cu,, ,(z) where N,u,, ,(z) = iyju,, &z), and uk, ,(z) eiik’ is 
an eigenfunction with uk, y E L2. The eigenfunction equation then reduces to 
( AZ-2 lz,*-Ak ,y, +A2 u/Jz)=O, > 
which is essentially the Hermite eigenfunction equation. Since all L* eigen- 
functions of this equation are Hermite functions, we obtain the expression 
(6.13) for f: Then we may apply the previous two lemmas to show that 
(6.32) implies (6.21). Q.E.D. 
Renzurks. Although not necessary, it is desirable to rephrase the condi- 
tions in terms of more geometrically natural subsets of Heis,. Let B, denote 
the ball in the Heisenberg metric of radius r centered at the origin (since 
all our results are translation invariant we could just as well take any point 
for the center). These balls are all dilates of each other, (t, z) E B, is and 
only if (r-*t, r-‘z) E B,, and B, is an apple-shaped omain intersecting the 
t-axis on the interval ( t ( < 1/4n (see [St8]). Thus the condition (t, z) E B, 
can be written ) t 1 < r2h(r- ‘z) for a bounded continuous function h of com- 
pact support with h(O) = 1/47c. Contrary to expectation, h does not achieve 
its maximum at 0, and fails to be differentiable at 0, but neither of these 
drawbacks are serious. 
Now we want to compare expressions 
srp;5, IF(t,z)l*dtdz 
, 
and 
1 = 
““,‘% -T s f 
IF(t, z)j’dt dz 
for functions &‘(t, z) which are uniformly almost periodic in t for each fixed 
z, F( t, z) = 221,(z) eiAk’ with non-zero frequencies that are independent of z, 
and with absolutely convergent Fourier series. Note that the second expres- 
sion dominates the first regardless of the form of F, because ) t I < cr* for 
any (t, z) E B,. Suppose then that the second expression is finite, which 
implies Z 11 uk /I $ converges, and assume also that Z 1) uk II 2 converges. We 
want to show 
lim “I 
r-m r2 B, 
IF(t,z),*d~dz=?im_~SS IF(t,z)l*dtdz (6.35) 
T 
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for these special F. We know that the right side of (6.35) is equal to 
C J 1 ak(z)12 dz. A direct computation shows the left side of (6.35) equals 
471 c j I adz)12 h(zlr) dz 
k 
+ $ c c j ak(Z) a,(z) (sin r2hjlil)yk - “) dz. 
ifk k *I 
The first term tends to C J / ak(z)12 dz as r -+ cc by the dominated con- 
vergence theorem, while the second term tends to zero establishing (6.35). 
It seems plausible that (6.35) should hold for functions of the special 
form under the assumption that the left side of (6.35) is finite. Unfor- 
tunately, we have not been able to prove this. 
THEOREM 6.5. Let &(t, z) be a measurable function on (0, co) x Heis, 
such that Tf), = - Jv2fi. for almost every A. Then there exists f E L’(Heis,) 
such that (6.15) and (6.19) hold if and only tf 
(i) for almost every I, the function fi( ., z) is a untformly almost 
periodic function with frequencies independent of z; 
(ii) J”F (sup,SM(ISNNfi.(t-s,~)(SI~1’2dsi2)dz)~d~ is finite (or 
equivalently lim, _ ?. in place of sup,). Furthermore, f is given by (6.14) and 
we have 
N f,(t-ss,z)lsI~‘i2ds ‘dzdtidk (6.36) 
Proof: The theorem follows essentially by integrating Lemma 6.4 
in view of the Plancherel formula (6.20) and applying the dominated 
convergence theorem. The last equality in (6.36) follows by the previous 
remarks since we know J! N fi.( t - s, z)j s ( ~ “’ ds has the required form. 
Q.E.D. 
Combining (6.15) and (6.19) we obtain, at least formally, 
fW)=%f(I,z)=~ cpl(( t, z), (t’, z’)) f (t’, z’) dt’ dz’, (6.37) 
Ffm, 
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Now it is easy to show that the sum in (6.38) converges uniformly to a 
bounded function. The computation is simplest for (r’, z’) = (0, 0), in view 
of (6.27), when the sum becomes 
This converges uniformly because (1 (Pi, B, E I( co < z Pni2 follows immediately 
from the definition. On the other hand, by group invariance, cpA must be 
a function of (t, z) 0 (t’, z’) ~ ‘, and so we can write 
(6.37’) 
and 
or 
122n+l 
VA4 z) = - 71 2x 
-n/2 f 1 6,. ,(nz) ,ic J.Wn + 2k) 
k=O E=+l 
(4.38”) 
to emphasize the almost periodic behavior in t. In fact the invariance under 
the action of U(n) on z implies that ‘pA is a radial function of z. 
Next we consider the problem of characterizing all eigenfunctions that 
are tempered distributions, or equivalently, since all eigenfunctions are 
134 ROBERT S. STRICHARTZ 
smooth by the hypoellipticity of gU, all eigenfunctions of temperate growth. 
By taking multiple Fourier series expansions in the z variable, we may 
assume at first that the function is an eigenfunction of the operators Nj, say 
N,f= iy,f: By taking the Fourier transform in the t variable, calling the 
result F(r, z), the eigenfunction equation Yf= -A2f reduces to 
n;-~,z,2-i,r,+;’ F(z,z)=O, 
> 
(6.39) 
where F is a tempered distribution, and 
N,F= iyiF. (6.40) 
To solve (6.39) we first restrict F(z, z) to the half-space r > 0, and there 
expand in terms of scaled special Hermite functions 
where 
F(L z) = 1 .I-,. Cc(T) Y,, 8, +(Jz z), (6.41) 
a. II 
Note that (6.42) makes sense as a distribution on T > 0 because the special 
Hermite functions belong to Y, and (6.41) is easily justified by the 
estimates 
for I++ E Y. Next we compute 
O=(i)“S (( nz-;lz~2-~h’l+~2 cp,,p,+(,,@z)dz 
by (6.6). But Iy I = ICI I - I /?I by (6.7) so we conclude that f&r) satisfies 
(A2-r(n+2 l~tI))f,,~(r)=O as a distribution on r>O, hence 
f,, p(z) = c(c(, /?, + ) 6(r - A2/(n + 2 1 CI )) for some constant C(CL, /?, + ). To 
estimate these constants we apply the distribution F(s, z) to a test function 
of the form $r(t) t+G2(z) where @r(t) is chosen to assume the value 1 at 
SPECTRAL THEORY OF LAPLACIANS 135 
t = A*/(n + 2k) and to have support in the interval [A’/(n + 2k+ l), 
A’/(n + 2k - l)], so that 
in particular 
But since F is tempered we must have an estimate of the form 
I<F(t, z), ti(~, z)>l <c (1 + Id) 
(see [RS] for example) for some N and so we obtain 
IC(%B, + I Gcc(l + Ial + IPIY 
for some N. By similar reasoning in the half-space T < 0 we obtain 
f’(~z)= 1 ~(a,&~)6 
a, 8. E 
-;;*,a, (6.43) 
as a distribution on r # 0 where C(CI, /?, E) satisfies 
I 46 A &)I d 4 1 + I a I + I B I )” (6.44) 
for some N. Notice that this argument also shows that F= 0 on r # 0 if the 
eigenvalue -A2 is not strictly negative. 
Without some sort of regularization, the expression (6.43) might not 
converge as a distribution on Heis, under the hypotheses (6.44). Before 
describing the regularization, we will invert the Fourier transform, which 
reverts to the expression (6.13) for F(t, z). Now our first observation is that 
(6.13) converges uniformly if in place of (6.44) we assume the stronger con- 
dition 
lc(a, a, E)l Gc(1-t lal)pN-n--l (I+ Ial+ IPI)“. (6.45) 
The argument has essentially been given before-use (6.27) when z = 0 and 
get the general case by group invariance. The second observation is that we 
can pass from (6.44) to (6.45) simply by differentiating with respect to t 
suffkiently often (2N + n + 1 times). Thus to construct the analogue of 
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(6.13) under the hypothesis (6.44) it suffices to understand how to integrate 
eigenfunctions with respect o r. 
If we simply define an integration operator 
then we no longer obtain an eigenfunction. Indeed 
(2 + A’) zf(t, z) 
= ‘(d+12)f(~,Z)(IJ+~~(f,z)+Z~j/(f,Z) I 0 
’ lzl*a*f 
=-J( 0 4F;i(“,z)+=~j~(“,)~~+~~(r,z) 
+ cNjf(r3 z, 
= !g $0, z) + ,Ev,f(O, z). 
Thus we want to take 
MC z) = j)(s z) &--M(z), (6.46) 
where Af(z) is any tempered solution of 
(d+r12)A(z)=~~(0,z)+~~,f(0,Z) (6.47) 
(the solution of (6.47) amounts to the division problem (A2 - 1~1’) A(S) = 
B(s) for A, BE 9” after taking Fourier transforms, and this is readily 
solved by 
where q is one on a neighborhood of the sphere I[ 1 = 2 and vanishes on a 
larger neighborhood). It is clear from the above computation that Z” is 
again an eigenfunction, and (a/at) I:f=,f: 
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THEOREM 6.6. For any coefficients c(a, /3, E) satisfying 
function 
(6.44), the 
mNCn+’ .;e (n::“t,)“‘“+’ , , 
x c(c(, j?, E) eiEi.zf’(n+2’u’)(pa,P,C 
> 
(6.48) 
is a tempered eigenfunction Y’f= -A2f such that the Fourier transform 
with respect to t satisfies (6.43) in r #O. Conversely, every tempered 
eigenfunction is the sum of a function of the form (6.48) and a tempered 
eigenfunction of the form 
1 bdz) tk. 
k=O 
(6.49) 
In particular, a sufficiently high t-derivative of every tempered eigen- 
function is a uniformly almost periodic function of t for each fixed z. 
Proof: Given C(CL, p, E) satisfying (6.44), we have seen that (6.48) gives 
a tempered eigenfunction, and it is easy to get (6.43) in r #O for the 
Fourier transform. Conversely, given a tempered eigenfunction, we can 
subtract off one of the form (6.48) with the coefficients given by (6.43), and 
we are left with a tempered eigenfunction whose t-Fourier transform is 
supported on r = 0. But such a tempered distribution must have the form 
(6.49) with bk(z) C” by the hypellipticity of 2’. Q.E.D. 
Remark. By using this theorem we can replace condition (i) in 
Theorem 6.5 by the condition that fj, be tempered for almost every A.. 
If we write down the eigenfunction equation for functions of the form 
(6.49) we are led to the system of equations 
(A + %2) b, = 0 
(A + I’) b, _ 1 = - vEN,b,, 
(d+A2)bk= -(k+l)ZNjbk+,+(k+2~k+1)(z,2bk+, 
for O<k<v-2. 
For A > 0 there are many tempered solutions, but for A. = 0 the only 
tempered solutions are polynomials, and for other complex eigenvalues 
there are no non-zero tempered eigenfunctions. 
In addition to the operator 2 on Heis,, many authors have also 
considered the family of operators 2a = 6p+ iaT for real a. It is 
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straightforward to modify our discussion to provide the spectral theory of 
Yfl. To be specific let us assume a > 0. There are three cases to consider: 
(i) O<u<n 
(ii) a>n but a#n+2k for any keZ+ 
(iii) a=n+2k, keZ+. 
In all three cases the functions 
@+l(n + 2 In I + u)~~, 8, + (,i AZ 4 JcII +2n+2u > 
are eigenfunctions with eigenvalue -A2. In the first case the functions 
e-r12tl(n+2 Ill-<I) cp,,p, _
(; 
AZ 
4 Ial +2n-2u > 
are also eigenfunctions with eigenvalue -L2, but in the second and third 
case this is only true for 1 tlI > (a - n)/2. In these cases when 1 a 1 < (a - n)/2 
the functions 
e’“w” + 2 I a I N)(& p, iz 
2u-4 Ial -2n > 
are eigenfunctions with eigenvalue +A’. Finally in the third case when 
1 CI = (a -n)/2 the functions ei”(pz,a, (mz) for any t < 0 are eigen- 
functions with eigenvalue 0. 
In the lirst case Eqs. (6.14)(6.20) continue to hold with only trivial 
modifications (replacing n + 2 I a I by n + 2 1 cx /+ ~a) and Theorem 6.5 
true verbatim. In the second case we write f = J; fj. dll + l;f;.>. dl with 
fi= 1 44 8, 4 A) e is i2r/(n + 2 I5( I + I:u)~~, 
AZ 8, 
t: IoLI>(U- n)i2 4 lctl+2n+2Eu > 
ifs= -1 
(.J 
.fi. = 1 
d(a, /j, 2) &.“““+2 1x1 u) cp,,8. ~ 
(J 
AZ 
’ 12 I c (0 ~ II)/2 2u-2n-4 1x1 
where c(c(, j3, E, A) are given by a modified form of (6.19) and 
d(a, /I, 1)=&A2”+‘(2u-2n-4 ]a/)~ )1 ’ 
X 
s f (4 z) e 
LAi(n+Z Ial -0) 
Ht7.T” 
is 
! 
dz dt 
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and 
I( f ll:=5jom (C(4 IaI+2n+2m)“+’ Ic(ct,fi,8,1L)j2 
+E(2a-2n-4(aI)“+’ Id(a,B,1)12)~~2n-‘d~. 
Then Theorem 6.5 needs to be modified to provide analogous expressions 
for fi*, Finally in the third case we have to write 
where f. is an L2 eigenfunction with eigenvalue 0. The description of fj. and 
fiA are the same as in the second case. 
Also, the analogue of Theorem 6.6 describes all tempered eigenfunctions 
with non-zero eigenvalue fA2, but in the third case there are many more 
eigenfunctions with zero eigenvalue. 
7. DIFFERENTIAL FORMS ON HYPERBOLIC SPACE 
We return to the notation of Section 4, but now we consider differential 
k-forms on H,. We are going to show how some aspects of the harmonic 
analysis of k-forms can be reduced to the harmonic analysis of functions by 
means of a particular representation of k-forms, based on the embedding of 
H, in PC1 (this idea is already used in [St3]). Let <l, t2, . . . . 5“ denote k 
vectors in R”+ ‘, which we write simply as l, so r; is the p th coordinate of 
the jth vector t’, 0 <p < n. We will write J’(x, 5) for a function which is 
linear in each 5,’ and skew-symmetric under interchange of 5’ and ti. Such 
a function represents a k-form on KY’+ ’ in an obvious way. By restricting 
x to H,, and each 5’ to the tangent space of H, at x, (i.e., taking 
[x, 5’1 = 0), we obtain a k-form on H,, but clearly the correspondence 
F + k-forms on H, is not one-to-one. To obtain uniqueness we impose the 
following two conditions: 
(i) F(x, 5) is defined for x in the open cone [x, x] > 0, x0 > 0, and 
is homogeneous of degree zero in x, 
(ii) F(x, 5) = 0 if any 5’ is proportional to x. 
We can write these two conditions in terms of differential equations as 
x.V,F(x, c)=O 
x .V,,F(x, 5) = 0, j = 1, . . . . k. 
(7.1) 
(7.2) 
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Given any F(x, c) that may not satisfy (7.1) and (7.2), we can always 
modify it by taking F(x, O=F(x/[x, XI”“, it’- [x, 5’1 .u/[x, x]}) 
without changing its restriction as a k-form on H,,, and P will satisfy (7.1 ) 
and (7.2). From now on we will only deal with functions F(.u, <) satisfying 
(7.1) and (7.2) to represent k-forms on H,. 
The basic operations on forms are d and 6, and we need to express them 
in terms of our representation. From the definition of d and the above 
modification procedure we have 
dF(x, <‘, . . . . ck + ‘) 
k+I 
where/ x) = [x, xl”*, and it is easy to see that this satisfies (7.1) and (7.2). 
It is sometimes more convenient to express dF in terms of the operators 
L,, = E,x,(~/~x,) - E,x,(~/~x,) (E” = - 1, E, = 1 for p > 1) which are skew- 
adjoint on H,. We have 
dF(x, 5 ‘, . . . . tk+v=;$ (-l,~+lqD$p/p(-Ljg 
P 4 
+k 
EpXpli 
’ “i ,x, 
> 
F(x, t’, ..,, 5 , . . . . tk+‘) (7.3’) 
as can easily be verified. 
To compute 6 we need to express the inner product on k-forms at a 
point 
(6 G>, = i F(x, D,) G(x, 51, 
where D,I = E,(cY/~T~). Then (note the conventional choice 
sign) ’ 
1 (6F,G),dx= -j (F,dG),dx 
(7.4) 
of the minus 
(7.5) 
defines 6, and using (7.2), (7.3’), and integration by parts we obtain 
6F(x, <‘, . . . . gk+ ‘) 
=(-1)kf’ ~Ep~~L~~(~)F(itl,.‘., 59 (7.6’) 
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which simplifies to 
~F(x,{~,..., ~x~‘)=(-l)‘+l~c,~~x~~F(x,~l ,..., 5’). 
P at:: P 
(7.6) 
Again it is easy to verify (7.1) and (7.2). 
The Hodgede Rhan Laplacian on k-forms is defined by A = dS + 6d and 
is a self-adjoint operator on L* (deftned by 11 F 11: = s (F, F), dx), which is 
in fact non-positive. We are interested in the spectral theory of the 
Laplacian together with the splitting of forms into d’s and 6’s. The Kodaira 
decomposition of k-forms is 
F=F,+F*+F,, (7.7) 
where Fd = dfd for some (k - 1 )-form fd, Fd = 6F, for some (k + 1 )-form fa, 
and F, is in the L*-cohomology, AFO = 0 and F, E L* (also Fd and Fd are 
in L’). It is well known (see [SW]) that L*-cohomology only occurs when 
n is even and k = n/2, and is related to certain discrete series representa- 
tions of SO(n, 1). The usual formula for Fd and Fs involves certain singular 
integral operators which are not local, but we can avoid this difficulty by 
noting that AF= d(6F) + 6(dF) gives a splitting for AF, and we can cer- 
tainly invert A once we have the spectral theory (modulo the cohomology). 
Our first goal is to find explicit expressions for operators Pz and cP~ 
such that 
(73) 
and 
(7.9) 
We will in fact find expressions in terms of the zonal functions cp,(d(x, y)) 
of Section 4. We extend these functions to be homogeneous of degree zero 
in x. 
LEMMA 7.1. Let F be any k-form (say C2 with compact support) and let 
G(x, 5) = scp,(d(x, y)) WY, 5) dy. (7.10) 
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Then G is a k - 1 -form satisfying (7.1) and (7.2), and ,furthrrmore 
SG=O (7.11) 
and 
AG = -(A” + (a -k + l)*) G. (7.12) 
Proof: We begin by verifying (7.2) (we have (7.1) by the extension 
of cpl). We choose a primitive Qi(t) for cp,(cosh-‘t), so that 
cpl(4x, Y)) = @Id Cx, ~1). Then 
x.V<,G(x, 5)= -~l(s~~j.([x,P1))~6F(l, OCZY 
P P 
= -~JEp(Y4Llp(;) 
P% 4 
@i(Cx,yl) &WY, i;) dy ) p 
(the last equality uses the fact that 6F satisfies (7.2)). We then integrate by 
parts and obtain zero because 
c 
P. 4 
with the second term vanishing by (7.1) and the first term vanishing 
because it is a multiple of S*F by (7.6). 
Next we verify 6G=O. Note that 
L 4p cp,(& y))= -k/p 
Thus 
SPECTRAL THEORY OF LAPLACIANS 143 
by (7.6’) and integration by parts. Notice that 
+ $&WY, 0 
Y 
and we have already seen that the first two terms vanish identically. We are 
left with 
C-1)” Z-X+, G(x, t) 
1x1 
which we have shown to be zero. 
Finally we compute AG= 6 dG dince 6G =O. From (6.3) and (6.6) we 
find 
GdG(x, (I, . . . . (kpl)=(-~)k+l;Ep$ ,X, & 
P P 
x 
xG(x, t’, . . . . 4’, . . . . tk) 
) 
=I ,X,&,&( Ix, &+(k- q$) 
P P P 
x G(x, t’, . . . . tk- ‘) 
xatb G(x, tl, . . . . tk-‘). 
Now C, &p ) x ) (a/ax,)1 x 1 (a/ax,) acting on functions homogeneous of 
144 ROBERT S. STRICHARTZ 
degree zero is just the function Laplacian, and since x enters into the 
expression for G only in cp,(d(,u, v)), we have 
CEp ,X,$/X/ &G(X, <)= -(i2+C?)G(X, s'). 
P P 'I, 
Since (l/l x 1) G is homogeneous of degree - 1 in x we have 
(k-l)~,x,&(f$G)=(k-1)nG. 
P 
Using (7.2) and 6G = 0 we find 
and similarly 
k-l 
-(k-) c ~c,,,lxI~ stJPG 
i=l P.4 ax, 1x1 “at;:, > 
k-l 
= -(k-i) 1 xi;+~=-(k-1)2~. 
J=1 P P 
Adding the four terms we obtain (7.12). Q.E.D. 
Remark. The Kuga formula [SW, p. 491 in this situation gives 
(7.13) 
which leads to a similar but slightly shorter derivation of (7.12). It is 
possible to verify (7.13) directly from (7.3’) and (7.6’). 
We can now give a formula for 9:. Let us suppose for simplicity that F6 
is C” with compact support. Then we have 
FAX, 5) = /a 1 cpi(4x> Y)) F,(Y, 0 dy cd (7.14) 
0 
for each fixed 5, by Fourier inversion formula for functions. But, by the 
lemma, s cp,(d(x, v)) F6(y, 4) dy is an eigenfunction with eigenvalue 
- (I2 + (a - k)2) and is annihilated by 6, so we may set 
giF(x, t) = j cpM(xt Y)) F,(Y, t) dy. (7.15) 
SPECTRAL THEORY OF LAPLACIANS 145 
This is not entirely satisfactory since it involves Fa rather than F. However, 
we can also compute &Pi F from the right side of (7.15), using (7.13) and 
integration by parts, to obtain APiF(x, 5) = s cpA(d(x, y)) AF,( y, 5) dy. 
Comparing this with the eigenfunction equation and observing that 
AF, = 6 dF we obtain 
~;F(x, 0 = 
-1 
A2+(o-k)2 I cp,(d(x, Y)) ddF(y> 0 4. 
(7.16) 
Also, in view of (7.4) and (4.26) in polarized form, we have 
(7.17) 
for any point z. 
Similarly, suppose 
F= AG + F,,, (7.18) 
where G is a C” form with compact support of degree k and 
F, is harmonic. Then 6F = 6d 6G. Set 
y:F(x, 0 = 
-1 
r12+(d-k+ 1)2 dj- cp,(d(x, y)) WY, 0 4. 
(7.19) 
Then9fF=dPb,GGby(7.16),soj,“9~Fd~=d~,”9’~6GdJ=d6G=F,. 
It is clear from the lemma that this definition of Si F gives an eigenform 
with the eigenvalue in (7.9) and of course d.9’; F= 0. Note that the k-forms 
of the form (7.18) are dense in L2. 
It does not seem easy to obtain the analogue of (7.17) directly from 
(7.19), because if we try to integrate by parts on B,(z) we will pick up 
boundary terms. On the other hand, there is an indirect approach that 
obtains alternate formulas for LPi and 9:. We recall that the Hodge star 
operation interchanges d and 6 forms, so (*F)d= *F6 and (*F), = +Fd. 
Now * Si * is an operator from k-forms of compact support to d-eigenforms 
with eigenvalue -(A’ + (a-n + k)‘) = -(A’ + (a-k + l)*), and it inter- 
twines the group action. From the theory of group representations we 
know that the space of such intertwining operators is one dimensional, and 
9; is another one, so we must have P:= c(J) * LP~ *. But since 
S~*pff*Fdn=*(*F),=**F,=(-l)k(n~k)Fd for a dense set of F we 
have 
P?=(-1) j,*, k(n ~ k) * @ (7.20) 
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and similarly 
y; = ( - 1 p 4 * gyf*. 
Now from (7.20) and (7.17) we obtain easily 
(7.21) 
for a dense set of F since * is isometric at each point. 
It is natural to conjecture that (7.17) and (7.22) continue to hold for all 
L2, and conversely, the finiteness of these expressions hould characterize 
the spectral decomposition of L2 forms. However, there does not seem to 
be any way to obtain these results without going through a careful analysis 
of k-types generalizing the proof of Theorem 4.3. Such an analysis is 
probably also necessary for a Paley-Wiener theorem. While it is not hard 
to show that if F‘E C,“,,(B,(z)) then YfF and 9; F must satisfy conditions 
analogous to those of Theorem 4.4, these will not be sufficient conditions 
since they will not connect the two, and in general Fd and Fs will not have 
compact support. 
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