We present a bottom-up operational procedure for computing well-founded models of allowed programs with negation. This procedure provides a practical method of handling programs that involve unstrati ed negation in a manner that may be mixed with other evaluation approaches, such as semi-naive evaluation and various program transformations.
Introduction
The idea of using predicate logic as a database language, that is a deductive database, has been around for more than a decade 18]. It has several advantages.
One can naturally view in logical (declarative) terms several database concepts of interest to users: queries, views, integrity constraints, as well as the data in the database itself. This allows the database to present a single uni ed interface to its users that is concise and well de ned.
Deductive databases provide more expressive power than most relational databases. In relational terms, they can naturally represent non-rst-normal-form relations, and allow recursive view denition (this is useful when dealing with connectedness and bill-of-materials problems, for instance).
It is easy to embed a programming interface to a deductive database in a general-purpose (imperative) logic programming language such as Prolog, thus simplifying the process of writing application programs. Prolog suits many of the problem domains that need the extra expressive power of deductive databases. As for applications that are not suited to Prolog, it is no harder to access a deductive database from a C, C++ or COBOL program than it is to access a relational database from those languages.
The intuitive semantics for logic programs without negation is well understood, but when negation is introduced, the intended meaning of a program becomes less clear. Consider the following de nition (adapted from the second example in 19]) of the predicate win.
win(X) move(X; Y ); :win(Y ):
Its intuitive meaning is that X is a winning position i some move from X leads to a non-winning position. If move represents an acyclic graph, then every position is either a winner or a loser, i.e. it has a two-valued intuitive model. 46] . If however the move relation contains cycles, then these two semantic approaches no longer agree on the meaning of the program. For example, adding the extra edge move(c,a) leaves the program without a stable model. However, since the well-founded semantics is a (unique) three-valued semantics it can still assign truth values to those positions that are in no way a ected by the cycle and make the others unde ned; in other words, it degrades gracefully. With the extra edge move(c,a), the well-founded model makes win(a), win(b), and win(c) unde ned, but : win(e), and win(d) still hold. As a consequence, the well-founded semantics is the desired choice of semantics of negation for deductive databases. 1 1 The stable semantics is investigated as a semantics for deductive databases in 11].
Bottom-up evaluation is an e cient technique for data intensive logic programs | programs with considerably more facts (unit clauses) than rules, and there are well understood (and implemented) bottom-up techniques for evaluating negation-free programs. However, much less is known about the bottom-up computation of the well-founded semantics of arbitrary programs with negation. 2 Our approach to computing the well-founded model of a program, the doubled program approach, which is based on Van Gelder's \alternating xpoint" characterization of the well-founded model semantics 45], uses de nite (negation-free) versions of the program at each step of the bottom-up computation. This makes many of the existing bottom-up evaluation techniques for de nite programs still applicable. These techniques include di erential, or semi-naive evaluation and its variants 5, 6, 10] , and various program transformations.
One of the main optimizations performed by a bottom-up query evaluation is the specialization of the program with respect to the query so that the evaluation will generate only tuples that are in some way \relevant" to answering the query. A common specialization technique is the magic sets transformation (see, for example, 9]), which is used to imitate top-down computations using bottom-up computation. After the transformation has been performed, bottom-up techniques can be applied to evaluate the transformed program. When the program is data-intensive, this approach is potentially much more e cient than the top-down techniques employed by Prolog systems.
While this approach is sound and complete with respect to the query (i.e., it computes only correct answers and all correct answers to the query) for negation-free programs, we show that for an arbitrary program with negation, the well-founded model of the magic sets transformed program can contain di erent answers to the query than the well-founded model of the original program. We then describe classes of programs and sips (\sideways information passing strategy" for guiding the magic sets transformation) that ensure that the magic sets of the program are two-valued, and this in turn ensures that the well founded model of the program is preserved with respect to the query, in the transformed program. The classes of programs and sips we consider strictly subsume those already considered in the literature. We prove that the magic sets transformation of a left-to-right modularly strati ed program with left-to-right sips preserves the program's well-founded model with respect to the query. As a corollary, it follows that the magic sets transformation of strati ed and locally strati ed programs with arbitrary sips preserves the program's well-founded model with respect to the query. We identify natural su cient conditions on a program's sips that allow the magic sets transformation of arbitrary programs to have the same well-founded model (with respect to the query) as the original program. In all such cases, our bottom-up evaluation method for computing well-founded models could be used to evaluate the magic program and compute the desired answers to the query.
Finally, we tackle the problem of query evaluation on arbitrary programs with arbitrary sips. By giving special treatment to the magic set predicates, we enhance our bottom-up operational procedure so that answers returned by the procedure (on the transformed program) are correct with respect to the query on the original program, regardless of the sips used. We achieve this by observing that, as long as the truth values of the magic atoms are always over-estimated, the alternating xpoint computation will only make correct derivations of the non-magic atoms.
In summary, the main contributions of this paper are as follows.
We present a bottom-up procedure for computing the (three-valued) well-founded model of allowed programs.
We identify natural classes of programs and sips such that the magic sets transformation preserves well-founded models of the program with respect to the query.
We extend our well-founded model computation procedure so that it will compute correct answers to the query using the magic sets transformed program for arbitrary sips. If the program is also function-free, then the procedure is guaranteed to terminate.
Besides the bottom-up evaluation approaches that we focus on in this paper, there are other \memo-ing" techniques for computing answers (see, for example, 16, 40, 47] ); these techniques perform almost the same computation as is done by combining the magic sets transformation with a di erential evaluation 13]. An advantage that the magic sets transformation has over these other approaches is that it is easily combined with many other e ciency enhancing techniques. This includes other source to source transformations such as constraint propagation 20, 24, 31, 39] , and various extensions to the di erential techniques such as rule and predicate ordering 35] .
The remainder of this paper is organized as follows. In the next section we give some preliminary notation and results. In Section 3 we informally introduce our bottom-up method for computing the wellfounded model of a normal program using the doubled program. In Section 4 we prove the correctness of the doubled program method and discuss simple optimizations. In Section 5 we discuss the magic sets transformation and its e ect on the well-founded model of a normal program. In Section 6 we introduce a query directed evaluation method based on magic sets which is always correct with respect to the original program. In Section 7 we compare the evaluation method with other approaches to computing well-founded models. Finally in Section 8 we indicate directions for future research.
Preliminaries
We assume familiaritywith logic programming terminology (see 28] ). The alphabet of a language contains an (countably) in nite number of variables (often denoted by u; v; w; x; y or z); a nite number of constants (often denoted by a; b or c); a nite number of functions of various arities; a nite number of predicates of various arities (often denoted by p; q; r; s or t).
Variables and constants are terms. If f is an n-ary function, and t 1 ; : : :; t n are terms, then f(t 1 ; : : :; t n ) is a term. If p is an n-ary predicate, and t 1 ; : : :; t n are terms, then p(t 1 ; : : :; t n ) is an atom (p is referred to as the predicate of the atom). If q is an atom, then both q and :q are literals | q is a positive literal and :q a negative literal. If q is an atom, and p 0 ; : : :; p n are literals, then q p 0 ; : : :; p n is a normal rule (usually called a program rule or simply a rule). For the purposes of this paper, a program is a set of normal rules.
Terms, literals, and rules are expressions. An expression is ground if it does not contain any variables. The Herbrand universe HU L of a language L is the set of all ground terms which can be formed out of the constants and functions of L (we add a constant if L has none). The Herbrand base HB L of a language L is the set of all ground atoms which can be formed using the predicates of L with ground terms from HU L . We use the normal convention of referring to the Herbrand base and universe of a program P (HU P and HB P ) | these being the Herbrand base and universe of the language consisting of the constants, functions, and predicates that occur in P.
A (two-valued) interpretation consists of a (non-empty) domain D, an assignment to elements of D for each constant, a mapping from D n to D for each n-ary function, and a relation on D n for each n-ary predicate. We normally only consider Herbrand interpretations where the domain is the Herbrand universe HU L , constants are mapped to \themselves" in HU L , and the mapping for an n-ary function f is (t 1 ; : : :; t n ) ! f(t 1 ; : : :; t n ). Indeed, we can represent an Herbrand interpretation as a subset of the Herbrand base. A three valued Herbrand interpretation is a set of ground literals I, such that each element of I is either an element of, or the negation of an element of the Herbrand base, and for each positive literal p in I, the negative literal :p is not in I.
From now on we only consider Herbrand interpretations. A variable assignment for a language L with respect to an interpretation I is an assignment to the elements of the domain of I for each variable of L. An instance of an expression is a re-writing of the expression with variables replaced using a single variable assignment.
A two valued interpretation I models a ground atom p (denoted I j = p) if p 2 I. A two valued interpretation I models a ground negative literal :p (denoted I j = :p) if p 6 2 I. A three valued interpre-tation I models a ground literal p (positive or negative) if p 2 I. An interpretation (two or three valued) models a ground rule p q 1 ; : : :; q n if either p 2 I, or I 6 j = q i for some 1 i n. A two valued or three valued interpretation I is a two valued model or three valued model (respectively) of a program P, if I models every ground instance of the rules of P.
Usually, we will assume all programs are function free. There are no algorithms that are guaranteed to e ectively compute the well-founded model of a program containing function symbols. However, for programs on which our procedures do terminate, including some programs containing function symbols, it is the well-founded model that is computed. De nition 1 The predicate call graph of a program P, is a graph where the nodes labelled by predicate symbols of P, and edges are de ned as follows. The graph has for each rule in P a q 1 ; : : :; q n ; :p 1 ; : : :; :p m ; an arc labelled 0 from the predicate of a to the predicate of each q i and an arc labelled 1 from a to the predicate of each p j .
The atom call graph of a program P has nodes labelled by elements of the Herbrand Base of P and edges de ned as follows. For each ground instance rule in P a q 1 ; : : :; q n ; :p 1 ; : : :; :p m ; there is an arc labelled 0 from a to each q i and an arc labelled 1 from a to each p j .
A strongly connected component (SCC) of the predicate or atom call graph of a program P is positive if there are no arcs labelled 1 with both endpoints in the SCC. 3 De nition 2 For a monotonic operator G that maps sets of literals to sets of literals we de ne G " as follows:
where is a successor ordinal, = + 1 G " = < G " where is a limit ordinal.
Note that lfp(G) = G " for some .
For monotonic operators G that map subsets of the Herbrand Base of P (HB P ) to subsets of the Herbrand Base of P we de ne G # as follows: Similarly, gfp(G) = G # for some . 3 De nition 3 The T P operator was introduced by Van Emden and Kowalski 43] to describe the semantics of programs without negation. We extend the de nition of the T P operator as follows: let M be a set of atoms.
T P (M)(I) = fa j where there is a ground instance of a clause in P a q 1 ; : : :; q n ; :p 1 ; : : :; :p r such that 81 i n; q i 2 I and 81 j r; p j 6 2 Mg 3 Essentially, we do not infer new negative information using T P , but we allow the use of xed negative information, the complement of M, in inferring positive information. Lemma 1 T P (M)(I) is monotonic and continuous on I for all M. T P (M) " ! is the least xpoint of T P (M).
Proof: Essentially the same as the proof for T P 28]. 2 We reproduce the de nition of the well-founded semantics ( 46] ).
De nition 4 De ne an unfounded set (of P) with respect to T : F as a set of atoms A such that, for each a 2 A and each ground instance of a rule in P of the form a q 1 ; : : :; q m ; :p 1 ; : : :; :p r either (i) there exists q i 2 F or p j 2 T , or (ii) there exists q i 2 A.
Let U P (T : F) be the greatest unfounded set with respect to T : F (that is, U P (T : F) is the union of all unfounded sets wrt T : F). 3 De nition 5
Note that U P is monotonic, and so is W P . Hence, the least xpoint for W P is W P = W P " for some ordinal .
The well-founded model of a program P is given by the least xpoint W P of the operator W P . 3
We give a slightly di erent formulation from that of 45], closer to that of 8], of the alternating xpoint A P of a program P, which makes the connection with the doubled program (our technique for computing three-valued well-founded models, described in Section 4) clearer.
Note that F P is anti-monotonic, and F 2 P is monotonic, hence the least and greatest xpoints exist. Theorem 1 ( 45] ) The well-founded model of P, W P , and the alternating xpoint model of P, A P are identical. 2 The following results follow from the anti-monotonicity of F P .
Lemma 2
The Doubled Program Given a program P, the doubled program D(P) is de ned as follows. First, we replace each atom p(s) appearing in a negative literal in the original program by p 0 (s) where p 0 does not appear in P. Then we double the entire program and in the copy replace atoms p(s) everywhere by p 0 (s) and vice versa.
The doubled program transformation has been used before 17, 48] because it ensures the resulting program has a consistent (2-valued) completion. The use here is di erent, we treat the two halves of the program separately, rather than as a single program.
We compute the well-founded model of P using the two halves of the doubled program. One half (the rules de ning the unprimed predicates) computes the true facts while the other half (the rules de ning the primed predicates) computes the complement of the false facts. Each half program is positive if we consider the negated predicates to be xed. Hence we can compute the xpoint of each half program using standard bottom-up techniques for programs without negation. The following example illustrates this technique.
Example 1 Consider the following (modi ed) program P from Ross 38] . The program is not modularly strati ed but does have a two-valued well-founded model. The two-valued well-founded model of P is computed using the following procedure. The procedure incrementally computes the de nitely true facts using the unprimed predicates and the not de nitely false (or possibly true) facts using the primed predicates as follows:
1. Making the assumption that all primed facts are true in the unprimed program, we rst compute the model of the unprimed predicates as T 1 = ft(a; a; b); t(a; b; a)g.
2.
Using this as our basis for the de nition of p(); r(); t() in the primed program, we compute the model of the primed predicates as U 2 = ft 0 (a; a; b); t 0 (a; b; a); p 0 (a); p 0 (b)g.
3.
If we again compute the model of the unprimed predicates, we obtain T 3 = ft(a; a; b); t(a; b; a);p(b)g.
4.
If we then compute the model of the primed predicates we obtain U 3 = ft 0 (a; a; b); t 0 (a; b; a); p 0 (b)g, and we have reached a xpoint.
3
The correctness of the method follows from the observation that we compute de nitely true (unprimed) facts by using already computed de nitely false facts (the complement of the primed predicates). Thus our inferences are correct. Similarly, since we compute the not de nitely false (primed) facts exhaustively, that is, we compute every fact that may be true (or not false) given the true unprimed facts we know already, the facts in the complement of this set are de nitely false. This method is an implementation of the alternating xpoint semantics of Van Gelder 45].
Evaluation of Well-Founded Models
In this section, we describe in detail the evaluation method for computing the well-founded model of a program using the doubled program. We concentrate on allowed DATALOG programs with negation (DATALOG : ). A program is allowed if in each clause every variable appearing in the clause appears in a positive body literal. This restriction guarantees that during evaluation we never need to explicitly nd the complement of a relation. It can be lifted provided we allow taking of complements. The following algorithm will give correct answers for allowed logic programs (with function symbols) if the procedure terminates. The doubled program algorithm incrementally computes true facts, alternating it with the computation of the complement of the false facts, in a sequence of the form T 1 ; U 2 = (HB P ? F 2 ); T 3 ; U 4 = (HB P ? F 4 ); : : :. Since both T i and F i are monotonically increasing, it is clear that the shaded area T i (in Figure 1 ) is a subset of both U i+1 = (HB P ? F i+1 ) and T i+2 . Thus, we can improve the e ciency of computing U i+1 = (HB P ? F i+1 ) and T i+2 by using T i as the initial set of facts. This in e ect means all true facts may be computed in a di erential fashion. The complement of the false facts is computed in a partially di erential fashion, in the sense that we do not recompute parts of U i+1 that are in T i .
Unfortunately we cannot avoid the regeneration process because the sets U j = (HB P ?F j ) are decreasing, but are calculated in an increasing manner. Let E be the extensional database (EDB) predicates of the program, and I be the intensional database (IDB) predicates. Given a three valued interpretation E + : (HB E ? E ? ) for the EDB predicates, we calculate the three-valued interpretation I + : (HB I ?I ? ) of the IDB predicates p j ; 1 j m de ned in this program using the algorithm in Figure 2 .
Intuitively, a call to bottom up(Rules i ; Rules r ; I p ; I n ; E p ; E n ) is a straightforward bottom-up calculation of the least xpoint of the program given by Rules i Rules r , where the meaning of negative literals appearing in the rules is given by E n I n , and E p I p are taken as (previously computed) facts. This is a positive program with xed negative information and hence is well understood. The algorithm The well-founded model of a program can also be computed SCC by SCC. The above algorithm for computing the well-founded model of a program can be used to evaluate the predicates in a single strongly connected component of the predicate call graph. We can evaluate the predicates in the lower SCCs independently and use their values (unchanged throughout further computation) to compute this component.
If an SCC does not contain any recursion through negation then the procedure for computing the wellfounded model of the SCC collapses to semi-naive evaluation; the third and fourth calls to bottom up() return immediately. Also note that the computation of a strongly connected component using this approach may be combined with other computation methods for strongly connected components, and we can write bottom up() to evaluate in any manner applicable to programs with recursion (e.g. predicateordered semi-naive evaluation 35]).
Magic Sets Transformations
Magic sets transformations are used to imitate top-down computations using bottom-up computation. The major advantage they provide is that they allow a bottom-up computation to be specialized with respect to the query, thus improving the e ciency of answering queries. In this section we investigate how magic sets transformations interact with the well-founded models of a program. The results herein are independent of any particular method for computing well-founded models.
First, we review the concepts of sideways information passing strategies (sips) and the magic sets transformation. Further details and explanations of these concepts can be found in 9].
An argument of a literal in a rule is considered to be bound if that argument is bound to a constant in the evaluation under consideration. Intuitively, for a rule of a program, a sip represents a decision about the order in which the literals of the rule are to be evaluated when a given set of head arguments is known to be bound; di erent sips can be chosen for each head binding pattern.
De nition 6 Let R be a rule, and p h be the head literal restricted to the set of bound arguments. Let Lits(R) be the set of literals in the body of R. A sideways information passing strategy (or, sips) for rule R is a labelled graph that satis es the following conditions:
1. Each node is either a subset or a member of Lits(R) fp h g.
2.
Each arc is of the form N ! q, where N is a subset of Lits(R) fp h g, q is a member of Lits(R), and is a set of variables, such that each variable of appears in q, and in some argument of a member of N.
3. There exists a partial ordering of the literals in Lits(R) fp h g such that: (a) p h is rst, (b) for each arc, all the literals in its tail precede the literal at its head, and (c) the literals that do not appear in the sips follow all others.
A sips for a program consists of a sips for each rule in the program. 3 A binding pattern, or adornment, for an n-ary predicate p can be represented as a string a of length n on the alphabet fb; fg, where b stands for bound and f stands for free. At compile time, we can compute the binding patterns, also called adornments, for predicates that arise during the evaluation of a given query, for a given choice of sips.
De nition 7 Let P be a program, S be any sip strategy for P, and Q be a query of P. The adorned version of the program AP = Adorn(P; S; Q) is obtained as follows.
1. For each derived predicate p, for each rule that has p as its head predicate and each adornment a for p, we construct a new adorned version of the rule.
The predicate p in the head is replaced by the adorned predicate p a . A sip that matches p a is chosen from S. Next, each derived predicate in the body of the rule is replaced by an adorned version, obtained as follows. 4 We replace the p i () by p ai i () where an argument position in a i is marked bound when:
All variables, if any, in that p osition appear in the label of the sip arc entering the literal.
The arguments of the literal in the new rule remain unchanged. We have thus replaced the original predicates and rules by a collection of adorned predicates and rules.
2. We replace the query by an adorned version. If the query predicate is q, the actual query determines bindings for q, and we replace q by the appropriate adorned version.
1. First, create an adorned version AP of P.
2. Create a new predicate magic p for each adorned predicate p in AP, where the arity of magic p is the number of bound arguments in the adornment for p.
3. For each rule in AP, add the modi ed version of the rule to PP. If a rule has head p(s), the modi ed version of this rule is obtained by adding the literal magic p(s b ) to the body, wheres b is the set of bound argument positions ofs.
4. For each rule R in AP with head p(s), and for each body literal q(t) or :q(t), add a magic rule to MM. The head is magic q(t b ). The body contains all the literals in the body of R that are in the tail of the sip arc in S with head q(t), except that if the tail contains the special literal p h then it is replaced with magic p(s b ).
5. Create a seed fact magic q(c b ) from the query Q and add it to MM.
3
The intuition behind the magic sets rewriting is to compute a set of auxiliary (magic) predicates that contain the goals. The rules in the program are then modi ed by attaching additional literals that act as lters and prevent the rule from generating irrelevant facts.
For the remainder of the paper we shall assume that no original predicate appears with two di erent adornments. This assumption simpli es the proofs without loss of generality because it always holds of the adorned program AP (treating each adorned predicate as distinct), and clearly W AP and W P are equivalent with respect to the query.
Lemma 3 Let P be a program, S be any sip strategy for P, Q be a query of P, AP = Adorn(P; S; Q), and let AQ be the adorned version of Q. Then Let I be a subset of HB P and let I 0 be a subset of HB AP such that, for every ground atom p(t 1 ; : : :; t n ) 2 I and every possible adornment of p, we have p (t 1 ; : : :; t n ) 2 I 0 . We prove by induction on i that p(t 1 ; : : :; t n ) 2 T P (I) " k i p (t 1 ; : : :; t n ) 2 T PA (I 0 ) " k Clearly this holds for k = 0.
For the induction step, suppose that p(t 1 ; : : :; t n ) 2 T P (I) " k+1. There must be a ground instance of a rule in P p(t 1 ; : : :; t n ) q 1 ; : : :;n ; :p 1 ; : : :; :p pn ; such that for 1 j q n , q j 2 T P (I) " k and 1 j p n , p j 6 2 I. Furthermore, there must be a ground instance of a rule in AP identical to this rule except that the head is adorned with and each of the body literals are adorned: In subsequent examples, when the adornment for a literal is obvious from the sip strategy selected, we often omit the adornment from the literals for simplicity.
Soundness
Ideally, we would like a program P that has been magic sets transformed with respect to some query Q (giving magic program MP) to have an equivalent well-founded model with respect to Q for arbitrary sips. But this is not always the case, as shown in the following example: The well-founded model of this program is fmagic p(a); magic q(a)g, which does not agree with the original program on the query q(a). 3
The problem in the above example comes from the choice of sips. In the well founded model construction, we must determine r(a) before we can infer :p(a), and :p(a) before q(a). However, because of the choice of sips, the magic program must determine q(a) before it can determine r(a). Although in the above example the magic transformed program does not agree with the original program on the query, it is sound in the sense that all inferences derived by the magic program about the query (in this case none) are correct. We show that regardless of the sips used the magic sets transformation gives results that are sound with respect to the query. We prove the result using the alternating xpoint characterization of the well-founded semantics.
We shall often abuse notation and use magic q to refer to atom magic p(s b1 We show that q 2 T MP (F) " k ! q 2 lfp( Theorem 3 (Soundness) Let P be a program, S be any sip strategy for P, Q be a query of P and MP = Magic(P; S; Q). If In particular for the query q since magic q 2 W MP , the magic program is sound with respect to the query. Of course Example 2 shows that the magic program may not be complete.
Strati ed Programs
The di culties in Example 2 arise in part because of the cycle involving negation in the atom call graph of the program: p(a) depends on q(a) depends negatively on :p(a). When we remove the possibilities of such cycles from programs we can prevent the above problem.
De nition 9 A program P is strati ed if each of the SCCs of its predicate call graph is positive. The original program is strati ed, but when we apply a magic sets transformation using complete leftto-right sips for query nocyc(a; e) of the bb annotation we obtain the program The problem of evaluating an unstrati ed magic program (obtained from a strati ed program) has received considerable attention. Among the techniques to solve the problem are: predicate labelling 2, 3], a magic sets interpreter 4], rule ordering 10], and weak strati cation 25]. As a consequence of the following result we have that any procedure for computing well-founded models can overcome the di culties that arise when a magic sets transformation of a strati ed program creates an unstrati ed program. In particular, our doubled program approach can be used to compute the desired answer set to the query by evaluating the (unstrati ed) magic program.
Theorem 4 Let P be a strati ed program and Q be a query. Let S be an arbitrary sip strategy. Then the well-founded models of Magic(P; S; Q) and P agree on Q.
Proof: This theorem is a corollary of Theorem 5 given in the next subsection. Every strati ed program is left-to-right modularly strati ed for any ordering of body literals. 2 
Modularly Strati ed Programs
The class of modularly strati ed programs was de ned by Ross in 38] . This class includes the class of locally strati ed programs 34].
De nition 10 De ne the binary relation > P over the strongly connected components of the atom call graph of a program P such that A > P B if there is a path from an atom in A to an atom in B that contains at least one edge labelled 1.
A program P, is locally strati ed, if the strongly connected components of the atom call graph for P are positive, and > P is well founded | that is, there is no in nite decreasing sequence of strongly connected components S 0 > P S 1 > P S 2 . 3 De nition 11 De ne the ground program P=M, for partial interpretation M, as the program obtained by taking every ground instance of a clause in P and removing all literals that are true in M, and removing all clauses that contain a literal false in M.
A program P is modularly strati ed if for each SCC, it is the case that the strictly lower SCCs of P have a two-valued well-founded model M and the ground program R=M is locally strati ed, where R is the set of rules de ning the predicates in the SCC. De nition 13 A program is left-to-right modularly strati ed if every rule pre x program of P is modularly strati ed. Note it is always possible to change the order of literals in a modularly strati ed program to obtain a left-to-right modularly strati ed program. 3 Ross de nes a bottom-up scheme for computing the well-founded models of modularly strati ed programs. This scheme uses modal operators and meta-level predicates and appears quite di cult to implement e ciently|e ciently implementing subsumption checks being just one problem. Ross extends the scheme to incorporate a magic sets like modi cation of the program for complete left-to-right sips. He does not show, however, that the magic sets transformed program has in fact the same well-founded model as the original program for the transformations he considers. Instead he proves that a modi ed version of his procedure obtains the well-founded model of the original program.
We show that modularly strati ed programs have their well-founded models preserved under magic sets transformations for left-to-right sips. Thus the computation method we describe can be used on magic sets transformed versions of modularly strati ed programs. The following lemma states that the magic program is two valued for the atoms that are of interest.
Lemma 9 Let P be a left-to-right modularly strati ed program, let S be a complete left-to-right sip strategy, let Q be a query and MP = Magic(P; S; Q). If Proof: This proof has three levels of induction. The outermost induction is on the SCCs of the predicate call graph of P. These SCCs can be given an ordering S 0 ; : : :; S s such that each S i does not depend on the SCCs that succeed it. Suppose that the statement holds when restricted to atoms in SCCs that precede S i . We now prove that it holds for atoms in S i . Since P is left-to-right modularly strati ed there is a two-valued well-founded model M for the lower SCCs of P, and a maximal strati cation A 0 ; A 1 ; : : :; A a of the atoms whose predicates are in the S i , by Lemma 8.
Each clause in S i =M whose head is in A j is of the form As all modularly strati ed programs and their magic sets transformations are two valued (at least with respect to the atoms relevant to the query), the completeness of the magic sets transformation for modularly strati ed programs follows from the soundness of the magic sets transformation for all programs.
Lemma 10 Let P be a left-to-right modularly strati ed program, let S be a complete left-to-right sip strategy, let Q be a query and MP = Magic(P; S; Q Theorem 5 Let P be a left-to-right modularly strati ed program, let S be a complete left-to-right sip strategy, let Q be a query and MP = Magic(P; S; Q). Then the well-founded models of MP and P agree on Q.
Proof: Soundness follows from Theorem 3, while the completeness is a direct consequence of Lemmas 10 and 11. 2
Well-Founded Sips
Finally, we consider the class of all programs. In general, these programs have a three-valued well-founded model. Example 2 of Section 5 illustrates that not all sips maintain query equivalence with respect to the well-founded model. We propose a su cient condition on sips that maintain equivalences of the query with respect to well-founded models for arbitrary programs. Well-founded sips may seem di cult to use, but often a programmer will be aware of which predicates of his program are two valued; for example, when they are de ned by a strati ed subprogram | a syntactically recognizable condition.
We can loosen the restrictions on well-founded sips, if the SCC of R is positive and each of the literals from lower SCCs appearing in the rules of the SCC of R are two-valued in the well-founded model. In this case any arbitrary sips will preserve the well-founded model, the result holding for the same reasons as Theorem 4.
The importance of Q i being in an SCC lower than the head of R (even when the SCC of the head of R has a two-valued well-founded model) can be seen from Example 2 of Section 5. The importance of Q i (which is now in a lower SCC from the head of R) being two-valued in the well-founded model can be seen in the following example.
Example 4 Consider the program P below (assuming the Herbrand Universe is fag): This has a well-founded model fmagic p(a); magic q(a)g, which does not agree with the well-founded model of P on the query. Even though q(a) is in a lower SCC than p(a), the SCC with q(a) does not have a two-valued well-founded model; this prevents us from establishing magic r(a), and hence r(a), which is crucial in establishing :p(a). 3 An example of well-founded sips is given below:
Example 7 Again for simplicity we are assuming a left-to-right complete sip on the lower predicates. This is the most restrictive form of well-founded sip, the arguments made apply equally to other well-founded sips T P (F) " k F P (F) lfp(F 2 P ), and hence, by the preconditions, a 1 Lemma 13 Let P be a program, S be a well-founded sip strategy for P, Q be a query of the topmost SCC of P and MP = Magic(P; S; Q). Suppose that for all predicates in lower SCCs of P it is the case that for each literal a, if a 2 W P and magic a 2 W MP then a 2 W MP . Then for any set of ground atoms T such that T lfp(F We proceed by showing that for 1 i a, either a i is positive and in F P (T), or a i is a negative literal :r, and r 6 2 T, and for 1 i m, either p i is positive and in F P (T), or p i is a negative literal :r, and r 6 2 T. As magic q 2 lfp(F As P contains the a rule instance q a 1 ; : : :; a a ; p 1 ; : : :; p m it follows that q 2 F P (T). 2 Lemma 14 Let P be a program, S be a well-founded sip strategy for P, Q be a query of the topmost SCC of P and MP = Magic(P; S; Q). Suppose that for all predicates in strictly lower SCCs of P it is the case that for each literal a, if a 2 W P and magic a 2 W MP then a 2 W MP . Then lfp(F Theorem 6 Let P be a program, let S be a well-founded sip strategy and let Q be a query on P. Then the well-founded model of Magic(P; S; Q) and P agree on Q.
Proof: Soundness is immediate by Theorem 3. Completeness follows by using the above lemmas and an induction argument on the level of the SCC of the query.
Let the query, a literal a, be in an SCC which is not above any other SCC. Then magic a 2 W MP " 0 and the other preconditions to the above lemmas trivially hold. Thus by the lemmas, a 2 W MP if a 2 W P .
For the induction step, for each lower SCC by the induction hypothesis, a 2 W P and magic a 2 W MP implies a 2 W MP . For the query q to this SCC, clearly magic q 2 W MP " 0 and thus by the above lemma q 2 W MP if q 2 W P . 2 
Well Founded Magic Sets
The previous examples illustrate that the fundamental problem with applying the magic sets transformation to non-strati ed normal programs arises from the three valued nature of the magic predicates that result. The previous sections illustrate cases when the magic predicates are guaranteed to be twovalued. In this section we present a new transformation based on magic sets and the doubled program technique that preserves the well-founded model with respect to the query regardless of the sips or classes of programs that are transformed.
The intuition behind this transformation is to nd a non-trivial two-valued magic set which is known to be large enough to cover all the facts of interest to answering the query.
De nition 16 Let P be any program, let S be any sip strategy, let Q be any query and MP = Magic(P; S; Q). Let T and F be the two two-valued models, representing the de nitely true and possibly true information respectively, obtained when computing the well founded model of the magic program MP using the doubled program approach. Let M be the magic facts appearing in F.
The well-founded magic sets rewriting, PM = WFMagic(P; S; Q), is given by the program PP consisting of the modi ed rules of P together with the magic facts M. 3 We claim that the well-founded model of PM agrees with the well-founded model of P with respect to the query. We can of course compute the well-founded model of PM using the doubled program technique. The well-founded model of PM on the query is fmagic p(a); magic q(a); magic r(a); p(a); r(a)g agrees with P on the query. 3
We rst show that the program PM obtained using well-founded magic sets rewriting is sound with respect to the the original program on the query. In essence the result holds because we have chosen a magic set that is large enough to ensure that all required calls are set up.
and PM = WFMagic(P; S; Q). If Theorem 7 (Soundness) Let P be a program, S be any sip strategy for P, Q be a query of P, MP = Magic(P; S; Q) and PM = WFMagic(P; S; Q The completeness proof is almost identical to the soundness result but rst we need the corresponding lemmas to Lemma 6 and Lemma 7 for the program PM.
Lemma 18 Let P be a program, S be any sip strategy for P, Q be a query of P, MP = Magic(P; S; Q) and PM = WFMagic(P; S; Q). Then (a) Theorem 9 Let P be a program, let S be any sip strategy, let Q be a query and PM = WFMagic(P; S; Q). Then the well-founded model of PM and P agree on Q. 2
Clearly when the magic facts appearing in the well-founded model of MP, W MP , are two-valued the well-founded models of MP and PM are the same. This occurs because the two programs di er only with respect to the magic facts, and in this case the magic facts for PM are chosen to be the same as those in W MP . This leads to the following interesting corollary:
Corollary 1 Let P be a program, S be any sip strategy for P, Q be a query of P and MP = Magic(P; Examining the proofs of the above Lemmas and Theorems, it is easy to see that the only important property of M, the set of magic facts used in PM, is that it includes all the magic facts in gfp(F 2 MP ). It is easy to show that the results continue to hold if M is an arbitrary set of the magic facts containing at least all those magic facts in gfp(F 2 MP ).
Corollary 2 Let P be a program, S be any sip strategy for P, Q be a query of P and MP = Magic(P; S; Q). If M is a set of magic facts equal to, or a super set of, the magic facts in gfp(F 2 MP ), then the well-founded models of M PP and P agree on Q. 2
The well-founded magic sets approach may seem expensive to compute because it in fact computes two well-founded models W MP and W PM . This redundancy can be signi cantly reduced by making use of the following two points. Firstly, as we are only interested in the magic facts of MP, we only need to use rules for magic predicates and the predicates that the magic predicates depend on. In Example 7, the only non-magic predicate that the magic predicates depend on is q, and so the rules for p and r can be discarded when computing M. Secondly, from the soundness of the magic set transformation for arbitrary sips (Theorem 3), it follows that any non-magic literals in W MP The well-founded semantics seems to be the natural semantics for normal programs. It conservatively extends the usual semantics for positive and strati ed programs, and assigns a unique meaning to each program. An alternative semantics under consideration for deductive databases is the stable model semantics (see 11]). It has the distinct disadvantage of assigning multiple (or perhaps no) meaning to a single program, and appears to be far more di cult to compute. The rst approaches to computing the well-founded semantics arose from considering the problem of strati ed programs, whose semantics was well understood, and the e ect of magic sets transformations that may make them unstrati ed. Clearly the magic sets transformation should give answers respecting the semantics of the original programs. The magic sets interpreter ( 4] ) and rule ordering ( 10] ) approaches were designed to overcome this problem, and thus can be understood as computing the well-founded model of restricted classes of normal programs, those resulting from the magic sets transformation of a strati ed program. Ross 38] de ned the class of modularly strati ed programs and gave two evaluation methods, one for evaluating the well-founded model of a modularly strati ed program, and another for evaluating the magic sets transformation of a left-to-right modularly strati ed program. Recently Ramakrishnan et al 36] de ned a method for evaluating the magic sets transformation of a left-to-right modularly strati ed program, that is in general more e cient than the technique of 38]. The method mixes tuple-at-a-time reasoning on magic facts with set-at-a-time computation. It has some similarities to the magic sets interpreter approach which can also be applied to modularly strati ed programs (although this has not been shown formally).
The original top-down derivation method for computing well-founded models 37] was not e ective even for DATALOG (i.e., function-free) programs. Recently methods for top-down computation of wellfounded models that are e ective for arbitrary DATALOG programs with negation have been presented. WELL! 12] extends the QSQR approach to computing the well-founded model of DATALOG programs, while XOLDTNF 14] and SLG 15] extend the OLDT approach.
In this paper, we presented a bottom-up evaluation method for computing well-founded models of arbitrary programs. Leone and Rullo 27] also de ned a bottom-up evaluation method for computing well-founded models called the safe computation approach. It is e ectively evaluable only for the class of connected DATALOG programs (as de ned in 27]), and attempts to only compute relevant negative facts rather than all negative information. More recently Morishita 30] de ned a special evaluation method based on the doubled program approach for evaluating magic sets transformed programs. The method, which is very similar to and is based upon the well-founded magic sets approach, uses the same principle of using the possibly true magic facts, but does so earlier in the computation. It can be described as follows: rst compute T 1 = F MP (HB MP ), then compute U 2 = F MP (T 1 ) (this is the same as the well-founded magic sets approach). Let MU i be the magic facts in U i . Compute T k+1 = F PP MUk (U k ) for k 1 and U k+1 = F MP (T k ).
The methods are not directly comparable because they use di erent sets of magic facts at di erent stages. Neither method is guaranteed to be better than the other. Morishita 30] gives an example (similar to that in Example 1) where the well-founded magic sets approach requires more computation than his approach. with EDB predicates de ned by p0(c2) and t(a; a; b1); t(b1; c1;b2); :: :; t(bn; cn; bn + 1). In this case his approach terminates after 3 iterations while well-founded magic sets requires n. By modifying the EDB predicates to be p0(d) and t(a; b; c); t(c; d; e 1 ); t(e i ; e 2i ; e 2i+1 ) 1 i n?1 we ensure that Morishita's approach performs approximately twice the amount of computation of the well-founded magic sets approach, by using too large a magic set in the computation of T 3 .
However, Morishita's approach is guaranteed to terminate after no more iterations than the wellfounded magic sets approach, and nally calculates a magic set which is no bigger than gfp(F 2 MP ) (although the sizes of the intermediate magic sets computed may be bigger than that computed by well-founded magic sets, as the above example illustrates).
We now illustrate the e ciency of evaluating the original program with that of the magic sets transformation of the program wrt complete left-to-right sips. We compare the doubled program approach (DP) with the safe computation approach (SC) 27] and the magic sets interpreter (MSI). These approaches can all be implemented under the Aditi deductive database system 42] in development at the University of Melbourne. Each of them was implemented using hand written code in Aditi-RL | a language which supports relational operations as well as constructs for iteration and procedure calls.
We are unable to compare directly with the other methods applicable to modularly strati ed programs ( 12, 14, 15, 36, 38] ). For the following program Morishita's method 30] is identical to the doubled program approach because the magic facts are independent of the working and has suspect part relations.
Our example program is the (modularly strati ed) program (modi ed from an example in 38]) below.
working ( The part() relation consists of a complete binary tree of height 11, with the left half of the leaf nodes in tested(), and the sufficient part() relation corresponds to the right branches in part(). Thus the entire left hand side of the tree is working. The results were obtained using the Aditi deductive database system 42]. We compare the non magic sets evaluation with magic sets evaluations for queries (of the form working(X), with X bound to a constant) at di erent depths down the tree. Table 1 gives the evaluation times (seconds of real time), and maximumspace requirements (number of tuples) | including space for old copies of relations, and the \deltas" used by the di erential techniques.
Explicitly computing and storing the complement of false facts may be thought to take up too much space. However, as this example shows, it can be a viable query evaluation technique. This example also shows how e ective the magic sets transformation can be in using the query to improve the e ciency of the computation. The exception occurs when a query is made at the top of the tree since this requires that the entire working() relation be computed, and hence computing the magic sets becomes an unnecessary overhead in time and space.
Conclusions & Future Directions
In this paper, we presented a bottom-up evaluation procedure for computing well-founded models of allowed programs. This procedure provides a practical method for handling programs that involve unstrati ed negation in a manner that may be mixed with other evaluation approaches. Although our approach is more e cient than naively applying Van Gelder's alternating xpoint operations, more research needs to be done to avoid repeated computations.
In general, the desired answers to a query can change if we perform magic sets transformation on a program. Hence, we de ned classes of programs and sips for which magic sets transformations preserve well-founded models wrt the query (and thus, the desired answer set remains unchanged). The classes of programs and sips we consider for magic sets transformations strictly subsume those already considered in the literature. For these programs and sips, our procedure is applicable to the magic programs, thus allowing increased e ciency by specializing a program for a query. As an o -shoot, we gave another solution to the problem of magic sets transformations that make a strati ed program unstrati ed.
The choice of sips is critical to preserving well-founded models. Using sips that are not well-founded for general programs may fail to preserve the well-founded model. More research, however, is required to determine the most general classes of sips for which magic sets transformations preserve well-founded models.
Finally we presented an extension of the doubled program approach that operates on the magic sets transformed program of arbitrary programs with arbitrary sips, and computes query answers with respect to the well-founded model of the original program.
Other bottom-up evaluation methods capable of handling arbitrary programs with arbitrary sips are possible ( 30] 
