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I. INTRODUCTION
Genetic algorithms (GAs) are stochastic search techniques widely applied to combinatorial optimization problems [11] , [14] , [29] , [30] , [31] , [32] , [33] . GAs move from population to population. Each population consists of chromosomes (individuals) which represent candidate solutions to the optimization problem. A new population is formed by transforming individuals of the current population using stochastic operators (genetic operators) that emulate evolution in biological systems.
Our discussion is based on T. E. Davis's work [4] , [5] on a simulated annealing (SA)-like strategy for simple GAs [11] in which a rigorous theoretical basis was constructed in addition to some empirical experiments. As usual, the following three basic genetic operations are applied to each generation change: selection, mutation, and crossover. However, intuitively, a wide space of solutions should be searched in the earlier generations while a region including an optimal solution should be converged in the latter generations. Some authors have addressed the possibility of SA-like strategies which allow some control parameters to be valuable during the generation changes. SA [9] , [16] , [19] is also a stochastic search technique with applications to combinatorial optimization problems based on the annealing of crystalline solids, where the algorithm is implemented by generating a sequence of trial solutions and reducing the absolute temperature so that the trial solution sequence converges to an optimal solution. In particular, D. E. Goldberg's paper on Boltzmann tournament selection [13] was the rst to explicitly outline the close correspondence between SA and GAs.
Many theoretical results are available for GAs. Holland [14] presented the well-known schemata theorem and minimal deceptive problems [3] have been analyzed using Walsh functions [12] . To a limited extent, Markov chains have been used to analyze GAs [6] , [7] , [10] , [20] . More recently, Markov chains giving exact expected GA behavior have been specied by E. A. Nix and M. D. Vose [26] and T. E. Davis [4] , [5] , and have been studied intensively [4] , [5] , [20] , [26] , [27] . The state space of these Markov chains consist of tuples representing populations by the frequency of each individual therein. In this paper we rst summarize this Markov model to give a novel result on the parameterized uniform crossover [22] , [25] and use this model to extend results by Davis [4] , [5] .
Davis [4] studied an SA-like strategy [9] , [16] , [19] , where the J. Suzuki is with Department of Mathematics, Faculty of Science, Osaka University, Toyonaka, Osaka, Japan. E-mail: suzuki@math.sci.osaka-u.ac.jp Part of this work was done while the author visited Stanford University (Sept. '95 -March '97.) mutation rate is reduced slowly enough to an arbitrarily small positive value to maintain ergodicity (Section 3 summarizes this result.) This ensured that the Markov chain's stationary distribution focused on some uniform population (a population consisting of identical individuals). Although this result is important, it leaves several problems:
1. the probability that an optimal individual is obtained in a GA is strictly less than one although the population converges to uniformity asymptotically; 2. the resulting condition on the valuable mutation probability for ergodicity is to assure an asymptotic, not nite time convergence; and 3. the crossover probability is xed. As for the rst problem, in general, as the valuable mutation probability diminishes, one of the populations with an optimal individual cannot be necessarily generated although some uniform population is obtained. In that case, it seems to be useless to keep the condition on the valuable mutation probability so that we can obtain some uniform population rather than some population with an optimal individual. For the second and third problems, it seems that the convergence to the stationary probability distribution could be faster by considering some valuable crossover probability for each generation.
In Section 4, we shall prove the following claim (Theorem 2): the stationary distribution focuses on the uniform population with an optimal solution (the best population) as mutation and crossover probabilities and a tness ratio go to zero, where the tness ratio is dened in Section 4 (Roughly speaking, the less the tness ratio is, the more the so-called selective pressure is.) In the SA-like strategy of Section 5, the tness ratio is decreased (the selective pressure is increased) by boosting the power of the tness function.
Although Theorem 2 improves on the Davis algorithm [4] , [5] by guaranteeing asymptotic focus on the best population, the resulting convergence rate is slower. We rectify this by also reducing the crossover probability and the tness ratio to zero. Although we do not provide optimal parameter schedules, nor any denite functions for changing the three parameters, we do avoid introducing a SA-like temperature schedule (and so we can use Theorem 2). This is unlike a procedure used by Mahfoud and Goldberg [17] , [18] , where the parameters are xed but temperature changes determine the survival probability between two pairs of parents and children.
NOTATION
The following notation will be used. At generation t, individuals, each having L genes, are randomly chosen. Subsequent generations at t = 1; 2;11 1 are formed using crossover, mutation and selection operators [11] . Let and i 0 ; i; i 2 J: the one's complement of an individual i; (t); t = 1;2; 1 1 1: a mutation probability of a generation t; (t); t = 1;2; 1 1 1: a crossover probability of a generation t; m(t): a non-decreasing function of each generation t. F (t) = F m(t) ; t = 1;2; 1 1 1: the m(t) power of F ; and p(t) = ((t);(t);F(t)): valuable parameters;
II. THE MARKOV CHAIN MODEL
In this section, we summarize the basic Markov chain model and provide a preliminary result (Theorem 1).
The probability of which population is generated at the next generation depends on the number of occurrences of each individual in the current population rather than the population itself. We collect populations with the number of occurrences vector z 
where P (ijs) is the probability of generating an individual i 2 J from a state s 2 S. When only the selection operation is applied, i.e., for = = 0 (one operator algorithms ), if the roulette wheel selection (page 237 in Goldberg [11] ) is assumed, the probability P (ijs), i 2 J, s 2 S, yields
When the mutation operation is also applied, i.e., for > 0; = 0 (two operator algorithms), the probability P (ijs), i 2 J, s 2 S, becomes P 2 (ijs) = X i 0 2J
It is known that the transition matrix Q in Eq. (1) is primitive as long as the mutation probability is positive [15] , [20] . Denition 1 ([21] ) A square nonnegative matrix A is primitive if there exists a positive integer k such that A k > 0, where X 0 refers to the fact that all the elements of a matrix X are nonnegative while X > 0 refers to the fact that all the elements of X are positive. Primitivity intuitively refers to the property that all the states in S can communicate with each other in nite transitions. Throughout the paper, we assume > 0 so that the Markov chain is primitive.
When the mutation and crossover operations can be also applied i.e., for > 0; > 0 (three operator algorithms), the probability P 3 (kjs) = X i;j2J P 1 (ijs)P 1 (jjs)r i;j (k); k 2 J ; s 2 S ;
depends on what type of crossover operations is used, where ri;j(k) is the probability that k 2 J is generated from i; j 2 J via the crossover and mutation operations, and ri;j(k) = ri8k;j8k(0) holds. It is known that for the traditional one-point crossover with = 2 [27] ,
(2) where 1(i; j; k) = j(2 k 0 1) ij 0 j(2 k 0 1) jj :
For the traditional one-point crossover with 3, see Koehler, Bhattacharyya, and Vose [1] , and Bhattacharyya and Koehler [2] .
The following formula is on uniform crossover (See Appendix A for the proof of Theorem 1, and Corollaries 1 and 2.), where, unlike the traditional uniform crossover ( = 1=2) [25] , we consider the parameterized uniform crossover [22] for = 2 and each crossover probability . In the remainder of the paper, = 2 is assumed. Theorem 1: When the (parameterized) uniform crossover is applied, for i; j; 2 J, 
where the summation ranges over u; v; w 2 J such that (i 8 u) w 8 (j 8 v) w = 0 ; (7) w, w 2 J, is a crossover probability with which w i 8 w j is generated from i; j 2 J, and u, u 2 J, is a mutation probability with which i 8 u is generated from i 2 J.
However, the formula in Eqs. (6) and (7) is not explicitly expressed in terms of and but evident from the denition of rij(0) and the procedure of simple GAs. In fact, the derivations of Eqs. (2) and (3) from Eqs. (6) and (7) are not straightforward. For example, when we made some numerical experiments based on a Markov chain model, Eqs. (6) and (7) would barely help us obtain the value of r i;j (0) from and .
Throughout the paper, our discussion excludes some elitist strategies [6] , which can also be expressed as a form of Markov chain but which are not primitive in general [23] , [24] . Another result (Section 8 in [4] ) is the derivation of a sufcient condition that assures the strong ergodicity of the inhomogeneous Markov chain as the mutation probability (t) is reduced to zero. (8) for any q0 when (t) ! 0 + during the generation changes t = 1;2; 1 1 1 because, at this point, we are not sure whether the strong ergodicity of the Markov chain holds. In fact, the transition matrix Qt depends on the mutation probability (t) for each generation t = 1; 2;11 1. It is shown [4] that the Markov chain is weakly ergodic if 
when the mutation probability (t), t = 1; 2;11 1, is reduced to zero. In addition, strong ergodicity is also proved for the q in Eq. (8) is the probability that the uniform population u(i) occurs as ! 0 + . In that sense, it seems that it is useless to assure ergodicity. However, both the empirical evidence (Section 5 in [4] ) and theoretical development (Section 9 in [4] ) suggest that r[i1] is numerically close to one in most cases and that the desired limiting behavior can be obtained as the population size M goes to innity, although the mathematical proof is not established.
It should be noted that the results hold for any regular crossover operation that generates two identical individuals if the two individuals picked via the selection operation are identical, thus the result is applicable to the two-point traditional crossover, the multi-point traditional crossover, the segmented crossover, the uniform crossover, the shue crossover etc. [8] as well. The reason is that the derivation [4] for the three operator algorithms depends on just the property that no crossover occurs among any two identical individuals. Summarizing the above, we get the following statement.
Lemma 1: The mutation bound in Eq. (11) is valid for any regular crossover operation and any crossover probability . Since Eq. (11) is not dependent on the crossover rate, one might suspect that Lemma 1 is self-evident. However, Davis's results [4] were obtained using only a one-point crossover operator with xed probability. Lemma 1 provides the necessary conrmation of its generality. This will be needed to apply Theorem 2 in this paper.
IV. MAIN THEOREM
Our attempt here is to prove optimality as stated in Theorem 2.
Theorem 2: For the three operator algorithms, the stationary distribution focuses on the best population ( P l j=1 r[ij] ! 1) as the crossover probability ! 0 and the tness ratio 
where qp is the stationary distribution over S when the three parameters are p = (;; F ). Remark 1: Intuitively, any population approaches uniformity as ! 0 + in the Davis algorithm, and F ! 0 makes the algorithm adapt the elitist strategies [6] , which insures that the individual with the highest tness value in the current population appears in the successor population. Therefore, the population inevitably converges to a uniform population of optimal solutions. The following example illustrates the results of Theorem 2.
Example 2: L = 1, M = 2, = 2, and F = f(1)=f(0) < 1 Eq. (14) follows because Q(s 0 js) 0 for any s; s 0 . Q. E. D. We are not sure from Theorem 1 how fast the distribution of states converges to the stationary distribution because asymptotic analysis does not address convergence rate. In a sense, the fact that the stationary distribution is optimal does not necessarily imply that the parameters have some optimal values for a given GA. As p ! (0 + ; 0; 0), the Markov chain stays primitive but convergence may be slow since early populations may not contain an optimal solution and spend considerable time in a non-optimal basin of attraction.
However, this property would not cause any serious problem in the later generations of some SA-like strategy which shall be introduced in Section 5 because, in the later generations, the solution is unlikely to fall in a local optima. Instead, the truly optimal solution should be selected among promising candidates.
V. SA-LIKE STRATEGY
The following SA-like strategy could be considered. Algorithm 1: Generate some population at each t = 0;1;1 1 1 using the following operations: 2. Crossover with probability (t); 3. Mutation with probability (t). Remark 2: The Davis algorithm is the specic case where (t) and m(t) 1. In this section, the Markov chain is a function of (t), F (t), and (t). In the following result, we provide sucient conditions to ensure ergodicity. Theorem 3: The limit in Eq. (12) is obtained for any crossover as long as p(t) = ((t), (t), F (t)) is monotone nonincreasing to (0 + ; 0; 0), and (t) satises Eq. (11).
Remark 3: The strategy does not rely on crossover and selective pressure for search in the sense that setting (t) 0 and F 0 for all generations would not change any of the asymptotic results. However, the crossover probability and the tness ratio should be positive, even if they are reduced to an arbitrarily small value, because they are expected to enhance the nite time convergence behavior of the algorithm. For Example 2, the bound reduces to (t) 1=(2 p t).
Proof of Theorem 3: Weak ergodicity is obtained because the mutation bound remains the same for any crossover (by Lemma 1) and any tness ratio as well, even when they are valuable. The bound in Eq. (11) turns out to depend on M and L rather than (t) and F (t) from the derivation [4] . What we need to prove here is that the bound satises strong ergodicity if (t) and F (t) are monotone non-increasing. So, we note the following lemma. Lemma In addition, we have the following lemma.
Lemma 5: C; C; CF < 1 for 0 (t); (t); F (t) 1. C < 1 was proved in Ref. [4] . C < 1 and C F < 1 are proved quite similarly.
Q. E. D. The sucient conditions in Theorem 3 are for asymptotic optimality, not for each nite generation t = 1;2;1 1 1. In addition, the condition in Eq. (11) is still strong, and some improvement (sacricing the theoretical condition for practical eectiveness, nding some new tighter bound which replaces the existing condition, etc.) might be required for practical algorithms.
One reason why the bound to assure ergodicity remains the same ((t) and F (t) should be monotone non-increasing) when and F are also valuable is that ergodicity assures the asymptotic, not nite time convergence. If (t) and F (t) decrease slowly until (t) is suciently small and they decrease very fast suddenly after that, the stationary distribution can be obtained when (t) and F (t) diminish because (t) is still positive for a nite generation t. However, the desired distribution may not be obtained immediately [19] .
Renement of the bound (Eq. (11)) would be important as a future work. Davis suggests (Section 10.4 in Ref. [4] ) the possibility that the bound could be improved up to O(1=t) by successfully applying the general sucient condition [15] for weak ergodicity to the Markov chain.
VI. CONCLUDING REMARKS
This paper explores the theoretical properties of the Markov model for GAs which are applicable to SA-like strategies. These include 1. the derivation of the uniform crossover counterpart of the Vose-Liepins formula [27] (Theorem 1);
2. the proof that a population asymptotically goes to the uniform population with an optimal solution (the best population) as the three parameters diminish (Theorem 2); and 3. the derivation of a sucient condition of strong ergodicity for the Markov chain that represents a SA-like strategy (Theorem 3). In particular, the main theorem (Theorem 2) has been obtained by extending and improving Davis's work [4] , [5] , and gives an idea on how to get the best population in actual situations, which is required in several areas of GAs.
When comparing GAs with valuable and xed parameters, evidently a GA with some valuable parameters would outperform any GA with xed parameters. The problem lies in the lack of a general rule on how to control the parameters. Considering few theoretical results which have been developed thus far, we would argue that theoretical approaches such as Theorems 2 and 3 have an important signicance as initial steps. We expect the SA-like GAs to be addressed intensively from both theoretical and practical aspects. Consider the child individual i 0 of i 2 J such that i and i 0 have dierent and same values at the exchanged and unexchanged bit positions, respectively. By uniform crossover, the number of 1's in the j(i 8 j) ij positions of i is decreased by t 0 s while the number of 1's in the j(i 8 j) jj positions of i is decreased by s. Therefore, the number of 1's in i is increased by 2s 0 t, thus the number of 1's and 0's in i 0 are jij + 2s 0 t and L 0 jij 0 2s + t, respectively. Similarly, the number of 1's and 0's in j 0 are jjj02s +t and L 0jjj+ 2s0t, respectively, for the child individual j 0 of j 2 J. Therefore, the probability that one of the two crossed individuals (one of the two is randomly selected with probability 1/2.) becomes the zero string is 1 2 [ jij+2s0t (10) L0jij02s+t + jjj02s+t (10) L0jjj+2s0t ] : (17) The sum over all the products of Eqs. (16) and (17) when the number of exchanged bits via uniform crossover, t, is given. Taking into account the probability t (1 0 ) ji8jj0t for 0 t ji 8 jj, we obtain the claim. Q. E. D. 
