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Introduction and Summary

Introduction and Summary
1 Motivation
Gaussian random fields (GRFs) have a dominant role in spatial modelling
and there exists a wealth of application areas, such as geostatistics, atmo-
spheric and environment science (Cressie, 1993; Stein, 1999; Diggle and
Ribeiro Jr, 2006). GRFs are practical since the normalizing constant can
be computed explicitly. A GRF also has good properties since it can be
explicitly specified through its mean function µ(·) and covariance function
C(·, ·). In Rd, with s ∈ Rd, a random field x(s) is a continuously indexed
GRF if any collection {x(si); i = 1, 2, . . . , n} for every n ≥ 1 jointly has
Gaussian distribution.
There are two main challenges in spatial statistics for traditional ap-
proaches associated with GRFs. The first challenge is a theoretical chal-
lenge since the covariance function of a GRF must be symmetric positive
definite (SPD). However, it is difficult to specify a parametric model for
the covariance function (Gneiting et al., 2010; Kleiber and Nychka, 2012;
Apanasovich et al., 2012). The second challenge is a computational chal-
lenge. This challenge is due to the cost of O(n3) to factorize a dense
n× n dimensional matrix. Therefore, it is sometimes infeasible to do full
Bayesian analysis with large datasets , i.e., when n is large (Banerjee et al.,
2004).
Lindgren et al. (2011) proposed a new approach for spatial modelling
with GRFs. They showed an explicit link between GRFs and Gaussian
Markov random fields (GMRFs) by using stochastic partial differential
equations (SPDEs). Using this link it is possible to build the models
with GRFs, but do computations with GMRFs. A GMRF is a GRF
with Markovian property, and its precision matrix is usually sparse. Due
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to the sparse structure of the precision matrix, numerical algorithms for
sparse matrix can be applied. Therefore, the computational challenges are
partially solved, and hence it is possible to do analysis for large datasets.
Lindgren et al. (2011) also claimed that there is no need to consider the
positive definite constraint to the covariance matrix since the constructed
covariance matrix automatically will be positive definite.
Spatial modelling of multivariate spatial datasets are in demand in
many areas, such as in economics (Gelfand et al., 2004; Sain and Cressie,
2007), in the area of air quality (Brown et al., 1994; Schmidt and Gelfand,
2003), weather forecasting (Courtier et al., 1998; Reich and Fuentes, 2007)
and quantitative genetics (Mcguigan, 2006; Konigsberg and Ousley, 2009).
Many approaches were proposed to model this kind of dataset, such as Lin-
ear model of coregionalization (LMC) (Goulard and Voltz, 1992; Wacker-
nagel, 2003; Gel et al., 2004) and covariance-based models (Apanasovich
and Genton, 2010; Gneiting et al., 2010; Li and Zhang, 2011; Kleiber and
Nychka, 2012; Apanasovich et al., 2012). As pointed out by Diggle and
Ribeiro Jr (2006, Chapter 3.12) that without some restrictions models of
this kind are usually very poorly identifiable. Covariance-based models
have both the theoretical challenge and the computational challenge as
discussed above.
In this thesis we extend the approach proposed by Lindgren et al.
(2011) to multivariate GRFs by using systems of SPDEs. The constructed
multivariate GRFs inherit the theoretical and computational advantages.
On the theoretical side, the covariance functions of the multivariate GRFs
are automatically positive definite. On the computational side, we can use
GMRF representations for GRFs when doing computations.
The rest of the introduction of this thesis is organized as follows. First
we give some fundamental definitions in Section 2. Then we discuss two
main challenges in spatial statistics and review some of the proposed solu-
tions for these problems in Section 3. We give an overview of the state-of-
art research of the SPDE approach in Section 4. Some of the methodology
for constructing multivariate GRFs are discussed in Section 5. In Section
6 we give some examples for sampling the multivariate GRFs constructed
with our proposed systems of SPDEs. Current challenges and possibilities
for further research are discussed in Section 7. Finally we summarize the
included papers in Section 8.
2
2 Fundamental definitions
In this section we give some useful definitions of terms which are used
extensively in the thesis. Let D denote a topological space and Ω denote
some abstract sample space.
Definition 2.1. A random field x(s) on D is a random function specified
by its finite dimensional joint distributions
F (y1, . . . , yn; s1, . . . , sn) = P (x(s1) ≤ y1, . . . , x(sn) ≤ yn), s ∈ D
for every n ≥ 1 and every collection s1, s2, . . . , sn of sites in D.
In Definition 2.1, we have used the notation
x(s) = x(s, ω), s ∈ D, ω ∈ Ω.
The focus of the thesis is modelling spatial datasets, and therefore D ⊂
R
d or S2. The Kolmogorov existence theorem provides the theoretical
foundation for determining whether a random field model is valid or not.
This theorem states that if the collection of finite-dimensional distributions
is consistent under permutations of the sites and marginalization then the
random field model is valid. We refer to Billingsley (1986) for a detailed
discussion.
Definition 2.2. A random field x(s) on D is called a Gaussian random
field if any subset {x(s1), x(s2), . . . , x(sn)} for n ≥ 1, where si ∈ D for
i = 1, 2, . . . , n, has a multivariate Gaussian distribution.
From Definition 2.2, we can notice that any finite dimensional distribu-
tion of the field x(s) is multivariate Gaussian. A Gaussian random field
can be specified by its mean µ(s) = E(x(s)) and covariance function
C(t,u) = Cov(x(t), x(u)). The covariance function must be symmetric
positive definite. Let T denote transpose of vectors and matrices.
Definition 2.3. A matrix A is called positive definite if
xTAx > 0, ∀x 6= 0. (1)
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If A is also symmetric, then it is called a symmetric positive definite
(SPD) matrix. In this thesis we denote an SPD matrix by A > 0. Some
important properties of this kind of matrix can be found in Rue and Held
(2005, Section 2.1.6).
Definition 2.4. A multivariate Gaussian random field x(s) is a collec-
tion of Gaussian random fields {xi; i = 1, 2, . . . , p} such that any collection
{x(s1),x(s2), . . . ,x(sn)}, where x(s) = (x1(s), x2(s), . . . , xp(s))T, for all
s1, s2, . . . , sn ∈ D for all n ≥ 1, has a multivariate Gaussian distribution
determined by
E(x(s)) = µ(s), s ∈ D,
Cov (x(t),x(u)) = C(x(t),x(u)), t,u ∈ D,
where µ : D → Rp is the mean function and C : D → Rp×p is a matrix-
valued covariance function.
Multivariate GRFs are commonly used in spatial statistics in many differ-
ent areas. The covariance function of a GRF or a multivariate GRF must
fulfill the positive definiteness constraint. Due to the positive definite con-
straint it is difficult to specify a valid parametric model for cross-covariance
function.
Definition 2.5. A matrix A is called nonnegative definite if and only if
xTAx ≥ 0, ∀x 6= 0. (2)
Nonnegative definite matrix is also called positive semidefinite matrix. We
denote the nonnegative definite matrix as A ≥ 0 in this thesis.
Definition 2.6. A random field x(s) is called weakly stationary if the
mean function µ(s) is constant and the covariance function satisfies the
following relationship
C(s1, s2) = C(s1 − s2).
Weakly stationary is also called second-order stationary or covariance
stationary (Lindgren, 2010). In this thesis when we say that a ran-
dom field is stationary, we mean it is weakly stationary unless otherwise
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specified. Isotropic random fields are important weakly stationary ran-
dom fields. The covariance functions for isotropic random fields fulfill
C(s1, s2) = C(‖s1 − s2‖) = C(‖h‖), where ‖ · ‖ denotes the Euclidean
norm. These covariance functions depend only on the distance between
the sites but not the direction. The covariance functions constructed with
the systems of SPDEs in this thesis belong to this group. One of the im-
portant and popular families of covariance functions is the Mate´rn family
(Mate´rn, 1960, 1986).
Definition 2.7. The Mate´rn covariance function has the following form
M(h) =
21−νσ2
Γ(ν)
(κ‖h‖)νKν(κ‖h‖), σ2 > 0, ν > 0, κ > 0, (3)
where Kν is the modified Bessel function of second kind.
In this covariance function σ2 is the marginal variance, κ is a scaling
parameter and Γ(·) is the gamma function. ν is a smoothness parameter
and it defines the Hausdorff dimension and the differentiability of the
sample paths. But unfortunately this parameter is poorly identifiable from
the data and hence we will fix it during inference (Diggle and Ribeiro Jr,
2006; Lindgren et al., 2011). This covariance function contains the popular
exponential covariance function sinceM(h) = σ2 exp(−κ‖h‖) when ν = 1
2
.
Mate´rn covariance function plays a key role in this thesis. We return to it
in Section 4.
The covariance function for a second-order stationary multivariate
GRF has the form
C(h) =


C11(h) C12(h) · · · C1p(h)
C21(h) C22(h) · · · C2p(h)
...
...
. . .
...
Cp1(h) Cp2(h) · · · Cpp(h)

 , (4)
where Cii(h) = E(xi(s + h)xi(s)) is the covariance function within field
xi(s) and Cij(h) = E(xi(s + h)xj(s)) is the cross-covariance function
Cij(h) = E(xi(s+ h)xj(s)) between fields xi(s) and xj(s).
Let x = (x1, x2, . . . , xn)
T ∈ Rn have a Gaussian distribution with
mean µ and covariance matrix Σ, i.e., x ∼ N (µ,Σ). Define a labeled
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graph G = (V ,E ) with vertexes V = {1, 2, . . . , n} and edges E for x such
that there is no edge between i and j if and only if xi ⊥ xj|x−ij , where
x−ij denotes x−{i,j}.
The inverse of the covariance matrix is called precision matrix Q =
Σ−1 and we also need the constraint Q > 0. The precision matrix plays
a key role when we deal with GMRFs and this is because the precision
matrix for a GMRF is usually sparse,
xi ⊥ xj |x−ij ⇐⇒ Qij = 0 for i 6= j. (5)
This simply means that we can know whether xi and xj are conditionally
independent or not from the graph G since the nonzero pattern of Q
determines G (Rue and Held, 2005). We now give the formal definition of
a GMRF.
Definition 2.8. A random vector x(s) = (x1(s), x2(s), . . . , xn(s))
T ∈ Rn
is called a Gaussian Markov random field with mean value µ and precision
matrix Q with respect to a labeled graph G = (V ,E ) if and only if it has
the probability density function
pi(x) =
(
1
2pi
)n/2
|Q|1/2 exp
(
−1
2
(x− µ)TQ(x− µ)
)
, (6)
and
Qij 6= 0 ⇐⇒ {i, j} ∈ E for all i 6= j.
From Definition 2.8, we can notice that if Q is a completely dense matrix
then G is fully connected.
3 Two main challenges in spatial statistics
Two main challenges in spatial statistics consists of a theoretical challenge
and a computational challenge. For the theoretical challenge, the covari-
ance function of a proposed model must be positive definite. For the
computational challenge, we need to construct computationally efficient
model in order to do full Bayesian analysis for large datasets.
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3.1 Positive definite constraint
Let C(h) be a covariance function for a GRF, then we have the require-
ment C(h) > 0. This is a well-known challenge since specifying a valid
parametric model for the covariance function is difficult. Bochner’s theo-
rem has characterized all the continuous covariance functions for random
fields on Rd.
Theorem 3.1 (Bochner’s theorem). Denote a continuous function, real
or complex, as C(h). This function is positive definite if and only if there
is some positive and symmetric measure F such that
C(h) =
∫
+∞
−∞
exp(ihTk)dF (k). (7)
Detailed description about this theorem can be found in Stein (1999, Chap-
ter 2.5). A proof of Bochber’s theorem can be found in Cox and Miller
(1977). We call Equation (7) the spectral representation of the covariance
function. If the measure F has a Lebesgue density S, this is called the
spectral density. The spectral density of the Mate´rn covariance function
given in Equation (3) is
S(k) =
σ2
(2pi)d(κ2 + ‖k‖2)ν+d/2 . (8)
The spectral representation is widely used in this thesis in order to in-
vestigate the properties of the multivariate GRFs constructed from our
proposed approach.
In this thesis we show that the theoretical challenge is solved for mod-
els constructed by our proposed SPDEs approach since the covariance
functions are automatically positive definite. We return to this in Section
5.
3.2 Computational efficiency
As mentioned in Section 1, the second challenge is due to the cost of O(n3)
to factorize a dense n× n matrix. When n becomes large, it becomes in-
feasible to get results in reasonable time (Banerjee et al., 2004). For this
challenge, many different approaches have been proposed, such as using
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separable covariance functions (Fuentes, 2006; Genton, 2007), covariance
tapering (Furrer et al., 2006; Zhang and Du, 2008; Kaufman et al., 2008;
Shaby and Ruppert, 2012), fixed rank kriging and fixed rank filtering
(Cressie and Johannesson, 2008; Cressie et al., 2010), likelihood approx-
imations (Vecchia, 1988; Stein et al., 2004) and GMRF approximations
(Rue and Tjelmeland, 2002; Rue et al., 2004; Rue and Held, 2005; Lind-
gren et al., 2011). We give a brief overview about these approaches and
refer to Sun et al. (2012) for a detailed summary of different approaches
for dealing with large datasets in geostatistics.
3.2.1 Separable covariance functions
The main idea of this approach is to take advantage of special structures
of the covariance functions, and rewrite the covariance function in a sep-
arable form (Fuentes, 2006; Genton, 2007). One of the commonly used
separable functions has the form C(s, t) = C(s, 0)C(0, t)/C(0, 0). This
kind of function is commonly used for spatio-temporal models. With this
form we assume that the space-time covariance function can be treated
as a product of a spatial covariance function and a temporal covariance
function. The covariance matrix for this kind of model can then be writ-
ten as a Kronecker products of two smaller matrices. Therefore, nice
properties of Kronecker product can be applied in order to achieve com-
putational efficiency. For more information about the Kronecker product,
see for example Graham (1982). Another separate form used for spatial
or spatial-temporal models is C(k) = ρ(k)A, where ρ(k) is a correlation
function and A is a positive definite matrix. This form has the assump-
tion that the covariance function is independent of the spatial locations.
Li et al. (2007) provided a nonparametric assessment for evaluating the
separability of covariance structures.
3.2.2 Covariance tapering
The main aim of covariance tapering technique is to make a sparser and
better structured covariance matrices and hence numerical algorithms for
sparse matrices can be used for fast statistical inference (Furrer et al., 2006;
Zhang and Du, 2008; Kaufman et al., 2008; Shaby and Ruppert, 2012).
Assuming the vector x follows a multivariate Gaussian distribution with
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parameter θ, the log-likelihood of the vector has the form
log(pi(x|θ)) = −n
2
log(2pi) − 1
2
log|C(θ)| − 1
2
xTC−1(θ)x, (9)
where n is the length of the vector x. We need to evaluate Q(θ) = C−1(θ)
and |C(θ)|. The common approach is to use the Cholesky factorization
of precision matrix Q = LLT, where the Cholesky triangle L is a lower
triangular matrix. The covariance tapering technique is based on the
fact that the correlations between observations far enough apart become
negligible, and hence can be set to 0. The commonly used approach for
tapering the covariance function is the formula
Cˆ(h;θ, γ) = C(h;θ)Ct(h; γ), h > 0, γ > 0, (10)
where γ is a pre-defined threshold and h is the distance between two
observations. Ct(h; γ) is the tapering function, and it is an isotropic
correlation function with compact support. It also has the additional
properties that Ct(h; γ) = 0 for any h ≥ γ. Cˆ(h;θ, γ) is the tapered
covariance function. The tapered covariance matrix Cˆ is a sparse matrix
and also a positive definite matrix. Therefore, we save computational
resources.
3.2.3 Fixed rank kriging
The fixed rank kriging (FRK) method was proposed by Cressie and Johan-
nesson (2006). Shi and Cressie (2007) applied this approach to analyze
the MISR aerosol data. The main idea of the FRK approach is trying
to use a set of m basis functions, B(s) = (B1(s), B2(s), . . . , Bm(s))
T to
capture the spatial dependence, and hence the covariance matrix of x can
be written as
Σ = BKBT + τ2V , (11)
whereK is any m×m positive definite matrix with unknown parameters,
and τ2V is a diagonal matrix with entries given by the measurement-
error variances. The inverse of the covariance matrix then turns into
the inverse of m × m positive definite matrix. Therefore, we can save
computational resources. For more information about this approach we
refer to Cressie and Johannesson (2008) and Sun et al. (2012). Cressie
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et al. (2010) discussed a new approach called fixed rank filtering for spatio-
temporal data.
3.2.4 Likelihood approximation
Approximating the likelihood function is another way to achieve com-
putational efficiency. This technique can be applied both in the spatial
domain and in the spectral domain. Vecchia (1988) and Stein et al. (2004)
discussed approaches to write the conditional distribution based only on
some of the ‘past’ observations which can lessen the computational bur-
den. Fuentes (2007) discussed how to use Whittle’s approximation of
the Gaussian negative log-likelihood function for irregularly spaced data
with a lattice process. They claimed that they can save computational
resources by truncating the spectral representation. They pointed out
that likelihood approximation in the spectral domain does not require the
calculation of the determinants.
3.2.5 GMRF approximations
GMRF models are widely used due to their good Markovian property.
Due to the Markovian property, the precision matrices for GMRFs are
usually sparse. Rue and Tjelmeland (2002) discussed how to use GMRFs
to fit GRFs. They argued that the most commonly used GRFs used in
geostatistics can be approximated by GMRFs, and hence GMRFs can be
used as a computational replacement for GRFs. This kind of approach
was also used by Allcroft and Glasbey (2003) for spatio-temporal models.
Hartman and Ho¨ssjer (2008) suggested the use of GMRFs for GRFs when
doing spatial prediction using Kriging, from the computational point of
view.
In this thesis the GMRFs approximation to GRFs discussed by Lind-
gren et al. (2011) is adopted and widely used. We apply GMRF approxi-
mations to the multivariate GRFs constructed from the system of SPDEs,
and hence the precision matrices are sparse. Since it is crucial for our
computations, we discuss this approach in Section 4.2 in detail.
10
4 SPDE approach for modelling GRF
In this section we give an overview of the state-of-the-art research for the
SPDE approach for spatial statistics. The GMRF approximation is also in-
troduced here. The discussions focus on the univariate GRFs constructed
with the SPDE approach.
4.1 SPDE approach
The new approach discussed by Lindgren et al. (2011) was to use SPDEs
to construct GRFs, which showed an explicit link between GRFs and
GMRFs. The SPDE has the form
(κ2 −∆)α/2x(s) =W(s), s ∈ Rd, α = ν + d/2, ν > 0, (12)
where (κ2−∆)α/2 is a pseudo-differential operator andW(s) is a standard
Gaussian white noise process. ∆ is the Laplacian given by
∆ =
d∑
i=1
∂2
∂x2i
.
It turns out that the stationary solution x(s) to the linear (fractional)
SPDE (12) is a GRF with Mate´rn covariance function given in Equation
(3). We can also get the closed form for the marginal variance for the
random field,
σ2 =
Γ(ν)
Γ(ν + d/2)
(4pi)−d/2κ−2ν .
Following the terminology from Lindgren et al. (2011), we call a GRF
with Mate´rn covariance function a Mate´rn random field. Lindgren et al.
(2011) pointed out that the Mate´rn fields are the only stationary solutions
to the SPDE (12). Moreover, even though the solutions to SPDE (12) do
not have Mate´rn covariance function as κ → 0 or ν → 0, the solution for
the SPDE with κ = 0 or ν = 0 still has a well-defined measure (Lindgren
et al., 2011). Denote the Fourier transform of a function by F (·). We
apply the Fourier transform to SPDE (12)
{
F (κ2 −∆)α/2φ
}
(k) =
(
κ2 + ‖k‖2)α/2 (Fφ) (k), (13)
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where k is the frequency, and φ is a smooth, rapidly decaying function in
R
d. We can obtain the spectral density of the stationary solution
S(k) =
1
(2pi)d(κ2 + ‖k‖)α . (14)
Lindgren et al. (2011) discussed some possible extensions beyond the
classical Mate´rn models, such as Mate´rn fields on manifolds, random
fields with oscillating covariance functions, non-stationary fields, and non-
separable space-time models. Some extensions of the SPDE approach
given by other researchers is discussed in Section 4.3.
4.2 GMRF approximation
In this paper we follow the approach presented in Lindgren et al. (2011)
for GMRF approximations to GRFs in order to partially resolve the “big
n problem” (Banerjee et al., 2004) with our models. Using SPDE (12) the
model is built theoretically from a discretized GRF on a set of locations
si with a covariance matrix Σ, and then we use a GMRF to represent the
GRF. This means the precision matrix of the GMRF fulfills the condition
Q−1 ≃ Σ on some predefined norm.
The first step in constructing the GMRF representation for x(s) on the
triangulated lattice is to find the stochastic weak formulation of Equation
(12) (Kloeden and Platen, 1999). In this paper Delaunay triangulation is
chosen, and we refer to Hjelle and Dæhlen (2006) for detailed discussion
about Delaunay triangulations. Denote the inner product of functions h
and g as
〈h, g〉 =
∫
h(s)g(s)d(s), (15)
where the integral is taken over the region of interest. We can find the
stochastic weak solution of SPDE (12) by requiring that
{
〈φk, (κ2 −∆)α/2x〉
}M
i=1
d
= {〈φk,Wi〉}Mi=1 . (16)
In the second step we need to construct a finite element representation
of the solution to the SPDE. We refer to Zienkiewicz et al. (2005) and
12
(a) (b)
Figure 1: Approximation to a surface with piecewise linear basis function.
The approximated surface is given in (a) and the true surface is given in
(b). The pyramid in (a) is one basis function.
Bathe (2008) for more information about finite element methods. The
finite element representation of the solution to SPDE (12) is
x(s) =
N∑
k=1
ψk(s)ωk, (17)
where ψk(s) is some chosen basis function, ωk is some Gaussian distributed
weight, and N is the number of the vertexes in the triangulation. The
basis-function ψk(s) is chosen to be piecewise linear on each triangle with
value 1 at vertex k and 0 at all other vertexes. This means that a con-
tinuously indexed solution is approximated by a piecewise linear function
defined through the joint distribution of ωk, k = 1, 2, . . . , N (Lindgren
et al., 2011). The chosen basis-functions ensure that the local interpola-
tion on a triangle is piecewise linear. Figure 1 illustrated one example of
a surface approximated by a piecewise linear approximation.
The third step is to choose the test functions. In this paper we follow
the setting used by Lindgren et al. (2011). WithM = N the test functions
are chosen as φk = (κ
2−∆)1/2ψk for α = 1 and φk = ψk for α = 2, which
are denoted as a least squares and a Galerkin solution, respectively. When
α ≥ 3, the approximation can be obtained by setting α = 2 at the left-hand
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side and replacing the right hand side with a field generated with α − 2
and let φk = ψk. This iteration procedure terminates when α = 1 or 2.
This is the essence of the recursive Galerkin formulation. More detailed
description can be found in Lindgren et al. (2011). α can currently only be
integer-valued. When α is not an integer, different approximation methods
must be used and this is beyond of scope of our discussion. The response
to the discussion in Lindgren et al. (2011) discussed fractional α. We
define the required N ×N matrices C, G and Kκ2 with entries
Cmn = 〈ψm, ψn〉,
Gmn = 〈∇ψm,∇ψn〉,
(Kκ2)mn = κ
2Cmn +Gmn,
(18)
for m,n = 1, 2, . . . , N .
Finally, by using these matrices together with a Neumann boundary
condition (which means that at the boundary the normal derivative is
zero), the precision matrices Q for x(s) can be obtained,


Q1,κ2 = Kκ2 for α = 1,
Q2,κ2 = K
T
κ2C
−1Kκ2 for α = 2,
Qα,κ2 = K
T
κ2C
−1Qα−2,κ2C
−1Kκ2 , for α = 3, 4, · · · .
(19)
As pointed out by Lindgren et al. (2011) the inverse of C, i.e., C−1,
is usually a dense matrix. This causes the precision matrix to be dense
and ruins all the effort we have made. So this matrix is replaced with a
diagonal matrix C˜, where C˜ii = 〈ψi, 1〉. Using C˜ii instead of C yields a
Markov approximation to the FEM solution. The effects of the Markov
approximation have been studied by Bolin and Lindgren (2009). They
claimed that the difference between the exact representation through the
finite element method and the Markov approximation is negligible.
4.3 Current research on the SPDE approach
We give an overview of the state-of-art of the current research win the
SPDE approach.
14
4.3.1 Nested SPDEs
Bolin and Lindgren (2011) extended the ideas from Lindgren et al. (2011)
to build a richer class of random fields using nested SPDEs. The nested
SPDEs have the form
L1x0(s) = L2W(s), (20)
where L1 and L2 are linear differential operators. If these two operators
are commutative, then we can rewrite Equation (20) as
L1x0(s) =W(s),
x(s) = L2x0(s).
(21)
Bolin and Lindgren (2011) pointed out that system of equations (21) can
give us an interpretation of the effects of operator L2. Furthermore, they
claimed that a larger class of models can be constructed by increasing the
order of operators L1 and L2. The operators they discussed have the form
L1 =
n1∏
i=1
(
(κ2i −∆)αi/2
)
,
L2 =
n2∏
i=1
(
ci +D
T
i ∇
)
,
with αi ∈ N, κ2i > 0, ci ∈ R,Di ∈ Rd. ∇ is the gradient and ∆ is the
Laplacian operator. Similarly as in Lindgren et al. (2011, Section 3.2),
nonstationary models can be obtained with spatially varying parameters.
We refer to their original paper for more properties of their models. Bolin
and Lindgren (2011) pointed out that this approach is related to the ap-
proaches discussed by Jun and Stein (2007) and Jun and Stein (2008).
4.3.2 Space-time models
Fuglstad (2010) discussed how to extend the SPDE in order to build space-
time model. He discussed how to find the approximate solutions of the
SPDE
∂
∂t
x(s, t)−∇ · ∇x(s, t) = τW(s, t), (s, t) ∈ [0, L]× [0, T ], (22)
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where ∇ = ∂∂x , τ > 0 is a constant, and W(s, t) is a space-time standard
Gaussian white noise. A finite volume method (FVM) has been chosen
to solve Equation (22) with Neumann boundary conditions. The main
idea for the FVM approach is to partition the spatial domain into cells,
for a fixed t, such that the cells in some sense “respect” a conservation
law. For more information about FVMs, see, for example Eymard et al.
(2000). The properties of the approximation are discussed in Fuglstad
(2010, Section 4.3).
4.3.3 Modelling nonstationarity
Modelling nonstationarity is of great interest in spatial statistics and
Fuglstad (2011) discussed one way to build this kind of model by intro-
ducing a diffusion matrix in the SPDE. This results in the SPDE
κ2(s)x(s)−∇ ·H(s)∇x(s) =W(s), (23)
where κ2(s) is a scalar function, H is a 2 × 2 matrix-valued diffusion
function and ∇ =
(
∂
∂x ,
∂
∂y
)
is a differential operator. Further, W(s) is
a standard Gaussian white noise process, s ∈ [0, A] × [0, B] with strictly
positive constants A and B. The periodic boundary conditions are used in
this model. With different parametrization of the matrix-valued function
H(s) some interesting nonstationary structure can be achieved.
4.3.4 Applications with SPDE approach
There exist many applications using the SPDE approach. Ingebrigtsen
et al. (2013) used the SPDE approach for spatial reconstructing of annual
precipitation in Norway. They have slightly modified the SPDE (12) given
by Lindgren et al. (2011),
(κ2 −∆)α/2(τx(s)) =W(s), s ∈ Rd, α = ν + d/2, ν > 0, (24)
where κ is a range parameter and τ is a variance parameter to rescale
the variance of the field x(s). They get nonstationary random fields by
allowing τ and κ varying with spatial location, i.e., τ(s) and κ(s). For
more information about the parametrization about τ(s) and κ(s), we refer
to Ingebrigtsen et al. (2013, Section 3). Simpson et al. (2011) discussed
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the use of the SPDE approach for log-Gaussian Cox processes, and did
the inference using the integrated nested Laplace approximations (INLA)
method discussed by Rue et al. (2009). Aune and Simpson (2012) dis-
cussed how to use a systems of SPDEs to construct priors for multivariate
models. Cameletti et al. (2011) used the SPDE approach to model par-
ticulate matter concentration.
4.3.5 Other directions
There exist more extensions of the SPDE approach. Bolin (2011) dis-
cussed how to construct spatial Mate´rn fields driven by non-Gaussian
noise. Sigrist et al. (2012) discussed the use of an transport-diffusion
SPDE
∂
∂(t)
x(t, s) = −v · ∇x(t, s) +∇ ·A∇x(t, s)− ηx(t, s) + ε(t, s) (25)
to construct a continuous space-time model, where s ∈ R2,∇ is the gra-
dient operator, A is a diffusion matrix and ε(t, s) is a Gaussian process
that is temporally white and spatially colored. We refer to their paper
for more information for SPDE (25). They pointed out that by solving
SPDE (25) in the spectral domain the computational cost of Bayesian or
frequentist inference is dominated by the cost of fast Fourier transform.
There exists more literature discussing research on the SPDE ap-
proach, but we do not continue the discussion here.
5 Multivariate GRFs
Multivariate GRFs play an important role in spatial statistics since they
can model not only the covariances within the random fields, but also
the cross-covariances between the random fields. Gneiting et al. (2010)
discussed a parametric family of matrix-valued covariance functions for
multivariate random fields. Each component in the matrix-valued covari-
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ance function is a Mate´rn covariance function,
C(h) =


C11(h) C12(h) · · · C1p(h)
C21(h) C22(h) · · · C2p(h)
...
...
. . .
...
Cp1(h) Cp2(h) · · · Cpp(h)

 , (26)
where
Cii(h) = σ
2
iM(h|νii, aii), for i = 1, 2, . . . , p, (27)
is the marginal covariance function for field xi(s), Cii(h) = E(xi(s +
h)xi(s)), and
Cij(h) = ρijσiσjM(h|νij , aij), for i, j = 1, 2, . . . , p, i 6= j, (28)
is the cross-covariance function between fields xi(s) and xj(s), Cij(h) =
E(xi(s+ h)xj(s)). Theories are given in order to ensure the positive def-
initeness of covariance function for multivariate GRFs. Gneiting et al.
(2010) pointed out that they have the symmetry constraint Cij(h) =
Cji(h) on the multivariate GRFs constructed with this approach. LMC
also has this symmetry constraint for the cross-covariance function.
In Paper A we extended the SPDE approach to construct multivariate
GRFs with systems of SPDEs. The system of equations has the following
form,


L11 L12 . . . L1p
L21 L22 . . . L2p
...
...
. . .
...
Lp1 Lp2 . . . Lpp




x1(s)
x2(s)
...
xp(s)

 =


ε1(s)
ε2(s)
...
εp(s)

 , (29)
where {Lij = bij(κ2ij −∆)αij/2; 1 ≤ i, j ≤ p} are linear (fractional) differ-
ential operators with {αij = 0 or 2; 1 ≤ i, j ≤ p}. {εi(s); i = 1, 2, . . . , p}
are Gaussian noise processes which are independent, but not necessarily
identically distributed. We show that the solution of system (29) defines
a multivariate GRF x = (x1(s), x2(s), · · · , xp(s))T. In Section 2 of Paper
A we discuss the connection between the system of SPDEs approach and
the covariance-based approach discussed by Gneiting et al. (2010). The
GMRF approximation can be extended to multivariate GRFs. So we can
18
make the precision matrices for multivariate GRFs to be sparse, and hence
save computational resources.
In additional to the computational efficiency, there are three other
main advantages for our SPDEs approach. The first advantage is that our
new approach does not explicitly depend on the theory of positive definite
matrices. We do not have to worry about the notorious requirement of
positive definite covariance matrices. The second advantage is that we can
remove the symmetry property which is shared by the covariance-based
approach (Gneiting et al., 2010) and the LMC approach (Gelfand et al.,
2004; Gneiting et al., 2010). The third advantage, which has not yet been
discussed, is that we can construct multivariate GRFs on manifolds, such
as the 2-sphere S2, by simply interpreting the systems of SPDEs to be
defined on the manifold. Lindgren et al. (2011, Section 3.1) discussed the
theoretical background for the univariate setting, which is basically the
same as for our multivariate setting.
Following the ideas from Lindgren et al. (2011) for constructing uni-
variate random fields with oscillating covariance functions, we discuss the
construction of multivariate GRFs with oscillating covariance functions
in Paper B. The main idea is to introduce noise processes with oscillating
covariance functions in the system of SPDEs given in Equation (29). With
a triangular system of SPDEs,


L11
L21 L22
...
...
. . .
Lp1 Lp2 . . . Lpp




x1(s)
x2(s)
...
xp(s)

 =


ε1(s)
ε2(s)
...
εp(s)

 , (30)
and noise processes {εi; i = 1, 2, . . . , p} with oscillating covariance func-
tions and other noise processes {εj ; j = 1, 2, . . . , p, j 6= i} that are white
noise processes or noise processes with Mate´rn covariance functions, it
is possible to determine which random fields have oscillating covariance
functions, have non-oscillating covariance functions and have covariance
functions which might be oscillating.
Assume only εi(s) has an oscillating covariance function, then all the
random fields {xj(s); j < i} constructed through triangular system of
SPDEs (30) have non-oscillating covariance functions. The covariance
function of xi(s) is oscillating. The covariance functions of {xj(s); j >
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i} are possibly oscillating. In Paper B we construct bivariate random
fields explicitly and have applied the methodology to some datasets of
simulated data and to a dataset with measurements of global temperatures
and pressures.
6 Examples with SPDE approach
Some examples are chosen to illustrate how the SPDE approach works
and how to use the approach. We show how to sample the multivariate
random fields constructed by the systems of SPDEs in Rd and in S2. We
also show some examples of applications with the multivariate random
fields discussed in Paper A, Paper B and Paper C.
6.1 Sampling a multivariate GMRF
In order to get a sample from a GMRF, the Cholesky triangle L of the
sparse precision matrix Q is usually used. The following steps are the
most commonly used for sampling GMRF.
1. Find the Cholesky factor L from the Cholesky factorization, Q =
LLT.
2. Sample z ∼ N (0, I), where I is the identity matrix with the same
dimensions as the precision matrix Q.
3. Solve for v in the linear system of equations Lv = z. Then v has
the correct precision matrix Q, and v ∼ N (0,Q−1).
4. Finally correct the mean by x = µ+ v.
Wist and Rue (2006) discussed a way to specify a GMRF by a sparse
Cholesky triangle from a incomplete Cholesky factorization. They claimed
that this sparse Cholesky triangle provided computationally efficient repre-
sentation for simulating from the GMRF. However, they pointed out that
the sparse Cholesky representation is fragile when conditioning a GMRF
on a subset of the variables or observed data. This means the computa-
tional cost increases in these situations. We refer to Wist and Rue (2006)
for more information about their approach.
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Table 1: Parameters for simulating the bivariate GRF in the non-
oscillating case.
parameters
α κ b
α11 = 2 κ11 = 0.15 b11 = 1
α12 = 0 κ12 = 0 b12 = 0
α21 = 2 κ21 = 0.5 b21 = −1
α22 = 2 κ22 = 0.3 b22 = 1
αn1 = 0 κn1 = 0.15
αn2 = 0 κn2 = 0.3
In Paper D we discuss one way to solve the problem from Wist and
Rue (2006). We propose to use an incomplete orthogonal factorization
with Givens rotations to find a sparse Cholesky triangle. We show that
this algorithm is robust and always returns a sparse Cholesky factor even
when the GMRF is conditioned on a subset of the variables or observed
data. The drawback of this approach is that the incomplete orthogonal
factorization is usually slower than the standard Cholesky factorization.
Implementing a fast incomplete orthogonal factorization is beyond the
scope of discussion.
I. Bivariate random fields with non-oscillating covariance func-
tions
With the parameters given in Table 1, one sample from the bivariate ran-
dom field is given in Figure 2 together with the corresponding correlation
functions. As discussed in Paper A, with a triangular system of SPDEs,
the parameter b21 is related to the sign of the correlation between the ran-
dom fields if we have the constraints b11 > 0 and b22 > 0. Random fields
are positively correlated if b21 < 0 and negatively correlated if b21 > 0, and
become independent when b21 = 0. We can notice that the two random
fields are positively correlated in our example since b21 < 0.
II. Bivariate random fields with oscillating covariance functions
In Paper B we show that if one or more noise processes have oscillating co-
variance functions in the system of SPDEs, then some or all random fields
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Figure 2: Sample of the bivariate GRF with the correlation matrices with
the parameters given in Table 1. The two random fields are positively
correlated.
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Figure 3: Marginal correlations and cross-correlations with the reference
points in the middle of the two GRFs for the positively correlated random
fields with the parameters given in Table 1. ’corr11’ means the marginal
correlation within random field 1. ’corr22’ means the marginal correla-
tion within random field 2. ’corr12’ means the cross-correlation between
random fields 1 and 2.
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Table 2: Parameters for sampling the bivariate GRFs in the oscillating
case.
parameters
α κ b
α11 = 2 h11 = 0.25 b11 = 0.5
α12 = 0 h22 = 0.36 b12 = 0
α21 = 2 κn1 = 0.5 b21 = 0.25
α22 = 2 κn2 = 0.6 b22 = 1
αn1 = 2 ω = 0.95
αn2 = 2
have oscillating covariance functions. With the parameters given in Table
2 and an oscillating covariance function only for the second noise process
ε2(s), we get one sample from the bivariate GMRF shown in Figure 4. We
notice that only the second random field x2(s) has an oscillating covari-
ance function. If we switch the order of noise processes, i.e, we give the
first noise process ε1(s) an oscillating covariance function and the second
noise process ε2(s) a non-oscillating covariance function, both the random
fields have oscillating covariance functions. We refer to Paper B for a de-
tailed discussion.
III. Bivariate random fields on S2
Following the path discussed by Lindgren et al. (2011), we can interpret
the system of SPDEs to be defined on a manifold, such as S2, in order
to construct a multivariate GRF on the manifold. With the parameters
given in Table 3, we get one sample of the bivaraite GRF shown in Figure
6 on the sphere with radius R = 6378.1km. In this example we only give
ε2(s) an oscillating covariance function. Therefore, the second random
field x2(s) has an oscillating covariance function, but not the first random
field x1(s). We used similar setting in Paper C in order to model global
temperature and pressure.
6.2 Applications with multivariate GRFs
The multivariate GRFs constructed with the systems of SPDEs can be
used widely. We have applied the methods to several different datasets.
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Figure 4: Sample of the bivariate random field together with the corre-
lation matrices with the parameters given in Table 2. The second noise
process has an oscillating covariance function. Only the second random
field has an oscillating covariance function in this case.
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Figure 5: Correlations and cross-correlation functions for the bivariate
random field with parameters given in Table 2. In this example the first
noise process has a non-oscillating covariance function and the second
noise process has an oscillating covariance function. We see that only the
second random field has an oscillating covariance function.
Table 3: Parameters for sampling the bivariate GRFs on S2 in the oscil-
lating case (R = 6378.1km)
parameters
α κ b
α11 = 2 h11 = 360/R
2 b11 = 5R
α12 = 0 h22 = 500/R
2 b12 = 0
α21 = 2 κn1 =
√
h11 b21 = −1
α22 = 2 κn2 = 15/R b22 = 20R
αn1 = 2 ω = 0.95
αn2 = 2
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Figure 6: Sample of the bivariate random field on S2 together with the cor-
relation functions with the parameters given in Table 3. The second noise
process has an oscillating covariance function. Only the second random
field has an oscillating covariance function in this case.
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Some selected results from the included papers in this thesis are given in
what follows.
In Paper A we choose the same dataset as Gneiting et al. (2010). This
dataset contains one realization with 157 observations for both temper-
ature and pressure at different locations in the north American Pacific
Northwest. The reconstructed linear predictors for pressure and temper-
ature are given in Figure 7. We have compared the predictive perfor-
mance between the system of SPDEs approach and the covariance-based
approach proposed by Gneiting et al. (2010), and results show that our
method gives slightly better prediction.
In Paper C we apply our approach to model humidity and temperature
in southern Norway. The conditional mean of humidity and temperature
in 2008 are shown in Figure 8. For other information, such as dependence
structures between the humidity and temperature and prediction accuracy
of the bivariate model, we refer to Paper C.
7 Possibilities and challenges
The multivariate GRFs constructed by systems of SPDEs are still under
study, but we can already handle many real applications as discussed
in Paper A, Paper B and Paper C. We are still working on theoretical
modelling and implementation of computationally efficient models. We
are also looking for new datasets for practical applications of the proposed
methods. One current on-going project is trying to integrate all the above
mentioned models into the R-INLA package. Some other models, such as
non-separable space-time models and non-stationary models can also be
possible directions for our further research.
The proposed methods have some challenges. The first one is the
interpretation of the parameters. This influences our choice of prior dis-
tributions for the hyper-parameters. The second challenge is the inference.
It is common that parts of the parameter space for the multivariate models
is usually rather flat. Therefore, extending the multivariate model naively
to be more flexible might lead to a poorly identifiable model.
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Figure 7: Bivariate GRFs from SPDEs approach in 3D plot (a) and 2D
plot (b).
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Figure 8: Reconstructed linear predictors for temperature (a) and humid-
ity (b) in southern Norway in 2008 by the bivariate model.
30
8 Summary of papers
Paper A
Multivariate Gaussian Random Fields Using Systems of
Stochastic Partial Differential Equations
Xiangping Hu, Daniel Simpson, Finn Lindgren and H˚avard Rue
In this paper we discussed how to construct multivariate GRFs with sys-
tems of SPDEs. We compared the models constructed with the systems
of SPDEs to the covariance based approach discussed by Gneiting et al.
(2010) and found that we could construct a subset of their models. But
we could also construct other models which were not covered by their ap-
proach. Examples are given with simulated data and real data in order to
illustrate how to use the proposed methods.
The method was developed in collaboration with all the co-authors.
One part of the code was written by Finn Lindgren. I took the lead in all
other work, such as implementations and writing the paper.
Paper B
Multivariate Gaussian Random Fields with Oscillating Co-
variance Functions Using Systems of Stochastic Partial Dif-
ferential Equations
Xiangping Hu, Finn Lindgren, Daniel Simpson, and H˚avard Rue
In this paper we discussed how to constructed multivariate GRFs with
oscillating covariance functions. The main idea was to use noise processes
with oscillating covariance functions to introduce oscillation features to
covariance functions of the multivariate GRFs. The triangular system of
SPDEs was recommended due to some advantages discussed in the paper.
Four simulated data examples and one real data example are used to
illustrate the use of the models in different applications.
The method was developed in collaboration with the all the co-authors.
One part of the code was written by Finn Lindgren. I took the lead in all
other work, such as implementations and writing the paper.
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Paper C
Spatial Modelling of Temperature and Humidity using Sys-
tems of Stochastic Partial Differential Equations
Xiangping Hu, Ingelin Steinsland, Daniel Simpson, Sara Martino, and
H˚avard Rue
In this paper we modelled the dataset with the temperature and humidity
in southern Norway with a bivariate GRF from a system of SPDEs. The
results showed that we can capture the positive correlation between tem-
perature and the humidity. Furthermore, the results agreed with physical
and empirical knowledge. At the end, we concluded that using a bivariate
GRF to model this dataset is superior to the approach with univariate
GRFs, both when evaluating point predictions and for quantifying predic-
tion uncertainty.
The idea for modelling the temperature and humidity was done in
collaboration with the rest of co-authors. The dataset was from Sara
Martino. Ingelin Steinsland read through the paper and made several
improvements to the paper. I took the lead in all other work, such as
implementations and writing the paper.
Paper D
Specifying Gaussian Markov Random Fields with Incom-
plete Orthogonal Factorization using Givens Rotations
Xiangping Hu, Daniel Simpson and H˚avard Rue
In this paper we discussed an approach for finding the incomplete Cholesky
factor from an incomplete orthogonal factorization with Givens Rotations.
This leaded to a computationally more efficient representation for GMRFs
since the Cholesky triangle obtained from the incomplete orthogonal fac-
torization was usually sparser than the Cholesky factor from the standard
Cholesky factorization. We showed that the errors for using this sparser
triangle can become negligible with proper chosen thresholds, and hence
have potential to be used in practical applications. However, the current
implementation is slower than the standard Cholesky factorization.
The initial idea for this paper is from the co-authors. I took the lead
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in all other work, such as implementations and writing the paper.
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Abstract
In this paper a new approach for constructing multivariate Gaus-
sian random fields (GRFs) using systems of stochastic partial differ-
ential equations (SPDEs) has been introduced and applied to sim-
ulated data and real data. By solving a system of SPDEs, we can
construct multivariate GRFs. On the theoretical side, the notorious
requirement of non-negative definiteness for the covariance matrix of
the GRF is satisfied since the constructed covariance matrices with
this approach are automatically symmetric positive definite. Using
the approximate stochastic weak solutions to the systems of SPDEs,
multivariate GRFs are represented by multivariate GaussianMarkov
random fields (GMRFs) with sparse precision matrices. Therefore,
on the computational side, the sparse structures make it possible
to use numerical algorithms for sparse matrices to do fast sampling
from the random fields and statistical inference. Therefore, the big-n
problem can also be partially resolved for these models. These mod-
els out-preform existing multivariate GRF models on a commonly
used real dataset.
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1 Introduction
Gaussian random fields (GRFs) have a dominant role in spatial modelling
and there exists a wealth of applications in areas such as geostatistics,
atmospheric and environmental science and many other fields (Cressie,
1993; Stein, 1999; Diggle and Ribeiro Jr, 2006). GRFs are practical since
the normalizing constant can be computed explicitly. They also process
good properties since they can be explicitly specified through the mean
function µ(·) and covariance function C(·, ·). In Rd, with s ∈ Rd, x(s) is
a continuously indexed GRF if all the finite subsets (x(si))
n
i=1 jointly have
Gaussian distributions. A GRF is said be stationary or homogeneous if
the mean function µ(·) is constant and the covariance function C(·, ·) is a
function only of the distance between the coordinates (Adler and Taylor,
2007). It is common to use covariance functions that are isotropic. The
isotropic covariance functions are functions of just the Euclidean distance
between two locations.
1.1 Mate´rn covariance functions and Multivariate GRFs
The Mate´rn family of covariance functions is a class of commonly used
isotropic covariance functions introduced by Mate´rn (Mate´rn, 1986). This
family of covariance functions is usually parametrized by σ2M(m,n|ν, a),
where, M(m,n|ν, a) is the Mate´rn correlation function between locations
m, n ∈ Rd and has the form
M(h|ν, a) = 2
1−ν
Γ(ν)
(a‖h‖)νKν(a‖h‖), (1)
where σ2 is the marginal variance. ‖h‖ denotes the Euclidean distance
between m and n. Kν is the modified Bessel function of second kind and
a > 0 is a scaling parameter. The order ν is the smoothness parameter.
It defines the critical concerns in spatial statistical modelling and simu-
lation (Stein, 1999), such as the differentiability of the sample paths and
2
the Hausdorff dimension (Handcock and Stein, 1993; Goff and Jordan,
1988). We follow the common practice to fix the smoothness parame-
ter ν because it is poorly identifiable from data (Ribeiro Jr and Diggle,
2006; Lindgren et al., 2011). The range ρ connects the scaling parameter
a and the smoothness parameter ν. Throughout the paper, the simple
relationship ρ =
√
8ν/a is assumed from the empirically derived definition
(Lindgren et al., 2011). We refer to Mate´rn (1986), Diggle et al. (1998),
Guttorp and Gneiting (2006) and Lindgren et al. (2011) for detailed infor-
mation about Mate´rn covariance functions. One can show that the Mate´rn
covariance function can be reduced to the product of a polynomial and
an exponential function when the smoothness parameter ν is equal to an
integer m plus 1
2
(Gneiting et al., 2010). The Mate´rn covariance function
nests the popular exponential model since M(h|1
2
, a) = exp(−a‖h‖).
Analogously to the univariate case, we need to specify a mean vec-
tor function µ(s) and a covariance function C(‖h‖) that assigns to each
distance ‖h‖ a p × p symmetric non-negative definite covariance matrix
in order to specify an isotropic p-dimensional multivariate Gaussian ran-
dom field x(s). It is known that it is quite difficult to construct flexible
covariance functions C(·) that satisfy this requirement.
Gneiting et al. (2010) presented an approach for constructing mul-
tivariate random fields using matrix-valued covariance functions, where
each constituent component in the matrix-valued covariance function is
a Mate´rn covariance function. Define x(s) = (x1(s), x2(s), · · · , xp(s))T,
with s ∈ Rd, so that each location consists p components. T denotes the
transpose of a vector or a matrix. Assume the process is second-order
stationary with mean vector zero and matrix-valued covariance function
of the form
C(h) =


C11(h) C12(h) · · · C1p(h)
C21(h) C22(h) · · · C2p(h)
...
...
. . .
...
Cp1(h) Cp2(h) · · · Cpp(h)

 , (2)
where,
Cii(h) = σiiM(h|νii, aii), (3)
is the covariance function Cii(h) = E(xi(s+h)xi(s)) within the field xi(s)
3
and
Cij(h) = ρijσijM(h|νij , aij) (4)
is the cross-covariance function Cij(h) = E(xi(s + h)xj(s)) between the
fields xi(s) and xj(s). ρij is the co-located correlation coefficient, σii ≥ 0
is the marginal variance, and σi and σj are the corresponding standard
deviations, 1 ≤ i 6= j ≤ p. We use the following notations through out the
paper
σii = σiσi,
σij = σiσj.
(5)
Gneiting et al. (2010) presented some conditions to ensure the matrix-
valued covariance function in Equation (2) is symmetric and non-negative
definite, with focus on the bivariate case. They claimed that the parame-
ters in the parametric family of matrix-valued covariance function given in
Equation (2) for multivariate random fields are interpretable in terms of
smoothness, correlation length, variances of the processes and co-located
coefficients. It was shown that a parsimonious bivariate Mate´rn model,
with fewer parameters than the full bivariate Mate´rn model, is preferred
to the traditional linear model of coregionalization (LMC) (Gelfand et al.,
2004). Even though the GRFs have convenient analytical properties, the
covariance-based models for constructing GRFs are hindered by compu-
tational issues, or the so-called “big-n problem” (Banerjee et al., 2004).
This is because inference with these models requires the factorization of
dense n× n covariance matrices, which requires O(n2) storage and O(n3)
floating point operations. It follows that this kind of model is not suitable
for problems with realistically large amounts of data.
Statistical inference for large datasets within feasible time is still a
challenge in modern spatial statistics. The size of modern datasets typ-
ically overwhelm the traditional models in spatial statistics and a great
deal of effort has been expended trying to construct good models that
scale well computationally. In this paper, we extend the models proposed
by Lindgren et al. (2011), which exploited an explicit link between GRFs
and GMRFs through stochastic partial differential equations (SPDEs).
They showed that for some univariate Gaussian fields with Mate´rn covari-
ance functions, it is possible to do the modelling with GRFs, but do the
computations using GMRFs.
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A GMRF is a discretely indexed Gaussian random field x(s) with the
property that its full conditional distributions {pi(xi|x−i); i = 1, . . . , n},
only depend on the set of neighbors ∂i to each node i. It is obvious that if
i ∈ ∂j then j ∈ ∂i from consistency. Rather than parameterizing GMRFs
through their covariance matrix, they are usually parametrized through
their precision matrix (the inverse of the covariance matrix). The Markov
property implies that the precision matrix Q is sparse due to the fact that
Qij 6= 0 ⇐⇒ i ∈ ∂j ∪ j (Rue and Held, 2005). This allows for the use
of numerical methods for sparse matrices for fast sampling and also for
fast statistical inference (Rue, 2001; Rue and Held, 2005; Lindgren et al.,
2011). The general cost of factorizing the precision matrix Q for a spatial
Markovian structure is O(n) in one dimension, O(n3/2) in two dimensions
and O(n2) in three dimensions (Rue and Held, 2005).
Lindgren et al. (2011) pointed out that using the link between the
GRFs and GMRFs can open new doors to modelling difficult problems
with simple models. The SPDE approach can be extended to Gaussian
random fields on manifolds, non-stationary random fields, random fields
with oscillating covariance functions and non-separable space-time models.
1.2 Mate´rn covariance models through SPDEs
In this paper we use the following characterization of Mate´rn random
fields, originally due to Whittle (1954, 1963), that formed the basis for
the methods of Lindgren et al. (2011). A GRF x(s) with the Mate´rn
covariance function can be described as a solution to the linear fractional
SPDE (Whittle, 1954, 1963; Lindgren et al., 2011)
(κ2 −∆)α/2x(s) =W(s), (6)
where (κ2 − ∆)α/2 is a pseudo-differential operator and α = ν + d/2,
κ > 0, ν > 0. The innovation processW(s) is a spatial standard Gaussian
white noise. ∆ =
∑d
i=1
∂2
∂x2i
is the Laplacian on Rd. Applying the Fourier
transform to the (fractional) SPDE given in Rd in (6) yields{
F (κ2 −∆)α/2φ
}
(k) =
(
κ2 + ‖k‖2)α/2 (Fφ) (k), (7)
where F denotes the Fourier transform, φ is a smooth, rapidly decaying
function in Rd. See for example, Lindgren et al. (2011) for detailed de-
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scription. Equation (7) is used in Section 3 for model comparison. One
might think that the Mate´rn covariance function seems rather restrictive
in statistical modelling, but it covers the most commonly used models
in spatial statistics (Lindgren et al., 2011). Stein (1999, Page 14) has a
practical suggestion “use the Mate´rn model”. For more information about
the Mate´rn family, see, for example Diggle et al. (1998, Section 3.4.1) and
Stein (1999, Section 2.6).
1.3 Outline of the paper
The rest of the paper is organized as follows. In Section 2 we discuss the
construction of multivariate GRFs using systems of SPDEs, we call this
approach the SPDEs approach. Additionally, a brief introduction of how
to construct the multivariate GRFs using the covariance-based models is
also included in this section. Section 3 contains a detailed model com-
parisons between the SPDEs approach and the covariance-based models
presented by Gneiting et al. (2010). Section 3.4 discusses how to sample
from these models, and statistical inference for simulated data and real
dataset is presented in Section 4. The paper ends with a general discussion
in Section 5.
2 Model construction
In this section we discuss how to use the SPDEs approach to construct
multivariate GRFs. One of the appealing properties of this approach
is that the SPDE specification automatically constructs valid covariance
functions. This means that if the solution to a system of SPDEs exists,
then it will construct a matrix-valued covariance function which fulfills
the symmetric non-negative definiteness property. The parameters in the
parametric model from the SPDEs approach are interpretable in terms
of co-located correlation coefficients, smoothness, marginal variances and
correlations. And there is a correspondence to the parameters in the
covariance matrix based models.
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2.1 Multivariate GRFs and the SPDEs approach
A zero mean d–dimensional multivariate (or d–dimensional p-variate) GRF
is a collection of continuously indexed multivariate normal random vectors
x(s) ∼MVN(0,Σ(s)),
where Σ(s) is a non-negative definite matrix that depends on the point
s ∈ Rd. Define the system of SPDEs


L11 L12 . . . L1p
L21 L22 . . . L2p
...
...
. . .
...
Lp1 Lp2 . . . Lpp




x1(s)
x2(s)
...
xp(s)

 =


f1(s)
f2(s)
...
fp(s)

 , (8)
where {Lij = bij(κ2ij −∆)αij/2; αij = 0 or 2, 1 ≤ i, j ≤ p}, are differential
operators and {fi(s); 1 ≤ i, j ≤ p} are independent but not necessarily
identically distributed noise processes. It turns out that the solution to
(8) defines a multivariate GRF x = (x1(s), x2(s), · · · , xp(s))T. Define the
operator matrix
L =


L11 L12 . . . L1p
L21 L22 . . . L2p
...
...
. . .
...
Lp1 Lp2 . . . Lpp

 (9)
and
f(s) = (f1(s), f2(s), · · · , fp(s))T,
and then the system of SPDEs (8) can be written in compact matrix form
as
L (θ)x(s) = f(s), (10)
where θ = {α,κ, b} denotes the collection of parameters. Similarly as
Equation (7) we apply Fourier transforms to Equation (10), and it yields
H (θ)xˆ(k) = fˆ(k), (11)
where k is the frequency, xˆ(k) = F (x(s)) and fˆ(k) = F (f(s)) are
the Fourier transforms of the random fields and the noise processes, re-
spectively, and H (θ) is the matrix formed from the Fourier transforms
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of the operator matrix L (θ). Each element has the form Hij(θij) =
bij(κ
2
ij + ‖k‖2)αij/2 with θij = {αij , κij , bij}, 1 ≤ i, j ≤ p. From Equa-
tion (11) one can find the spectral process as xˆ(k) = H −1(θ)fˆ(k). The
corresponding power spectrum is defined as Sx(k) = E
(
xˆxˆH
)
, where H
denotes the Hermitian transpose of a matrix. Simple calculations using
the above mentioned formulas yield
Sx(k) = H
−1(θ)Sf (k)H
−H(θ), (12)
where H −H denotes the inverse of the Hermitian transpose of Fourier
transform of the operator matrix L . The Equation (12) can be written
explicitly as
Sx(k) =


Sx11(k) Sx12(k) · · · Sx1p(k)
Sx21(k) Sx22(k) · · · Sx2p(k)
...
...
. . .
...
Sxp1(k) Sxp2(k) · · · Sxpp(k)

 . (13)
Let Sf (k) denote the power spectrum matrix of the noise processes,
Sf (k) = E
(
fˆ fˆ
H
)
. If the noise processes are mutually independent,
Sf is a diagonal matrix and we write it as
Sf (k) = diag(Sf11 , Sf22 , · · · , Sfpp),
where {Sfi = E
(
fˆifˆi
H
)
; i = 1, · · · , p}. This means it is easy to obtain
this matrix. In general, with Equations (8) to (12) we can compute all the
components in (13). We show how to do this for bivariate random fields
in Section 3.1.
2.2 Covariance-based model for multivariate GRFs
It is also possible to construct a multivariate GRF using the covariance-
based model, but the notorious non-negative definiteness restriction makes
it hard. Gneiting et al. (2010) discussed one such approach in detail. The
main aim of their approach is to find the proper constrains for νij , aij , ρij
which result in valid matrix-valued covariance functions for second-order
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stationary multivariate GRFs with a covariance function of the form in
Equation (2), that is, a symmetric non-negative definite covariance func-
tion. Some useful theorems for constructing the covariance functions for
bivariate case are presented in Gneiting et al. (2010, Section 2.2).
In this covariance-based model, the components Cij(h) in the matrix-
valued covariance function C(h) given in Equation (2) are modelled di-
rectly. Gneiting et al. (2010) try to find conditions on the parameter space
which result in valid multivariate Mate´rn models. In the bivariate case
when p = 2, a full characterization of the parameter space is achieved.
For p ≥ 3 Gneiting et al. (2010) suggested that a parsimonious model
should be used in practice. This kind of model has more restrictions on
the smoothness parameter and the scale parameters, such that aij = a,
where a > 0 is the common scale parameter and νij =
1
2
(νi + νj) for
1 ≤ i 6= j ≤ p. We refer to Gneiting et al. (2010) for more informa-
tion about different kinds of conditions that yield the valid matrix-valued
covariance functions.
Assume that the components of the covariance matrix are known.
The power spectrum can also be obtained from in this covariance-based
approach. This can in turn be used to compare parameters with the
SPDEs approach. The covariance matrix of a second-order stationary
multivariate Mate´rn GRF was given in Equation (2). The power spec-
trum in Rd of the cross-covariance function for xi(s) and xj(s) is defined
as Rxij (k) = F (Cov(xi (s), xj(s))), 1 ≤ i, j ≤ p, which is given by
Rxij(k) =
1
(2pi)d
∫
Rd
e−ikhCij(‖h‖)dh. (14)
Applying the Fourier transform to the covariance matrix in Equation (2)
yields
R(k) =


Rx11(k) Rx12(k) · · · Rx1p(k)
Rx21(k) Rx22(k) · · · Rx2p(k)
...
...
. . .
...
Rxp1(k) Rxp2(k) · · · Rxpp(k)

 . (15)
The comparison between the covariance-based approach and the SPDEs
approach in Section 3 is based on the following fact: if Sxij(k) = Rxij(k),
for each 1 ≤ i, j ≤ p, then the multivariate GRFs constructed through
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the SPDEs approach (8) and through the covariance-based model (2) are
equivalent.
2.3 GMRF approximations to GRFs
It is known that spatial Markovian GMRFs have good computational
properties since the precision matrix Q is sparse. The Markov structure
here means that xi(s) and xj(s) are independent conditioned on x−ij(s),
when i and j are not neighbors, where x−ij(s) means for x−{i,j}(s). In
other words, Qij = 0 if and only if xi(s) and xj(s) are independent condi-
tioned x−ij(s). So it is possible to read off whether xi and xj are condition-
ally independent or not from the elements of Q. Note that the precision
matrix Q should also be non-negative definite. The sparse structure of
the precision matrix Q is crucial with our models in Bayesian inference
methods on large datasets. We refer to Rue and Held (2005, Chapter 2)
for more information on the theory for GMRFs.
Rue and Tjelmeland (2002) demonstrated that most of the GRFs in
geostatistics can be approximated with GMRFs. Hartman and Ho¨ssjer
(2008) proposed to use GMRFs instead of GRFs, from a computational
point of view, when doing spatial prediction using Kriging. This approach
can also be used for spatio-temporal models (Allcroft and Glasbey, 2003).
In this paper we follow the approach presented in Lindgren et al. (2011)
for GMRF approximations to GRFs in order to partially resolve the “big n
problem” with our models. Lindgren et al. (2011) mainly considered uni-
variate GRFs with Mate´rn covariance functions. In this case the GMRF
representation was constructed explicitly through the SPDE, and the so-
lution to the SPDE driven by the Gaussian white noise is a GRFs with
Mate´rn covariance function. They showed how to build a GRF model with
a covariance matrix Σ theoretically from SPDE, and then use the GMRF
to represent the GRF, which means the precision matrix of the GMRF
fulfills the condition Q−1 ≃ Σ on some predefined norm. Fuglstad (2011)
considered a modification of the SPDE with a diffusion matrices to control
the covariance structure of the GRF, and create inhomogeneous GRFs, but
the GMRF representation is still the main ingredient for computations.
With our SPDEs approach we use two steps to construct the multi-
variate GRFs. The first step is to construct the precision matrices for the
noise processes in Equation (8), and the second step is to solve the system
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SPDEs (8) with the constructed noise processes. We focus on the noise
processes, if they are not white noise processes, generated by the SPDE
given as follows
(κ2ni −∆)αni/2fi(s) =Wi(s), αni = νni + d/2, i = 1, 2, . . . , p, (16)
with the requirements that κni > 0 and νni > 0. κni and νni are the scaling
parameter and smoothness parameter for noise process fi(s). {Wi(s); i =
1, 2, . . . , p} are standard Gaussian white noise processes. The generated
noise processes in this way are independent but not necessarily identically
distributed.
The first step in constructing the GMRF representation for the noise
process fi(s) on the triangulated lattice is to find the stochastic weak
formulation of Equation (16) (Kloeden and Platen, 1999). In this paper
Delaunay triangulation is chosen, and we refer to Hjelle and Dæhlen (2006)
for detailed discussion about Delaunay triangulations. Denote the inner
product of functions h and g as
〈h, g〉 =
∫
h(s)g(s)d(s), (17)
where the integral is over the region of interest. We can find the stochastic
weak solution of SPDE (16) by requiring that
{
〈φk, (κ2ni −∆)αni/2fi〉
}M
i=1
d
= {〈φk,Wi〉}Mi=1 . (18)
In the second step we need to construct a finite element representation
of the solution to the SPDE. We refer to Zienkiewicz et al. (2005) and
Bathe (2008) for more information about finite element methods. The
finite element representation of the solution to SPDE (16) is
fi(s) =
N∑
k=1
ψk(s)ωk, (19)
where ψk(s) is some chosen basis function, ωk is some Gaussian distributed
weight, andN is the number of the vertexes in the triangulation. The basis
function ψk(s) is chosen to be piecewise linear with value 1 at vertex k and
0 at all other vertexes. This means that a continuously indexed solution
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is approximated with a piecewise linear function defined through the joint
distribution of {ωk; k = 1, 2, . . . , N} (Lindgren et al., 2011). The chosen
basis functions ensure that the local interpolation on a triangle is piecewise
linear.
The third step is to choose the test functions. In this paper we follow
the setting used by Lindgren et al. (2011). WithM = N the test functions
are chosen as φk = (κ
2
ni −∆)1/2ψk for αni = 1 and φk = ψk for αni = 2,
which are denoted as a least squares and a Galerkin solution, respectively.
When αni ≥ 3, the approximation can be obtained by setting αni = 2 at
the left-hand side of Equation (16) and replacing the right hand side of
Equation (16) with a field generated with αni − 2 and let φk = ψk. This
iteration procedure terminates when αni = 1 or 2. This is the essence
of the recursive Galerkin formulation. More detailed description can be
found in Lindgren et al. (2011). αni can only be integer-valued currently.
When αni is not an integer, different approximation methods must be used
and this is beyond the scope of our discussion. Response to the discussion
to Lindgren et al. (2011) discussed fractional α. We define the required
N ×N matrices C, and G with entries
Cmn = 〈ψm, ψn〉, Gmn = 〈∇ψm,∇ψn〉, m, n = 1, 2, . . . , N, (20)
and
(Kκ2ni
) =
(
κ2niC +G
)
. (21)
Finally, by using these matrices given in (20) and (21) together with
the Neumann boundary conditions (zero normal derivatives at the bound-
aries), the precision matrices Qfi for noise process fi(s) can be obtained,

Q1,κ2ni
= Kκ2ni
, for αni = 1,
Q2,κ2ni
= KTκ2ni
C−1Kκ2ni
, for αni = 2,
Qαni ,κ
2
ni
= KTκ2ni
C−1Qαni−2,κ
2
ni
C−1Kκ2ni
, for αni = 3, 4, · · · .
(22)
As pointed out by Lindgren et al. (2011) the inverse of C, i.e., C−1, is
usually a dense matrix. This causes the precision matrix Qfi to be dense
and ruins all the effort we have made. So we actually used a diagonal
matrix C˜, where C˜ii = 〈ψi, 1〉, instead of C. This diagonal matrix results
in a sparse precision matrix and hence sparse GMRFs models can be
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obtained. Using the diagonal matrix C˜ii yields a Markov approximation
to the FEM solution. The effects of the Markov approximation have been
studied by Bolin and Lindgren (2009). They claimed that the difference
between the exact representation by the finite element method and the
Markov approximation is negligible.
Move to our multivariate GRFs constructed by systems of SPDEs (8).
In this case we take the same set of basis functions {ψk; k = 1, 2, . . . ,M}
and construct a basis for the solution space for (x1, x2, . . . , xp)
T as
p




ψ1
0
...
0

 , . . . ,


ψM
0
...
0

 ,


0
ψ1
...
0

 , . . . ,


0
ψM
...
0

 , . . . ,


0
0
...
ψ1

 , . . . ,


0
0
...
ψM

 , (23)
where there are a total of Mp basis functions {ψi} which are numbered
in the order listed above. The weak solution of the system of SPDEs (8)
requires
[〈ψi,L x〉]Mpi=1
d
= [〈ψi,f〉]Mpi=1 , (24)
with L defined in Equation (9). The finite element representation to the
solution of the system of SPDEs is
x(s) =
Mp∑
i=1
ψi(s)ωi (25)
In order to find the precision matrix for the solution we need to define
the following matrices,
D =


C˜
C˜
. . .
C˜

 , K =


K11 K12 · · · K1p
K21 K22 · · · K2p
...
...
. . .
...
Kp1 Kp2 · · · Kpp

 ,
Qf =


Qf1
Qf2
. . .
Qfp

 ,
(26)
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where D and Qf are block diagonal matrices with p blocks on the diag-
onal. {Kij = bij(κ2ijC + G); i, j = 1, 2, . . . , p} for αij = 2 and {K ij =
bijIM×M ; i, j = 1, 2, . . . , p} for αij = 0.
We summarize the results for multivariate GRFs with our systems of
SPDEs approach in Main result 1.
Main result 1. Let Q be the precision matrix for the Gaussian weights ωi
in the system of SPDEs (8), then the precision matrix of the multivariate
GMRF is
Q =KD−1QfD
−1K (27)
with D and K defined in (26).
The form of the Main result 1 is similar to the discussion in Lindgren
et al. (2011, Appendix C.4). With our approach the precision matrices
for the multivariate GRFs are sparse and the smoothness of the fields is
mainly controlled by the noise processes. This sparse precision matrix
is used for sampling the multivariate GRFs in Section 3.4 and statistical
inference with simulated data and real data in Section 4.
3 Model comparison and sampling the GRFs
In this section we focus on the construction of the bivariate GRF, i.e., p = 2
in Rd using the SPDEs approach and then compare with the covariance-
based approach presented by Gneiting et al. (2010). As discussed in Sec-
tion 2.2, the SPDEs approach can construct the same multivariate GRFs
as the covariance-based models if Sxij (k) = Rxij(k) for all 1 ≤ i, j ≤ q.
The comparison for the univariate GRF is trivial and the multivariate
GRF when p > 2 can be done in a similar way.
3.1 Bivariate GRF with SPDEs
When p = 2 in the system of SPDEs (8), we can construct bivariate GRFs
when b12 6= 0 or b21 6= 0. In this case, the system of SPDEs has the
following form
b11(κ
2
11 −∆)α11/2x1(s) + b12(κ212 −∆)α12/2x2(s) = f1(s),
b22(κ
2
22 −∆)α22/2x2(s) + b21(κ221 −∆)α21/2x1(s) = f2(s),
(28)
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and the solution x(s) = (x1(s), x2(s))
T to the system of equations (28)
is a bivariate random field. Since it is convenient to study the properties
of the bivariate GRFs in the spectral domain, the Fourier transform is
applied,
b11(κ
2
11 + ‖k‖2)α11/2xˆ1(k) + b12(κ212 + ‖k‖2)α12/2xˆ2(k) = fˆ1(k),
b22(κ
2
22 + ‖k‖2)α22/2xˆ2(k) + b21(κ221 + ‖k‖2)α21/2xˆ1(k) = fˆ2(k).
(29)
The matrix form of the differential operator in the spectral domain can
be written as
H (θ) =
(H11(θ11) H12(θ12)
H21(θ21) H22(θ22)
)
. (30)
If the noise processes are mutually independent (but not necessarily iden-
tically distributed), the power spectrum matrix of the noise processes is a
block diagonal matrix with the form
Sf (k) =
(
Sf1(k) 0
0 Sf2(k)
)
, (31)
where Sf1(k) and Sf2(k) are the power spectra in R
d for the noise processes
f1(s) and f2(s), respectively. If the noise processes are white, then the
problems is simplified and the corresponding power spectra have the forms
SW1(k) = (2pi)
−dσ2n1 and SW2(k) = (2pi)
−dσ2n2 , where σn1 and σn2 are the
standard deviations for the white noise processesW1 andW2, respectively.
However, these two parameters are confounded with {bi,j; i, j = 1, 2} and
we fix σn1 = 1 and σn2 = 1. The conclusion is also valid with other types of
noise processes. Notice that we have used the new notation {SWi ; i = 1, 2},
because it is also possible to use more interesting noise processes which
are not only the simple white noise. For instance, we can use the noise
processes with Mate´rn covariance functions. These kinds of noise processes
can be generated (independently) from the SPDEs
(κ2n1 −∆)αn1/2f1 =W1,
(κ2n2 −∆)αn2/2f2 =W2,
(32)
where W1 and W2 are standard Gaussian white noise processes and κn1
and κn2 are scaling parameters. αn1 and αn2 are related to smoothness pa-
rameters νn1 and νn2 for f1 and f2 and αni = νni+d/2. Apply the Fourier
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transform to (32) and use a similar procedure as defined in Equation (10)
- Equation (13), and then the power spectra for the noise processes gen-
erated from SPDEs (32) can be obtained and they have the forms
Sf1(k) =
1
(2pi)d
1
(κ2n1 + ‖k‖2)αn1
,
Sf2(k) =
1
(2pi)d
1
(κ2n2 + ‖k‖2)αn2
.
(33)
The power spectrum matrix of the GRFs presented in (13) can also be
simplified further and has the form
Sx(k) =
(
Sx11(k) Sx12(k)
Sx21(k) Sx22(k)
)
. (34)
By using (12) together with the exact formula for the differential operators
(30) and the spectra for the noise processes as defined in (33), we can get
an exact symbolic expressions for all the elements in the power spectrum
matrix (34)
Sx11 =
Sf1 |H222|+ Sf2 |H212|
|(H11H22 −H12H21)2| ,
Sx12 = −
H22Sf1 |H221|H11 +H12Sf2 |H211|H21
|(H11H22 −H12H21)2|H21H11 ,
Sx21 = −
H21Sf1 |H222|H12 +H11Sf2 |H212|H22
|(H11H22 −H12H21)2|H22H12 ,
Sx22 =
Sf1 |H221|+ Sf2 |H211|
|(H11H22 −H12H21)2| .
(35)
In order to simply the problem, we make the operator matrix in the
spectral domain a lower triangular matrix by setting H12(θ12,k) = 0, or
equivalently, by setting b12 = 0. The system of SPDEs in the spectral
domain becomes
b11(κ
2
11 + ‖k‖2)α11/2xˆ1(k) = fˆ1(k), (36)
b22(κ
2
22 + ‖k‖2)α22/2xˆ2(k) + b21(κ221 + ‖k‖2)α21/2xˆ1(k) = fˆ2(k). (37)
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This means expression (35) becomes
Sx11 =
Sf1
|H2
11
| , Sx21 = −
H¯21Sf1
H¯22|H11|2 ,
Sx12 = −
Sf1H21
H22|H11|2 , Sx22 =
|H21|2Sf1 + |H11|2Sf2
|H11|2|H22|2 ,
(38)
where H¯ij denotes the conjugate of Hij . This is called the triangular ver-
sion of SPDEs in this paper. If the operators H12 and H21 are real, we
obtain Sx12(k) = Sx21(k). In other words, we have an imposed symmetry
property on the cross-covariance in this case. With the triangular version
of the SPDEs, under some extra conditions, the properties of the multi-
variate GRFs is easy to interpret. We will see more about this in Section 4.
In this paper we focus on the triangular version of the SPDEs. However,
the full version of the SPDEs could be handled analogously to the triangu-
lar version of the SPDEs. If there is no constraint on the operator matrix,
i.e., bij 6= 0 for all i, j = 1, 2, it is called the full version of the SPDEs. In
general, Sx12(k) and Sx21(k) are not necessarily equal. This can release
the constraint shared by the Mate´rn model proposed by Gneiting et al.
(2010) and the Linear model of coregionalization (LMC), namely that the
cross-covariance has an imposed symmetry property, i.e., Cij(h) = Cji(h).
This does in general not hold as discussion by Wackernagel (2003, Chapter
20). We refer to Goulard and Voltz (1992), Wackernagel (2003, Chapter
14) and Gelfand et al. (2004) for more information about LMC. In this pa-
per we assume that all the operators are real which simplifies calculations
and discussion. We reorganize (38) and find
Sx12
Sx11
= −H21H22 ,
Sx22
Sx11
=
|H221|
|H2
22
| +
|H211|
H2
22
Sf2
Sf1
,
Sx22
Sx12
= −
( |H211|
H21H22
)
Sf2
Sf1
− H21H22 .
(39)
From the results given in (35) and (39), we can notice that Sx12 and Sx11
only depend on the power spectrum of the noise process f1 and Sx22(k)
depends on the noise process power spectra Sf1(k) and Sf2(k). The ratio
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between the power spectra Sx12 and Sx11 is independent of both the noise
processes.
When {fi(s); i = 1, 2} are mutually independent and generated from
(32), the elements in the power spectrum matrix (34) can be written down
explicitly by using (33) and (38),
Sx11(k) =
1
(2pi)d(κ2n1 + ‖k‖2)αn1 b211
(
κ2
11
+ ‖k‖2)α11 ,
Sx12(k) = −
b21(κ
2
n1 + ‖k‖2)−αn1 (κ221 + ‖k‖2)α21/2
(2pi)d
(
b22(κ222 + ‖k‖2)α22/2b211(κ211 + ‖k‖2)α11
) ,
Sx22(k) =
b2
21
(κ2
21
+‖k‖2)α21
(2pi)d(κ2n1+‖k‖
2)
αn1
+
b2
11
(κ2
11
+‖k‖2)α11
(2pi)d(κ2n2+‖k‖
2)
αn2(
b2
11
(κ2
11
+ ‖k‖2)α11) (b2
22
(κ2
22
+ ‖k‖2)α22) .
(40)
The asymptotic behavior of the power spectra for the bivariate GRF
can be obtained from (40). For some selected parameter values defined
in Table 1, the power spectra are shown in Figure 1. From these figure,
we can notice that the parameters {bij ; i, j = 1, 2, i > j} controls the cor-
relation between the two fields. When a smaller absolute value of b21 is
chosen, the correlation between these two fields decreases rapidly. We can
also show that the sign of b21 · b22 is related the sign of the correlation be-
tween the two GRFs. Obviously, bij are also related to the variance of the
GRFs. The parameters κij are related to the range of the two fields. αij
and αni are related to the smoothness of the two GRFs. The asymptotic
behavior is curial when dealing with the real-world applications.
3.2 Bivariate GRF with the covariance-based model
As presented by Gneiting et al. (2010), a multivariate GRFs can be con-
structed using a covariance-based model. In the bivariate setting, the
matrix-valued covariance function for the bivariate GRF contains 4 ele-
ments and the corresponding power spectrum matrix becomes
R(k) =
(
Rx11(k) Rx12(k)
Rx21(k) Rx22(k)
)
. (41)
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Table 1: Parameter values for asymptotic behaviors of the power spectra
for bivariate GRFs
case 1 case 2
α κ b α κ b
α11 = 2 κ11 = 0.15 b11 = 1 α11 = 2 κ11 = 0.15 b11 = 1
α12 = 0 κ12 = 0 b12 = 0 α12 = 0 κ12 = 0 b12 = 0
α21 = 2 κ21 = 0.5 b21 = −1 α21 = 2 κ21 = 0.5 b21 = −1
α22 = 2 κ22 = 0.3 b22 = 1 α22 = 2 κ22 = 0.3 b22 = 1
αn1 = 0 κn1 = 0.15 αn1 = 1 κn1 = 0.15
αn1 = 0 κn2 = 0.3 αn2 = 1 κn2 = 0.3
case 3 case 4
α κ b α κ b
α11 = 2 κ11 = 0.15 b11 = 1 α11 = 2 κ11 = 0.15 b11 = 1
α12 = 0 κ12 = 0 b12 = 0 α12 = 0 κ12 = 0 b12 = 0
α21 = 2 κ21 = 0.15 b21 = −0.5 α21 = 2 κ21 = 0.5 b21 = −1
α22 = 2 κ22 = 0.3 b22 = 1 α22 = 2 κ22 = 0.3 b22 = 1
αn1 = 0 κn1 = 0.15 αn1 = 0 κn1 = 0.15
αn1 = 0 κn2 = 0.3 αn2 = 0 κn2 = 0.3
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Figure 1: Asymptotic behaviors of the power spectra corresponding to
case 1 (a), case 2 (b), case 3 (c) and case 4 (d) with parameter values
given in Table 1.
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Applying integral given in Equation (14), together with the expression
for the marginal variances in Equation (3) and cross-covariance in Equa-
tion (4), we can find closed form for the elements in the power spectrum
matrix,
Rxii(k) =
1
(2pi)d
[
a2νiiii (
√
4pi)d
σiiΓ(νii + d/2)
(a2ii + ‖k‖2)νii+d/2Γ(νii)
]
,
Rxij (k) =
1
(2pi)d
[
a
2νij
ij (
√
4pi)d
ρijσiσjΓ(νij + d/2)
(a2ij + ‖k‖2)νij+d/2Γ(νij)
]
.
(42)
Notice that if d = {2, 4, ...}, then the expressions in (42) can be simplified
even further by (recursively) using the well-known formula
Γ(ν + 1) = νΓ(ν).
Since all the components {Cij ; i, j = 1, 2} in the matrix-valued covariance
matrix C are from Mate´rn family, as defined in Equation (3) and Equation
(4) (Gneiting et al., 2010), the power spectra of the marginal covariance
functions {Cii; i = 1, 2} and the cross covariance functions {Cij ; i, j =
1, 2, i 6= j} have similar forms as indicated in (42).
3.3 Parameter matching
As mentioned in Section 2.2, the model comparison in this paper is based
on the fact that if Sij(k) = Rij(k), for each 1 ≤ i, j ≤ p, and then the
multivariate GRFs constructed from the SPDEs approach (8) and from
the covariance-based model (2) will be equivalent.
By comparing each element in (40) and (42), we can get the results
given as follows,
0 = ρ12 − ρ21,
κ11 = κ21 = κ22 = κn1 = κn2 = a11 = a12 = a21 = a22,
α11 + αn1 = ν11 +
d
2
,
α11 +
α22
2
+ αn1 −
α21
2
= ν12 +
d
2
,
(43)
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and
1
b2
11
=
(4pi)d/2a2νn1
11
σ11Γ(ν11 + d/2)
Γ(ν11)
,
− b21
b22b
2
11
=
(4pi)d/2a2ν12
12
Γ(ν12 + d/2)ρ12σ1σ2
Γ(ν12)
,
b221 + b
2
11
b2
11
b2
22
=
(4pi)d/2σ22a
2ν22
22
Γ(ν22 + d/2)
Γ(ν22)
.
(44)
More equalities can be obtained based on the relationship between α21 +
αn2 and α11 + αn1 . When α21 + αn2 ≤ α11 + αn1 , we can get
αn2 + α22 = ν22 +
d
2
. (45)
When α21 + αn2 ≥ α11 + αn1 , we can get
α11 + α22 + αn1 − α21 = ν22 +
d
2
. (46)
The Equation (45) and Equation (46) are critical when discussing about
the asymptotic behaviors of bivariate GRF and the corresponding power
spectra. From (43), we can notice that in order to construct equivalent
models to the ones as discussed by Gneiting et al. (2010), we need to
have the constraint that all the scaling parameters should be equal in
addition to some constraints for the smoothness parameters given in the
third and the fourth equations in (43) and one more conditional equality
given in (45) or (46). From the first equation in (43), we notice the
extra symmetry restriction discussed in Gneiting et al. (2010, Section 4)
also must be fulfilled. Additionally, from the second equation in (44), we
notice that there is one important relationship
ρ12b22b21 ≤ 0, (47)
between the co-located correlation coefficient ρ12 and b21 and b22. It shows
that the correlation ρ12 must have opposite sign to the product of b21 and
b22. This is an important information not only for sampling from the
bivariate GRFs but also for interpreting the results from inference.
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From the results given in (44), we can obtain the following results
−b22
b21
=
aν11
11
σ1Γ(ν11 + d/2)/Γ(ν11)
aν12
12
ρσ2Γ(ν12 + d/2)/Γ(ν12)
,
b222
b2
11
+ b2
21
=
aν11
11
σ11Γ(ν11 + d/2)/Γ(ν11)
aν22
22
σ22Γ(ν22 + d/2)/Γ(ν22)
.
(48)
Notice that when a11 = a21 = a22 and ν11 = ν21 = ν22, the above results
in (48) can be simplified to the following form
−b22
b21
=
σ1
ρσ2
,
b222
b2
11
+ b2
21
=
σ11
σ22
.
(49)
These results show that the parameters {bij ; i, j = 1, 2} are not only con-
nected to the correlation between these two fields, but also connected with
the marginal variance of the GRF. From the results given in (43) to (49),
we can notice that the parameters in the system of SPDEs have similar
interpretations as the parameters from the covariance-based model.
From these results we see that it is possible to construct multivari-
ate GRFs through the SPDEs approach as the covariance-based approach
proposed by Gneiting et al. (2010). Additionally, there are three main
advantages for our SPDEs approach. The first advantage is that our new
approach does not explicitly depend on the theory of positive definite ma-
trix. We do not need to worry about the notorious requirement of positive
definite covariance matrices. The second advantage is that we can remove
the symmetry property which is shared by the covariance-based approach
and the LMC approach (Gelfand et al., 2004; Gneiting et al., 2010). The
third advantage, which has not yet been discussed, is that we can construct
multivariate GRFs on manifolds, such as the sphere S2, by simply reinter-
pret the systems of SPDEs to be defined on the manifold. Lindgren et al.
(2011, Section 3.1) discussed the theoretical background in the univariate
setting, which is basically the same as for our multivariate setting.
Furthermore, we can actually go even future for the multivariate GRFs,
such as multivariate GRFs with oscillating covariance functions and non-
stationary multivariate GRFs. These kinds of multivariate GRFs are un-
der development but are beyond the scope of this paper.
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3.4 Sampling bivariate GRFs and trivariate GRFs
As presented in Section 2.3 we can construct multivariate GRFs by the
SPDEs approach theoretically, but do the computations using the GMRF
representation. The precision matrix Q is usually sparse and the sparse-
ness of the precision matrices enables us to apply numerical linear algebra
for sparse matrices for sampling from the GRFs and for fast statistical
inference. We now assume that the multivariate GMRF has mean vector
µ and precision matrix Q, i.e., x ∼ N (µ,Q−1). When sampling from the
GMRF, the forward substitution and backward substitution is applied
by using the Cholesky triangle L, where by definition Q = LLT. The
commonly used steps for sampling a GRF are as follows.
1. Calculate the Cholesky triangle L from the Cholesky factorization;
2. Sample z ∼ N (0, I), where I is the identity matrix with the same
dimensions as the precision matrix Q;
3. Solve the linear system of equations Lv = z for v. Then v has the
correct precision matrix Q, and v ∼ N (0,Q−1);
4. Finally correct the mean by computing x = µ+ v.
Then x is a sample of the GMRF with correct mean µ and precision
matrix Q. If Q is a band matrix, a band-Cholesky factorization can be
used with the algorithm given by Rue and Held (2005, Algorithm 2.9, Page
45). Different types of parametrization of GMRFs and their corresponding
sampling procedures can be found in Rue and Held (2005). If the mean of
the field is 0, the Step 4 is not needed and v is a sample from the GMRF.
With white noise at the right hand of SPDEs (28), and the parameters
from the differential operators given in Table 2, we can get samples for
positively correlated random fields with b21 < 0 and negatively correlated
random fields with b21 > 0. These two samples are shown in Figure 2 and
Figure 3. Choosing the reference points in the middle of the two GRFs for
these two cases, we can get the corresponding marginal correlations within
each of the GRFs and the cross-correlations between the two GRFs. The
results are shown in Figure 4 and Figure 6. We can see that the random
fields are isotropic and have the same correlation range. This is because
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Table 2: Parameters for sampling bivariate GRFs
positively correlated GRFs negatively correlated GRFs
α κ b α κ b
α11 = 2 κ11 = 0.15 b11 = 1 α11 = 2 κ11 = 0.15 b11 = 1
α12 = 0 κ12 = 0 b12 = 0 α12 = 0 κ12 = 0 b12 = 0
α21 = 2 κ21 = 0.5 b21 = −1 α21 = 2 κ21 = 0.5 b21 = 1
α22 = 2 κ22 = 0.3 b22 = 1 α22 = 2 κ22 = 0.3 b22 = 1
αn1 = 0 κn1 = 0.15 αn1 = 0 κn1 = 0.15
αn2 = 0 κn2 = 0.3 αn2 = 0 κn2 = 0.3
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Figure 2: One simulated realization from the bivariate Gaussian Random
Field with positive correlation with parameters α11 = 2, α12 = 0, α21 =
2, α22 = 2, αn1 = 0, αn2 = 0, κ11 = 0.15, κ22 = 0.3, κ21 = 0.5, κn1 =
0.15, κn2 = 0.3, b11 = 1, b12 = 0, b22 = 1 and b21 = −1.
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Figure 3: One simulated realization from the bivariate Gaussian Random
Field with negative correlation with parameters α11 = 2, α12 = 0, α21 =
2, α22 = 2, αn1 = 0, αn2 = 0, κ11 = 0.15, κ22 = 0.3, κ21 = 0.5, κn1 =
0.15, κn2 = 0.3, b11 = 1, b12 = 0, b22 = 1 and b21 = 1.
we have chosen almost the same parameters for our cases, except the signs
of b21.
From Figure 2 - Figure 6 and many more samples from the bivariate
GRFs which we have simulated, we can notice that the sign of b21 · b22
is related to the sign of the correlation between these two GRFs, which
corresponds to the comparison result in (47). The smoothness of the GRFs
are related to the values αij . These results also verify the conclusion given
in (43).
We can also notice that the first GRF is a Mate´rn random field when
we use the white noise process as the driving process or under the condition
that κn1 = κ11 with the triangular systems of SPDEs. The second field,
in general, is not a Mate´rn random field, but it can be relatively close to
a Mate´rn random field. With additional conditions, the second random
fields could also be a Mate´rn random field, but this is not focused in this
paper. With the triangular system of SPDEs, together with some other
conditions, the correlation range which was mentioned in Section 1 for the
first random field can be calculated by the empirically derived formula
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Figure 4: Marginal correlations (diagonal direction) and cross-correlations
(anti-diagonal direction) with the reference points in the middle of the two
GRFs for the positively correlated random fields.
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Figure 5: Marginal correlations and cross-correlations with the reference
points in the middle of the two GRFs for the positively correlated random
fields. ’corr11’ means the marginal correlation within random field 1.
’corr22’ means the marginal correlation within random field 2. ’corr12’
means the cross-correlation between random fields 1 and 2.
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Figure 6: Marginal correlations (diagonal direction) and cross-correlations
(anti-diagonal direction) with the reference points in the middle of the two
GRFs for the negatively correlated random fields.
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Figure 7: Marginal correlations and cross-correlations with the reference
points in the middle of the two GRFs for the negatively correlated random
fields. ’corr11’ means the marginal correlation within random field 1.
’corr22’ means the marginal correlation within random field 2. ’corr12’
means the cross-correlation between random fields 1 and 2.
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Table 3: Parameters for sampling trivariate GRFs
α κ b
α11 = 2 κ11 = 0.5 b11 = 1
α12 = 0 κ12 = 0 b12 = 0
α13 = 0 κ13 = 0 b13 = 0
α21 = 2 κ21 = 0.6 b21 = 0.8
α22 = 2 κ22 = 0.4 b22 = 1
α23 = 0 κ23 = 0 b23 = 0
α31 = 2 κ31 = 0.5 b31 = 1
α32 = 2 κ32 = 1 b32 = 0.9
α33 = 2 κ33 = 0.3 b33 = 1
αn1 = 1 κn1 = 0.5
αn2 = 1 κn2 = 0.4
αn3 = 1 κn3 = 0.3
ρ =
√
8ν/κ but not for the second random field. In general we need to
find the correlation ranges for the random fields numerically.
For trivariate GRFs the sampling procedure is exactly the same as for
bivariate GRFs. We use the triangular system of the SPDEs. The true
values given in Table 7 are used. One sample from the trivariate GRFs is
shown in Figure 8 with the corresponding correlation functions given in
Figure 9. From these figures, we notice that the trivariate random fields
have similar interpretation as the bivariate random fields, but are more
complicated. Since the triangular version of the system of SPDEs has been
used, the sign of b21 · b22 is related to the sign of the correlation between
the first two GRFs. But for the third fields, it is not only related to the
sign of b32 ·b33 but also the influence from the sign of b21 ·b22. By choosing
a different parametrization, we can end up with more interesting models
such as the random field 1 and random field 3 are positively correlated in
some locations and negatively correlated in other locations. We are not
going to discuss these issues here since this is ongoing research.
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Figure 8: One simulated realization from the trivariate Gaussian Random
Fields with parameters given in Table 3.
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Figure 9: Marginal correlation matrices (diagonal) and cross-correlation
matrices (off-diagonal) with each of the reference point in the middle of
the three GRFs.
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Figure 10: Marginal correlation matrices and cross-correlation matrices
with each of the reference point in the middle of the three GRFs. ’corr11’
means the marginal correlation within random field 1. ’corr22’ means the
marginal correlation within random field 2. ’corr33’ means the marginal
correlation within random field 3. ’corr12’ means the cross-correlation
between random fields 1 and 2. ’corr13’ means the cross-correlation be-
tween random fields 1 and 3. ’corr23’ means the cross-correlation between
random fields 2 and 3.
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4 Examples and applications
In order to illustrate how to use the SPDEs approach for constructing
multivariate GRFs and the usefulness of our approach, some examples
both with simulated data and real data are chosen. First, some basic
theory on inference with multivariate GMRFs is given. We focus on the
triangular system of SPDEs in this paper.
We use the bivariate GMRFs as an example. The multivariate GMRFs
can be done analogously. Assume that we have used N triangles in the
discretization for each random field xi(s)|θi, i = 1, 2. For the bivariate
case x(s) = (x(s)1, x(s)2)
T has a 2N -dimensional multivariate Gaussian
distribution with probability density function
pi(x|θ) =
(
1
2pi
)2N
|Q(θ)|1/2 exp
(
−1
2
xTQ(θ)x
)
, (50)
where Q(θ) is the precision matrix of the bivariate GMRF with the pa-
rameters θ. Furthermore, we assume the length of the data y = (y1, y2)
T
is t = k1 + k2 where y1 is the observation of x1(s) with length k1 and
y2 is the observation of x2(s) with length k2. Then y is a t-dimensional
random variable with probability density function
pi(y|x, θ) =
(
1
2pi
)t
|Qn|1/2 exp
(
−1
2
(y −Ax)TQn(y −Ax)
)
, (51)
whereQn is defined in Section 2.3 with size t× t, and A is a t×2N matrix
which links the sparse observations to our bivariate GMRFs. Notice that
the density function pi(y|x,θ) is independent of θ. Hence we can write
the probability density function as pi(y|x). We first find the probability
density function of x|y,θ from (50) - (51)
pi(x|y,θ) ∝ pi(x,y|θ)
= pi(x|θ)pi(y|x,θ)
∝ exp
(
−1
2
(
xT(Q(θ) +ATQnA)x− 2xTATQny
))
.
(52)
Let µc(θ) = Q
−1
c (θ)A
TQny, and Qc(θ) = Q(θ) + A
TQnA, and then
pi(x|y,θ) can be denoted as
x|y,θ ∼ N (µc(θ),Q−1c (θ)) ,
35
or in the canonical parametrization as
x|y,θ ∼ Nc (bc,Qc(θ)) ,
with bc = A
TQny. Thus x|y,θ is a 2N -dimensional multivariate Gaus-
sian distribution. The canonical parametrization for a GMRF is useful
with successive conditioning (Rue and Held, 2005). For more information
about the canonical parametrization for the GMRFs, we refer to Rue and
Held (2005, Chapter 2.2.3).
The probability density function (52) can be used to integrate out x
from the joint density of x, y and θ,
pi(y,θ) =
pi(θ,x,y)
pi(x|θ,y)
=
pi(θ)pi(x|θ)pi(y|x, θ)
pi(x|y,θ) ,
(53)
where pi(θ) is the prior distribution of θ. With (53), the posterior distri-
bution of θ can be obtained as
pi(θ|y) ∝ pi(θ) |Q(θ)|
1/2|Qn|1/2
|Qc(θ)|1/2
exp
(
−1
2
xTQ(θ)x
)
× exp
(
−1
2
(y −Ax)TQn(θ)(y −Ax)
)
× exp
(
1
2
(x− µc(θ))TQc(θ)(x− µc(θ))
)
.
(54)
The quadratic terms in the exponential functions in (54) can be simplified
by using µc(θ) and Qc(θ). It is also convenient to use the logarithm of
the posterior distribution of θ. Reorganize (54) to get the formula which
will be used for inference
log(pi(θ|y)) = Const + log(pi(θ)) + 1
2
log(|Q(θ)|)
− 1
2
log(|Qc(θ)|) +
1
2
µc(θ)
TQc(θ)µc(θ).
(55)
From (55) we can see that it is difficult to handle the posterior distribution
of θ analytically since both the determinants and the quadratic terms
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are hard to handle. Thus numerical methods should be applied for the
statistical inference in this paper.
Furthermore, even though it is not the topic for our paper, we point out
that it is also possible to obtain the probability density function pi(x|y) by
integrate out θ. But this is difficult and needs to be obtained numerically
using the following expression (56)
pi(x|y) =
∫
Rm
pi(x|θ,y)pi(θ|y)dθ (56)
where m is the dimension of θ. When the dimension of θ is large, then
this integration might be infeasible in practice.
4.1 Statistical inference with simulated data
First, we illustrate how to do the statistical inference for simulated data
with the SPDEs approach with known true parameter values. These
datasets both contain one realization with 2000 observations at differ-
ent locations. The parameters used for generating the simulated data are
presented in Table 4. To make it simpler, the nugget effects are assumed
to be known, τ1 = τ2 = 0.001. As discussed in Section 1 it is hard to esti-
mate the smoothness parameters, so we fix {αij ; i, j = 1, 2} in the system
of SPDEs to the known values. The smoothness parameters αn1 and αn2
for the noise processes are also fixed to the known values due to the same
reason. The scaling parameters κn1 and κn2 for the noise processes are
restricted with κn1 = κ11 and κn2 = κ22 for the simulated data. Thus in
the simulated data examples, only θ = {κ11, κ21, κ22, b11, b21, b22} needed
to be estimated. Since κ11, κ21 and κ22 have to take positive values, we a
priori assign log-normal distributions with mean zero and large variances
for each of the parameters. b11, b21 and b22 are given normal priors with
mean zero and large variances.
In the first example, the two GRFs are negatively correlated and the
realizations are shown in Figure 11(a) and Figure 11(b). The correspond-
ing estimated conditional mean for the negatively correlated GRFs are
given in Figure 11(c) and Figure 11(d). We can notice that there are no
large differences between the estimated conditional mean for the GRFs
and the true bivariate GRFs. The estimates for the parameters are given
in Table 5 with their standard derivations. From this table, we notice that
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the estimates for all the parameters are quite accurate with accuracy to 2
digits. The true values of the parameters are within 1 standard deviation
from the estimates.
The second example with the simulated data uses two GRFs that are
positively correlated, and the realizations are shown in Figure 12(a) and
Figure 12(b). The corresponding estimated conditional mean for the bi-
variate GRFs are illustrated in Figure 12(c) and Figure 12(d). From Figure
12(a) to Figure 12(d), we can again notice that the estimated conditional
mean for the positively correlated bivariate GRFs are almost the same as
the true bivariate GRFs. The estimates are accurate and the true values
of the parameters are within 1 standard deviation from the estimates.
The third example uses a trivariate GRF. We reuse the parameters
given in Table 7 as true parameters for the simulated data. One real-
ization from the trivariate GRF is given in Figure 8 in Section 3.4. The
nugget effects are assumed to be known as τ1 = τ2 = τ3 = 0.01. In this
example, we also fix {αij ; i, j = 1, 2} and {αni , i = 1, 2, 3}. The scaling
parameters for the noise processes are fixed with similar settings as the
bivariate GRFs {κni = κii; i = 1, 2, 3}. Therefore we have 12 parameters
to be estimated. They are bij and {κij ; i, j = 1, 2, 3, i ≥ j}. The estimates
for these parameters are given in Table 7. We can notice that the esti-
mates are accurate in this example since all the estimated are accurate to
2 digits, and the true values of the parameters are within 2 standard devi-
ations from the corresponding estimates. The estimated conditional mean
for the trivariate GRF are given in Figure 13(a) - Figure 13(c). Compar-
ing the results given in Figure 13 with the corresponding fields given in
Figure 8, we can see that there are no large differences between the true
random fields and the estimated conditional mean. From the examples we
can notice that our approach works well not only for bivariate GRFs but
also for multivariate GMRFs.
4.2 Inference with real data
We illustrate how to use the SPDEs approach for multivariate data in real
application in this section. The meteorological dataset used by Gneiting
et al. (2010) is analyzed in this paper. This meteorological dataset con-
tains one realization consisting of 157 observations of both temperature
and pressure in the north American Pacific Northwest, and the tempera-
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Table 4: Parameters for simulating the bivariate GRFs
dataset 1 dataset 2
α κ b α κ b
α11 = 2 κ11 = 0.3 b11 = 1 α11 = 2 κ11 = 0.15 b11 = 1
α12 = 0 κ12 = 0 b12 = 0 α12 = 0 κ12 = 0 b12 = 0
α21 = 2 κ21 = 0.5 b21 = 1 α21 = 2 κ21 = 0.5 b21 = −1
α22 = 2 κ22 = 0.4 b22 = 1 α22 = 2 κ22 = 0.3 b22 = 1
αn1 = 1 κn1 = 0.3 αn1 = 0 κn1 = 0.15
αn1 = 0 κn2 = 0.4 αn2 = 0 κn2 = 0.3
Table 5: Inference with simulated dataset 1
Parameters True value Estimated Standard deviations
κ11 0.3 0.295 0.019
κ21 0.5 0.471 0.044
κ22 0.4 0.380 0.020
b11 1 1.009 0.069
b21 1 1.032 0.064
b22 1 0.997 0.059
Table 6: Inference with simulated dataset 2
Parameters True value Estimated Standard deviations
κ11 0.15 0.139 0.124
κ21 0.5 0.487 0.059
κ22 0.3 0.293 0.061
b11 1 0.991 0.017
b21 -1 -1.002 0.033
b22 1 1.011 0.018
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Figure 11: The true bivariate GRFs (a) - (b) and the estimated conditional
mean for the bivariate GRFs (c) - (d) for simulated dataset 1.
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Figure 12: The true bivariate GRFs (a) - (b) and the estimated conditional
mean for the bivariate GRFs (c) - (d) for simulated dataset 2.
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Figure 13: The estimated conditional mean for the trivariate GRFs.
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Table 7: Inference for the trivariate GRF
Parameters True value Estimated Standard deviations
b11 1 1.002 0.014
b21 0.8 0.807 0.024
b22 1 0.984 0.013
b31 1 0.958 0.031
b32 0.9 0.878 0.026
b33 1 0.986 0.012
κ11 0.5 0.481 0.022
κ21 0.6 0.582 0.044
κ22 0.4 0.393 0.021
κ31 0.5 0.564 0.050
κ32 1 1.008 0.034
κ33 0.3 0.286 0.012
ture and pressure are always observed at the same locations. It contains
the following data: pressure errors (in Pascal) and temperature errors (in
Kelvin), measured against longitude and latitude. The errors are defined
as the forecasts minus the observations. The data are valid on 18th, De-
cember of 2003 at 16:00 local time, at a forecast horizon of 48 hours. For
information about the data, see, for example, Eckel and Mass (2005) and
Gneiting et al. (2010). Gneiting et al. (2010) have chosen this dataset with
the aim of doing probabilistic weather field forecasting, which is a big re-
search area (Gel et al., 2004; Berrocal et al., 2007; Sloughter et al., 2007;
Berrocal et al., 2008). One of the main focuses in this area is to fit and
sample spatially correlated error fields. This aim fits our motivation well
since the SPDEs approach can be applied to construct multivariate ran-
dom fields in order to capture the dependence structures not only within
the fields but also between the fields.
The main aim of this example is to illustrate how to fit a bivariate ran-
dom field with the SPDEs approach for pressure and temperature errors
data. This bivariate random field can be used to explain the features of the
two random fields as in Gneiting et al. (2010). The constructed bivariate
spatial random fields are used to represent the error fields for temperature
and pressure. It is known that the temperature and the pressure are neg-
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atively correlated (Courtier et al., 1998; Ingleby, 2001). As pointed out by
Gneiting et al. (2010), the forecast fields are usually smooth fields. The
observation field for the pressure is smooth. However, the observation field
for temperature is rough. So the model should set up to give the same
type of behavior. Without any confusion, we will call the temperature
error field the temperature and the pressure error field the pressure. In
general, we need to choose the order of the fields at the modelling stage.
The simple way is fitting the data with both the orders and selecting the
best one using some predefined scoring rules. For more information about
the scoring rules, see for example, Gneiting et al. (2005). In this paper we
will set the first field x1(s) as the pressure and the second field x2(s) as
the temperature.
The bivariate random field with our approach is constructed with a
system of SPDEs,
(κ2n1 −∆)αn1/2f1(s) =W1(s),
(κ2n2 −∆)αn2/2f2(s) =W2(s),
b11(κ
2
11 −∆)α11/2x1(s) = f1(s),
b22(κ
2
22 −∆)α22/2x2(s) + b21(κ221 −∆)α21/2x1(s) = f2(s).
(57)
Since the main purpose of this example is to illustrate that we can con-
struct the same (or similar) model as the covariance-based approach pre-
sented by Gneiting et al. (2010), only the models which can result in
similar models as theirs have been chosen from the parameter matching
results given in Section 3.3. We assume that κn1 = κ11 and κn2 = κ22.
This particular setting corresponds to the first random field x1(s) being a
Mate´rn random field and the second random field x2(s) being close to a
Mate´rn random field. These settings make the model constructed through
our SPDEs approach closer to the Gneiting et al. (2010) approach.
The results for the estimates with the SPDEs approach are given in
Table 8. From the table we can notice that we can capture the negative de-
pendence structure between temperature and pressure since b21 > 0. The
estimated co-located correlation coefficient ρpt = −0.53 which is quite sim-
ilar as the result from Gneiting et al. (2010). The standard deviations for
pressure and temperature are σP = 202.1 Pascal and σT = 2.76 Celsius
degrees. In order to compare the predictive perform between our approach
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and approach proposed by Gneiting et al. (2010), we randomly leave out
25 observations from each field and use only 132 observations for param-
eters estimation. The relative error E has been chosen to compare the
predictions and is defined as
E =
‖yˆ − y‖2
‖yˆ‖2 .
where ‖·‖2 denotes the 2-norm. yˆ denotes the vector of predictions for
the observations y. The predictive performances for these two approaches
are given in Figure 14. We can notice that the results from our SPDEs
approach and the approach in Gneiting et al. (2010) are quite similar. Ta-
ble 9 shows the corresponding predictive errors for these two approaches.
From this table, we can notice that our model gives slightly better results
than the covariance-based model but the difference is not statistically sig-
nificant. Another merit with our approach which has not been discussed
until now is that the SPDEs approach in general is much more computa-
tionally efficient since the precision matrix Q is sparse. The conditional
mean in 3D and 2D for the bivariate GRF are shown in Figure 15 and
Figure 16 for our approach, respectively. The corresponding results for the
covariance-based approach are shown in Figure 17 and Figure 18. As we
can see from the 3D and 2D figures, the bivariate GRFs from our approach
and from the covariance-based approach give quite similar results.
For the nugget effects (measurement error variances) of pressure and
temperature τ = (τ1, τ2)
T, we are going to use an iterative bias correction
to estimate them. This is based on formula
σ2ij = τ
2
i + Vij , i = 1, 2, j = 1, . . . , n, (58)
where i indicates the pressure with i = 1 and the temperature with i = 2.
σ2ij = Var(yij − yˆij) is the variance which contains the nugget effects and
the kriging variances. {τ2i = Var(yij − xij); i = 1, 2, j = 1, . . . , n} are the
nugget effects for the pressure when i = 1 or temperature when i = 2.
{Vij = Var(xij − yˆij); i = 1, 2, j = 1, . . . , n} are the kriging variances and
they are from the model bias. n denotes the total number of data points
in each field. yij denotes the observed value at data point for each field.
yˆij is the predicated values from a given model and xij denotes the true
value which is unknown. See Appendix for a simple proof of (58).
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Table 8: Estimated parameters for the SPDEs approach
κ11 κ21 κ22 b11 b21 b22
6.353 × 10−3 0.413 2.243 × 10−2 0.2165 1.298 × 10−4 5.458
Table 9: Predictive relative errors for the SPDEs approach and the
covariance-based models
relative errors
Models random field 1 random field 2
SPDEs approach 0.777 0.690
Covariance-based model 0.821 0.716
One simple way is to use Equation (59) where we just subtract the
kriging variance Vij from the empirical variance σˆ
2
ij to get the estimate of
nugget effect τˆ2i for each field
τˆ2i =
1
n
∑
j
(σˆ2ij − Vij), (59)
where σˆ2ij = (yij − yˆij)2. But another preferable way which we have used
in this paper is with the formula
τˆ2i =
∑
j
{
wij
(
σˆ2ij − Vij
)}
, (60)
where wij =
1/(τ2i +Vij)∑
j(1/(τ2i +Vij))
. This can give an unbiased estimator of nugget
effects. See Appendix for the proof. The initial values are chosen to be
similar to the results given in Gneiting et al. (2010), and the results from
the bias correction approach are shown in Table 10. The convergence
curves of the nugget effects for the fields are illustrated in Figure 19.
5 Discussion
Spatial modelling of multivariate data are of demand in many areas, such
as weather forecasting (Courtier et al., 1998; Reich and Fuentes, 2007),
air quality (Brown et al., 1994; Schmidt and Gelfand, 2003), economics
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Figure 14: The predictive performances of SPDEs approach (a) and the
covariance-based approach (b)
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Table 10: The nugget effects for pressure and temperature
initial values estimated values
τ1 68.4 81.1
τ2 0.01 0.53
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Figure 15: Estimated conditional mean for bivariate GRFs for SPDEs
approach in 3D.
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Figure 16: Estimated conditional mean for bivariate GRFs for SPDEs
approach in 2D.
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Figure 17: Estimated conditional mean for bivariate GRFs for covariance-
based model in 3D.
(Gelfand et al., 2004; Sain and Cressie, 2007). The important issue for
modelling spatial multivariate data is that the approach can not only
model the marginal covariances within each field, but also has the ability
to model the cross-covariances between the random fields. In addition, we
need to solve the theoretical challenge for the positive definite constraint of
the covariance functions and the computational challenge for large dataset.
The main aim of this work is to illustrated the possibility of construct-
ing multivariate GRFs through the SPDEs approach. We notice that the
parameters in the SPDEs approach is interpretable and can link our ap-
proach to the covariance-based approach. By using the approximate weak
solution of the corresponding system of SPDEs, we can represent multi-
variate GRFs by GMRFs. Since the precision matrices of the GMRFs
are sparse, numerical algorithms for sparse matrices can be applied, and
therefore fast sampling and inference are feasible. Our approach inher-
ited the properties from the approach discussed by Lindgren et al. (2011).
There are three main advantages for our newly proposed SPDEs approach.
The first advantage is that our new SPDEs approach does not depend on
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Figure 18: Estimated conditional mean for bivariate GRFs for covariance-
based model in 2D.
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direct construction of positive definite matrix. The notorious requirement
of positive definite covariance matrix is fulfilled automatically. The sec-
ond advantage is that we can remove the symmetry property constraint
shared by both the covariance-based approach Gneiting et al. (2010) and
the LMC approach (Gelfand et al., 2004; Gneiting et al., 2010). The third
advantage is that we can construct the multivariate GRFs on manifolds,
such as on the sphere S2. The extension follows the discussion given by
Lindgren et al. (2011). We just need to reinterpret the systems of SPDEs
to be defined on the manifold.
One issue that needs to be pointed out is that we have chosen κn1 =
κ11 and κn2 = κ22 in the model. This restriction used in this paper is to
make the model closer to the models presented by Gneiting et al. (2010)
and also make the inference easier. This may not be needed in other
applications and κn1 and κn2 can be estimated from the data. However,
κn1 and κ11 might be not distinguishable with the triangular systems of
SPDEs. So one suggestion is that if we are use the triangular systems of
SPDEs, then we fix κn1 based on some other information or set κn1 = κ11
when doing inference.
Another issue that needed to be pointed out is that we have prose-
cuted the full version of the SPDEs approach but have not used in all the
examples. This version could give us more flexibility to construct multi-
variate GRFs. The modelling procedures and the inference are the same
as for the triangular version of the SPDEs which were used and discussed
extensively in this paper.
We also want to point out that the proposed approach costs effort
during the implementation and pre-processing stages since we need to
build the system of SPDEs, discretize the fields and do the approximation
to obtain a GMRF representation. But we believe, as pointed out by
Lindgren et al. (2011), that “ such costs are unavoidable when efficient
computations are required”.
Similarly, as pointed out by Lindgren et al. (2011), although the SPDEs
approach presented here is not generally applicable for all covariance func-
tions, it covers many useful model in spatial statistics. And it is possible
to extend our approach to construct even richer class of models by fol-
lowing the discussion given by, for instance, Bolin and Lindgren (2011)
and Fuglstad (2011). Our approach extends the applicability of multivari-
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ate GRFs in practical applications since we can build and interpret the
model using GRFs but do computation with GMRFs. It is further possible
to include this approach in the integrated nested Laplace approximation
(INLA) framework (Rue et al., 2009). These extensions are under study.
Appendix
In order to prove Equation (58), we need to write down the expression ex-
plicitly. Let yij denote the observed value for each field, yˆij the predicated
value from a given model, and xij the true value. Then we have
Var(yij − yˆij) = Var ((yij − xij) + (xij − yˆij))
= Var (yij − xij) + Var (xij − yˆij)
+ 2Cov (yij − xij, xij − yˆij)
= Var (yij − xij) + Var (xij − yˆij) ,
(61)
since
Cov (yij − xij , xij − yˆij) = E ((yij − xij)(xij − yˆij))
= E [E ((yij − xij)(xij − yˆij)|y)]
= E [(yij − yˆij)× 0]
= 0.
(62)
So Equation (58) is established.
Now we show that with the weights wij =
1/(τ2i +Vij)∑
j(τ
2
i +Vij)
, the estimator
in Equation (60) is an unbiased estimator for the nugget effects. Using
Equation (61), we know that (yij − yˆij) ∼ N (0, τ2i + Vij). Then
Var
(
(yij − yˆij)2
)
= E
(
(yij − yˆij)4
)− (E ((yij − yˆij)2))2
= 3(τ2i + Vij)
2 − (τ2i + Vij)2
= 2(τ2i + Vij)
2
(63)
and thus the estimator is unbiased since the scaling constant cancels in
the weight coefficient.
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Abstract
In this paper we propose a new approach for constructing mul-
tivariate Gaussian random fields (GRFs) with oscillating covariance
functions through systems of stochastic partial differential equations
(SPDEs). We discuss how to build systems of SPDEs that intro-
duces oscillation characteristics in the covariance functions of the
multivariate GRFs. By choosing different parametrization of the
equations, some GRFs can be made with oscillating covariance func-
tions but other fields can have Mate´rn covariance functions or close
to Mate´rn covariance functions. The multivariate GRFs constructed
by solving the systems of SPDEs automatically fulfill the hard re-
quirement of nonnegative definiteness for the covariance functions.
The approximate weak solutions to the systems of SPDEs are used to
represent the multivariate GRFs by multivariate Gaussian Markov
random fields (GMRFs). Since the multivariate GMRFs have sparse
precision matrices (inverse of the covariance matrices), numerical
algorithms for sparse matrices can be applied to the precision ma-
trices for sampling and inference. Thus from a computational point
∗Corresponding author. Email: Xiangping.Hu@math.ntnu.no
1
of view, the big-n problem can be partially solved with these types
of models. Another advantage of the method is that the oscillation
in the covariance function can be controlled directly by the param-
eters in the system of SPDEs. We show how to use this proposed
approach with simulated data and real data examples.
Keywords: Multivariate Gaussian random fields, Oscillating
covariance functions, Multivariate Gaussian Markov random fields,
Sparse matrix, Stochastic partial differential equations
1 Introduction
Statistics for spatial data appeared from hundreds of years ago, but spa-
tial models for this type of data appeared much later (Cressie, 1993).
The spatial models have been widely used to model the spatial data in
many areas. Gaussian random fields (GRFs) are some of the most com-
monly used models in spatial statistics. Since the normalizing constant
can be computed explicitly, the GRFs are convenient to be used in many
applications, such as geo-statistical data, environmental and atmospheric
data, longitudinal and survival data (Cressie, 1993; Stein, 1999; Rue and
Held, 2005; Gelfand et al., 2010). GRFs also have other good properties,
such as the fact that a GRF can be explicitly specified through a mean
µ(·) and a covariance function C(·, ·). Let the coordinates members of
R
d. If (x(s1), x(s2), . . . , x(sn)) is Gaussian for every selection of points
(sT1 , s
T
2 , . . . , s
T
n ) for every n ≥ 1, then we call x(s) a continuously indexed
GRF. The covariance matrix of a collection (x(s1), x(s2), . . . , x(sn)) is
given by Σ = [C(si, sj)]. However, there is a hard nonnegative definite
requirement that must be fulfilled for the function C(·, ·). This is one
of the main concerns when we build models with GRFs using covariance
function based approaches.
A widely used class of covariance functions is the Mate´rn family which
was introduced by Mate´rn (Mate´rn, 1986). This family of covariance
functions captures the most common form of the empirical behavior of
stationary covariance functions, namely that the correlation between the
locations m and n should decrease when the Euclidean distance ‖h‖ =
‖m − n‖ increases (Diggle and Ribeiro Jr, 2006). This family of covari-
ance functions is isotropic and usually written as σ2M(m,n|ν, κ), where
M(m,n|ν, κ) is the Mate´rn correlation function between the spatial lo-
2
cations m,n ∈ Rd. The Mate´rn correlation function is a two-parameter
family with the form
M(h|ν, κ) = 2
1−ν
Γ(ν)
(κ‖h‖)νKν(κ‖h‖), (1)
where σ2 is the marginal variance, Kν is the modified Bessel function of
second kind and κ > 0 is the scaling parameter. The order ν is a smooth-
ness parameter and must be positive. The smoothness parameter ν is of
critical concern in spatial statistics since it defines the differentiability of
the sample paths and the Hausdorff dimension (Goff and Jordan, 1988;
Handcock and Stein, 1993; Gneiting et al., 2010). It is known that the
smoothness parameter ν is poorly identifiable from the data and hence
it is usually fixed (Diggle and Ribeiro Jr, 2006; Lindgren et al., 2011;
Hu et al., 2012a). The Mate´rn family contains the commonly used mod-
els with exponential covariance function M(h|1
2
, κ) = exp(−κ‖h‖). The
Mate´rn covariance function is the key factor in the explicit link between
the GRFs and GMRFs through the stochastic partial differential equa-
tions (SPDEs) discussed by Lindgren et al. (2011). Gneiting et al. (2010)
presented one direct approach for constructing the multivariate GRFs
by using matrix-valued covariance functions, and all components in the
matrix-valued covariance function are Mate´rn covariance functions. Hu
et al. (2012a) discussed the important role of Mate´rn covariance function
for constructing stationary and isotropic multivariate GRFs with systems
of SPDEs.
In spatial statistics oscillating models usually deal with ocean waves,
and we usually work entirely with their spectra only rarely with covariance
functions (Lindgren, 2010). For time series there are plenty of applications
with oscillating models in discrete time since the p-order auto-regressive
(AR(p)) processes can result in oscillating models (Wei, 2006). However,
it is less common for continuous time models. Lindgren et al. (2011) have
discussed an approach for constructing univariate GRFs with oscillating
covariance functions. In their approach they have chosen a coupled sys-
tem of SPDEs to construct two independent random fields with the same
precision matrix. Their discussion was focused on the case α = 2. Since
it is important for our approach for constructing multivariate GRFs with
oscillating covariance functions, we give an overview of their approach in
Section 3.1.
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In this paper we focus on the methodology for constructing multivari-
ate GRFs with oscillating covariance functions through systems of SPDEs.
This work is an extension of the discussion given by Lindgren et al. (2011)
for the univariate case. It is also an extension of the approach discussed
by Hu et al. (2012a) to construct larger class of useful models. In our
approach the GRFs are constructed by solving systems of stochastic par-
tial differential equations. One of the main advantages of this approach
is that we do not need to consider the notorious nonnegative definite re-
quirement for the covariance functions. This requirement is fulfilled au-
tomatically because we are working on the processes directly. During the
computational stage the GRFs are represented by the Gaussian Markov
random fields (GMRFs) by GMRF approximations. A GMRF x(s) is a
discretely indexed GRF with some Markov property. The full conditionals
{pi(xi|x−i); i = 1, . . . , n} of a GMRF depend only on a set of neighbors
of each site i. Denote the neighbors of the node i by ∂i. The Markov
property implies that Qij 6= 0 if and only if j ∈ ∂i ∪ i, where Q denotes
the precision matrix of the GMRF. Consistency requirement implies that
if i ∈ ∂j, then j ∈ ∂i. The precision matrix Q for the GMRF is sparse
which enables us to use numerical algorithms for sparse matrices. Thus
the big-n problem (Banerjee et al., 2004) can be partially solved in our
case with these types of models. We refer to Rue et al. (2009, Section 2.1)
for a condensed overview of the theory of GMRFs. Detailed discussions
about GMRFs are given in Rue and Held (2005, Chapter 2).
2 State-of-the-art and preliminaries
We review the state-of-the-art research on GRFs with SPDE approach in
Section 2.1 and the methodologies for constructing multivariate GRFs in
Section 2.2. The GMRF approximation for representing a GRF with a
GMRF is introduced in Section 2.3 since it is crucial for computations.
2.1 GRFs through the SPDE approach
As mentioned in Section 1, Lindgren et al. (2011) proposed a novel ap-
proach for constructing GRFs by using the SPDE
(κ2 −∆)α/2x(s) =W(s), (2)
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where (κ2−∆)α/2 is a pseudo-differential operator, κ is the scaling param-
eter, α is related to the smoothness parameters ν > 0 and α = ν + d/2.
∆ is the Laplacian with definition
∆ =
d∑
i=1
∂2
∂x2i
.
A range parameter ρ connects the scaling parameter κ and the smoothness
parameter ν. The simple and empirically derived relationship ρ =
√
8ν/κ
is commonly used (Lindgren et al., 2011; Hu et al., 2012a). It corresponds
to correlation near 0.1 at distance ρ, with parameters κ and ν. W(s) is
the innovation process which is a standard spatial Gaussian white noise.
The most important result given by Whittle (1954, 1963), and used by
Lindgren et al. (2011) extensively, is that the solution x(s) to SPDE (2)
is a GRF with the Mate´rn covariance function given in Equation (1). We
follow the terminology used by Lindgren et al. (2011) and call GRFs with
Mate´rn covariance functions Mate´rn random fields. Lindgren et al. (2011)
commented that their approach can be extended in many directions.
Fuglstad (2011) has extended the SPDE approach to include a diffusion
matrix in Equation (2) which provides a way of controlling the covariance
structures of the GRF. Using the diffusion matrix H in SPDE (2), it
is not only possible to construct homogeneous isotropic fields, but also
anisotropic fields. Fuglstad (2011) showed that it is possible to construct
inhomogeneous fields. The SPDE discussed by Fuglstad (2011) has the
form
κ2x(s)−∇ ·H(s)∇x(s) =W(s), (3)
where H is a 2 × 2 matrix-valued function, ∇ is the gradient operator
and W(s) is a standard spatial Gaussian white noise process. The main
contribution of Fuglstad (2011) is that he introduced the matrix H to
(2) to control the structure of covariance matrix. However, he focused on
discussing the univariate GRFs with α = 2.
Bolin and Lindgren (2011) discussed how to use nested SPDEs to con-
struct stationary and non-stationary GRFs. The equation chosen by Bolin
and Lindgren (2011) has the form
L1x(s) = L2W(s) (4)
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for some linear differential operators L1 and L2. W(s) is a standard
spatial Gaussian white noise process. The SPDE (4) may not exist in the
common sense since the operator L2 may contain some differentiation of
the noise process W(s). In this case SPDE (4) can then be interpreted as
the following nested system of SPDEs
L1x0(s) =W(s),
x(s) = L2x0(s),
(5)
when L1 and L2 are commutative operators. As pointed out by Bolin and
Lindgren (2011) this interpretation not only avoids the apparent problem
with the differentiation of the Gaussian white noise process, but also gives
an interpretation of the consequence of the additional differential operator
L2. The random field x(s) is obtained by applying L2 to the solution of
(4) with L2 = I.
Fuglstad (2010) discussed the approximated solutions to a SPDE for
constructing space-time GMRFs. The equation discussed by him has the
form
∂
∂t
x(s, t)−∇ · ∇x(s, t) = τW(s, t), (s, t) ∈ [0, L]× [0, T ], (6)
where, ∇ = ∂∂x , τ > 0 is a constant and W(s, t) is Gaussian space-
time white noise. Fuglstad (2010) only discussed s ∈ R and argued that
this equation has real physical meaning since the prototype of (6) is the
stochastic heat equation
∂
∂x
q(s, t) +∇F (s, t) = f(s, t). (7)
The heat equation relates the change of the size q in time to the spatial
divergences of the flux F (s, t) and the source term f(s, t). Fuglstad (2010)
chose a finite volume method for solving Equation (6), and claimed that
the finite volume method gave the correct distribution of the total energy
of the solution to SPDE (6).
Lindgren et al. (2011) discussed the methodology for constructing non-
stationary GRFs and non-separable space-time models. They claimed
that if the parameters κ and τ depend on the coordinate s, then we can
construct a non-stationary GRF. The SPDE then has the form
(κ2(s)−∆)α/2{τ(s)x(s)} =W(s). (8)
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The non-separable space-time models have interaction between space and
time in the covariance structure. In general it is difficult to construct this
kind of model through a covariance function based approach. However,
the SPDE approach can be used. One of the non-separable SPDEs which
can result in this kind of model is{
∂
∂t
+ (κ2 +m · ∇ −∇ ·H∇)
}
x(s, t) = ε(s, t), (9)
where m is a transport vector, H is a positive definite diffusion matrix
and ε(s, t) is a stochastic space-time noise process. We refer to Lindgren
et al. (2011, Section 3.5) for detailed discussion on this topic.
2.2 Multivariate GRFs
A multivariate GRF with p components x(s) = (x1(s), x2(s), · · · , xp(s))T ,
s ∈ Rd, is a collection of continuously indexed multivariate normal random
vectors such that
x(s) ∼ MVN(µ,Σ),
where µ is the mean of the random field and Σ is the covariance matrix.
Assume, at the current stage, that the process is second-order stationary
with mean zero. One approach for constructing stationary and isotropic
multivariate GRFs using covariance-based models was proposed by Gneit-
ing et al. (2010). The covariance function C in their approach is given
by
C(h) =


C11(h) C12(h) · · · C1p(h)
C21(h) C22(h) · · · C2p(h)
...
...
. . .
...
Cp1(h) Cp2(h) · · · Cpp(h)

 , (10)
where {Cii(h) = σiiM(h|νii, κii); i = 1, . . . , p} are the marginal covariance
functions and {Cij(h) = ρijσiσjM(h|νij , κij); i, j = 1, . . . , p, i 6= j} are the
cross-covariance functions. {Cii(h) = E(xi(s + h)xi(s)); i = 1, 2, . . . , p}
give information about the covariance structures within the fields {xi(s)}.
{Cij(h) = E(xi(s+ h)xj(s)); i, j = 1, 2, . . . , p, i 6= j} describes the covari-
ance structure between fields {xi(s)} and {xj(s)}. {ρij} are the co-located
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correlation coefficients. {σii ≥ 0} are the marginal variances, and {σi} and
{σj} are the corresponding standard deviations. They satisfy the relation-
ships throughout this paper σii = σ
2
i , σij = σiσj . The main difficulty in
constructing useful multivariate models using this kind of approach is the
nonnegative definiteness requirement for the covariance functions. Gneit-
ing et al. (2010) proposed a way to specify valid parametric models through
the covariance functions given in Equation (10) directly. Several theorems
were presented in order to ensure the matrix-valued covariance function
to be symmetric and nonnegative definite.
Hu et al. (2012a) proposed to use a system of SPDEs to construct
a multivariate GRF. They claimed that the notorious requirement non-
negative definiteness for the covariance function is automatically fulfilled
with their approach. Hu et al. (2012a) also discussed the link between the
system of SPDEs approach and the covariance function based approach
discussed by Gneiting et al. (2010). The system of SPDEs which has been
used for constructing the multivariate GRFs by Hu et al. (2012a) is


L11 L12 . . . L1p
L21 L22 . . . L2p
...
...
. . .
...
Lp1 Lp2 . . . Lpp




x1(s)
x2(s)
...
xp(s)

 =


ε1(s)
ε2(s)
...
εp(s)

 , (11)
where {Lij = bij(κ2ij−∆)αij/2; i = j = 1, 2, . . . , p} are differential operators
with {αij = 0 or 2}, {κij} and {νij} are scaling parameters and smooth-
ness parameters. {εi(s); i = 1, 2, . . . , p} are independent but not neces-
sarily identically distributed noise processes, and {bij} are the parameters
related to the marginal variances of the fields and the cross-covariances
between the fields. Hu et al. (2012a) pointed out that the GMRF approx-
imation can be applied to the GRFs. Hence they can use computationally
efficient GMRFs for sampling and inference. However, the constructed
GRFs are always stationary and isotropic, and the covariance functions
are not oscillating.
2.3 GMRFs approximation to GRFs
Generally speaking, GRFs are commonly used in statistical modelling be-
cause of their good theoretical properties. However, the GRFs have a
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bottle-neck on the computational side. The computational cost for factor-
izing a dense covariance matrix Σ with dimension n × n is O(n3). Even
though the computational power is at an all time high, it seems that in
many situations it is infeasible to do the computations in reasonable time.
Banerjee et al. (2004, Appendix A.5) informally call this situation “the
big n problem”.
There are many different approaches trying to avoid or overcome “the
big n problem”, such as covariance tapering (Furrer et al., 2006; Zhang
and Du, 2008; Kaufman et al., 2008; Shaby and Ruppert, 2012), likelihood
approximations (Vecchia, 1988; Stein et al., 2004), and fixed rank kriging
and fixed rank filtering (Cressie and Johannesson, 2008; Cressie et al.,
2010) . The approach which has been chosen in this paper is based on the
GMRF approximation to GRFs. The sparsity of the precision matrix Q
enables the numerical algorithms for sparse matrix for fast inference with
large datasets (Rue, 2001; Rue and Held, 2005; Lindgren et al., 2011).
The general cost for factorizing the sparse matrix Q is O(n), O(n3/2) and
O(n2) in one dimension, two dimensions and three dimensions, respec-
tively (Rue and Held, 2005). Hartman and Ho¨ssjer (2008) proposed to
use the GMRFs for GRFs for spatial prediction with Kriging, due to the
pleasant computational properties of GMRFs.
In this paper we only give an overview of GMRF approximation to
univariate GRF and refer to Hu et al. (2012a, Section 2.3) for detailed
discussion on GMRF approximation to multivariate GRF. In order to find
a GMRF approximation of a GRF on a triangulated lattice, we at first
need to find the stochastic weak formulation of SPDE (2) (Kloeden and
Platen, 1999). In this paper we use Delaunay triangulation. We refer
to Hjelle and Dæhlen (2006) for more information about triangulations.
Denote the inner product of functions h and g as
〈h, g〉 =
∫
h(s)g(s)d(s), (12)
where the integration is within the region of interest. The stochastic weak
solution of SPDE (2) is found by requiring{
〈φi, (κ2 −∆)α/2x〉; i = 1, . . . ,M
}
d
= {〈φi,W〉; i = 1, . . . ,M} , (13)
whereM is the number of test functions {φi(s)} and “ d=” denotes equality
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in distribution.
Then we need to find the finite element representation of the solution
to the SPDE. The finite element representation of the solution is
x(s) =
N∑
i=1
ψi(s)ωi (14)
with basis functions {ψi(s); i = 1, 2, . . . , N} and Gaussian distributed
weights {ωi; i = 1, 2, . . . , N}. N is the number of vertexes in the tri-
angulation. We refer to Zienkiewicz et al. (2005) and Brenner and Scott
(2008) for more information and theoretical background of finite element
methods. The approach given by Lindgren et al. (2011) for choosing the
basis functions is used in this paper. With M = N we choose each basis
function ψi(s) to be piecewise linear on each triangle with ψi(s) = 1 at
vertex i and ψi(s) = 0 at other vertexes. This choice of basis functions
means that the local interpolation on a triangle is linear. Lindgren et al.
(2011) pointed out that other methods, such as kernel method, are useful
in theory but not necessary in practice. When αij = 1 the least squares
approximation is chosen, φk = (κ
2 −∆) 12ψk. When αij = 2 the Galerkin
solution is chosen, φk = ψk. When αij ≥ 3 the recursive Galerkin formu-
lation is used. We refer to Lindgren et al. (2011, Section 2.3) for more
information about the recursive Galerkin formation.
2.4 Outline of the paper
The structure of the rest of the paper is organized as follows. Section
3 gives the detailed discussion on how to construct multivariate GRFs
with oscillating covariance functions through the systems of SPDEs ap-
proach. Examples with simulated data and real data are given in Section
4. Discussion and future work in Section 5 ends this paper.
3 Model formulation
GRFs with oscillating covariance functions can be used in many situa-
tions, for example, for modelling global pressure (Lindgren et al., 2011)
and ocean waves (Lindgren, 2010). First, an overview for constructing
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the univariate GRFs with oscillating covariance function is given since it
is needed for constructing multivariate GRFs with oscillating covariance
functions. Next, we introduce a general approach for constructing the
multivariate GRFs with oscillating covariance functions. Then explicit
approach for constructing the bivariate GRFs is discussed. At last we
discuss the procedure for sampling the multivariate GRFs with oscillating
covariance functions.
3.1 Univariate GRFs with oscillating covariance functions
Lindgren et al. (2011, Section 3.3) discussed how to construct an univariate
GRF with oscillating covariance function using a SPDE with complex
number. For the case α = 2 the SPDE has the form{
κ2 exp(ipiω)−∆}x(s) =W(s), (15)
where ω ∈ [0, 1] is the oscillation parameter, x(s) = x1(s) + ix2(s), and
W(s) = W1(s) + iW2(s). The innovation processes W1(s) and W2(s)
are independent standard Gaussian white noise processes. Lindgren et al.
(2011) pointed out that the real and imaginary parts, x1(s) and x2(s),
of the stationary solution x(s) are independent with identical spectrum
densities
R(k) =
1
(2pi)d (κ4 + 2cos(piω)κ2‖k‖2 + ‖k‖4) , k ∈ R
d. (16)
With this approach the common isotropic stationary Mate´rn random fields
can be obtained by setting ω = 0. We can notice that ω = 1 generates in-
trinsic stationary random fields. We refer to Rue and Held (2005, Chapter
3) for more information on the intrinsic random fields. When ω ∈ (0, 1),
the constructed GRFs have covariance functions with oscillation. The
oscillation is increasing with larger value of ω. The closed form of the pre-
cision matrix Q for the stationary GRFs with oscillation can be obtained
from (16),
Q(κ2, ω) = κ4C + 2cos(piω)κ2G+GC−1G. (17)
The matrices C and G in Equation (17) are defined through
Cij = 〈ψi, 1〉,
Gij = 〈∇ψi,∇ψj〉,
(18)
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with basis functions {ψi; i = 1, 2, . . . , n}. We use Cij = 〈ψi, 1〉, instead of
Cij = 〈ψi, ψj〉, in order to make the precision matrix sparse. This setting
yields a Markov approximation to the FEM solution. Bolin and Lind-
gren (2009) studied the effects of the Markov approximation and claimed
that the difference between the Markov approximation and exact FEM
representation is negligible.
Lindgren et al. (2011) pointed out that this complex-valued version of
SPDE (15) can be rewritten as a special case of the coupled systems of
SPDEs (
h1 −∆ −h2
h2 h1 −∆
)(
x1(s)
x2(s)
)
=
(W1(s)
W2(s)
)
, (19)
where h1 = κ
2 cos(piω) and h2 = κ
2 sin(piω). The random fields x1(s)
and x2(s) from Equation (19) have the same precision matrix Q given
in Equation (17). Lindgren et al. (2011) commented that it is surprising
that these two fields from the coupled system of SPDEs (19) are always
independent regardless of the choices of parameters. Additionally, the
univariate GRFs with oscillating covariance functions from Equation (15)
are always isotropic. However, it is possible to construct non-isotropic
GRFs by slightly modifying the coupled system of SPDEs (19). We are not
going to discuss this issue here and we focus only on the isotropic GRFs.
We refer to Lindgren et al. (2011, Appendix C.4) for more information
about the oscillating and non-isotropic cases.
3.2 Multivariate GRFs with oscillating covariance func-
tions
The multivariate GRFs with oscillating covariance functions, in this paper,
all have the assumption that the mean is zero, i.e., x(s) ∼ MVN(0,Σ).
Hu et al. (2012a) proposed to construct the multivariate GRFs using the
system of SPDEs given in (11). In their approach the multivariate GRFs
are always isotropic and stationary. The covariance functions cannot be
oscillating. They argued that, under some conditions, it is possible to
construct the multivariate GRFs with Mate´rn covariance functions as dis-
cussed by Gneiting et al. (2010). In this section we are going to discuss
how to construct multivariate GRFs where some components of the ran-
dom fields have oscillating covariance functions. The main idea is to re-
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place the noise processes by noise processes with oscillating covariance
functions. With this approach the systems of SPDEs have the same form
as given in (11), but the noise processes are different. Even though the
system of SPDEs in (11) is theoretically general, we recommend to use
the triangular system of SPDEs in applications. The triangular system of
SPDEs is


L11
L21 L22
...
...
. . .
Lp1 Lp2 . . . Lpp




x1(s)
x2(s)
...
xp(s)

 =


ε1(s)
ε2(s)
...
εp(s)

 , (20)
where {Lij ; i, j = 1, 2, . . . , p, i ≥ j} are differential operators as defined
in (11), {Lij = 0; i, j = 1, 2, . . . , p, i < j} and {εi(s); i = 1, 2, . . . , p}
are noise processes where some of them have oscillating covariance func-
tions. We recommend to use as fewer noise processes with oscillating
covariance functions as possible. This system has many advantages, such
as interpretation of the properties of the fields. For example, we know
which components of the random field must have non-oscillating covari-
ance functions and have oscillating covariance functions. However, there
are some components of the random field which might have oscillating
covariance functions. We divide the random fields into three categories
xm, xo and xp, where xm denotes the random fields with non-oscillating
covariance functions, xo denotes the random fields with oscillating covari-
ance functions and xp denotes the random fields with covariance functions
which might be oscillating. Assume that only {εi(s); i = 1, 2, . . . , p} is the
noise process with oscillating covariance function and other noise processes
{εj(s); j = 1, 2, . . . , p, j 6= i} are noise processes with non-oscillating co-
variance functions, and then we can obtain the following results.
• If only the covariance function for the noise process εi(s) is oscillat-
ing, the covariances functions for all the random fields xj(s)(j < i)
are non-oscillating, xj(s) ∈ xn(s);
• If only the covariance function for the noise process εi(s) is oscil-
lating, the random field xj(s)(j = i) has an oscillating covariance
function, xj(s) ∈ xo(s)
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• If only the covariance function for the noise process εi(s) is oscillat-
ing, the random fields xj(s)(j > i) belong to xp(s), which means
that the covariance functions for these random fields might be oscil-
lating.
This result is rather intuitive since we can obtain it by checking the
system of SPDEs (20) directly. However, these results are important in the
real-world application since it gives information for how to build models
in a reasonable way. For instance, we can get information about how to
choose the order of the random fields.
3.3 Bivariate GRFs with oscillating covariance functions
The methodology for constructing non-oscillating and isotropic bivariate
GRFs explicitly has been studied by Gneiting et al. (2010) and Hu et al.
(2012a). In this section we discuss the approach for constructing bivari-
ate GRFs explicitly with oscillating covariance functions using systems of
SPDEs. We start the investigation with random fields constructed by the
full system of SPDEs
b11(κ
2
11 −∆)α11/2x1(s) + b12(κ212 −∆)α12/2x2(s) = ε1(s),
b22(κ
2
22 −∆)α22/2x2(s) + b21(κ221 −∆)α21/2x1(s) = ε2(s),
(21)
where bij and {Lij(s); i, j = 1, 2} are the same as in (11), and {ε1(s); i =
1, 2} are noise processes which can have oscillating covariance functions.
By changing the properties of the noise processes we can construct more
interesting random fields. Use the matrix notion and define the operator
matrix as
L (θ) =
(L11(θ11) L12(θ12)
L21(θ21) L22(θ22)
)
, (22)
and let ε(s) = (ε1(s), ε2(s))
H, where H denotes the Hermitian transpose
of a vector or a matrix. θij = {αij , κij , bij} is defined as the collection of
parameters for Lij. The system of equations (21) can then be written in
a compact matrix form as
L (θ)x(s) = ε(s), (23)
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where θ = {θij , i, j = 1, 2}. With (23) we can obtain the power spectrum
Sx = E(xˆ · xˆH) by
Sx = H
HSεH
−H, (24)
where −H denotes the inverse of the complex conjugate of the matrix.
xˆij is the Fourier transform of xij , xˆij = F (xij), and H is the Fourier
transform of the operator matrix L ,
H (θ) =
(H11(θ11) H12(θ12)
H21(θ21) H22(θ22)
)
. (25)
Sε(k) = E
(
εˆεˆH
)
is the power spectrum matrix for the independent noise
processes
Sε(k) =
(
Sε1(k) 0
0 Sε2(k)
)
, (26)
where k is the frequency. Since the noise processes are mutually indepen-
dent, the power spectrum matrix of noise processes is a diagonal matrix.
Using Equation (24) - Equation (25), the elements in the power spectrum
matrix of the bivariate fields from the full system of SPDEs in (21) can
be obtained,
Sx11(k) =
Sε1 |H222|+ Sε2 |H212|
|(H11H22 −H12H21)2| ,
Sx12(k) = −
H22Sε1 |H221|H11 +H12Sε2 |H211|H21
|(H11H22 −H12H21)2|H21H11 ,
Sx21(k) = −
H21Sε1 |H222|H12 +H11Sε2 |H212|H22
|(H11H22 −H12H21)2|H22H12 ,
Sx22(k) =
Sε1 |H221|+ Sε2 |H211|
|(H11H22 −H12H21)2| .
(27)
Define poles and zeros as the roots of the denominators and numerators of
the power spectrum elements {Sxij ; i, j = 1, 2}, respectively. From (27),
we can see that the poles of the power spectrum, in general, are the same
for both the fields, but zeros of the power spectrum will be different. It
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gives us a possibility to construct bivariate GRFs with oscillating covari-
ance functions by carefully re-parametrization of system of SPDEs (21).
However, we will not discuss this approach in this paper, but leave it for
future research. The approach we have chosen here is to change the noise
process at the right hand of system of SPDEs (21).
Theoretically, we could choose the full version of the system of SPDEs
given in (21) and give more flexibility for constructing bivariate random
fields. However, we choose to simplify the model. Hu et al. (2012a) used
the triangular version of the SPDEs system to construct bivaraite GRFs
and this suggestion is followed in this paper. In the following sections, we
focus on a special form of the triangular system of the SPDEs discussed
in Section 3.2. In the special form the operator matrix is
L1(θ) =
(
b11 (h11 −∆) 0
b21 b22 (h22 −∆)
)
, (28)
where the subscript “1” in L1 is used to denote the first operator matrix
we use for constructions. Some other operator matrices are discussed in
Appendix A. We can rewrite the system of SPDEs with matrix notation
as
L1(θ)x(s) = ε(s), (29)
and Equation (29) can be written down explicitly as
b11(h11 −∆)x1(s) = ε1(s),
b21x1(s) + b22(h22 −∆)x2(s) = ε2(s).
(30)
In this form both random fields can have oscillating covariance function.
The following discussion are based on the system of SPDEs (30). Let
ε1(s) be a noise process with non-oscillating covariance function, such as
a white noise process or noise process with Mate´rn covariance function,
and ε2(s) be a noise process with oscillating covariance function generated
from the complex-valued SPDEs (15). We can then conclude that the first
field x1(s) is a stationary and isotropic random field with non-oscillating
covariance function, and that x2(s) is a random field with oscillating co-
variance function. On the other hand, if ε1(s) has an oscillating covariance
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function and ε2(s) has a non-oscillating covariance function, then the co-
variance functions for both random fields x1(s) and x2(s) are oscillating
given that b21 6= 0.
We use the power spectra {Sxii(k); i = 1, 2} of the random fields to-
gether with the cross spectrum Sx21(k) to investigate the properties of the
random fields,
Sx11(k) =
Sε1
b211(h11 + ‖k‖2)2
,
Sx21(k) = −
b21Sε1
b22(h22 + ‖k‖2)b211(h11 + ‖k‖2)2
,
Sx22(k) =
b221Sε1 + b
2
11(h11 + ‖k‖2)2Sε2
b211(h11 + ‖k‖2)2b222(h22 + ‖k‖2)2
.
(31)
The following results can be obtained from (31).
• The marginal variance of the first random field x1(s) is related only
to the parameters b11 and h11.
• The marginal variance of the second random field x2(s) is related
only to {bij , hij ; i, j = 1, 2}.
• The sign of b11 is irrelevant to the sign of the cross-correlation be-
tween the two fields. Since the marginal variance of the first random
field x1(s) is only related to b11 and h11, and there is a requirement
h11 > 0, we can set b11 > 0;
• The sign of the correlation between the two fields only depends on
the sign of the product of b22 and b21. We recommend to set b22 >
0, and then the sign of the correlation between the fields will be
related only to the sign of b21. If b21 > 0, the two random fields are
negatively correlated. If b21 < 0, the random fields are positively
correlated.
3.4 Sampling the bivariate GRFs
The common approach for sampling GRFs uses the covariance matrixΣ or
precision matrix Q. Since the bivariate GRFs from the systems of SPDEs
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are represented by the GMRFs, the precision matrices Q are sparse.
Therefore, the direct approach for sampling a (multivariate) GMRF is
usually through the Cholesky triangle L, whereQ = LLT . The commonly
used procedure for getting a sample from the GMRF x ∼ N (µ,Q−1) is
through the following steps
I. Use the Cholesky factorization to find the Cholesky triangle L of the
precision matrix Q. We usually do the Cholesky factorization with
standard libraries.
II. Get a sample z ∼ N (0, I). I is an identity matrix and has the same
dimensions as the precision matrix Q.
III. Solve a linear system of equations with Cholesky triangle Lv =
z. Thus v has the correct covariance matrix Q−1 since Cov(v) =
Cov(L−Tz) = (LLT )−1 = Q−1.
IV. Correct the mean by x = µ+ v, and then x has the correct mean µ
and covariance matrix Q−1, x ∼ N (µ,Q−1).
If the precision matrix Q is a band matrix, the Cholesky triangle L will be
also a band matrix. The corresponding algorithm for finding the Cholesky
triangle when Q is a band matrix can be found in Rue and Held (2005,
Algorithm 2.9). We also refer to Rue and Held (2005, Chapter 2) for
detailed discussion about different sampling algorithms for GMRFs with
different kinds of parametrization. Hu et al. (2012b) showed that it is
possible to find a sparser triangular matrix L˜ with incomplete orthogonal
factorization for sampling the GMRF, but they pointed out that it needs
longer computation time for finding the sparse triangular matrix.
In the following two examples, we choose all values of parameters to be
equal. However, we set ε1(s) to be a noise process with a non-oscillating
covariance function and ε2(s) to be a noise process with an oscillating
covariance function in the first example. In the second example, we simply
switch the order of the noise processes, i.e., we set ε1(s) to be a noise
process with an oscillating covariance function and ε2(s) to be a noise
process with a non-oscillating covariance function.
One sample from the GMRF in the first example is shown in Fig. 1 and
one sample in the second example is shown in Fig. 4. The corresponding
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Table 1: Parameters for sampling the bivariate GRFs
Parameters
α κ b
α11 = 2 h11 = 0.25 b11 = 0.5
α12 = 0 h22 = 0.36 b12 = 0
α21 = 2 κn1 = 0.5 b21 = 0.25
α22 = 2 κn2 = 0.6 b22 = 1
αn1 = 2 ω = 0.95
αn2 = 2
correlation matrices are shown in Fig. 2 and Fig. 5. In these figures,
the red lines indicate that the correlation is 0. In the first example the
random field x1(s) has a non-oscillating covariance function and the second
random field x2(s) has an oscillating covariance function. In the second
example both the fields have oscillating covariance functions. These two
examples verify the conclusion in Section 3.3.
4 Inference with simulated data and real data
In this section we illustrate how to use our approach with some simulated
data examples and one real data example. In the first example, the covari-
ance function of the first random field is non-oscillating, but the second
random field has an oscillating covariance function. In the second ex-
ample, both the random fields have oscillating covariance functions. The
third and the forth examples show that if the two fields are independent,
the inferences give indications about this, no matter which field is oscil-
lating. One real data example in the end shows that our approach can be
applied in practical applications. As pointed out by Diggle et al. (1998,
Chapter 5) and Lindgren et al. (2011, Section 2), the smoothness param-
eter {νij ; i, j = 1, 2} are poorly identifiable. Therefore, we fix the values
of {αij} in the simulated data examples and in the real data example.
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Figure 1: A realization of the bivariate random field with parameters given
in Table 1. In this example the first noise process has a non-oscillating
covariance function and the second noise process has an oscillating covari-
ance function.
4.1 Posterior for the hyper-parameters
The first step of the inference is usually to derive the (log-) posterior
distribution pi(θ|y) of θ. The well known Bayesian formula (32) is at the
core of Bayesian inference,
pi(y,θ) =
pi(θ,x,y)
pi(x|θ,y)
=
pi(θ)pi(x|θ)pi(y|x, θ)
pi(x|y,θ) .
(32)
where pi(θ) is the prior distribution of the hyper-parameters, and we return
to this topic in Section 4.2, pi(x|θ) is the density for the bivariate random
fields, pi(y|x, θ) is the density for the observations given the random field
and the parameters and pi(x|y,θ) is the full conditional of the random
fields given the observations and parameters.
Assume that there areN triangles in the domain for each of the random
20
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Figure 2: Correlations and cross-correlation functions for the bivariate
random field with parameters given in Table 1. In this example the first
noise process has a non-oscillating covariance function and the second
noise process has an oscillating covariance function. We see that only the
second random field has an oscillating covariance function.
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Figure 3: Correlations and cross-correlation functions for the bivariate
random field with parameters given in Table 1. In this example the first
noise process has a non-oscillating covariance function and the second
noise process has an oscillating covariance function. We see that only the
second random field has an oscillating covariance function.
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Figure 4: A realization of the bivariate random field with the parameters
given in Table 1. In this example the first noise process has an oscillating
covariance function and the second noise process has a non-oscillating
covariance function.
field {xi(θ); i = 1, 2}. With the bivariate random fields x = (x1, x2)T ,
2N triangles are used and hence the probability density of the bivariate
random field has the form
pi(x|θ) =
(
1
2pi
)2N
|Q(θ)|1/2 exp
(
−1
2
xTQ(θ)x
)
, (33)
whereQ(θ) is the precision matrix for the bivariate field. We assume that
the length of the data is t = k1 + k2, where {ki; i = 1, 2} are the length of
the observations for each field. Then pi(y|x, θ) has the form
pi(y|x, θ) =
(
1
2pi
)t
|Qn|1/2 exp
(
−1
2
(y −Ax)TQn(y −Ax)
)
, (34)
where Qn is the precision matrix for the measurement errors with dimen-
sion t×2k, and A is a matrix with dimension t×2N that links the sparse
observations to the dense random fields. One thing we want to point out is
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Figure 5: Correlations and cross-correlation functions for the bivariate
random field with parameters given in Table 1. In this example the first
noise process has an oscillating covariance function and the second noise
process has a non-oscillating covariance function. We see that both the
random fields have oscillating covariance functions.
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Figure 6: Correlations and cross-correlation functions for the bivariate
random field with parameters given in Table 1. In this example the first
noise process has an oscillating covariance function and the second noise
process has a non-oscillating covariance function. We see that both the
random fields have oscillating covariance functions.
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that the length of the observations for each field can be different and they
are not necessarily observed at the same locations. We used the notation
pi(y|x) instead of pi(y|x, θ) since this function is independent of θ. The
full conditional pi(x|y,θ) can be obtained,
pi(x|y,θ) ∝ pi(x,y|θ)
= pi(x|θ)pi(y|x,θ)
∝ exp
(
−1
2
[
xT (Q(θ) +ATQnA)x− 2xTATQny
])
.
(35)
Denote µc(θ) = Q
−1
c (θ)A
TQny, and Qc(θ) = Q(θ) +A
TQnA. Then we
have
x|y,θ ∼ N (µc(θ),Q−1c (θ)) . (36)
Thus x|y,θ is a 2N -dimensional multivariate Gaussian distribution. We
can write (36) in the canonical form x|y,θ ∼ Nc
(
ATQny,Qc(θ)
)
. For
more information about canonical form of the GMRFs, we refer to, for
example, Rue and Held (2005, Chapter 2).
With a given prior pi(θ), together with (33) to (36), the posterior
distribution of θ becomes
pi(θ|y) ∝ pi(θ) |Q(θ)|
1/2|Qn|1/2
|Qc(θ)|1/2
exp
(
−1
2
xTQ(θ)x
)
× exp
(
−1
2
(y −Ax)TQn(θ)(y −Ax)
)
× exp
(
1
2
(x− µc(θ))TQc(θ)(x− µc(θ))
)
.
(37)
And hence the logarithm of the posterior distribution is
log(pi(θ|y)) = Const + log(pi(θ)) + 1
2
log(|Q(θ)|)
− 1
2
log(|Qc(θ)|) +
1
2
µc(θ)
TQc(θ)µc(θ).
(38)
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4.2 Priors for the parameters
The prior distribution is important in Bayesian inference, and choosing
the priors is an important part of inference. Two common approaches
for choosing the prior distribution are the conjugate prior approach and
the non-informative prior approach. There is no unique way for choosing
priors. We refer to Robert (2007, Chapter 3) for detailed discussion about
the prior information and prior distribution.
General speaking, it is hard to specify an informative prior for the
hyper-parameters in our system of SPDEs approach. Therefore, the non-
informative approach has been chosen. The following choice for the priors
of the parameters are recommended with the bivariate random fields.
• b11 and b22 should be positive values. So log-normal distributions
are used for these two parameters. Gamma distribution can also be
considered;
• Because of the requirement on the systems of SPDEs that {hij ; i, j =
1, 2} and {κni ; i = 1, 2} should be positive values, we can use log-
normal or gamma distributions;
• b21 is related to the sign of the correlation of the two random fields
and it can be either positive or negative. Therefore, a Gaussian
distribution can be used;
• The oscillation parameter ω should fulfill the requirement ω ∈ [0, 1]
and hence a beta distribution can be used.
4.3 Inference with simulated data
Four simulated data examples are presented in this section to illustrate
how to use our proposed approach. The datasets are divided into 2 groups.
In the first group we use the correlated random fields given in Section 3.4.
In the second group the fields are independent. We want our model to
capture these features, and to return whether b21 = 0 or not. However,
if the first noise process is generated from the univariate SPDE given
in Equation (2), κ2n1 and h11 are not identifiable. See Appendix B for
more information. We use the setting κ2n1 = h11 in this situation. It is our
experience that ω is likely to be in the range of (0.5, 1) if we have empirical
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Table 2: Inference for the simulated dataset 1
Parameters True values Estimates Standard deviations
b11 0.5 0.495 0.013
b21 0.25 0.248 0.017
b22 1 1.027 0.032
h11 0.25 0.248 0.010
h22 0.36 0.355 0.029
κn2 0.6 0.601 0.004
ω 0.95 0.953 0.092
knowledge that the random field has an oscillating covariance function,
and hence we recommend to use a beta distribution with negative skew.
In all of our simulated data examples, we use the following priors for the
parameters (if they are needed to be estimated) following the discussion
given in Section 4.2.
• b11, b22, h11, h22, κn1 and κn2 have the log-normal distributions with
µ = 0 and σ2 = 100;
• b21 has a normal distribution with µ = 0 and σ2 = 100, b21 ∼
N (0, 100)
• ω has a beta distribution with α = 1 and β = 1, ω ∼ Beta(1, 1), i.e.,
it is a uniform distribution.
The results for the first and second simulated datasets are given in
Table 2 and Table 3, respectively. We can notice that the estimates are
quite precise. Most of the true values are within 1 standard derivation
away from the estimates. None of the true values are 2 standard deviations
away from the estimates. The estimated conditional mean of the bivariate
fields for these two datasets are given in Fig. 7 and Fig. 8. Compare with
the true random fields given in Fig. 1(a) - Fig. 1(b) and Fig. 4(a) - Fig.
4(b). There is no large difference between them.
Similarly, the results for the second group are given in Table 4 and
Table 5. In both examples, the estimates are precise and they are within
2 standard derivations from the true values. We can notice that if the
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Table 3: Inference for the simulated dataset 2
Parameters True values Estimates Standard deviations
b11 0.5 0.497 0.014
b21 0.25 0.234 0.012
b22 1 0.964 0.029
h11 0.25 0.269 0.024
h22 0.36 0.339 0.022
κn1 0.5 0.496 0.005
κn2 0.6 0.636 0.049
ω 0.95 0.956 0.113
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Figure 7: Estimated conditional mean of the bivariate random field for
the dataset 1.
29
20 40 60 80 100 120
10
20
30
40
50
60
70
80
90
100
−40
−30
−20
−10
0
10
20
30
(a)
20 40 60 80 100 120
10
20
30
40
50
60
70
80
90
100
−15
−10
−5
0
5
10
15
(b)
Figure 8: Estimated conditional mean of the bivariate random field for
the dataset 2.
fields are independent, i.e., b21 = 0, our model captures this characteristic
since b21 is small and 0 is within the 95% credible interval.
4.4 Inference with real data
In this section a dataset has been chosen in order to illustrate how to use
our approach in real-world applications. This dataset is from the ERA
40 database and can be downloaded from the ERA 40 project homepage.
The dataset contains the temperature and pressure on the whole globe on
4th of September, 2002. The main objective for this section is to illustrate
how to use our model for a big dataset. All the results are only from the
prediction point of view. The dataset contains 10368 observations both
for temperature and pressure, and the observations are on the grid. The
grid is constructed with the latitude and longitude. The latitudes are from
90o to −90o and longitudes are from 0o to 357.5o, with increments of 2.5o
for both axes. The dataset contains the temperatures in Kelvin and the
mean sea level pressure in Pascal. We have subtracted the monthly mean
for the temperature and pressure, respectively.
Since the dataset is on the entire globe, we need to construct our
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Table 4: Inference for the simulated dataset 3
Parameters True value Estimated Standard deviations
b11 0.5 0.491 0.012
b21 0 0.012 0.010
b22 0.3 0.301 0.010
h11 0.25 0.247 0.009
h22 0.36 0.374 0.033
κn2 0.6 0.596 0.004
ω 0.95 0.951 0.092
Table 5: Inference for the simulated dataset 4
Parameters True value Estimated Standard deviations
b11 0.5 0.487 0.015
b21 0 0.001 0.002
b22 0.3 0.308 0.009
h11 0.25 0.284 0.026
h22 0.36 0.359 0.122
κn1 0.5 0.502 0.004
κn2 0.6 0.599 0.102
ω 0.95 0.949 0.107
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Figure 9: One realization of the bivariate random field with parameters
given in Table 4. The first field random field has a non-oscillating covari-
ance function and the second field has an oscillating covariance. The two
random fields are independent.
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Figure 10: The correlation and cross correlation functions with param-
eters given in Table 4. The first field random field has a non-oscillating
covariance function and the second field has an oscillating covariance. The
two random fields are independent.
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Figure 11: The correlation and cross correlation functions with param-
eters given in Table 4. The first field random field has a non-oscillating
covariance function and the second field has an oscillating covariance. The
two random fields are independent.
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Figure 12: Estimated conditional mean of the bivariate random fields for
dataset 3.
model on the sphere. Jones (1963) discussed how to construct stochas-
tic processes on a sphere using the spectral representations for spheri-
cally symmetric and the axially symmetric cases. Another approach is to
consider the sphere as a surface in R3. However, this has the disadvan-
tage that the correlation between points are determined by the chordal
distances (Lindgren et al., 2011). Gneiting (1998) pointed out that the
random fields constructed on the plane were not suitable for this kind of
dataset since the great circle distances in the original covariance function
would not work in general. Jun and Stein (2007) discussed an approach
for constructing space-time covariance functions on spheres using a sum
of independent processes. The main idea for their approach is to sum
independent processes where each process is obtained by applying the
first-order differential operations to a fully symmetric processes on sphere
× time. We refer to Jun and Stein (2007) for more information on the
fully symmetric processes on sphere × time.
In this paper we follow the approach discussed by Lindgren et al. (2011)
to construct the GRFs on the sphere. They claimed that using the SPDE
approach for constructing GRFs on the sphere is similar to constructing
the GRFs on Rd. By reinterpreting the SPDE defined on S2, the solutions
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Figure 13: One realization of the bivariate random fields with parameters
given in Table 5. The field random field has an oscillating covariance
function and the second field has a non-oscillating covariance. The two
random fields are independent.
of the SPDE are GRFs defined on S2. Our proposed system of SPDEs
approach inherits this property. The only place has been changed is that
the system of SPDEs is directly defined on S2. Another advantage of our
approach is that the GMRF approximation can still be used. In other
words, we can use GMRFs to represent GRFs for computation. For more
information about GRFs on manifolds, we refer to Lindgren et al. (2011,
Section 3.1).
Since it is known that the pressure on the globe has an oscillating
covariance function, it is reasonable to set x1(s) as the temperature and
x2(s) as the pressure, and let the second noise process ε2(s) have an oscil-
lating covariance function, but not the first noise process ε1(s). The orig-
inal dataset is shown in Fig. 17(a) and Fig. 17(b), and the reconstructed
temperature and pressure are shown in Fig. 18(a) and Fig. 18(b). We
also give 3D images for the true datasets on the sphere in Fig. 19(a) and
Fig. 19(b), and the reconstructed temperature and pressure on the sphere
in Fig. 20(a) and Fig. 20(b). One thing we want to point out is that we
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Figure 14: The correlation functions and cross correlation functions with
parameters given in Table 5. The field random field has an oscillating
covariance function and the second field has a non-oscillating covariance.
The two random fields are independent.
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Figure 15: The correlation functions and cross correlation functions with
parameters given in Table 5. The field random field has an oscillating
covariance function and the second field has a non-oscillating covariance.
The two random fields are independent.
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Figure 16: Estimated conditional mean of the bivariate random fields for
dataset 4.
follow the methodology given in Lindgren et al. (2011) and construct the
GRF on the unit radius sphere S2. Another important point is that we
set κ2n1 = h11 to simplify the model and inference.
In order to check the predictive performance of our approach, we have
divided the dataset into two subsets. We used a subset containing 5368
observations for both temperature and pressure for estimating the parame-
ters and predict the remaining 5000 observations. The estimates are given
in Table 6. From the results we notice that the model captures the empir-
ical knowledge that the temperature and pressure are negative correlated
since b21 > 0. The prediction for the 5000 observations are given in Fig.
21. From a prediction point of view, the model works well since most
of the prediction are close to the true observed values. The correlation
functions are given in Fig. 22, and we notice that the covariance function
of pressure indeed has oscillation behavior.
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Figure 17: Dataset with temperature (a) and pressure (b) from ERA 40
database.
0 50 100 150 200 250 300 350
−80
−60
−40
−20
0
20
40
60
80
−15
−10
−5
0
5
10
(a)
0 50 100 150 200 250 300 350
−80
−60
−40
−20
0
20
40
60
80
−3000
−2500
−2000
−1500
−1000
−500
0
500
1000
1500
2000
(b)
Figure 18: Reconstructed bivariate random fields for temperature (a) and
pressure (b).
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Figure 19: Dataset with temperature (a) and pressure (b) on the sphere
from ERA 40 database.
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Figure 20: Reconstructed bivariate random fields for temperature (a) and
pressure (b) on the sphere.
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Table 6: Inference for real dataset
Parameters Estimated
b11 8.952 × 105
b21 1.546
b22 4.714 × 101
h11 1.224 × 10−6
h22 8.089 × 10−6
κn2 1.013 × 10−3
ω 0.819
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Figure 21: Prediction for the leaving out 5000 observations for tempera-
ture (left) and pressure (right)
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Figure 22: Correlation functions for the bivariate random fields. 11 indi-
cates the marginal correlation of the temperature. 12 and 21 indicate the
cross-correlation between the temperature and pressure. 22 indicates the
marginal correlation of the pressure.
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5 Discussion and future work
Due to the increasing importance of spatial statistics in applications, new
approaches for handling different complex datasets are demanded. The
methodologies for dealing with multivariate datasets appear in many ar-
eas, such as in air quality (Brown et al., 1994; Schmidt and Gelfand, 2003),
weather forecasting (Courtier et al., 1998; Reich and Fuentes, 2007), and
economics (Gelfand et al., 2004; Sain and Cressie, 2007). Two of the
most important issues with these methodologies are how to handle large
datasets and how to ensure the nonnegative definiteness constraint for the
covariance function. Gneiting et al. (2010) gave some theorems in order
to construct valid covariance functions for multivariate random fields. In
their approach every component in the matrix-valued covariance function
was a Mate´rn covariance function. Hu et al. (2012a) proposed to use the
systems of SPDEs to construct multivariate GRFs with isotropic and non-
oscillating covariance functions. The summary paper by Sun et al. (2012)
discussed the approaches for how to handle large datasets. They dis-
cussed several approaches such as separable covariance structures (Genton,
2007; Fuentes, 2006), covariance tapering (Furrer et al., 2006; Zhang and
Du, 2008), likelihood approximations (Vecchia, 1988; Stein et al., 2004),
fixed rank kriging and fixed rank filtering (Cressie and Johannesson, 2008;
Cressie et al., 2010) and Gaussian Markov random fields approximation
(Rue and Tjelmeland, 2002; Rue et al., 2004; Rue and Held, 2005; Rue
et al., 2009; Lindgren et al., 2011).
This paper is an extension of Lindgren et al. (2011) and Hu et al.
(2012a). The main contribution of this paper is the proposed approach for
constructing multivariate random fields with oscillating covariance func-
tions using systems of SPDEs. The main idea is to use noise processes
with oscillating covariance functions in order to introduce oscillation in
the covariance functions of the random fields. We recommend to use the
triangular systems of SPDEs since these models have some advantages.
For instance, we have fewer hyper-parameters and we can locate which
random fields have non-oscillating, oscillating, possibly oscillating covari-
ance functions. This approach can construct many models discussed by
Hu et al. (2012a) if we set the oscillation parameter ω = 0. It also inherit
most of the advantages of the SPDE approach discussed by Lindgren et al.
(2011) and systems of SPDEs approach discussed by Hu et al. (2012a).
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The two main challenges in multivariate random fields mentioned above
can be partially solved with our model. On the theoretical side, the co-
variance functions of the multivariate random fields fulfill the nonnegative
definite constraint automatically. On the computational side, the GMRF
representation makes the precision matrices to be sparse. Thus numerical
algorithms for sparse matrices can be used for fast sampling and inference.
Four simulated datasets and one real dataset have been used to illustrate
how to use our approach in different situations. The results have illus-
trated the effectiveness of the proposed approach.
There are several possible extensions for further research, such as con-
structing non-stationary multivariate GRFs from the systems of SPDEs,
and spatio-temporal models both in Rd and on manifolds. It should also
be possible to use the integrated nested Laplace approximation (INLA)
framework (Rue et al., 2009) for doing inference for the multivariate GRFs.
More applied work using the proposed approach is under development.
Appendix A
There are different kinds of parametrization for the system of SPDEs.
The main idea is to change the operators in (22) and use a different
parametrization as discussed in Section 3.3. Two intuitive operator ma-
trices are
L2(θ) =
(
b11 (h11 −∆) 0
b21 (h21 −∆) b22 (h22 −∆)
)
, (39)
L3(θ) =
(
b11 (h11 −∆) 0
b21 b22
)
. (40)
With (39) and (40) the correlations between the fields will be changed. The
operator matrix given in (39) introduces more flexibility since we have one
more parameter h21 to control the range of cross-correlation. However, it
might be hard to estimate all the parameters in this case. With operator
matrix given in (40), we have fewer parameters in the model, but the
correlation structure between the fields is simplified. The second random
field has the same correlation range as the first field. These two systems
can be use in different applications.
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Appendix B
When we use the triangular systems of SPDEs, we need to set the con-
straint κ2n1 = h11 since when the first noise process is generated from
Equation (2), they are not identifiable together. Write the system of
equations for the bivariate random field given in (30) explicitly as
b11(h11 −∆)x1(s) = ε1(s),
b21x1(s) + b22(h22 −∆)x2(s) = ε2(s).
Assume the first noise process ε1(s) is generated by
(κ2ni −∆)εi(s) =W(s). (41)
We can now rewrite the first equation in system (30) as a system of equa-
tions
b11(h11 −∆)x1(s) = ε1(s),
(κ2n1 −∆)ε1(s) =W(s).
(42)
This system of equations can be rewritten into one equation with white
noise as the driving process,
(h11 −∆)(κ2n1 −∆)x1(s) =W(s). (43)
It is obvious that κ2n1 and h11 are not identifiable from each other since
(h11 −∆) and (κ2n1 −∆) commute. Therefore, we suggest the constraint
κ2n1 = h11. However, if the first noise process is oscillating and is gener-
ated from Equation (15), we don’t need this constraint because they are
identifiable. However, we still recommend to use this setting in order to
simplify the inference.
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Abstract
This work is motivated by constructing a weather simulator for
precipitation. Temperature and humidity are two of the most im-
portant driving forces of precipitation, and the strategy is to have a
stochastic model for temperature and humidity, and use a determin-
istic model to go from these variables to precipitation. Temperature
and humidity are empirically positively correlated. Generally speak-
ing, if variables are empirically dependent, then multivariate models
should be considered. With the increasing rich methodologies in-
troduced in spatial and computational statistics, using multivariate
random fields for modeling multivariate spatial dataset is now avail-
able for full Bayesian analysis. In this work we model humidity and
temperature in southern Norway. We want to construct bivariate
Gaussian random fields (GRFs) based on this dataset. The aim of
our work is to use the bivariate GRFs to capture both the depen-
dence structure between humidity and temperature as well as their
spatial dependencies. One important feature for the dataset is that
the humidity and temperature are not necessarily observed at the
∗Corresponding author. Email: Xiangping.Hu@math.ntnu.no
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same locations. Both univariate and bivariate spatial models are fit-
ted and compared. For modeling and inference the SPDE approach
proposed by Lindgren et al. (2011) for univariate models and the
systems of SPDEs approach introduced by Hu et al. (2012) for mul-
tivariate models have been used.
To evaluate the performance of the difference between the uni-
variate and bivariate models, we compare predictive performance us-
ing some commonly used scoring rules: mean absolute error (MAE),
mean-square error (MSE) and continuous ranked probability score
(CRPS). The results illustrate that we can capture strong positive
correlation between the temperature and the humidity. Further-
more, the results also agree with the physical or empirical knowledge.
At the end, we conclude that using the bivariate GRFs to model
this dataset is superior to the approach with independent univariate
GRFs both when evaluating point predictions and for quantifying
prediction uncertainty.
Keywords: Spatial statistics, SPDEs, bivariate random fields,
covariance matrix, Gaussian random fields, Gaussian Markov ran-
dom fields
1 Introduction
Using spatial statistical models for spatial datasets is of great importance
in real-world applications. There are many different approaches for mod-
elling spatial datasets. For instance, Cressie (1993) discussed many of the
commonly used statistical methods in spatial statistics. Some theories for
kriging were discussed by Stein (1999). Diggle and Ribeiro Jr (2006) gave
a detailed discussion for geostatistical datasets from a model-based per-
spective. A handbook for spatial statistics (Gelfand et al., 2010) gave a
comprehensive discussion on different methodologies in spatial statistics.
A book written by Cressie and Wikle (2011) was emphasized on discussing
on statistics methods for spatio-temporal data.
With the increasing requirement of prediction accuracy in spatial statis-
tics, using multivariate models to capture the dependence between the
components in the dataset is one of the common approaches to fulfill this
requirement if the components are actually or empirically dependent. Mul-
tivariate models have been under research for a long time. For instance,
Gneiting et al. (2010) and Hu et al. (2012b,a) proposed some methods
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to build stationary and isotropic models, and Gelfand et al. (2004) and
Apanasovich et al. (2012) presented approaches to deal with nonstationar-
ity in multivariate settings. There are many applications for multivariate
random fields, such as in economics (Gelfand et al., 2004; Sain and Cressie,
2007), in the area of air quality (Brown et al., 1994; Schmidt and Gelfand,
2003), weather forecasting (Courtier et al., 1998; Reich and Fuentes, 2007)
and quantitative genetics (Mcguigan, 2006; Konigsberg and Ousley, 2009).
Generally speaking, if the components in a dataset are empirically
dependent, a multivariate model should be taken into consideration. In
this paper we model the dataset with humidity and temperature from
southern Norway. Since it is known that temperature and humidity are
empirically positively correlated, and they are two of the most important
driving forces of precipitation, we want to construct bivariate Gaussian
random fields (GRFs) for the dataset. The strategy is to have a stochastic
model for temperature and humidity, and use a deterministic model to
go from these variables to precipitation. The aim of paper is to use the
bivariate GRFs to model not only the marginal covariance functions for
temperature and humidity but also the cross-covariance function between
the temperature and humidity. The posterior mean (given the observa-
tions) surfaces of temperature and humidity are reconstructed which can
then be used for simulating the precipitation. One important feature of
the dataset is that the observations for humidity and temperature are not
necessarily measured at the same locations. The dataset is fully discussed
in Section 2.
We use the approach proposed by Hu et al. (2012b) to construct bi-
variate Gaussian random fields for humidity and temperature. With this
approach systems of stochastic partial differential equations (SPDEs) are
used to build Gaussian random fields for the dataset. There are two main
advantages by using the proposed systems of SPDEs approach (Hu et al.,
2012b). The first advantage is that the notorious nonnegative definiteness
requirement for the covariance matrix is satisfied automatically since the
constructed covariance matrix of the GRF from this approach is symmet-
ric positive definite. The second advantage is that we can apply Gaussian
Markov random field (GMRF) approximation to the constructed GRF.
Since GMRF models are usually computationally efficient, this approach
can be applied to large datasets. A brief introducton to GMRF is given
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in Section 3.1, and a detailed discussion about the models with SPDE
approach is given in Section 3.2 - Section 3.4.
The rest of this paper is organized as followings. Section 2 describes
the data. We review the knowledge about the SPDE approach for spatial
statistics and introduce the spatial model for our dataset in Section 3.
Section 4 discusses the evaluation procedure. Results are given in Section
5. Section 6 ends the paper with discussion and conclusion.
2 Data
The dataset contains daily mean temperature in Celsius degree and hu-
midity recorded measured in mixing ratio for locations in southern Nor-
way. The mixing ratio of humidity is defined as the mass of water vapor
contained in a unit mass of dry air, and hence has a unit kg/kg. Two
covariates are also included in the model: elevation at the measurement
location and the distance to the ocean from the location. Both covariates
are in meters. The dataset contains observations for temperature and hu-
midity on 7th of December from year 2007 to year 2011, i.e. for 5 years.
It is important to point it out that the observations are not necessarily at
the same locations for all the 5 years. Most of humidity observations are
measured at a subset of locations of temperature. Figure 1(a) and Fig-
ure 1(b) give an overview of locations for temperature and humidity. In
addition, the elevation and distance to ocean are available at all location
on a 1km by 1km grid. The elevation map of southern Norway and the
distances to ocean are given in Figure 1(a) and Figure 1(b), respectively.
The dotted line is the base line for calculating the distance to ocean
and the solid line is the coast line of southern Norway. We can clearly see
that the distance to ocean is not the same as the distance to the coast.
The cross marks (×) and the circle marks (◦) in Figure 1 are locations
for temperature and humidity observations on 7th of December in 2011,
respectively. The number of observations of temperature and humidity
in different years is given in Table 1. Necessary pre-processing of the
dataset has been done before modelling. More information about the pre-
processing of the dataset together with some empirical data analysis can
be found in Section 5.1.
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Figure 1: Locations of temperature and humidity observations on 7th of
December in 2011 with elevation (a) and distances to ocean (b) on a 1km
by 1km grid. The base line for calculating the distance to ocean (dotted-
line) and the coast line (solid line) of southern Norway are also given. The
cross marks (×) and the circle marks (◦) are locations for temperature and
humidity observations, repectively.
Table 1: Number of observations for temperature and humidity
Year 2007 2008 2009 2010 2011
temperature 97 104 111 122 128
humidity 56 63 62 62 70
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3 Model using the SPDE approach
In this section we discuss the construction of spatial models for temper-
ature and humidity using the SPDE approach and system of SPDEs ap-
proach. Three models are used and fitted to the data. The first model is
a univariate GRF model. In this model we construct independent spatial
random fields for temperature and humidity with the approach proposed
by Lindgren et al. (2011). The second and the third models are bivari-
ate models constructed with the approach proposed by Hu et al. (2012b),
where we model temperature and humidity jointly. Since GMRFs are
the main tool for achieving computational efficiency with models built
by the SPDE approach, a brief introduction to GMRF is given in Section
3.1. The SPDE approach for spatial modelling univariate and multivariate
GRFs are described in Section 3.2 and in Section 3.3, respectively. The
spatial models used to model temperature and humidity in this paper are
presented in Section 3.4.
3.1 Gaussian Markov random fields
A random vector x = (x1, x2, . . . , xn) ∈ Rn is a Gaussian random field
with mean µ and precision matrix Q > 0 (Q = Σ−1) if and only if its
density is
pi(x) =
1
(2pi)n/2
|Q|1/2 exp
(
1
2
(x− µ)TQ(x− µ)
)
. (1)
where x−ij denotes for x−{i,j}. Q > 0 denotes the precision matrix Q is
positive definite. A GaussianMarkov random fields is a GRF with Markov
property
Qij = 0⇐⇒ xi ⊥ xj |x−ij, (2)
and hence the precision matrix Q for a GMRF is usually sparse. There-
fore, numerical algorithms for sparse matrices can be applied when doing
computations. Rue and Held (2005) gives a more detailed discussion on
the theories for GMRFs. A condensed version about GMRFs can be found
in Gelfand et al. (2010, Chapter 12).
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3.2 SPDE approach for univariate GRFs
The main idea of the newly proposed approach by Lindgren et al. (2011)
is to use SPDEs to construct GRFs for modelling spatial datasets. The
SPDE used in this paper has the form
b(κ2 −∆)α/2x(s) =W(s), s ∈ Rd, α = ν + d/2, ν > 0, (3)
where b is a parameter related to the variance of the random field x(s),
W(s) is a standard Gaussian white noise process, (κ2 −∆)α/2 is a pseudo
(fractional) differential operator and α must be a non-negative integer. ∆
is the standard Laplacian with definition
∆ =
d∑
i=1
∂2
∂x2i
.
With this approach the most important relationship is that the stationary
solution x(s) to the SPDE (3) is a GRF with a Mate´rn covariance function.
The Mate´rn covariance function has the form
M(h|ν, κ) = σ
221−ν
Γ(ν)
(κ‖h‖)νKν(κ‖h‖), (4)
where ν is the smoothness parameter, κ is the scaling parameter and Kν
is the modified Bessel function of second kind of order ν, ‖h‖ denotes the
Euclidean distance in Rd and σ2 is the marginal variance. The closed form
for σ2 of random field x(s) constructed from Equation (3) is
σ2 =
Γ(ν)/Γ(ν + d/2)
(4pi)d/2b2κ2ν
.
The Mate´rn covariance function is isotropic and it is widely used in spatial
statistics (Stein, 1999; Diggle and Ribeiro Jr, 2006; Simpson et al., 2010;
Lindgren et al., 2011; Bolin and Lindgren, 2011; Ingebrigtsen et al., 2013;
Hu et al., 2012b,a). We call a GRF with a Mate´rn covariance function a
Mate´rn random field. Lindgren et al. (2011) pointed out that there was an
explicit link between GRFs and GMRFs. They showed that GRFs can be
represented by GMRFs. By using this technique, we can build the models
theoretically with GRFs but doing computations with GMRFs. We use
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the finite element methods (FEMs) to solve the SPDE (3), and then apply
the GMRF approximation to the solution in order to obtain computation-
ally efficient GMRF models for fast inference. Bolin and Lindgren (2009)
showed that the differences between the exact FEM representation and
the GMRFs approximation are negligible. We refer to Zienkiewicz et al.
(2005) and Bathe (2008) for more information on FEMs. Fuglstad (2011)
and Ingebrigtsen et al. (2013) extended the SPDE approach to nonstation-
ary GRFs. Nested SPDEs were proposed by Bolin and Lindgren (2011)
for constructing a larger class of models for spatial datasets. Hu et al.
(2012b) have extended the approaches from Lindgren et al. (2011) to con-
struct multivariate GRFs. Hu et al. (2012a) proposed to use systems of
SPDEs to construct multivariate GRFs with oscillating covariances func-
tions.
Since the smoothness parameter ν is poorly identifiable (Diggle and
Ribeiro Jr, 2006; Lindgren et al., 2011), we fix α11 = 2 and α22 = 2 when
we do inference. With this univariate model for modelling humidity and
temperature independently we have 4 parameters θ = {κ11, κ22, b11, b22}.
The results for this model are given in Section 5.
3.3 Multivariate GRFs with systems of SPDEs
Hu et al. (2012b) extended the approach given by Lindgren et al. (2011)
and proposed a new approach for constructing a multivariate GRF using
a system of SPDEs. Hu et al. (2012b) claimed that this approach for con-
structing multivariate GRFs inherits both theoretical and computational
advantages from the approach for univariate GRFs given by Lindgren et al.
(2011). The system of SPDEs for constructing a multivariate GRF has
the form 

L11 L12 . . . L1p
L21 L22 . . . L2p
...
...
. . .
...
Lp1 Lp2 . . . Lpp




x1(s)
x2(s)
...
xp(s)

 =


ε1(s)
ε2(s)
...
εp(s)

 , (5)
where Lij = bij(κ2ij − ∆)αij/2 are similar differential operators as given
in Equation (3) with {αij = 0 or 2; 1 ≤ i, j ≤ p}, {εi(s); i, j = 1, . . . , p}
are Gaussian noise processes which are independent but not necessarily
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identically distributed. It was shown by Hu et al. (2012b) that the so-
lution x(s) = (x1(s), x2(s), . . . , xp(s)) to the system of SPDE (5) is a
multivariate GRF. The parameters {κij ; i, j = 1, . . . , p} and {νij ; i, j =
1, . . . , p} are scaling parameters and smoothness parameters, respectively.
{bij ; i, j = 1, . . . , p} are related to both the marginal covariance functions
of the fields and the cross-covariance functions among the GRFs. On the
theoretical side, similarly as discussed by Lindgren et al. (2011), the pre-
cision matrix Q for the multivariate GRF constructed from the system
of SPDEs (5) satisfies the positive definite constraint automatically. Hu
et al. (2012b) demonstrated that the link between the GMRFs and GRFs
could be used, and hence we can construct models with GRFs but use
GMRFs for computations. The precision matrix Q of the multivariate
GMRF x(s) is sparse. Therefore, on the computational side, numerical
algorithms for sparse matrices can be applied for sampling and fast infer-
ence. These are the main reasons why we have selected this approach for
modelling the dataset with temperature and humidity in this paper.
The system of SPDEs we have actually chosen has the form
(L11
L21 L22
)(
x1(s)
x2(s)
)
=
(W1(s)
W2(s)
)
, (6)
where {Wi(s); i = 1, 2} are standard Gaussian white noise processes. This
is a special case of (5) with L12 = 0 and {εi(s) = Wi(s); i = 1, 2} when
p = 2. This system of SPDEs is called triangular system of SPDEs by
Hu et al. (2012b,a). The advantage with a triangular systems of SPDEs
is that this simplification makes both computations and interpretation
easier. We refer to Hu et al. (2012b,a) for a detailed discussion on the
triangular system of SPDEs. The smoothness parameters {νij ; i, j = 1, 2}
are poorly identifiable, and we fix {αij = 2; i, j = 1, 2, i > j} (Diggle and
Ribeiro Jr, 2006; Lindgren et al., 2011; Hu et al., 2012b,a).
With this setting we know that x1(s) is a Mate´rn random field and
x2(s) is generally not a Mate´rn random field, but close to a Mate´rn random
field (Hu et al., 2012b). This implies that the order of the random fields
matters. Generally speaking, we need to choose the order of the random
fields x1(s) and x2(s) for temperature and humidity, and this is usually
done by a model selection test. Fit models with both orders and pick the
one that minimizes some criterion, such as minimizing prediction error. In
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this paper we first set the first field x1(s) as temperature and the second
field x2(s) as humidity. Then we switch the order of the fields, i.e., we set
the first field x1(s) as humidity and the second field x2(s) as temperature.
Using the triangular system of SPDEs (6) for constructing a bivariate
GRF, we have 6 parameters to estimate θ = {κ11, κ21, κ22, b11, b21, b22}
from the system of SPDEs when we model the temperature and humidity
jointly.
Hu et al. (2012b) showed that the sign of cross-correlation between
the humidity and temperature is only related to the product b21b22 with
a triangular system of SPDE. In the extreme case, if b21 is zero, i.e.,
x1(s) and x2(s) are independent, then b22 can only be positive value. So
restricting b22 to be only positive value is a natural choice. Therefore, the
sign of the cross-correlation between the two random fields is only related
to the sign of b21. When b21 < 0, x1(s) and x2(s) are positively correlated,
and when b21 > 0, x1(s) and x2(s) are negatively correlated. This setting
is chosen in this paper. All results and corresponding discussion are given
in Section 5.
3.4 Spatial model for temperature and humidity
As mentioned in Section 2, the dataset contains observations on 7th of
December from year 2007 to year 2011 for both temperature and humidity
in southern Norway. These observations are not necessary measured at the
same locations in each year. We use a model of the following form
yijk = vijk + ξijk + εijk, (7)
where i denotes the index of the observation, j denotes the index of the
year, k denotes the index of field, vijk is the fix effect, ξijk is the spatial
effect and εijk is the noise or the measurement error. The noise terms
{εijk; i = 1, 2, . . . , nk, j = 1, 2, . . . , 5, k = 1, 2} are independent and iden-
tically distributed (iid) with Gaussian distribution N (0, τ2ǫk), and are in-
dependent of the fix effect and spatial effect. {nk; k = 1, 2} denote the
number of observations in all years for temperature and humidity, and
{τ2ǫk; k = 1, 2} are the measurement error variances for temperature and
humidity. Since we assume that the noise processes for temperature and
humidity are independent, the precision matrix Qǫ for the noise processes
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is a diagonal matrix. Model (7) can be written in vector form
y = v +Aξ + ε, (8)
where v = Xβ is the fixed effect with coefficients β and design matrix
X, and it consists of effect from covariates and from the year, i.e the year
effect. The matrix A links the dense spatial fields to the observations. ξ
is a spatial process with mean zero and precision matrix Q. The preci-
sion matrix Q is constructed using the system of SPDEs (6) for bivariate
model. For the univariate model the precision matrices for temperature
and humidity are constructed by Equation (3) independently. ε is the
unexplained random effects for humidity and temperature. This model
can be formulated as a Bayesian hierarchical model, and it can be stated
explicitly as
• Data model: yijk|ηijk ∼ N
(
ηijk, τ
2
ǫk
)
. We assume that {τ2ǫk; k = 1, 2}
are known;
• Process model: η = Xβ + Aξ, where ξ ∼ N (0,Q−1). As dis-
cussed above, the precision matrix Q is constructed by the system
of SPDEs (6) and the SPDE (3) for bivariate model and univariate
model, respectively. Here we denote ξ ∼ BSPDE(b,κ) which means
that the spatial effects are construct by (6) for bivariate model, and
correspondingly, we use ξ ∼ USPDE(b,κ) for univariate model con-
structed from (3). We assume that the fixed effects from the covari-
ates, i.e., elevation and distance to ocean, are the same for all 5 years
with coefficients {β11, β12, β21, β22}. However, each year has different
yearly effect
{
β10j , β20j ; j = 1, 2, . . . , 5
}
for temperature and humid-
ity in order to capture the multi-year effect.
• Parameter model: Specify the prior distributions p(θ) for parameters
θ = {b11, b21, b22, κ11, κ21, κ22} from the spatial effects for bivariate
model, and correspondingly, θ = {b11, b22, κ11, κ22} for univariate
model. We also need to specify the prior distributions for the coeffi-
cients of the covariates {β11, β12, β21, β22} and for the yearly effects{
β10j , β20j ; j = 1, 2, . . . , 5
}
for both the bivariate model and the uni-
variate model.
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The prior distributions of parameters are assumed to be independent
and have the following distributions (if the parameter is included in the
model),
• {β10j , β20j ; j = 1, 2, . . . , 5}: Gaussian distributions
• {β11, β21, β21, β22}: Gaussian distributions
• {bii, i = 1, 2}: Log-Gaussian distributions
• b21: Gaussian distribution
• {κ11, κ21, κ22}: Log-Gaussian distributions
This model formulation is similar to the ones in Hu et al. (2012b) and Hu
et al. (2012a).
3.5 Statistical inference
We point out that since the coefficient parameters for the covariates can
be modelled with Gaussian distributions, we can treat the coefficients
βj as the latent field together the spatial process x(s) and model them
jointly instead of treating the coefficient parameters as hyper-parameters.
Thus the hyper-parameters only contains the parameters from the sys-
tems of SPDEs, θ = {b11, b21, b22, κ11, κ21, κ22} for bivariate model and
θ = {b11, b22, κ11, κ22} for univariate model, since we fix the values of
{αij ; i, j = 1, 2} for both the models. The latent field in this case is
z = (x,β)T, where T denotes the transpose of a vector or a matrix. This
can speed up the optimization considerably since there are much few pa-
rameters in the numerical optimization. This is the commonly used setting
in Rue et al. (2009).
LetQ(θ) denote the precision matrix for the random fields constructed
by the system of SPDEs (6) for the bivariate GRFs or the precision matrix
for the univariate random fields with SPDE (3) with hyper-parameters θ.
With the univariate model we construct the precision matrix Q(θ) as
a block diagonal precision matrix, then inference for this two univariate
random fields can be done simultaneously. In this case we can use the
same program for the bivariate model, and the univariate model has only
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one more constraint b21 = 0. Hu et al. (2012b) have shown that from the
well known Bayesian formula
pi(y,θ) =
pi (θ,z,y)
pi (z|y,θ) . (9)
We can derive the posterior distribution for hyper-parameters
log (pi (θ|y)) = Const. + log (pi (θ)) + 1
2
log (|Q(θ)|)
− 1
2
log (|Qc(θ)|) +
1
2
µTc (θ)Qc(θ)µc(θ),
(10)
with µc = Q
−1
c C
TQǫy, Qc(θ) = Q(θ) + C
TQǫC, and C = (A,X).
A is a sparse matrix which links the sparse observations of temperature
and humidity to our bivariate GRF or univariate GRFs. X is the design
matrix.
4 Evaluation
In this section we explain the evaluation schemes for comparing the results
for three different settings given in Section 4.2 with three different models.
We have two bivariate models. In the first one we set the first random field
as temperature and the second random field as humidity. In the second
one we switch the order of the random fields, i.e., we set the first random
field as humidity and set the second random field as temperature. We also
have one univariate model for comparison. Some commonly used scoring
rules described in Section 4.1 are chosen in order to compare the predictive
performances.
4.1 Scoring rules
In order to evaluate the results, scoring rules are used to compare the
predictive performance between the univariate model and the bivariate
model for temperature and humidity with different settings. In this paper
the commonly used scoring rules mean absolute error (MAE), mean-square
error (MSE) and the average of the continuous ranked probability score
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(CRPS) are used. Let yˆijk denote the prediction for the observations yijk
for the observation i in year j for the kth field, and then the MAE and
MSE for the kth field have the following definitions
MAEk =
1
nk
∑
j
∑
i
|yijk − yˆijk|,
MSEk =
1
nk
∑
j
∑
i
(yijk − yˆijk)2,
The CRPS is also a commonly used scoring rule to evaluate the proba-
bilistic forecasts, and it is the integral of the Brier scores for a continuous
predictand at all possible threshold values p (Hersbach, 2000; Gneiting
et al., 2005). We refer to Toth et al. (2003, Section 7.3.2) for detailed
discussion about the Brier scores. Let F denote the predictive cumulative
distribution function (CDF) and H(p− y) be the Heaviside function with
value 1 whenever p − y > 0 and value 0 otherwise. Then the continuous
ranked probability score is defined as
crps(F, y) =
∫ ∞
−∞
(F (p)−H(p − y))2dp. (11)
Gneiting et al. (2005) pointed out that if F is the CDF of a Gaussian
distribution, then a closed form of the continuous ranked probability score
can be obtained, and this form is usually used in applications. The average
of continuous ranked probability score which is denoted as CRPS then has
the form
CRPSk =
1
nk
∑
j
∑
i
crps(Fijk, yijk). (12)
We refer to Gneiting et al. (2005) for more information on scoring rules.
4.2 Cross validation scheme
In this section we explain the cross validation scheme for comparing the re-
sults from bivariate models with the results from univariate model. Three
different settings have been chosen. We only consider the locations where
both observations for temperature and humidity are presented in all set-
tings.
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Setting 1
In this setting we only predict the second field x2(s) at 20 locations
removed from the dataset for each year from 2007 to 2011. The remaining
observations from the second fields x2(s) together with all observations in
the first field x1(s) are used to estimate parameters.
Setting 2
This setting is similar as the Setting 1. With this setting, however,
20 locations in each year in the first field x1(s) are left out for prediction
and all observations in the second field x2(s) together with the rest of
observations in the first field x1(s) are used to estimate the parameters.
Setting 3
In this setting we have left out observations at 20 locations from both
fields x1(s) and x2(s) in each year for prediction. The rest of the obser-
vations are used to estimate the parameters.
The scoring rules defined in Section 4.1 are calculated for different
models for each of these settings for both univariate and bivariate models.
The results are presented in Section 5.
5 Results
Results from different models with the three different settings are discussed
in this section. Before modelling the dataset, some empirical data analysis
have been conducted in Section 5.1. Inference results of the parameters
are given in Section 5.2. Reconstruction of fields for temperature and
humidity are shown in Section 5.3. The results for predictive performance
are given in Section 5.4.
5.1 Empirical data analysis
Since the observations of humidity are positive, they are preprocessed
with the widely used Box-Cox family of transformations given by Box and
Cox (1964), in order to transform them to be approximately Gaussian
distributed. We use the original observations of temperature. The Box-
Cox family of transformations has the form
Yˆ =
{(
Y λ − 1) /λ if λ 6= 0
log(Y ) if λ = 0
. (13)
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Figure 2: Histograms of original humidity observations(a) and transformed
humidity observations (b).
The estimated values of λ for humidity for the Box-Cox transform is
λ = 0.66, and the histograms for the humidity before the transformation
and after the transformation are given in Figure 2(a) and Figure 2(b), re-
spectively. From these two histograms, we can notice that the transformed
humidity seems more reasonable to be modelled with Gaussian distribu-
tion. For more information about the Box-Cox transformation and other
transformation methods, see, for example, Sakia (1992) and Diggle and
Ribeiro Jr (2006).
The empirical variograms of both temperature and humidity have been
calculated and fitted to theoretical variograms. In the theoretical vari-
ograms, we choose to fit the Mate´rn model. We only include the results
for the dataset in 2011 and omit the others since they are similar. The
empirical variograms and the corresponding fitted theoretical variograms
for this year are shown in Figure 3. This analysis suggest the smoothness
parameters for both the fields with ν = 1 are reasonable, and hence fix-
ing α = 2 in our analysis is also reasonable. For a detailed discussion on
variograms, we refer to Diggle and Ribeiro Jr (2006) and Banerjee et al.
(2004). The nugget effects or the measurement error variances for tem-
perature and humidity are assumed known and are fixed to τ1 = 0.1 and
τ2 = 0.01,respectively, for both the bivariate model and univariate model.
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Figure 3: Empirical variograms for temperature and humidity (broken
lines with circles) with fitted theoretical variograms (solid lines) for tem-
perature (a) and humidity (b).
5.2 Inference results of parameters
With Equation (10) together with the priors discussed in Section 3.4,
the estimates, with the standard deviations given in the brackets, for the
parameters for univariate model and for bivariate model are presented in
Table 2 when we set x1(s) as temperature and x2(s) as humidity. When
we switch the order of the fields, i.e., we set x1(s) as humidity and x2(s) as
temperature, the corresponding results are given in Table 3. From Table
2 and Table 3 we can notice that temperature and humidity are positively
correlated since b21 < 0 for both models.
With x1(s) as temperature and x2(s) as humidity, the correlations
within temperature and humidity together with the cross-correlation be-
tween temperature and humidity can be calculated from the precision ma-
trix Q for the bivariate model, and are given in Figure 4 (solid lines). The
correlations within temperature and humidity for the univariate model can
be obtained similarly, and are included in Figure 4 (dash-dot lines). From
Figure 4 we can notice that the cross-correlation between temperature
and humidity at the same location is γth = 0.6351. When we set x1(s)
as humidity and x2(s) as temperature, the corresponding results for the
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Table 2: Estimated hyper-parameters for bivariate model and for univari-
ate model with x1(s) as temperature and x2(s) as humidity
Bivariate Univariate
b11 0.0104 (8.106 × 10−4) 0.0104 (8.134 × 10−4)
b21 −0.0219 (2.512 × 10−3)
b22 0.3132 (2.035 × 10−2) 0.2149 (1.460 × 10−2)
κ11 7.6867 (0.6428) 7.6721 (0.6427)
κ21 3.2291 (0.6037)
κ22 2.7981 (0.401) 3.1969 (0.2659)
correlations within humidity and temperature and cross-correlation be-
tween them are given in Figure 5 (solid lines). From Figure 5 we can get
that the cross-correlation between the temperature and humidity at the
same location is γht = 0.6613, which is slightly higher than the previous
model. From these results we notice that the cross-correlation between
temperature and humidity are relatively high and indeed needed to be
considered.
We define the correlation range as the correlation near 0.1 at distance ρ.
The results of the correlation ranges for the above mentioned two models
are given in Table 4 and Table 5. From these two tables we can notice
that the correlation range for the temperature has been increased when
we set x1(s) as the humidity. The same conclusion can be drawn for the
range of the cross-correlation between the humidity and the temperature
with x1(s) as humidity. The correlation range for the humidity, however,
has been decreased when we set x1(s) as the humidity. These differences
indicates that we might need to investigate how to set the order of the
fields in real-world applications when we used the triangular system of
SPDEs (6). We return to this issue in Section 5.4.
As pointed out in Section 3.4, we treat the coefficients for the covariates
and the yearly effects of temperature and humidity as parts of the latent
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Table 3: Estimated hyper-parameters for bivariate model and for univari-
ate model with x1(s) as humidity and x2(s) as temperature
Bivariate Univariate
b11 0.1711 (1.787 × 10−2) 0.2149 (1.460 × 10−2)
b21 −0.2230 (2.875 × 10−2)
b22 0.0198 (2.843 × 10−3) 0.0104 (8.134 × 10−4)
κ11 3.9537 (0.4118) 3.1969 (0.2659)
κ21 2.5362 (0.5917)
κ22 5.6358 (0.7176) 7.6721 (0.6427)
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Figure 4: Correlations within temperature and humidity and cross-
correlation between temperature and humidity for bivariate model to-
gether with the correlations within temperature and humidity for the uni-
variate model when we set x1(s) as temperature and x2(s) as humidity.
“BM” means Bivariate model. “UM” means univariate model. “Temp”
means correlation within temperature. “Humi” means correlation within
humidity. “Temp-Humi” means the cross-correlation between the temper-
ature and humidity.
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Figure 5: Correlations within temperature and humidity and cross-
correlation between temperature and humidity for bivariate model to-
gether with the correlations within temperature and humidity for the
univariate model when we set x1(s) as humidity and x2(s) as temper-
ature.. “BM” means Bivariate model. “UM” means univariate model.
“Temp” means correlation within temperature. “Humi” means correla-
tion within humidity. “Humi-Temp” means the cross-correlation between
the temperature and humidity.
Table 4: Correlation ranges for bivariate model and univariate model with
x1(s) as temperature and x2(s) as humidity.
ρt ρh ρth
Bivariate Model 39.4km 90.7km 35.2km
Univariate Model 39.4km 94.9km
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Table 5: Correlation ranges for bivariate model and univariate model with
x1(s) as humidity and x2(s) as temperature.
ρt ρh ρht
Bivariate Model 43.7km 76.7km 43.8km
Univariate Model 39.4km 94.9km
field z = (x,β)T. It can be shown that
pi(z|y,θ) ∝ pi(z,y|θ)
= pi(z|θ)pi(y|z,θ)
∝ exp
(
−1
2
[
zT(Q(θ) +CTQnC)z − 2zTCTQny
])
,
(14)
and
z|y,θ ∼ N (µc(θ),Qc(θ)) , (15)
with µc, Qc and C given in Section 3.4. From Equation (14) we can get
the estimates for the yearly effects and for the coefficients of the covariates.
When we set x1 as temperature and x2 as humidity, the estimates for the
yearly effects are given in Table 6 with the standard deviations given in
the brackets. Table 6 shows that the yearly effects are quite different.
This explains the high temperature in 2007 but low temperature in 2010.
The estimates of the coefficients of the covariates are given in Table 7.
We can notice that the two covariates give negative contribution to both
fields. When we set x1 as the humidity and x2 as the temperature, the
corresponding results for the yearly effects and the coefficients for the
covariates are given in Table 8 and Table 9. Similar conclusions can be
drawn from Table 8 and Table 9 as from Table 6 and Table 7. These
results agree with the empirical results, and we summarize as follows.
• The higher the elevation, the lower the temperature;
• The higher the elevation, the lower the humidity.
• The longer the distance to ocean, the lower the temperature;
• The longer the distance to ocean, the lower the humidity;
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Table 6: Estimated yearly effects for different years with bivariate model
and univariate model with x1 as temperature and x2 as humidity
Model Parameter 2007 2008 2009 2010 2011
Bivariate
β10
8.808 −0.025 8.566 −5.981 0.894
(0.546) (0.541) (0.532) (0.525) (0.519)
β20
3.037 1.817 2.859 1.153 1.665
(0.112) (0.112) (0.111) (0.111) (0.110)
Univariate
β10
8.794 −0.045 8.537 −6.004 0.874
(0.547) (0.542) (0.532) (0.526) (0.519)
β20
3.081 1.844 2.899 1.171 1.698
(0.118) (0.118) (0.117) (0.117) (0.116)
Table 7: Estimated coefficients for covariates and standard deviations with
x1 as temperature and x2 as humidity
Model Parameter Estimate Std. dev.
Bivariate
β11 −6.825 0.683
β12 −9.859 0.721
β21 −0.199 0.092
β22 −1.460 0.128
Univariate
β11 −6.832 0.683
β12 −9.815 0.721
β21 −0.493 0.107
β22 −1.438 0.138
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Table 8: Estimated yearly effects for different years with bivariate model
and univariate model with x1 as humidity and x2 as temperature
Model Parameter 2007 2008 2009 2010 2011
Bivariate
β10
3.031 1.819 2.852 1.158 1.663
(0.101) (0.100) (0.099) (0.099) (0.098)
β20
8.843 0.048 8.634 −5.891 0.948
(0.586) (0.581) (0.572) (0.565) (0.558)
Univariate
β10
3.081 1.844 2.899 1.171 1.698
(0.118) (0.118) (0.117) (0.117) (0.116)
β20
8.794 −0.045 8.537 −6.004 0.874
(0.547) (0.542) (0.532) (0.526) (0.519)
Table 9: Estimated coefficients for the covariates and standard deviations
with x1 as humidity and x2 as temperature
Model Parameter Estimate Std. dev.
Bivariate
β11 −0.212 0.093
β12 −1.438 0.138
β21 −6.467 0.656
β22 −10.108 0.764
Univariate
β11 −0.493 0.107
β12 −1.438 0.138
β21 −6.832 0.683
β22 −9.815 0.721
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5.3 Reconstruction of fields
With the estimates given in Section 5.2, we can reconstruct the fixed
effects {vj ; j = 1, 2, . . . , 5}, the spatial effects {ξj; j = 1, 2, . . . , 5} and the
posterior mean of temperature and humidity vj + ξj for different years j.
We show the fixed effect vj for year 2008 in Figure 6(a) and Figure 6(b)
for the bivariate model with 1km by 1km resolution when we set x1(s) as
temperature and x2(s) as humidity. Figure 6(c) and Figure 6(d) give the
corresponding results for the univariate model. The way for reconstructing
the fixed effects with 1km by 1km resolution is that we first estimate the
relevant parameters with the lower resolution model, and then plug in
the estimates into the 1km by 1km resolution model. The fixed effects
for other years are omitted since they are just shifted versions of each
other because they just have different yearly effects but share the same
coefficients from the two covariates. The corresponding results for the
fixed effects with x1(s) as humidity and x2(s) as temperature are given in
Figure 9(a) and Figure 9(b).
Using the same approach as the fixed effects, we can get the spatial
effects {ξj; j = 1, 2, . . . , 5} on high resolution with the estimates given
in Table 2. Figure 7(a) and Figure 7(b) illustrate the spatial effects with
1km by 1km resolution for the bivariate model and Figure 7(c) and Figure
7(d) for the univariate model, respectively. The corresponding results for
spatial effects with x1(s) as humidity and x2(s) as temperature are given in
Figure 9(c) and Figure 9(d). As discussed in Section 3.4, the spatial effects
are constructed by using the SPDEs or the systems of SPDEs with the
same hyper-parameters. In other words, they are just different realizations
of the same latent fields. We only show the results for year 2008 but
emphasize that they are different from year to year.
With the fixed effects {vj ; j = 1, 2, . . . , 5} and spatial effects {ξj ; j =
1, 2, . . . , 5} given in Figure 6 and Figure 7, we can get the posterior mean of
temperature and humidity {ηj = vj + ξj ; j = 1, 2 . . . , 5}, and Figure 8(a)
and Figure 8(b) illustrate the results for year 2008 for the bivariate model
and Figure 8(c) and Figure 8(d) for the univariate model, respectively,
with x1(s) as temperature and x2(s) as humidity. When we set x1(s)
as humidity and x2(s) as temperature, we can get the posterior mean of
temperature and humidity shown in Figure 10(a) and Figure 10(b) for
bivariate model. We notice that the fixed effects, the spatial effects and
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the posterior mean for temperature and humidity in these two different
bivariate models are not the same but quite similar.
5.4 Predictive performance
In this section the predictive performance for both the bivariate models
and the univariate model with different settings, using the cross validation
schemes given in Section 4.2, are discussed for both temperature and hu-
midity. Using the left-out observations in different settings together with
the scoring rules discussed in Section 4.1, we compare the values of scoring
rules MAE, MSE and CRPS.
Table 10 illustrates the results for the scoring rules when we set x1(s)
as temperature and x2(s) as humidity. In this table and the tables there-
after, “UM” means the results are from the univariate model. “BM (Set-
ting 3)” means the results are from the bivariate model with Setting 3, i.e.,
there are 20 locations left-out both for temperature and humidity in each
year. “ BM” means the results are from bivariate model with Setting 1 or
Setting 2, i.e., there are 20 locations left-out from only temperature or hu-
midity in each year. “T” and “H” denote the temperature and humidity,
respectively. From Table 10 we can notice that the bivariate model perfor-
mances uniformly better than the univariate model for humidity. We can
also notice that “BM” outperforms the “BM(Setting 3)” uniformly, which
means the observations from another field at the same locations improve
the prediction accuracy. The scoring rules with “BM” is also uniformly
better than the“UM” for temperature. However, the MSE and CRPS of
temperature for bivariate model with Setting 3 is slightly higher than the
corresponding results from univariate model.
Table 11 shows the predictive performance with x1(s) as humidity and
x2(s) as temperature. We can notice that the bivariate model with “BM”
performs uniformly better than the univariate model for temperature. But
the bivariate model with Setting 3 perform a little worse than the univari-
ate model for temperature. We can also notice that the bivariate model
with Setting 3 performs uniformly better than the univariate model for the
humidity. However, the bivariate model with “BM” performs the worst
for the humidity.
Deeper analysis releases the reasons. We find that there is due to
some “outliers” in the temperature observations in year 2009. Figure 11
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Figure 6: Fixed effects for bivariate model (a) - (b) and for the univariate
model (c) - (d) of temperature and humidity in 2008 with 1km × 1km
resolution. We set x1(s) as temperature and x2(s) as humidity.
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Figure 7: Spatial effects for bivariate model (a) - (b) and for univariate
model (c) - (d) of temperature and humidity in 2008 with 1km × 1km
resolution. We set x1(s) as temperature and x2(s) as humidity.
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Figure 8: Posterior mean of temperature and humidity in 2008 for bivari-
ate model (a) - (b) ad for univariate model (c) - (d) with 1km × 1km
resolution. We set x1(s) as temperature and x2(s) as humidity.
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Figure 9: Fixed effects (a) - (b) and spatial effects (c) - (d) for bivariate
model in 2008 with 1km× 1km resolution. We set x1(s) as humidity and
x2(s) as temperature.
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Figure 10: Posterior mean of temperature (a) and humidity (b) in 2008
for bivariate model with 1km× 1km resolution. We set x1(s) as humidity
and x2(s) as temperature.
has illustrated the left-out observations in year 2009. We can see that there
are 5 locations with very high temperature but rather low humidity. The
bivariate model has difficulties at these locations not only for predicting
the temperature itself but also for humidity since the information from
temperature leads the prediction of humidity in the wrong direction. The
results of the scoring rules without year 2009 are given in Table 12 and 13.
From these two tables, we can notice that the bivariate model performs
uniformly better than the univariate model. Furthermore the bivariate
model with “BM” performs uniformly better than the bivariate model with
Setting 3. In addition, from Table 12 and Table 13, we can notice that
we get better predictive performances when we setting the temperature as
the second field when we need to predict temperature. This is also true
with humidity.
The posterior standard deviations for temperature and humidity in
2011 with the bivariate model and the univariate model are presented in
Figure 12(a) - Figure 12(b) and in Figure 12(c) - Figure 12(d), respec-
tively, when we set x1(s) as temperature and x2(s) as humidity. With
the bivariate model, we can notice that the posterior standard derivations
for locations where we have the temperature observations but not the hu-
30
Table 10: Scoring rules for bivariate model and univariate model for tem-
perature and humidity with x1(s) as temperature and x2(s) as humidity
Scoring rules for temperature (T) and humidity (H)
MAE MSE CRPS
T H T H T H
UM 1.7485 0.2039 6.1102 0.0722 1.3524 0.1487
BM(Setting 3) 1.7463 0.1918 6.1164 0.0639 1.3539 0.1396
BM 1.5862 0.1501 4.3089 0.0352 1.1464 0.1060
Table 11: Scoring rules for bivariate model and univariate model for tem-
perature and humidity with x1(s) as humidity and x2(s) as temperature
Scoring rules for temperature (T) and humidity (H)
MAE MSE CRPS
T H T H T H
UM 1.7485 0.2039 6.1102 0.0722 1.3524 0.1487
BM(Setting 3) 1.7949 0.1929 6.2014 0.0638 1.3665 0.1402
BM 1.5564 0.2215 4.4149 0.0845 1.1579 0.1579
midity observations are lower than the corresponding univariate models.
Same conclusion can be drawn from Figure 13(a) and Figure 13(b), when
we set x1(s) as humidity and x2(s) as temperature. The results for other
years are similar and omitted here.
From all these results, we can notice that the bivariate models give
better prediction accuracy than the univariate model. When the obser-
vations in one field is presented, it does not only improve the prediction
accuracy but also have lower posterior standard deviations. We can also
conclude that the order of the field has some influence for the prediction.
The generally suggestion is that if we want to predict humidity or tem-
perature, we should set it as the second field when we have enough time
and computational resources. If time or computational resources is lim-
ited, then we do not need to consider about the order of fields, since the
bivariate model can provide satisfiable results with both the orders.
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Figure 11: The observations of humidity and temperature for predictions
at year 2009.
Table 12: Scoring rules for bivariate model and univariate model for tem-
perature and humidity with x1(s) as temperature and x2(s) as humidity
without year 2009
Scoring rules for temperature (T) and humidity (H)
MAE MSE CRPS
T H T H T H
UM 1.7842 0.2095 6.7240 0.0791 1.4031 0.1553
BM(Setting 3) 1.7671 0.2055 6.6736 0.0737 1.3985 0.1481
BM 1.4693 0.1426 3.7366 0.0318 1.0677 0.1006
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Figure 12: Posterior standard deviation for temperature and humidity in
2011 by bivariate model (a) - (b) and by univariate model (c) - (d). We set
the first field x1(s) as temperature and the second field x2(s) as humidity.
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Table 13: Scoring rules for bivariate model and univariate model for tem-
perature and humidity with x1(s) as humidity and x2(s) as temperature
without year 2009
Scoring rules for temperature (T) and humidity (H)
MAE MSE CRPS
T H T H T H
UM 1.7842 0.2095 6.7240 0.0791 1.4031 0.1553
BM(Setting 3) 1.7961 0.2010 6.5859 0.0713 1.3940 0.1467
BM 1.3837 0.1940 3.4967 0.0596 1.0513 0.1365
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Figure 13: The posterior standard deviation for temperature (a) and hu-
midity (b) in 2011 by bivariate model. We set x1(s) as humidity and x2(s)
as temperature.
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6 Discussion and conclusion
We have modelled temperature and humidity in southern Norway based
on the observations on 7th of December from 2007 to 2011. Three different
models are used in this paper: two bivariate models for modelling them
jointly and one univariate model for modelling them independently. The
system of SPDEs approach proposed by Hu et al. (2012b) is chosen for
constructing bivariate GRFs and the SPDE approach given by Lindgren
et al. (2011) is chosen for constructing univariate GRFs. Three different
settings are chosen in order to compare the predictive performance be-
tween the bivariate model and the univariate model with different settings.
Computational efficiency is obtained by using the link between the GRFs
and GMRFs. All our models are constructed with GRFs theoretically and
all computations are conducted with GMRFs. The results illustrate that
there is a strong positive correlation between temperature and humidity.
The other results agree with the physical and empirical knowledge. We
conclude that using a bivariate GRF to model temperature and humidity
jointly is superior to model them independently using univariate GRFs,
not only in term of prediction accuracy, but also in term of quantifying
prediction uncertainty.
The results also illustrate that the order of fields seems relevant from
the prediction point of view when we use a triangular system of SPDEs
for constructing a bivariate field. However, since the results from both
orders are satisfiable, we do not need to consider it if the computational
resources or time is limited. There might be some other covariates, such as
wind speed and solar radiation which needs to be included in our analysis.
However, this is beyond the scope of this paper and we leave it for future
research.
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Abstract
In this paper an approach for finding a sparse incomplete Cholesky
factor through an incomplete orthogonal factorization with Givens
rotations is discussed and applied to Gaussian Markov random fields
(GMRFs). The incomplete Cholesky factor obtained from the incom-
plete orthogonal factorization is usually sparser than the commonly
used Cholesky factor obtained through the standard Cholesky fac-
torization. On the computational side, this approach can provide a
sparser Cholesky factor, which gives a computationally more efficient
representation of GMRFs. On the theoretical side, this approach is
stable and robust and always returns a sparse Cholesky factor. Since
this approach applies both to square matrices and to rectangle ma-
trices, it works well not only on precision matrices for GMRFs but
also when the GMRFs are conditioned on a subset of the variables
or on observed data. Some common structures for precision matrices
are tested in order to illustrate the usefulness of the approach. One
drawback to this approach is that the incomplete orthogonal factor-
ization is usually slower than the standard Cholesky factorization
implemented in standard libraries and currently it can be slower to
build the sparse Cholesky factor.
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1 Introduction
Gaussian Markov random fields(GMRFs) are useful models in spatial
statistics due to the Gaussian properties together with Markovian struc-
tures. They can also be formulated as conditional auto-regressions (CARs)
models (Rue and Held, 2005). GMRFs have applications in many areas,
such as spatial statistics, time-series models, analysis of longitudinal sur-
vival data, image analysis and geostatistics. See Rue and Held (2005,
Chapter 1) for more information and literature on how the GMRFs can
be applied in different areas. From an analytical point of view GMRFs
have good properties and can be specified through mean values µ and
covariance matrices Σ. While from a computational point of view GM-
RFs can conveniently specified through precision matrices Q (the inverse
of the covariance matrices Σ), which are usually sparse matrices. The
numerical algorithms for sparse matrices can be exploited for calculations
with the sparse precision matrices and hence fast statistical inference is
possible (Rue, 2001). The numerical algorithms for sparse matrices can
be applied to achieve fast simulation of the fields and evaluation the den-
sities (mostly, log-densities) of GMRFs and GMRFs with conditioning on
subset of variables or linear constraints. See Rue and Held (2005, Chapter
2) for further details. These algorithms can also be used to calculate the
marginal variances (Rue, 2005), and they can be extended to non-Gaussian
cases (Rue et al., 2004).
Precision matrices Q are commonly used to specify GMRFs. This
approach is natural due to the sparsity patterns of the precision matri-
ces in Markovian models. In many situations the Cholesky factors are
required and are crucial for simulation and inferences with GMRFs, and
the Cholesky factors are normally obtained with Cholesky factorization
routines in standard libraries. See Rue and Held (2005, Chapter 2) for
different simulation algorithms for GMRFs using Cholesky factors. In or-
der to get an even sparser Cholesky factor, with the purposes of saving
computational resources, Wist and Rue (2006) showed that the Cholesky
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factor from an incomplete Cholesky factorization can be much sparser
than the Cholesky factor from the regular Cholesky factorization. How-
ever, they provided theoretical and empirical evidence showing that the
representation of sparser Cholesky factor was fragile when conditioning the
GMRF on a subset of the variables or on observed data. It means that the
sparsity patterns of the sparser Cholesky factors are destroyed when some
constraints or observed data are introduced and the computational cost
increases. Additionally, the sparser Cholesky factor from the incomplete
Cholesky factorization is only valid for a specific precision matrix. Their
approach is illustrated in Figure 1 with Routine 1.
In this paper a different approach is chosen to solve the problem pre-
sented by Wist and Rue (2006) . The main idea is given in the Figure 1
with Routine 2. In this approach one rectangular matrix A is formulated,
A =
(
LT1
LT2
)
. (1)
It consists of the Cholesky factor LT1 from the precision matrix Q1 of a
given GMRF and the Cholesky factor LT2 of the matrix Q2. The matrix
Q2 can be the additional effect when the GMRF is conditioned on observed
data or on a subset of the variables. Both L1 and L2 are lower triangular
matrices.
An incomplete orthogonal factorization is then used to factorize the
matrix A in Equation (1) to find the sparse Cholesky factor for specifying
the GMRF. It is shown that by using this approach an upper triangular
matrix R which is sparser than the standard Cholesky factor is obtained.
Furthermore, this approach is applicable when the GMRF is conditioned
on a subset of the variables or on observed data. Since the upper triangular
matrix R is sparser in structure than the common Cholesky factor, it is
better for applications.
The rest of this paper is organized as follows. In Section 2 some basic
theory on GMRFs, sparsity patterns for precision matrices and Cholesky
factors of GMRFs are presented. Some basic theories on the orthogo-
nal factorization and the incomplete orthogonal factorization are also in-
troduced in this section. In Section 3 the algorithm for obtaining the
sparse Cholesky factor from the incomplete orthogonal factorization is in-
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Figure 1: Diagram for the algorithm for finding sparser Cholesky factor by
incomplete Cholesky factorization used by Wist and Rue (2006) (Routine
1) and the algorithm used in this paper (Routine 2).
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troduced. A small example is given in order to illustrate how the algorithm
works when the GMRFs are conditioned on a subset of the variables or on
observed data. Results for different structures on the precision matrices
are given in Section 4. Conclusion and general discussion in Section 5 ends
the paper.
2 Background and Preliminaries
2.1 Basic theory on GMRFs
A random vector x = (x1, x2, . . . , xn)
T ∈ Rn is called a GMRF if it is
Gaussian distributed and processes a Markov property. The structure of
a GMRF is usually presented by a labeled graph G = (V, E), where V is
the set of vertexes {1, 2, . . . , n} and E is the set of edges. The graph G
satisfies the properties that no edge between node i and node j if and
only if xi ⊥ xj |x−ij (Rue and Held, 2005), where {x−ij; i, j = 1, 2, . . . , n}
denotes x−{i,j}. If the random vector x has a mean µ and a precision
matrix Q1 > 0, the probability density of the vector x is
π(x|θ) =
(
1
2π
)n/2
|Q1(θ)|1/2 exp
(
−1
2
(x− µ)TQ1(θ)(x− µ)
)
, (2)
with the property
Qij 6= 0⇐⇒ {i, j} ∈ E for all i 6= j.
The notation Q1 > 0 means that Q1 is a symmetric positive definite
matrix. θ denotes the parameters in the precision matrix. This implies
that any vector with a Gaussian distribution and a symmetric positive
definite covariance matrix is a Gaussian random field (GRF), and GMRFs
are GRFs with Markov properties. The graph G determines the nonzero
pattern of Q1. If G is fully connected, then Q1 is a complete dense matrix.
A useful property of GMRF is that we can know whether xi and xj are
conditionally independently or not directly from the precision matrix Q1
and the graph G. Values of mean µ do not have any influence on the
pairwise conditional independence properties of the GMRFs, and hence we
set µ = 0 in the following sections unless otherwise specified. The diagonal
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elements in the precision matrix Qii (i = 1, 2, . . . , n) are the conditional
precisions of xi given all the other nodes x−i. The off-diagonal elements
Qij (i, j = 1, 2, . . . , n, i 6= j) can provide information about the correlations
between xi and xj given on the nodes x−ij. These are the main differences
in the interpretation between the precision matrix Q1 and the covariance
matrix Σ1. The covariance matrix Σ1 contains the marginal variance of
xi and the marginal correlation between xi and xj . However, with the
precision matrix the marginal properties are not directly available (Rue
and Held, 2005).
Since Q1 is symmetric positive definite, there is a unique Cholesky
factor L1 where L1 is a lower triangle matrix satisfyingQ1 = L1L
T
1 . If we
want to sample from the GMRF x ∼ N (µ,Q−1
1
), the Cholesky factor L1 is
commonly used. One algorithm for sampling GMRFs is given in Section
4.3. More algorithms for sampling GMRFs with different specifications
are also available. See Rue and Held (2005, Chapter 2) for a detailed
discussion on these algorithms. Rue and Held (2005) showed how to check
the sparsity pattern of the Cholesky factor of a GMRF. Define
F (i, j) = i+ 1, i + 2, . . . , j − 1, j + 1, . . . , n, (3)
which is the future of i except j. Then
xi⊥xj | xF (i,j) ⇐⇒ Lji = 0, (4)
and F (i, j) is called a separating subset of i and j. If i ∼ j denotes that i
and j are neighbors, then F (i, j) cannot be a separating subset for i and
j whenever i ∼ j. Further, the Cholesky factor of the precision matrix of
a GMRF is always equally dense or denser than the lower triangle part of
Q1.
In many situations there are more nonzero elements in L1 than in
the lower triangular part of Q1. Denote nL1 and nQ1 the numbers of
nonzero elements in the Cholesky factor L1 and the lower triangular part
of precision matrix Q1, respectively. The difference nf = nL1 − nQ1 is
called the fill-in. The ideal case is nf = 0 or nL1 = nQ1 , but commonly
nL1 > nQ1 or even nL1 ≫ nQ1 . It is known that the fill-in nf not only
depends on the graph, but also on the order of the nodes in the graph
(Rue and Held, 2005). Thus a re-ordering is usually needed before doing a
Cholesky factorization. It is desirable to find an optimal or approximately
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optimal ordering of the graph in order to make the Cholesky factor of Q1
sparser and to save computational resources, but this is not the focus in
this paper. We refer to Rue and Held (2005) for more information on why
it is desirable to do re-ordering of the graph of a GMRF.
2.2 Orthogonal factorization
With an m× n matrix A, the orthogonal factorization of A is
A = S ·R, (5)
where S ∈ Rm×m is an orthogonal matrix and R ∈ Rm×n is an upper
triangular matrix. We assume without loss of the generality that m ≥ n.
There exist many algorithms for orthogonal factorization, such as the stan-
dard Gram - Schmidt algorithm or the modified Gram–Schmidt (MGS)
algorithm and the Householder orthogonal factorization. We refer to Saad
(2003) and Bjo¨rck (1996) for more algorithms. If A has full column rank,
then the first n columns of S forms an orthonormal basis of ran(A), where
ran(A) denotes the range of A
ran(A) = {y ∈ Rm : y = Ax for some x ∈ Rn} .
The orthogonal factorization is usually used to find an orthonormal basis
for a matrix. The orthogonal factorization has many advantages and some
of them are given in what follows.
1. It is numerically stable and robust both with a Householder orthog-
onal factorization and with a orthogonal factorization using Givens
rotations. If the matrix A is non-singular, it always produces an or-
thogonal matrix S and an upper triangular matrix R which satisfy
Equation (5);
2. It is easy to solve the linear system of equations Ax = b using the
upper triangular matrix R since S is an orthogonal matrix;
3. The normal equation has the form ATAx = ATb and the normal
equation matrix is ATA, where AT denotes the transpose of A.
Then the triangular matrix R is the Cholesky factor of the normal
equations matrix.
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2.3 Givens rotations
A Givens rotation G(i, j, θ) ∈ Rm×n is an identity matrix I except that
Gii = c, Gij = s,
Gji = −s, Gjj = c.
If c = cos(θ) and s = sin(θ), then y = G(i, j, θ) · x rotates x clockwise in
the (i, j)-plane with θ radians, which gives
yl =

xl, when l 6= i, j,
cxi + sxj, when l = i, (1 ≤ l ≤ m),
−sxi + cxj , when l = j.
(6)
If we want to rotate x counterclockwise in the (i, j)-plane with θ radians,
then we can set c = cos(θ) and s = − sin(θ). It is obvious from Equation
(6) that if
s =
xj√
x2i + x
2
j
and c =
xi√
x2i + x
2
j
then yj = 0. So the Givens rotations can set the elements inA to zeros one
at a time. This is useful when dealing with sparse matrices. At the same
time, c and s are the only two values which we need for this algorithm.
Givens rotations are suitable for structured least squares problems such
as the problems at the heart of GMRFs.
2.4 Incomplete factorization algorithms
There are many algorithms for incomplete factorizations of matrices, such
as the incomplete triangular factorization and the incomplete orthogonal
factorization. These algorithms are commonly used in practical applica-
tions (Axelsson, 1996; Meijerink and van der Vorst, 1981; Saad, 1988).
The incomplete factorizations usually have the form
A =M1 ·M2 +E, (7)
where E is the error matrix, and M 1 and M 2 are some well-structured
matrices. The incomplete factorization algorithms are usually associated
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with dropping strategies. A dropping strategy for an incomplete factor-
ization specifies rules for when elements of the factors should be dropped.
We returns to a detailed discussion on the dropping strategies in Section
3.5.
One of the commonly used incomplete factorization algorithms is the
incomplete triangular factorization, and it is also called incomplete LU
(ILU) factorization since M1 is a lower triangular matrix and M2 is
an upper triangular matrix. This algorithm is usually applied to the
square matrices, and it uses Gaussian elimination together with a prede-
fined dropping strategy. Many incomplete orthogonal factorizations can
be used both for square matrices and for rectangular matrices, and these
algorithms usually use the modified Gram-Schmidt procedure together
with some dropping strategies in order to return a sparse and generally
non-orthogonal matrix S and a sparse upper triangular matrix R. Wang
et al. (1997) proved the existence and stability of the associated incom-
plete orthogonal factorization. Incomplete orthogonal factorization using
Givens rotations was proposed by Bai et al. (2001). The main idea of
the incomplete orthogonal factorization is to use the Givens rotations to
zero-out the elements in the matrix one at a time. Some predefined drop-
ping strategies are needed in order to achieve the sparsity pattern for the
upper triangular matrix R. This algorithm computes a sparse matrix S,
which is always an orthogonal matrix, together with a sparse upper trian-
gular matrix R. Since the matrix S is the product of the Givens rotations
matrices, it is always an orthogonal matrix. The incomplete orthogonal
factorization has the form
A = S ·R+E. (8)
This method was originally described and implemented by Jennings and
Ajiz (1984). Saad (1988) described this incomplete orthogonal factor-
ization with the modified Gram–Schmidt process using some numerical
dropping strategy. Another version of the incomplete orthogonal factor-
ization is given by Bai et al. (2001) with Givens rotations. Bai et al. (2001)
claimed that this incomplete algorithm inherited the good properties of
the orthogonal factorization.
1. R is a sparse triangular matrix and S is an orthogonal matrix. Bai
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et al. (2009) pointed out that the sparsity pattern of the upper-
triangular part of A is inherited by the incomplete upper triangular
matrix R. They also pointed out that the number of nonzero ele-
ments in the upper triangular matrix R is less than the number of
nonzero elements in the upper-triangular part of A.
2. The error matrix E = A − S ·R is “small” in some sense and the
size of the errors can be controlled by the pre-defined threshold.
3. The triangular matrix R is non-singular whenever A is not singular.
We can always obtain this triangular matrix in the same way as
the orthogonal factorization and R will always be an incomplete
Cholesky factor for the normal equation matrix ATA.
4. Another merit of the incomplete orthogonal factorization with Givens
rotations is that we do not need to form the corresponding normal
matrices S since only the (c, s)-pair is needed in order to find the
upper triangular matrix R. More information about the Givens ro-
tations and the (c, s)-pairs are given in Section 2.3
Papadopoulos et al. (2005) implemented different versions of the al-
gorithm proposed by Bai et al. (2001). There are two main differences
between these versions. The first one is the order in which elements in
the matrix A are zeroed out, and the second one is the rules for dropping
strategies. We refer to Bai et al. (2001) and Papadopoulos et al. (2005) for
more information about this algorithm and implementations. There are
also more variations for incomplete orthogonal factorization using Givens
rotations, such as Bai and Yin (2009) and Bai et al. (2009). Bai and
Yin (2009) proposed some modified incomplete orthogonal factorization
methods and these algorithms have special storage and sparsity-preserving
techniques. Bai and Yin (2009) showed a way to adopt a diagonal com-
pensation strategy by reusing the dropped elements. These dropped ele-
ments are added to the main diagonal elements of the same rows in the
incomplete upper-triangular matrix R. Bai et al. (2009) proposed practi-
cal incomplete Givens orthogonalization (IGO) methods for solving large
sparse systems of linear equations. They claimed that these incomplete
IGO methods took the storage requirements, the accuracy of the solutions
and the coding of the pre-conditioners into consideration.
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In this report, we have chosen the column-wise threshold incomplete
Givens orthogonal (cTIGO) factorization algorithm for finding the sparse
upper triangular matrix R. This sparse upper triangular matrix R has
sparse structure and can be used for specifying the GMRFs. The matrix
S does not need to be stored in our setting since we only need the upper-
triangular matrix R. The matrix S only needs computed whenever it is
explicitly needed.
3 Specifying GMRFs using sparse Cholesky fac-
tors
In this section we begin by introducing the background of GMRFs condi-
tioned on a subset of the variables or on observed data. A small example
is used to illustrate how the cTIGO algorithm works when applied to
GMRFs.
3.1 GMRFs conditioned on a subset of the variables
I. GMRFs with soft constraint
Let x be a GMRF and assume that we have observed some linear trans-
formation Ax with additional Gaussian distributed noise
e|x ∼ N (Ax,Q−1ǫ ),
where k is the dimension of the vector e, A is a k × n matrix with rank
k and k < n, and Qǫ > 0 is the precision matrix of e. This is called “soft
constraint” by Rue and Held (2005) and the log-density for the model is
log π(x|e) = −1
2
(xT−µ)Q1(x−µ)−
1
2
(e−Ax)TQǫ(e−Ax)+const, (9)
where µ and Q1 are the mean and the precision matrix of the GRMF,
respectively, and “const” is constant. If x has mean µ = 0 then
x|e ∼ Nc(ATQǫe,Q1 +ATQǫA). (10)
Here we use the canonical form Nc(·, ·) for x|e. We refer to Rue and
Held (2005, Chapter 2.3.2) for more information about the canonical form
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for GMRF. We can notice that for specifying the GMRFs with “soft
constraint”, the Routine (2) as shown in Figure 1 can be applied since
Q = Q1 +A
TQ
ǫ
A with Q2 = A
TQ
ǫ
A.
II. Models with auxiliary variables
Auxiliary variables are crucial in some models to retrieve GMRF full con-
ditionals. We look at binary regression models with auxiliary variables.
Assume that we have Bernoulli observational model for binary re-
sponses. The binary responses have latent parameters which is a GMRF x,
and the GMRF usually depends on some hyperparameters θ. We usually
choose the logit or probit models in this case, where
yi ∼ B
(
η−1(zTi x)
)
, i = 1, 2, . . . ,m (11)
where B(p) denotes a Bernoulli distribution with probability p for 1 and
1− p for 0. zi is a vector of covariates and we assume it is fixed. η(·) is a
link function
η(p) =
{
log (p/(1 − p)) for logit link
Φ(p) for probit link
(12)
where Φ(·) denotes the cumulative distribution function (CDF) for stan-
dard Gaussian distribution. We can use models with auxiliary variables
ω = (ω1, ω2, . . . , ωm) to represent these models,
ǫi
iid∼ G(ǫi),
ωi = z
T
i x+ ǫi,
yi =
{
1, if ωi > 0,
0, otherwise,
where G(·) is the CDF of standard logistic distribution in the logit case
andG(·) = Φ(·) in the probit case. We refer to Forbes et al. (2011, Chapter
28) for more information about the standard logistic distribution and its
CDF. Let x|θ be a GMRF of dimension n with mean µ = 0, and assume
that we have zTi x = xi and m = n. With the probit link the posterior
distribution is
π(x,ω,θ|y) ∝ π(θ)π(x|θ)π(ω|x)π(y|ω). (13)
12
The conditional distribution of x given the auxiliary variables can then
be obtained
π(x|θ,ω) ∝ exp
(
−1
2
xTQ1(θ)x−
1
2
∑
i
(xi − ωi)
)2
,
and this can be written in the canonical form
x|θ,ω ∼ Nc(ω,Q1(θ) + I).
A general form for the conditional distribution of x given the auxiliary
variables, for this binomial model with a probit link function, is given as
x|θ,ω ∼ Nc(ZTω,Q1(θ) +ZTZ),
where Z is an m × n matrix. Similarly, the conditional distribution of
x given the auxiliary variables for the logistic regression model can be
written as
x|θ,ω ∼ Nc(ZTΛω,Q1(θ) +ZTΛZ),
where Λ = diag(λ), and λi is from the model specification. See more
discussions on these models in Rue and Held (2005, Chapter 4.3).
In all the examples in this section, the models are suitable for use
Routine (2) in Figure 1 to find the sparse Cholesky factors of the precision
matrices of GMRFs.
3.2 GMRFs conditioned on data
As mentioned in Section 2.1, if a vector x is a GMRF with precision
matrix Q1 and mean vector µ, then the density of the vector is given by
Equation (2). In practical applications it is common to set µ = 0 (Rue
and Held, 2005; Gneiting et al., 2010), which gives the probability density
function
π(x|θ) =
(
1
2π
)n/2
|Q1(θ)|1/2 exp
(
−1
2
xTQ1(θ)x
)
. (14)
Assume that the data are of dimension k and defined as a k-dimensional
random vector
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y|x,θ ∼ N (Ax,Q−1
ǫ
)
and has the probability density function
π(y|x, θ) =
(
1
2π
)k
|Q
ǫ
|1/2 exp
(
−1
2
(y −Ax)TQ
ǫ
(y −Ax)
)
, (15)
where A is a k × n matrix used to select the data location. The precision
matrixQ
ǫ
for the noise process is a positive definite matrix with dimension
k× k. Notice that the density function π(y|x, θ) is not dependent on the
θ, and hence the probability density function π(y|x, θ) can be written
as π(y|x). The probability density function of x|y,θ can be found from
Equations (14) and (15) through
π(x|y,θ) ∝ π(x,y|θ)
= π(x|θ)π(y|x,θ)
∝ exp
(
−1
2
[
xT(Q1(θ) +A
TQ
ǫ
A)x− 2xTATQ
ǫ
y
])
.
(16)
Similarly, the density function (16) can be written in the canonical form
as
x|y,θ ∼ N (µc(θ),Qc(θ)) . (17)
where µc(θ) = Qc(θ)
−1ATQ
ǫ
y, and Qc(θ) = Q1(θ)+A
TQ
ǫ
A. Now we
can notice that the precision matrix for the GMRF conditional on data
has the form Q = Q1(θ) +Q2 with Q2 = A
TQ
ǫ
A, where Q2 does not
depend on θ. Since Q has the same form as given in Routine (2) in Figure
1, it is possible to use the proposed routine to find the sparse Cholesky
factor of the precision matrix of the GMRF conditioned on data.
Even though it is not the focus of this paper, it might be useful to point
out that using Equations (14) - (16), we can find the analytical formula
for the posterior density function of (θ|y) through Bayes’ formula. It is
given by
log(π(θ|y)) = const. + log(π(θ)) + 1
2
log(|Q1(θ)|)
− 1
2
log(|Qc(θ)|) +
1
2
µc(θ)
TQc(θ)µc(θ).
(18)
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We refer to Hu et al. (2012) for detailed information about this log-
posterior density function. The log-posterior density function log(θ|y)
is crucial when doing statistical inference in Bayesian statistics.
The sparse structure of Q2 depends both on the structures of A and
of Q
ǫ
. In most cases, the Q
ǫ
is a diagonal matrix and the matrix A has
sparse structure. Therefore Q2 should also have a sparse structure. When
the observations are conditional independent, but have a non-Gaussian
distribution, then we can use a GMRF approximation to obtain a sparse
structure of Q2 as presented in Section 3.3.
3.3 GMRF approximation
Suppose there are n conditionally independent observations y1, y2, . . . , yn
from a non-Gaussian distribution and that yi is an indirect observation of
xi. x is a GMRF with mean µ = 0 and precision matrix Q1. The full
conditional π(x|y,θ) then has the form
π (x|y,θ) ∝ exp
(
−1
2
xTQ1x+
n∑
i=1
log π(yi|xi)
)
. (19)
Apply a second-order Taylor expansion of
∑n
i=1 log π(yi|xi) around µ0. In
other words, construct a suitable GMRF proposal density π˜(x|y,θ)
π˜(x|y,θ) ∝ exp
(
−1
2
xTQ1(θ)x+
∑
i=1
(ai + bixi − 1
2
cix
2
i )
)
∝ exp
(
−1
2
xT (Q1(θ) + diag(c))x+ b
Tx
)
.
(20)
ci should set to zero when ci < 0. b and c depend on µ0. The canonical
parametrization of π˜(x|y,θ) has the form
Nc (b,Q1(θ) + diag(c)) .
In this case Q2 has a diagonal structure. An important feature of (20)
is that it inherits the Markov property of the prior on x, which is useful
for sampling GMRF. When µ 6= 0, the canonical parametrization of the
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(x|y,θ) is changed to
Nc (Qµ+ b,Q1(θ) + diag(c)) ,
and does not change the matrix Q = Q1 +Q2.
As it was pointed out in Section 2.1, to sample from the GMRFs,
the Cholesky factor L is one of most important factors. In order to save
computational resources, a sparse Cholesky factor is preferable if the ap-
proximated precision matrix is “close” to the original precision matrix,
where “close” means both in structure and the elements.
3.4 Theoretical background
It has been mentioned in Section 2.1 that the sparsity pattern of the
Cholesky factor is determined by the graph G, and it is unnecessary to
calculate the zero elements in the Cholesky factor. In this section, we are
going to introduce the theoretical background for finding the Cholesky
factor from the orthogonal factorization when the GMRF is conditioned
on observed data or a subset of the variables.
Let y be the observed data and assume y = (y1, y2, . . . , yn) has the
Gaussian distribution, then the density of x conditioned on y has the
form in (16). In the discussed situations in Section 3.1 - Section 3.3, the
precision matrix Q can be split into two parts, the precision matrix Q1 of
the GMRF (x|θ) and the matrix Q2 which is the additional effect. The
matrix Q2 is usually a diagonal matrix or another type of sparse matrix.
If the data is not Gaussian distributed, then we can apply the GMRFs
approximation given in (20) and it returns the precision matrix Q1 with
a diagonal matrix Q2 added. This structure satisfies the Routine (2) in
Figure 1.
Let Q = Q1 +Q2 and assume that the Cholesky factors for Q1, Q2
and Q are L1, L2 and L, respectively. The Cholesky factors L1 and L2
are assumed to be known. We have the following results.
Observation 1. Let x ∈ Rn be a zero mean GMRF with precision matrix
Q1. Assume that the precision matrix has the form Q = Q1+Q2 ∈ Rn×n
when conditioned on observed data or a subset of the variables. Let the
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Cholesky factors for Q1 and Q2 be L1 and L2, respectively. Form
A =
(
LT1
LT2
)
.
Then ATA is the precision matrix Q.
Proof. ATA =
(
L1 L2
)(LT1
LT2
)
= L1L
T
1 +L2L
T
2 = Q1 +Q2 = Q.
From Observation 1 the following corollaries are established. Sketched
proofs for these corollaries are given. We refer to Simpson (2008) for
numerical examples with Corollary 1.
Corollary 1. Let X be a zero mean GMRF with precision matrix Q =
Q1+Q2 ∈ Rn×n, and let A have the form given in Observation 1. Let z ∈
R
2n be a vector of independent and identically distributed (i.i.d.) standard
Gaussian random variables. Then the solution of the least squares problem
x = argmin
y
‖Ay − z‖2 (21)
is a sample from the GMRF X.
Proof. Q = ATA from Observation 1 is the starting point to prove this
Corollary. Denote A† the Moore-Penrose pseudo-inverse of A, and then
the solution to the least squares problem is x = A†z (Bjo¨rck, 1996). From
the definition of the pseudo-inverse, x =WS†UTz, where A = USWT
is a singular value decomposition of A and S† ∈ Rd×2d is the matrix with
the reciprocals of the non-zero singular values on the diagonal. We can
verify that x has the required distribution, and it is sufficient to check the
first two moments since x has a Gaussian distribution, being linear in z.
It is clear that E(x) = 0. Furthermore,
E(xxT) = A†E(zzT)(A†)T
=WS†UTU(S†)TWT
=WS†(S†)TWT
=W (STS)†WT.
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Calculations yield Q =WSTSWT and, hence, x ∼MVN(0,Q†).
Therefore, it is possible to sample from a GMRF by solving the sparse
least squares problem given in (21) with some conditions on GMRFs.
Corollary 2. The upper triangular matrix R from the orthogonal factor-
ization of the rectangular matrix
A =
(
LT1
LT2
)
(22)
is the Cholesky factor of the precision matrix Q = Q1 +Q2.
Proof. Since the upper triangular matrix from the orthogonal factorization
is the Cholesky factor for the normal equations matrix, this is obvious from
Observation 1.
By using the orthogonal factorization of the rectangular matrix A, it
is possible to get samples from the GMRFs when they are conditioned
on data or a subset of the variables by using Corollary 1 or the Cholesky
factor from Observation 1 together with the sampling algorithms discussed
in Rue and Held (2005, Chapter 2).
3.5 Dropping strategies
In this section the dropping strategy for the incomplete orthogonal factor-
ization is introduced in order to find the incomplete Cholesky factor for
matrix ATA. Together with some dropping strategy for the incomplete
orthogonal factorization of the rectangular matrix A, a sparse upper tri-
angular matrix R can be obtained. From Corollary 2 and the discussion
in Section 2.2, we know that R is an incomplete Cholesky factor or sparse
Cholesky factor for the precision matrix Q. This sparse Cholesky factor
can then be used to specify the GMRF. The dropping strategies are im-
portant when doing the incomplete orthogonal factorization. Generally
speaking, there are two kinds of dropping strategies.
1. Drop fill-ins based on sparsity patterns. Before doing the incomplete
orthogonal factorization, the sparsity pattern of the upper triangular
matrix is predefined and fixed. If the factorization based only on
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the sparsity pattern of the original matrix, we drop all the elements
which are pre-defined to be zeros. The algorithm does not consider
the actual numerical values of the elements during the factorizations.
2. Drop fill-ins by using a numerical threshold. This strategy only in-
cludes the elements in R if they are bigger than a predefined thresh-
old value. Munksgaard (1980) presented one way to select the value
of the threshold parameter. His strategy drops the elements which
are smaller than the diagonal elements of their rows and columns,
multiplied by some predefined small value (called dropping toler-
ance). In this report, a slightly different dropping strategy is chosen.
During the incomplete orthogonal factorization using Givens rota-
tions, or the column-wise threshold incomplete Givens orthogonal
(cTIGO) factorization (Papadopoulos et al., 2005), we drop the ele-
ments according to their magnitudes with some predefined dropping
tolerance. The nonzero pattern of R is determined dynamically.
Both the fixed sparsity pattern strategy and the dynamic strategy are
useful in applications. The fixed sparsity pattern strategy is the candidate
when the computation resources are low. It is usually faster but sometimes
returns unsatisfactory results. The dynamic strategy will in most cases
return satisfactory results by choosing proper dropping tolerances but it
is usually more expensive both in time and computations.
There are different versions of orthogonal factorizations. We refer to
Saad (2003), Golub and Van Loan (1996) and Trefethen and Bau (1997)
for more information. Based on the research of Bai et al. (2001), Pa-
padopoulos et al. (2005) and Bai et al. (2009), we choose the incomplete
orthogonal factorization using Givens rotations to find the sparse Cholesky
factor. This algorithm is stable and robust and always returns a sparse
matrix. This algorithm inherits the advantages of orthogonal factoriza-
tion. Bai et al. (2001) commented that there is little attention given to
incomplete orthogonal factorization with Givens rotations, which is actu-
ally useful in many numerical problems.
In order to use Givens rotations for incomplete orthogonal factoriza-
tion, the following nonzero patterns needs to be defined,
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NQ = {(i, j) | Qij 6= 0, 1 ≤ i, j ≤ n},
NQ,l = {(i, j) | Qij 6= 0, i ≥ j, 1 ≤ i, j ≤ n},
NQ,u = {(i, j) | Qij 6= 0, i ≤ j, 1 ≤ i, j ≤ n},
NL1 = {(i, j) | L1ij 6= 0, 1 ≤ i, j ≤ n},
NL2 = {(i, j) | L2ij 6= 0, 1 ≤ i, j ≤ n},
NL = {(i, j) | Lij 6= 0, 1 ≤ i, j ≤ n},
NA = {(i, j) | Aij 6= 0, 1 ≤ i, j ≤ n},
NR = {(i, j) | Rij 6= 0, 1 ≤ i, j ≤ n},
where NQ is the nonzero pattern of the matrix Q, and NQ,u, NQ,l are the
nonzero patterns of the upper and lower triangular parts of the matrix
Q, respectively. NL1 , NL2 , NL NA and NR are the nonzero patterns of
the lower triangular matrix L1, the lower triangular matrix L2, the lower
triangular matrix L, the matrix A and the matrix R, respectively. These
matrices are already formulated in previous sections.
In order to use the cTIGO algorithm, the rectangular matrix A in
(22) is formed. The sparsity pattern of matrix A is already known be-
forehand. However, since the dynamic strategy is chosen, there will be
some fill-in during Givens rotations process, and the sparsity pattern of
the sparse Cholesky factor R will depend on the dropping tolerance and
usually NR < NA. For more information about cTIGO algorithm, see
Bai et al. (2001) for theoretical issues and Papadopoulos et al. (2005) for
implementations.
3.6 A small example
A small example is explored in this section to illustrate how to use the
cTIGO algorithm to find the sparse Cholesky factor R. For simplicity
and without loss of generality, we assume that Q1 is the precision matrix
for a zero mean GMRF x ∼ N (0,Q1), and that the data are normally
distributed, i.e., y ∼ N (0, I) and hence Q2 = I. Assume that these
matrices are given as follows
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Q1 =

5 −1 0 . . . 0 −1
−1 5 −1 0 . . . 0
0 −1 5 −1 . . . 0
...
. . .
. . .
...
−1 0 . . . −1 5

9×9
and
Q2 = I9×9 =

1 0 0 . . . 0
0 1 0 . . . 0
...
. . .
. . .
. . .
0 . . . 1

9×9
.
Let L1 and L2 denote the Cholesky factor of the two matrices Q1 and Q2,
respectively, with the sparsity patterns given in Figure 2(a) and Figure
2(b). The rectangular matrix A can then be formed as given in (22) with
the sparsity pattern given in Figure 2(d). Apply the cTIGO algorithm
to the rectangular matrix A with a dropping tolerance of 0.0001 to find
the sparse incomplete Cholesky factor R. The sparsity pattern of R is
given in Figure 2(e). The sparsity pattern of the Cholesky factor L from
the standard Cholesky factorization of the precision matrix Q is given in
Figure 2(c).
We notice that the precision matrix Q1 is quite similar to the tridi-
agonal matrix except the values at two of the corners. However, there
is a lot of fill-in in the Cholesky factor L1. This is a common struc-
ture for the precision matrix of a GMRF, for instance, a GMRF on a
torus. The same comments can be given for Q and L. Note that the
upper triangular matrix R has less nonzero elements than L1, L and A,
NR < NL1 , NR < NL and NR < NA. The sparsity pattern of R depends
on the dropping tolerance and also the elements of the matrices Q1 and
Q2, but we are not going deeper here.
As discussed in Section 2.2 and Section 3.5, the sparse upper triangular
matrix R is an incomplete Cholesky factor for the precision matrix Q of
the GMRF when it is conditioned on data. The error matrix E between
the true precision matrix Q = Q1 +Q2 and the approximated precision
21
0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9
10
nz = 24
(a)
0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9
10
nz = 9
(b)
0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9
10
nz = 24
(c)
0 2 4 6 8 10
0
2
4
6
8
10
12
14
16
18
nz = 33
(d)
0 2 4 6 8 10
0
2
4
6
8
10
12
14
16
18
nz = 22
(e)
Figure 2: The sparsity patterns of L1 (a), L2 (b), L (c), A (d) and R (e)
matrix Q˜ = RTR is given by
E = (Q1 +Q2)− Q˜. (23)
The sparsity patterns of the precision matrix Q and its approximation Q˜
are shown in Figure 3(a) and Figure 3(b), respectively. In order to compare
the difference between the approximated covariance matrices (inverse of
the approximated precision matrix) Σ˜ = Q˜
−1
and the true covariance
matrix (inverse of the true precision matrix) Σ = Q−1, we calculate the
error matrix E˜,
E˜ = Σ− Σ˜. (24)
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The images of Σ, Σ˜ and E˜ are given in Figure 4, and they show that the
difference between Σ and Σ˜ is quite small. By chosen different dropping
tolerance, the error can be made smaller and become negligible.
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Figure 3: Sparsity patterns of the true precision matrix Q (a) and the
approximated precision matrix Q˜ (b)
4 Simulation Results with cTIGO algorithm
Using the incomplete orthogonal factorization with Givens rotations, it
leads to a sparse upper triangular matrix R, which is a sparse incomplete
Cholesky factor for the precision matrix Q and can be used to specify
the GMRF. Hence it has the potential possibility to reduce the computa-
tional cost. We first apply the cTIGO algorithm to some commonly used
structures of the precision matrices in Section 4.1. In Section 4.2, we ap-
ply the cTIGO algorithm to precision matrices which are generated from
the stochastic partial differential equations (SPDEs) discussed in Lindgren
et al. (2011) and Fuglstad (2011).
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Figure 4: Images of the true covariance matrix Σ (a), approximately co-
variance matrix Σ˜ (b) and the error matrix E˜ (c)
4.1 Simulation results for precision matrices with commonly
used structures
It is known that if the precision matrix Q > 0 is a band matrix with
bandwidth p, then its Cholesky factor L (lower triangular matrix) has the
same bandwidth p. See Golub and Van Loan (1996) (Theorem 4.3.1) for a
direct proof and Rue and Held (2005, Chapter 2.4.1) for more information
on how to finding Cholesky factor efficiently in this case with Algorithm
2.9. Wist and Rue (2006) pointed out that if the original precision matrix
Q is a band matrix, then the incomplete Cholesky factor L˜ from the
incomplete Cholesky factorization will also be a band matrix with the
same bandwidth p.
In this section we consider some commonly used structures for the
precision matrices. The first two examples are band matrices with different
bandwidths. Let x be Gaussian auto-regressive processes of order 1 or
2, and then the precision matrix for the process will be a band matrix
with bandwidth p = 2 or p = 3, respectively. The precision matrices for
the first-order Random Walk (RW1) and the second-order Random Walk
(RW2) models have bandwidths p = 2 and p = 3. Since these models are
intrinsic GMRFs, the precision matrices are not of full rank. We fix this
by slightly modifying the elements in the precision matrices for the RW1
and RW2 models but we still called them as the precision matrices for the
RW1 and the RW2 models. For more information about intrinsic GMRFs
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and the RW1 and RW2 models, see, for example, Rue and Held (2005,
Chapter 3).
Assume that the data are Gaussian distributed. Then from Section
3.2 the matrix Q2 is a diagonal matrix when A = I. For simplicity
and without lost of generality, assume the data y ∼ N (0, I), then the
matrix Q2 and its Cholesky factor L2 are identity matrices. Since we
know exactly what the sparsity patterns of the precision matrices Q1 and
Q2 and the Cholesky factors L1 and L2 are, the sparsity pattern of A is
known beforehand and can be taken advantage of in the implementation.
By applying the cTIGO algorithm to the matrixA with dropping tolerance
τ = 0.0001, the sparse upper triangular matrix R can be obtained. The
sparsity patterns of the matrices L1, L2, L, A andR are given in Figure 5.
The sparsity patterns of the true precision matrixQ and the approximated
precision matrix Q˜ are given in Figure 6. The image of the true covariance
matrices Σ, the approximated covariance matrix Σ˜ and the error matrix
E˜ for the RW1 model are shown in Figure 7. Note that the order of the
numerical values in the error matrix E˜ is 10−8, which is essentially zero
in practice applications.
Similarly for the RW2 model we apply the cTIGO algorithm to the
matrix A with the dropping tolerance τ = 0.0001. The results in this
case are quite similar to the results for the RW1 model. We only show
the images of the true covariance matrix Σ, the approximated covariance
matrix Σ˜, and the error matrix E˜. The results are given in Figure 8. Note
that the order of the numerical values in the error matrix E˜ is 10−8 as for
the RW1 model. See Section 4.4 from more simulation results for the RW1
and RW2 models and discussions. We can notice that the sparseness of R
is the same as L. Hence in these two cases, we do not save computational
resources. However, this approach is still have the potential to be used in
applications since it is robust.
The next example we have chosen is a block tridiagonal matrix of order
n2 resulting from discretizing Poisson’s equation with the 5-point operator
on an n-by-n mesh. Thus it is called Poisson matrix in this paper. The
sparsity pattern of this matrix is given in Figure 10(a). With the Poisson
matrix andQ2 as before, we find the Cholesky factors L1 and L2 and form
the rectangular matrix A. We apply the cTIGO algorithm to the matrix
A with dropping tolerance τ = 0.0001 to find the sparse upper triangular
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Figure 5: Sparsity patterns of L1 (a), L2 (b), L (c), A (d) and R (e) for
the RW1 model
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Figure 6: Sparsity patterns for the true precision matrix Q (a) and the
approximated precision matrix Q˜ (b) for the RW1 model
matrix R. The sparsity patterns of the matrices L1, L2, L, A and R are
given in Figure 9(a) - Figure 9(e), respectively. The sparsity patterns of
the true precision matrix Q and the approximated precision matrix Q˜ are
given in Figure 10. We can notice that the upper triangular matrix R is
sparser than the Cholesky factor L from the original precision matrix Q.
It can be shown that the sparseness depends on the dropping tolerance τ .
The images of the true covariance matrices Σ, the approximated precision
matrix Σ˜, and the error matrix E˜ in this case are shown in Figure 11.
Note that the order of the numerical values in the error matrix E˜ is 10−5.
This is small for practical use. More results for this band matrix are given
in Section 4.4.
The next example is a precision matrix with a nearly band matrix.
Assume that Q1 is a nearly banded matrix but with the values Q1(1, n) =
1 and Q1(n, 1) = 1. We call this matrix as Toeplitz matrix in this paper.
The sparsity pattern of this matrix is given in Figure 13(a). With the
dropping tolerance τ = 0.0001, we apply the cTIGO algorithm to the
rectangular matrix A. The sparsity patterns of L1, L2, L, A and R are
given in Figure 12(a) - Figure 12(e), respectively. We notice that the upper
triangular matrix R is sparser than the matrix L. We can also notice that
the sparseness of R depends on the tolerance τ . The sparsity pattern of
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Figure 7: Images of true covariance matrix Σ (a), the approximated co-
variance matrix Σ˜ (b) and and the error matrix E˜ (c) for RW1 model
the approximated precision matrix Q˜ is given in Fig 13(b). The image of
the true covariance matrices Σ, the approximated covariance matrix Σ˜,
and the error matrix E˜ are shown in Figure 14. Note that the order of
the numerical values in the error matrix is 10−5 with the given tolerance.
More simulation results for this matrix are found in Section 4.4.
4.2 Simulation results for particular precision matrices
In this section we emphasize on some particular precision matrices, namely
the precision matrices from the stochastic partial differential equations
(SPDEs) approach discussed by Lindgren et al. (2011) and Fuglstad (2011).
As pointed out by Lindgren et al. (2011) there is an explicit link between
GRFs and GMRFs through SPDEs. The important relationship which
was initially used by Lindgren et al. (2011) is that the solution x(u) to
the following SPDE is a GRF with Mate´rn covariance function,
(κ2 −∆)α/2x(s) =W(s), s ∈ Rd, α = ν + d/2, κ > 0, ν > 0, (25)
where ∆ =
∑d
i=1
∂
∂x2
i
is the Laplacian, (κ2 −∆)α/2 is a differential oper-
ator and d is the dimension of the field x(s). Fuglstad (2011) extended
this approach to construct anisotropic and inhomogeneous fields with the
SPDE
κ2(u)x(u)−∇ ·H(u)∇x(u) =W(u), (26)
28
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
(a)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
(b)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100 0
1
2
3
4
5
6
7
x 10−8
(c)
Figure 8: Images of the true covariance matrix Σ (a), the approximated
covariance matrix Σ˜ (b) and and the error matrix E˜ (c) for RW2 model
where κ andH control the local range and anisotropy, and ∇ =
(
∂
∂x ,
∂
∂y
)
.
One important difference between Lindgren et al. (2011) and Fuglstad
(2011) is that Lindgren et al. (2011) have chosen the Neumann boundary
condition but Fuglstad (2011) has chosen the periodic boundary condition.
With Neumann boundary condition the precision matrix Q1 is a band
matrix. However, the periodic boundary condition gives elements “ in the
corners” of the precision matrix. Hu et al. (2012) extended the approach
to multivariate settings by using systems of SPDEs. For more information
about the SPDE approach, We refer to Lindgren et al. (2011), Fuglstad
(2011) and Hu et al. (2012).
First, choose the precision matrix for Q1 that results from the dis-
cretization of the SPDE (25) with α = 2, d = 2 and κ = 0.3. The sparsity
pattern of Q1 is given in Figure 16(a). We still assume Q2 = I. The
sparsity patterns of L1, L2, L, A and R are given in Figure 15(a) -15(e),
respectively. We notice that the upper triangular matrix R is sparser than
the matrix L. The sparsity pattern of the approximated precision matrix
Q˜ is given in Figure 16(b). The images of the true covariance matrix Σ,
the approximated covariance matrix Σ˜ and the error matrix E˜ are shown
in Figure 17. We can notice that the elements of in the error matrix E˜
are reasonably small.
The second precision matrix for Q1 is generated from the SPDE (26)
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with κ = 0.1 and
H = 0.1 ×
(
1 0.5
0.5 1
)
.
The sparsity pattern of the precision matrix Q1 is given in Figure 19(a).
We use the same Q2 as previous examples. The sparsity patterns of L1,
L2, L, A and R are given in Figure 18(a) - Figure 18(e), respectively.
We can notice that the upper triangular matrix R is sparser than the
matrix L. The sparsity pattern of the approximated precision matrix Q˜
is given in Figure 19(b). The images of the true covariance matrix Σ, the
approximated covariance matrix Σ˜ and the error matrix E˜ are illustrated
in Figure 20. We could notice that the order of the numerical values in
the error matrix E˜ are also reasonably small in this case.
4.3 Sampling from GMRFs
In this section samples from a GMRF are obtained using the sparse upper
triangular matrices R and the Cholesky factors L for the precision ma-
trices Q. Let the precision matrix Q = Q1 +Q2, where Q1 is from the
SPDE (25) or (26), and Q2 is a diagonal matrix. The sampling is done as
follows.
• Compute the Cholesky factor L with a Cholesky factorization or
compute the sparse upper triangular matrix R from the cTIGO al-
gorithm;
• Sample z ∼ N (0, I);
• Solve the equation LTx = z or Rx = z;
• x is the sample of the GMRF with precision matrix Q or Q˜.
If the mean µ of the field is not zero, then we just need a last step x = µ+x
to correct the mean. With L the field x has the true covariance matrix Q
because
Cov(x) = Cov(L−T z) = (LLT )−1 = Q−1.
Similarly, with R the field x has the approximated covariance matrix Q˜.
Many other sampling algorithms are provided by Rue and Held (2005,
Chapter 2) for different parametrization of the GMRF. We cannot notice
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any large differences between the samples using the Cholesky factor L and
the samples using the sparse matrix R based on Figure 21 and Figure 22.
4.4 Effect of dropping tolerance
In this section we choose different values of τ in order to know the ef-
fect of dropping tolerance. We use the same kinds of structures for the
precision matrices as discussed in Section 4.1 with dropping tolerances
τ = {0, 0.000001, 0.00001, 0.0001, 0.001, 0.01}. The 1-norm for the error
matrix E = Q− Q˜ is used for the comparisons. The results are given in
Table 1 and Table 2. From these tables, we can see that as the dropping
tolerance τ becomes smaller and smaller, the error becomes smaller and
smaller. Notice that by choosing 10−5 as the dropping tolerance, the error
reaches a level acceptable in many applications. If the dropping tolerance
is equal to 0, then the error is also equal to zero which means no ele-
ment has been zeroed out during the Givens rotations and it returns the
common Cholesky factor.
Table 1: Comparisons for RW1 Model and RW2 Model
Random Walk 1
tolerance error
0.01 2.55E-04
0.001 1.66E-06
0.0001 2.13E-08
0.00001 2.50E-10
1.00E-6 2.34E-12
0 4.00E-15
Random Walk 2
tolerance error
0.01 0.33
0.001 1.80E-05
0.0001 1.48E-07
0.00001 1.07E-08
1.00E-6 2.15E-09
0 1.73E-14
5 Discussion and Conclusion
In this paper we use the cTIGO algorithm to find sparse Cholesky factors
for specifying GMRFs. Some commonly used structures of the precision
matrices and two precision matrices generated from SPDEs have been
tested. By using the incomplete orthogonal factorization with Givens ro-
tations, a sparse incomplete Cholesky factor can be found and it is usually
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Table 2: Comparisons for Poisson matrix and Toeplitz matrix
Poisson matrix
tolerance error
0.01 0.11
0.001 8.51E-03
0.0001 6.33E-04
0.00001 5.91E-05
1.00E-6 3.44E-06
0 1.49E-14
Toeplitz matrix
tolerance error
0.01 9.15E-03
0.001 9.59E-04
0.0001 7.91E-05
0.00001 8.70E-06
1.00E-6 7.19E-07
0 5.66E-15
sparser than the Cholesky factor from the standard Cholesky factorization.
The sparsity of the incomplete Cholesky factor depends on the value of
the tolerance. With a good choice for the dropping tolerance, the error be-
tween the true covariance matrix and the approximated covariance matrix
becomes negligible.
One advantage of this approach is that it is robust. It always produces
a sparse incomplete Cholesky factor. Since the algorithm works both for
square matrices and for rectangular matrices, this approach can be applied
to GMRFs conditioned on observed data or a subset of the variable. On
the negative side, it seems that our current implementation of the approach
is slow when the dimension of the matrix becomes large. We believe that
this is due to the nature of the incomplete orthogonal factorization with
dynamic dropping strategy. The orthogonal factorization is usually slower
than the Cholesky factorization. Further, Givens rotations only zero out
values to zeros one at a time. This leads to the slowness of the algorithm.
When the computation resources are limited, we might need to use the
fixed pattern dropping strategy. However, to implement a fast cTIGO
algorithm is out the scope of this paper and it is for further research.
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Figure 9: Sparsity patterns of L1 (a), L2 (b), L (c), A (d) and R (e) with
Poisson matrix
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Figure 10: Sparsity patterns for the true precision matrix Q (a) and the
approximated precision matrix Q˜ (b) with Poisson matrix
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
(a)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
(b)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100 0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
x 10−4
(c)
Figure 11: Images of true covariance matrix Σ (a), the approximated
covariance matrix Σ˜ (b), and the error matrix E˜ (c) for Poisson matrix
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Figure 12: Sparsity patterns for L1 (a), L2 (b), L (c), A (d) and R for
Toeplitz matrix.
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Figure 13: Sparsity patterns of Q (a) and Qq (b) for Toeplitz matrix.
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
(a)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
(b)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100 0
1
2
3
4
5
6
7
x 10−5
(c)
Figure 14: Images of the true covariance matrix Σ (a), the approximated
covariance matrix Σ˜ (b) and the error matrix E˜ (c) for Toeplitz matrix.
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Figure 15: Sparsity pattern for L1(a), L1(b), L1(c), A (d) and R(e) for
the random field from the SPDE (25).
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Figure 16: Sparsity patterns of Q (a) and Qq (b) for the random field
generated from the SPDE (25).
(a) (b) (c)
Figure 17: Images of the true covariance matrix Σ (a), the approxiamted
covariance matrixΣ˜ (b) and the error matrix E˜ (c) for the random field
generated from the SPDE (25).
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Figure 18: Sparsity pattern for L1(a), L1(b), L1(c), A (d) and R(e) for
the random field generated from SPDE given in (26).
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Figure 19: Sparsity patterns of Q (a) and Qq (b) for the random field
generated from SPDE given in (26).
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Figure 20: Images of the true covariance matrix Σ (a), the approxiamted
covariance matrixΣ˜ (b) and the error matrix E˜ (c) for the random field
generated from SPDE given in (26).
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Figure 21: Samples from the GMRF with the common Cholesky factor
L with (25) (a) and the upper triangular matrix R (b) from the cTIGO
algorithm.
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Figure 22: Samples from the GMRF with the common Cholesky factor
L (a) with (26) and the upper triangular matrix R (b) from the cTIGO
algorithm.
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