$\varepsilon$-KKT条件と具体例 (決定理論と最適化アルゴリズム) by 横山, 一憲 & 白石, 俊輔
Title$\varepsilon$-KKT条件と具体例 (決定理論と最適化アルゴリズム)
Author(s)横山, 一憲; 白石, 俊輔














Kuhn-Tucker ( KKT ) $\sim$
( ) KKT Slater
. , Slater




subject to $g_{\mathrm{i}}(x)\leqq 0(i=1, ..., m)$
where $f,$ $g_{\dot{*}}$ $(i=1, ..., m)$ : $\mathbb{R}^{n}arrow \mathbb{R}$ convex.
.
Assumption. $K=\{x|g:(x)\leqq 0(\mathrm{i}=1, \ldots, m)\}\neq\emptyset$ .
$f$ : $K$ .
(P) \epsilon - .
Definition 1. $\overline{x}\in K$ (P) $\epsilon$- $f(x)+\epsilon>f(\overline{x})$
for any $x\in K$ .
recession cone $\epsilon$-subdifferential .
Definition 2. [6] $C\subset \mathrm{R}^{n}$ convex set . recession cone $0^{+}C$ of
$C$ $0^{+}C=\{d\in \mathrm{R}^{n}|\forall x\in C, \forall\alpha\geqq 0, x+\alpha d\in C\}$
.
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Definition 3. [3] $h$ : $\mathbb{R}^{\mathrm{n}}arrow \mathbb{R}$ convex function . $\partial_{\epsilon}h$ (x) $h$
$x$ $\epsilon$-subdifferential [ $\partial_{\epsilon}h(x)=\{y\in \mathbb{R}^{n}|h(x’)\geqq$
$h(x)+\langle y, x’-x\rangle-\epsilon$ for any $x’\in \mathbb{R}^{n}$ } .
Strodoit et $\mathrm{a}1$ (1983) $\epsilon$- KKT
& Slater .
Assumption (CQ) (Slater ). g-(y)<0 for any $i=1,$ $\ldots,$ $m$
$y\in \mathbb{R}^{\iota}$ .
Theorem 0. [7] $\epsilon\geqq 0$ , (CQ) . , $\overline{x}\in K$ (P)
\epsilon -
$(\overline{\lambda}_{1,7}\ldots\overline{\lambda}_{m})\neq\theta,\overline{\lambda}_{i}\geqq 0(i=1, \ldots, m)$ , and $\overline{\epsilon}_{i}\geqq 0(i=0, \ldots, m)$
T
$\theta\in\partial_{\Xi_{0}}f(\overline{x})+.\cdot\sum_{=1}^{m}$ \sim \sim $\overline{\epsilon}_{\dot{\mathrm{s}}}\overline{\lambda}$ igi(j), (1)
$\sum_{\dot{*}=0}^{m}\overline{\epsilon}i-\epsilon\leqq\sum_{\dot{*}=1}^{m}\overline{\lambda}$i $g:(\overline{x})\leqq 0$ . (2)
$(\epsilon)$ -KKT (CQ), duality gap $\epsilon$
.
$\epsilon$ (CQ) $\mathrm{d}\mathrm{u}\mathrm{a}1\mathrm{i}\mathrm{t}\mathrm{y}_{-}\mathrm{g}\mathrm{a}\mathrm{p}$
Rnckafellar (1970 ) $=0$ yes no
Strodoit et al. (1983) $\geqq 0$ yes no
Yokoyama (1992)
-
$\geqq 0$ no yes
(a) $>0$ no no
(a) Strodoit et $\mathrm{a}1$ (1983) KKT $(1)(2)$
Example 0. (P) minimize $f$ (x1, $x_{2}$ ) $=e^{-x_{1}}-x_{2}$
subject to $g_{1}$ (x1f $x_{2}$) $=-x_{1}\leqq 0$ ,
$g_{2}(x_{1}, x_{2})=x_{2}^{2}\leqq 0$.
. , $f,$ $g_{1},$ $g_{2}$ , $K=\{x=(x_{1}, x_{2})|x_{1}\geqq 0,$ $x_{2}=$
$0\}$ Slater . (P) ( )
.
$\epsilon=1$ $\overline{x}=(0, \mathrm{O})\in K$ (P) \epsilon - .
$0\leqq\eta\leqq 1$
$\eta f(0,0)=\{(\xi_{1}, -1)|\xi_{1}\leqq 0(0\leqq\eta\leqq 1)\xi_{1}<0(0\leqq\eta<1)\}$ (3)
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$\partial_{\eta}(\lambda g_{2})(0,0)=\{(0, \xi)|-2\sqrt{\eta\lambda}\leqq\xi\leqq 2\sqrt{\eta\lambda}\}$
$\partial_{0}$g2 $(0_{-}, 0)=(0,0)$
. $(1)(2)$ , (1)
$(0, 0)=(\xi_{1}, -1)+(-\lambda, 0)+(0, \xi_{2})$ (4)
1. $\epsilon_{2}>0$
(2) $\epsilon_{0}\leqq\epsilon-(\epsilon_{1}+\epsilon_{2})<\epsilon=1$ , (3) $\xi_{1}<0$ ,
(4) $x_{1}$ $0=\xi_{1}-\lambda<0$ .
2. $\epsilon_{2}=0$
(4) $x_{2}$ $0=-1$ .
T .
Assumption 1. $\eta>0$ $x\in K(\eta)\cap K^{\underline{\epsilon}}$
$x’\in K$
$|f(x)-f(x’)|<\epsilon$
$K_{-}=\{x\in \mathbb{R}^{n}|g:(x)\leqq 0\},$ $K_{i}^{c}=\{x\in \mathbb{R}^{n}|g:(x)>0\}(i=$
$1,$
$\ldots,$
$m),$ $K(\eta)=$ { $x\in \mathbb{R}^{n}|$ g-(x)\leqq \eta , $i$ =1, .. ., $m$}.
Assumption 2. 2-1 $A_{\epsilon}$ : closed,
2-2 $0^{+}A_{\epsilon}\cap 0+B$ $=\{\theta\}$
$1_{\vee}$ $A_{\epsilon}=$ { $z\in \mathbb{R}^{m+1}|$ $\geqq f(x)+\epsilon,$ $Z:\geqq g:(x)(i=1,$ $\ldots,$ $m);x\in \mathbb{P}$ },
$B=\{z\in \mathbb{R}^{m+1}|z_{0}\leqq f(\overline{x}), z:\leqq 0(i=1, \ldots, m)\}$.
2 $\epsilon$-KKT
Theorem 1. $\epsilon>0,$ $\mathrm{A}$8sumption1 . $\overline{x}\in K$ (P)
$\epsilon$- $(1)(2)$ ,
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( $\overline{\lambda}_{1},$ $\ldots,\overline{\lambda}\sim\neq\theta,\overline{\lambda}_{i}\geqq 0(i=1, \ldots, m)$ , and $\overline{\epsilon}_{\dot{*}}\geqq 0(i=0, \ldots, m)$
(1) and $. \sum_{1=0}^{m}\overline{\epsilon}$i $-2 \epsilon\leqq\sum_{i=1}^{m}\overline{\lambda}$ igi $(\overline{x})\leqq 0$ .
Theorem 2. $\epsilon>0$ , Assumption 2 . $\overline{x}\in K$ (P)
$\epsilon$- $(1)(2)$ .
Example 1. (P) minimize $f(x_{1},x_{2})=2^{-x_{1}-x_{2}}$
subject to $g_{1}(x_{1}, x_{2})=|x_{1}|-x_{2}\leqq 0$ ,
$g_{2}(x_{1},x_{2})=-x_{1}+x_{2}\leqq 0$.
. , $f,$ $g_{1},$ $g_{2}$ { , $K=\{x=(x_{1}, x_{2})|x_{2}=x_{1},$ $x\geqq$
$0\}$ Slater . (P) ( )
. $\epsilon=1/2$ $\overline{x}=(1,1)\in K$ (P) \epsilon -
. Assumption 1 .
$\partial_{\eta}g$ 1 $(1, 1)$ $=$ $\{([1-\eta, 1], -1)\},$
$\partial$
\eta
$g_{2}(1,1)=\{(-1,1)\}$ for each $\eta\geqq 0$ ,




Example 2. (P) minimize $f(x_{1}, x_{2})=$ ($x_{1}^{2}+$-x:)/8
subject to $g_{1}(x_{1}, x_{2})= \max(0, |x_{1}|-x_{2})\leqq 0$ ,
$g_{2}(x_{1}, x_{2})= \max(0, -x_{1}+x_{2})\leqq 0$ .
. , $f_{t}g$1, $g_{2}$ [ , $K=\{x=(x_{1}, x_{2})|x_{2}=$
$x_{1},$ $x\geqq 0\}$ Slater . $\epsilon=1/2$
$\overline{x}=(1,1)\in K$ (P) $\epsilon$- . Assumption 2
. $\eta\geqq 0$
$\eta g1(1,1)=\{([\alpha_{1}-\eta, \alpha_{1}], -\alpha_{1})|0\leqq\alpha_{1}\leqq 1,\eta_{1}=\eta\}$ ,
$\partial_{\eta}g_{2}(1,1)=\{(-\alpha_{2}, \alpha 2)|\alpha_{2}\leqq 1, ’ =\eta\}$,
$\partial_{0}f(1,1)=\{(2/8,2/8)\}$ ,
223
, $\overline{\lambda}_{1}=1,\overline{\lambda}_{2}=1,\overline{\epsilon}_{0}=0,\overline{\epsilon}_{1}=\epsilon,\overline{\epsilon}_{2}=0,$ $\alpha_{1}=2/8,$ $\alpha_{2}=0$
0 $\in$ $\partial_{0}f(1,1)+\partial_{\epsilon}(1g_{1})(1,1)+\partial_{0}(1g_{2})(1,1)$
$=$ $\{(2/8,2/8)+(\xi, -2/8)+(0,0)|2/8-1/2 \leqq\xi\leqq 2/8\}$ ,
$\overline{\epsilon}$0 $+\overline{\epsilon}1+\overline{\epsilon}$2-g $=0\leqq 0=1g_{1}(1,1)+1g_{2}(1,1)$ .
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