One year of continuous Kepler Space Telescope data for the central object of planetary nebula NGC 6826 (KIC 12071221) were analyzed. KIC 12071221 has long-cadence light curves with stochastic brightness variations and broadband power spectra. The exception is a one-month long period during which variability was detected with a period of 14.8 hr. In search of the origin of this periodicity and in an attempt to better understand the complex NGC 6826 system, long-cadence KIC 12071221 data were analyzed using nonlinear time series methods. Nonlinear projective noise reduction from a phase-space dimension of six lowered the tail of the power spectra at the higher frequencies by factors of 38-133, an unexpected result for light curves with no obvious dominant frequencies. Even more notable is the identification of a structured distribution of trajectories, or coherence, in the reconstructed phase space for vectors spanning an interval of 1.5 hr. Organization weakens as the delay increases and is lost for phase-space vectors spanning times longer than 10 hr. This may be indicative of a binary object which shares a common envelope and/or pulsations but for a complete understanding one or both may have to be combined with wind structure. Thus, an estimate is made of the timescale of the response to what we propose is stochastic driving. This estimate of the timescale of the organized response is made by monitoring the loss of structure in the distribution of trajectories in phase space, a novel application of nonlinear methodology that may be used on data sampled with any sampling time.
INTRODUCTION
The central stars of planetary nebulae (CSPN) are a stage in the evolution of low-to-intermediate-mass stars making them relevant to our understanding of their lives. It has been known for some time that some central objects of planetary nebulae (CSPN) possess photometric variations with periods between 0.1 and 1.0 days (Miszalski et al. 2009 ). For example, groundbased observations of the CSPN of NGC 6826 (KIC 12071221) indicate variability on timescales of 3.8 ± 1.7 hr (Handler 2003) . From space, the Kepler observations show that KIC 12071221 exhibits stochastic brightness variations in its long-cadence light curve.
Binarity (DeMarco et al. 2008) , intrinsic variability (Handler 2003) , and stellar winds (Prinja et al. 2012 ) have all been proposed as causes of the variability of CSPN. These variations may be indicative of a binary in close orbit, in which the stars possess a common envelope (Iben & Livio 1993) . Because most planetary nebulae are asymmetric, it has been hypothesized that binary companions may be present in the vast majority of planetary nebulae (DeMarco et al. 2008) . 10-15% of planetary nebulae are known to have binary nuclei based on photometry. These generally have periods <3 days, although this may be due to survey bias against the longer period binaries. Most CSPN have variable radial velocities which has led to further speculation that binarity may be necessary to explain the observed phenomena in the nebulae (DeMarco et al. 2004 ). Since planetary nebulae are relatively scarce, it has been proposed that they may form only from common envelope interactions among binaries (DeMarco & Moe 2005) .
Since the temperature of KIC 12071221 puts it inside but close to the temperature boundary for stellar pulsational instabilities (Handler 2003) , this interpretation should be considered as well.
Variability in some CSPN has been attributed to variations in the strong stellar winds (Hutton & Mendez 1993) . These CSPN offer insight into the role of radiative instabilities, largescale structures, and stellar rotation over a wide range of critical length scales (Prinja et al. 2012) . The rotation period and windflow time for fixed terminal velocity are thought to both scale as stellar radius being reduced in CSPN relative to normal OB stars. The study of structure in CSPN fast winds also has relevance to studies of variable features on the stellar surface that may then propagate into the wind, such as those studied by Cantiello et al. (2009) .
Very few planetary nebulae have been identified in the Kepler Space Telescope field so far: among them are NGC 6826 and Kn 61 (Douchin et al. 2011) . NGC 6826 (with its CSPN KIC 12071221) is particularly interesting since the nebula has been the object of serious scientific study for nearly a century (Paddock 1916) . As such, KIC 12071221 could greatly contribute to our understanding of the roles that binarity and clumpy winds play in the formation and variability of CSPN.
On the one hand, binarity and winds are not necessarily mutually exclusive explanations and, if both play a role, they make CSPN and their nebulae a prime example of complex nonlinear systems. On the other hand, nonlinear time series analysis is most effective on long, continuous, low-noise light curves such as those currently being obtained by the Kepler Space Telescope. Motivated by both factors, we conducted a nonlinear time series analysis of Kepler long-cadence KIC 1271221 light curves both because of its astrophysical significance and as an example of the versatility of nonlinear methodology in search of structure in and, as an explanation of, the KIC 12071221 stochastic brightness variability in long-cadence data.
NGC 6826 with its CSPN KIC 12071221
NGC 6826, the Blinking Nebula, is a planetary nebula at a distance of 1.1 kpc (Surendiranath & Pottasch 2008) . Its central star is one of the brightest stars in any planetary nebula and has a g−r of −0.235. The nebula has an inner ring with dimensions 12. 7 × 8. 7 (Feibelman 1981) , an outer ring of 36 × 36 (Coleman et al. 1975) , and a halo with a diameter of 142 (Millikan 1974) . The inner ring is formed by a fast wind into the earlier expelled material, with a resulting hot interior bubble which pushes the older gas ahead of it to form a bright rim. Its O3f (H) spectral-type central star has an effective temperature of 50,000 K. It has a v mag of 10.41 with variability on timescales of 3.8 ± 1.7 hours reported from ground-based observations (Handler 2003) . A distinctive feature of NGC 6826 is two bright fast low-ionization emission regions (FlIERs) on either side. The two bright FLIERs appear to be relatively young, moving outward at supersonic speeds. Their shapes suggest that they are stationary, and that material ejected from the star flows past them as fast winds. These star winds are known to be clumpy, with clumps in size on the order of 10 13 cm. Terminal velocities of the winds have been estimated to be in the range of a thousand km s −1 (Heap 1979 ).
The Kepler Space Telescope as a Source of Variable-star Data
Launched in 2009, The Kepler Space Telescope was designed to detect extrasolar Earth-like planets using the transit method. With Kepler's large 105 deg 2 field, it is able to continuously monitor the brightness of nearly 200,000 stars Koch et al. 2010 ). Kepler's observations are subdivided temporally into quarters. Two binning modes are available: "long cadence" (LC) with 30 minute bins and "short cadence" (SC) with one-minute bins.
In addition to the search for planets, the Kepler Space Telescope data have been useful for studying variable stars, a significant number of which are captured in Kepler's field of view. Because the Kepler data are continuous, nonlinear time series analysis, a powerful technique for gathering information about the interiors of stars, can be used. Because the frequency of acoustic waves depends on the speed of sound, physical properties of the interior of a star can be determined. As examples, Bedding et al. (2010) found oscillations in G and K giant stars. Similar oscillations were found in giant stars in clusters by Stello et al. (2010) . Several studies have used Kepler data for compact pulsators. Reed et al. (2010) discovered pulsations in five hot sub-dwarf stars. The objects had both longperiod pulsations, ranging from 1 to 4.5 hr associated with g modes, short-period pulsations ranging 2 to 5 m associated with p-modes and others with periods between 15 and 45 m. Similar g-mode pulsations were seen on two hot sub-dwarf B stars in short-term binaries .
The photometric precision for the telescope is ∼50 parts per million for a Kp = 12 mag G2V star when integrating for 30 minutes. The phase-space portrait of a uniformly sampled time series can be obtained using time-delay phase-space reconstruction. "Phase space" is a space in which all possible states of a system are represented by a unique point. Each degree of freedom of the system is an axis in this multidimensional space. Plotting states in this way can represent the system's evolution over time as well. A phase-space portrait may be obtained The dimension m is obtained using the method of false nearest neighbors (Abarbanel & Kennel 1993) . The minimal optimal dimension is found by embedding in a succession of ever-higher dimensions. The distance between near neighbors is monitored as the dimension is increased. When the distance between neighbors does not change significantly in the nexthigher dimension, the minimal embedding dimension has been reached. Thus, for a light curve, a scalar string of values yields a multidimensional geometrical object in the reconstructed phase space in which all the axes represent power. The dimension of the phase space is related to the number of variables needed to model the observed dynamics (Sprott 1994) . However, because no straightforward way exists at this time to visually inspect a phase-space portrait in more than four dimensions, three plus an extra dimension if we use Poincaré sections, by default the embedding dimension is chosen to be three. In the case of the light curve discussed here, this proved a satisfactory choice due to the two-dimensionality of the obtained portrait.
The delay d is chosen so that, when no noise is present, in phase space, as in Cartesian space, the coordinate axes are independent. For real data, in the presence of noise, this requirement has to be relaxed to "as independent as possible." For linear systems, the autocorrelation function may be used to estimate how correlated measurements of the same quantity are at different points in time. For nonlinear systems, the information-theory analog of the autocorrelation function, the average mutual information (AMI), is a better indicator of independence (Fraser & Swinney 1986 ). The time delay d for a light curve s sampled with a bin size t is chosen at a minimum of the AMI:
This ensures the highest degree of coordinate independence possible. This time delay d is equal to an integer number of sampling intervals. Vectors in the reconstructed phase space span a time of m * d. Appropriate observables are those variables that couple the active degrees of freedom such as power or brightness (Schreiber 1999 ).
Local Nonlinear Projective Noise Reduction
In nonlinear local projective noise reduction (henceforth referred to as "nonlinear noise reduction") noise is reduced in phase space (Grassberger et al. 1993) . If, in the absence of noise, the phase-space portrait lies on a surface, when noise is present, it takes points off this surface (Figure 1 ). If the surface can be identified, then local orthogonal projection onto the surface may be used to reduce noise. When significant noise is present, it may be necessary to overembed into a dimension higher than that required to accommodate the noise-less trajectory. Once a portrait is obtained, noise reduction is iterative and is repeated until the average shift of the data and the average rms correction stop decreasing and plateau (Hegger et al. 1999 ). Since noise is reduced in phase space, it can be thought of as amplitude filtering. Once the noise is reduced, the data can be analyzed using standard methodology. The method is currently limited to continuous data, though strides have been made to extend it to non-uniformly sampled data (Huke & Broomhead 2007) .
PG1351 + 489: Efficient Nonlinear Noise Reduction with a Strong Fundamental and Harmonics
An example of the power of nonlinear noise reduction for white dwarf PG 1351+489 can be found in Jevtic et al. (2005) . The power spectrum for an 11 hr section of its light curve is shown in Figure 2 (gray, upper spectrum).
Prior to nonlinear noise reduction, a strong fundamental and three higher harmonics could easily be identified in the gray spectrum in Figure 2 . The power spectrum after nonlinear noise reduction shown in black in Figure 2 is observably lower at the higher frequencies. The number of identifiable lines in the power spectrum for 11 hr of data with nonlinear noise reduction is comparable to that in the power spectrum for ∼84 hr of data with no nonlinear noise reduction.
The ease of identification of the surface to which data points are projected is illustrated in the inset in Figure 2 . Nonlinear projective noise reduction may be thought of as amplitude filtering in phase space since it consists of ironing off the "bumps" that are the result of points being taken off the trajectory by noise.
KEPLER SPACE TELESCOPE OBSERVATIONS OF KIC 12071221
In this paper, we report on results of nonlinear time series analysis of the long-cadence (∼30 minute binned) light curve of Kepler Input Catalog (KIC) 12071221 which has been classified as a compact pulsator, the central object of NGC 6826. As a pulsating PN central star, an object on its way across the Hertzsprung-Russell diagram, it has strong variable winds on timescales of a day or less (Mendez et al. 1990; Handler 2003) .
The sections of the LC data analyzed during the four quarters, Q1 through Q4, using time-delay phase-space reconstruction are listed in Table 1 . The light-curve data were pre-processed by the CAL pipeline module (Jenkins et al. 2010) .
The first quarter (Q1) corrected-flux long-cadence (LC) light curve of KIC 12071221 in Figure 3 is for truncated barycentric Julian dates (BJD) 54964.5109308 to 54997.9822574 (2009 May 13-June 15). The average raw flux for KIC 12071221 is ∼3.045 × 10 9 with a flux error of ∼6 × 10 4 . These flux errors are too small to indicate on the graph. The amplitude of the variation is 10 7 or < 10 mmag. No periodicities are readily observable. This light curve is representative of all the analyzed continuous sections of the light curves for the four quarters.
NONLINEAR ANALYSIS PROCEDURE

Testing for Nonlinearity and Chaos
Before embarking on a nonlinear analysis, the data are tested for nonlinearity to justify the use of such advanced techniques. The method of surrogate data has become an often-used method for this. However, while it is meant to provide a statistically rigorous framework, some limitations exist to its use (Schreiber & Schmitz 2000) . One of the requirements is that the time series exhibits the whole range of possible variability under study.
When the method of surrogate data was used on the Q1 light curve, the outcome was inconclusive for a reasonable number of surrogates. In view of the fact that the four quarters have unique features, this may indicate that a single quarter is not representative of all the variability. However, the more traditional method of the lagged scatter plot supports the contention that the data are nonlinear.
The correlation dimension (d2) that is used to search for chaotic behavior was obtained for Q1 for both the raw and noisereduced data. The raw data d2 curves for a range of embedding dimensions from 1 to 10 were white-noise like. The Q1 noisereduced data showed a flattening of these curves at a dimension slightly higher than 4. At this time, it is unclear whether this is an indication of chaotic behavior or the result of the noise reduction.
Choice of Time Delay for Phase-space Portrait
The information-theory analog of the autocorrelation function, AMI, is used to select the time delay d for the phasespace reconstruction of data generated by nonlinear systems. The first and global-minima time delays are both considered good choices. If a shorter delay than d indicated by AMI is chosen, then temporal correlations dominate. If the delay is too long, then all correlation is lost. This distinction will be used to estimate the timescale of the structured quasi-parallel distribution of the trajectories in the reconstructed phase space obtained in this work, where time is quantified by the product of the dimension and the delay.
The minima of the AMI for the four quarters of long-cadence KIC 12071221 data all indicated a global time delay of seven and a local time delay of three (Figure 4) . A white-noise signal results in an optimal time delay of one. The global delay of seven and the local delay of three were the first indication that the KIC 12071221 data warranted further analysis. However, currently, it is still hard to define a level of significance for the AMI. The autocorrelation function for Q1 had discernible structure with period-like behavior above the 95% significance level. 
Nonlinear Local Projective Noise Reduction Procedure
Our approach was to use the nonlinear local projective noise reduction that is part of the nonlinear time-series toolkit initially developed for chaotic systems (Takens-Mane 1981), for the general category of nonlinear systems. One problem with nonlinear noise reduction is that ". . .no clear-cut criterion for the amount of noise to be subtracted can be given" (Grassberger et al. 1993 ). However, to protect against spurious results during the analysis of KIC 12071221 light curves, some practical guidelines were used that work for lowering noise on long low-noise time series such as those from the Kepler Space Telescope. During noise reduction, the delay time was optimally set to unity (Schreiber 1999) . The dimension for the manifold to project to was both two and three, with the projection into two dimensions being insignificantly different from that into three. The noise amplitude to be removed can be selected to some degree by the choice of the neighborhood size. To allow for a clear separation of noise and signal directions locally, neighborhoods should be at least as large as the noise level. For small initial noise levels, it is recommended that a minimal number of neighbors be specified in order to permit stable linearizations. In our analysis, we used the default value of 1/1000 of the data range which is considerably larger than the error of 6 × 10 4 on an average value of 3 × 10 9 and the reported upper limit for noise of 2 μmag (L. A. Balona 2010, private communication). In our analysis, a slight increase in the number of neighbors resulted in a smoother trajectory indicating that there is a surface on which the representation lies that is defined by a longer term periodicity.
Because most of the noise reduction happens within the first one to three iterations and after that the phase space itself is squeezed, the rms correction and average shift are monitored and noise reduction is stopped as soon as they stop decreasing substantially. Moreover, the correction has to decrease at a rate that is greater than a general shrinking of the point set such as can be seen for white noise. Otherwise, there is no convergence toward a genuine low-dimensional manifold (Hegger et al. 1999 ). In our case, this occurred for more than four iterations.
COMPARISON OF POWER SPECTRA WITHOUT AND AFTER NONLINEAR NOISE REDUCTION
An initial inspection of the long-cadence light curve of KIC 12071221 for Quarter 1 gave no indication that nonlinear projective noise reduction would be effective in lowering the noise tail in the power spectrum. However, overembedding into a dimension of six, with four iterations into both two and three dimensions resulted in an unexpected noise reduction of a factor of 38 (Table 1) for Q1. As a result, nonlinear noise reduction was used on the longest comparable continuous sections in all four quarters as indicated in Table 1 .
The prior-to-noise-reduction power spectra of all four quarters looked noise-like, though slight differences can be observed ( Figure 5 in gray in log scale). For example, lines at 9.375 μHz and at 18.75 μHz that appeared in Quarter 2 did not persist through Quarters 3 and 4. It is of note that the amplitudes of these lines in Quarter 2 are at least three times greater than the power in any form for the other quarters ( Figure 6 in linear scale). Though central stars of pre-planetary nebulae and CSPN are known to be highly variable (Bond et al. 1996) , an alternative explanation is that during Q1 and Q3 to Q4 the star was occluded by a clump in the stellar wind. Stellar winds can be clumpy with clumps ranging in size to 10 11 m. Another possible explanation is that the line is due to a binary central star of which one of the stars is variable and not due to NGC 6826-caused variability (Douchin et al. 2011) . Because the number of pixels dedicated to KIC 12071221 changes from quarter to quarter as the target is observed by different modules, a closer inspection indicated that if it is a binary, then it is a close binary. In addition, in Q3, there is a prominent line at 65.444 μHz (∼7 × 9.375 μHz) that only appears during that quarter.
The power spectra for KIC 12071221 (gray) for quarters Q1 through Q4 prior to noise reduction and the unexpectedly efficiently nonlinear noise-reduced (black) power spectra are compared in Figure 5 . The high-frequency noise tails have been lowered by factors ranging from 38 to 133 (Table 1 ). An estimate is also given in Table 1 of the frequencies of the onset of slope change due to nonlinear noise reduction.
NONLINEAR ANALYSIS OF NOISE-REDUCED DATA
Phase-space Portrait
The choice of dimension m is also limited by practical considerations of data sample length. For the light curves analyzed, this makes seven the greatest dimension practical. Thus, this was the dimension that the data were overembedded into for noise reduction. The unexpected flatness of the noise reduced trajectories when projecting into both two and three dimensions, to be discussed below, precluded the need for embedding into spaces with dimensions greater than three.
The three-dimensional time-delay phase-space reconstruction of the long-cadence Quarter 1 noise-reduced data for a delay of one sampling unit (∼30 minutes) is shown in Figure 7 . For this delay, the phase-space vectors span an interval of ∼1.5 hr.
Two aspects of this phase-space portrait are unexpected and unique. First, for a delay of one, which is shorter than both the local minimum of three (×0.5 hr) and the global minimum at seven (× 0.5 hr), one expects a line of points along the octant diagonal. Instead, a two-dimensional phase-space portrait is obtained with considerable spreading in the plane of the reconstruction. In the absence of low-frequency noise, such a spread indicates that the sampling time is too long to adequately capture the complexity of the system. Thus, because the trajectory obtained for a long-enough sampling time should be smooth, the "section-like" trajectory in Figure 7 supports the conclusion that a shorter sampling time is needed. Nonlinear noise reduction can Figure 5 . KIC 12071221 power spectra before (gray) and after (black) nonlinear noise reduction (in lin-log scale) of long-cadence data for sections in Quarters 1 through 4, as listed in Table 1. be thought of as amplitude filtering or "ironing out the bumps" so that the survival of the "section-like" trajectory in Figure 7 after noise reduction is also indicative of too long a sampling time.
Second, and even more notable, is that an unexpected structured distribution of quasi-parallel trajectories, with the trajectories visiting similar regions of phase space, may be observed in Figure 7 . A closer examination of Figure 7 shows that the trajectories encounter a "kick" perturbation and that after these kicks the trajectory resets as nearly as possible. Since the perturbation happens almost every circuit and sometimes in the same phase-space neighborhood, one possible interpretation is that this is the result of a significant degree of stochastic driving.
Loss of Organization for Greater Delays
The unexpected structured distribution of trajectories in the reconstructed phase space observed in Figure 7 prompted the reconstruction of the phase-space portrait for both the first local minimum value of AMI of d = 3 and the global minimum value of d = 7. The three-dimensional portrait for the AMI first-localminimum time delay of 3 for which vectors span a time of 4.5 hr is shown in Figure 8 . The phase-space portrait is no longer two dimensional, although some degree of organization can still be observed.
All structure is lost for a delay of 7 corresponding to phasespace vectors that span 10.5 hr (Figure 9 ).
Comparison of the Phase-space Portraits for Q1
through Q4 for d = 1, 3, and 7 In view of the appearance of the light curves and their noisy power spectra, the portraits for Q1 through Q4 are not identical. However, all four quarters exhibit a significant degree of structure in the distribution of trajectories in the reconstructed phase space for a delay d = 1, loss of organization for a delay d = 3 and a whitenoise like signature for a delay of d = 7. Both SOC pipeline corrected and uncorrected data are used (Garcia et al. 2011) . Corrected data were used for the analyses of Q1 and of Q4. For comparison purposes, uncorrected data were used for Q2 and Q3 (Figure 10 ). The expected result of the removal of trends in the corrected data was less of a "slide" of the trajectories. time, the focus has shifted to using it for the more general category of nonlinear systems, as in this work. An example of its use to lower noise can be found in Jevtic et al. (2005) . Noise reduction, in effect, extends the reach of observations, or conversely, shortens observation time. The availability of long, low-noise, continuous Kepler Space Telescope data has allowed the exploration of other applications (Jevtic et al. 2011 ) such as the one discussed here. Estimating the time of "coherence" for an undoubtedly complex system in terms of the time spanned by phase-space vectors is a novel application of the methodology. It allows us to access information on sampling timescales which is otherwise difficult to do. It can also be used to study sparsely but uniformly sampled light curves with longer sampling times than those discussed here.
Sampling Time
A phase-space reconstruction itself can indicate whether the sampling time has been chosen so as to ensure access to all of the complexity. If the sampling time is too short, then the shortest delay, a delay of one, will result in a representation that reduces to a diagonal in phase space. If the sampling time is too long, then even the shortest delay will result in an unfolded white noiselike phase-space portrait because the vector components are uncorrelated. In the case of KIC 12071221, the sampling time of ∼30 minutes is too long to yield comprehensive information about the target. Initial analysis of new short-cadence data confirms this and will be the topic of a future article.
Nonlinear Noise Reduction
Efficient nonlinear noise reduction for the KIC 12071221 light curve was unexpected. Nonlinear projective noise reduction relies on the identification of a surface the trajectory lies on. Points that have been jostled off the trajectory by noise are returned to this surface. For the case of KIC 012071221 and its noisy power spectrum and a two-dimensional phase-space portrait, nonlinear noise reduction gains in efficiency when the number of neighboring points is increased, implying a longerterm periodicity. For the development of a curved surface with the inclusion of more and more frequencies in the power spectrum, please refer to Jevtic et al. (2005) .
"Coherence" of Trajectories in Reconstructed Phase Space
For the shortest possible delay of one sampling unit (∼0.5 hr), the KIC 12071221 phase-space portraits for all four quarters are two dimensional. (See inset in Figure 7 .) For these phase-space portraits, unexpected organization of trajectories was observed. For times on the order of 1.5 hr, the response to driving results in trajectories that are quasi-parallel (Figures 7 and 10 ). This is in general agreement with the results reported in Handler (2003) where a period of 3.8 ± 1.7 hr was reported.
When the delay is increased to 3 sampling units with the vectors spanning 4.5 hr, the phase-space portrait is no longer two-dimensional, although some parallel trajectories can still be observed. The frequency corresponding to three times the sampling time is still in the noise tail after nonlinear noise reduction. If the delay is further increased to 7 sampling times, with the phase-space vectors now spanning 10.5 hr, then the phase-space portrait corresponds to that of white noise. Thus, nonlinear time series analysis yields an estimate of the timescale of the response to the stochastic driving via the structure of trajectories in the reconstructed phase space. 
Conclusions
The line appearing at 18.75 μHz, corresponds to a period of 14.8 hr, which is typical of the variations found in planetary nebulae in which it is suspected that there is a binary central object consisting of a low-mass main-sequence companion to the compact object with the objects sharing an envelope (Douchin et al. 2011) .
While the phase-space portraits are similar at different times, the 18.75 mHz line does not persist. Thus, a combination of Figure 10 . Comparison of the portraits for Quarters 2 through 4 for delay 1, 3, and 7. Corrected data were used for Q1 in Figures 5, 6 , and 7 and for Q4 above, while for comparison, uncorrected data were used in Q2 and Q3. binarity and/or intrinsic variability and variable winds with occlusion by clumps in the stellar wind may be required to explain the observations.
The observation of two-dimensional coherence of trajectories in the reconstructed phase space at short times on the order of 1.5 hr may be interpreted to indicate a two-dimensional response to stochastically induced organization over short times. The alternative interpretation that the Hamiltonian of the system for short times has coupled degrees of freedom that reduce the number of variables to two, though attractive, at this time cannot be tested.
Trajectory "coherence" is lost as the delay grows, i.e., more degrees of freedom are needed as the phase-space portrait "unfolds." One possible explanation is a combination of pulsations of the star and modulation related to interaction with a close companion. It may also be indicative of a disk. If wind is folded into the process, this methodology can be used to estimate the time scale of stochastically induced ordered behavior that may be traced back to variable features on the stellar surface of the star that then propagate into the wind (Prinja et al. 2012) .
The above conclusions are based on information that nonlinear time series analysis on the noise-reduced light curves yields in a straightforward and efficient manner and are difficult to obtain by other, more classical methods. This analysis can also be used for uniformly sampled data with any length sampling bins.
