An analytical approach to convolution of functions, which appear in perturbative calculations, is discussed. An extended list of integrals is presented.
Introduction
There are many situations, where one can describe a certain probability distribution of a complicated process in a form of a conditional probability involving two or more subprocesses. Typically in quantum physics, a factorization of sub-processes occurs due to the presence of a small (or large) parameter, which allows to suppress the interference of amplitudes, describing different sub-processes. We will consider the dependence on one continuous variable 0 ≤ x ≤ 1, and assume that the conditional probability can be presented as a convolution of the corresponding distributions for the sub-processes. In particular, convolution appear in the so-called evolution equations, arising in the renormalization group approach.
Quite often the convolution is performed by using the Mellin transformation. This approach is very transparent and powerful. On the other hand, it requires more steps (direct and inverse transformations) and involves a considerable number of auxiliary functions in the moment space. Moreover, in a realistic application, one might be interested to change the limits of convolution integrals to separate a certain contribution with a particular physical meaning.
Here I am going to discuss the direct analytical convolution, which is known to work well with a rather wide class of functions, which appear in perturbative calculations. The paper is organized as follows. In the next section I introduce the notation. The tables of convolution integrals of singular and non-singular functions are given in Sect. 3 and Sect. 4, respectively. Possible applications of the Tables are discussed in Conclusions. Properties of polylogarithmic functions are sketched in Appendixes.
Preliminaries
Let us consider two functions f (x) and g(y), defined on the interval 0 ≤ x, y ≤ 1. Their convolution is given by
Sometimes we need to perform a convolution of special functions. In particular, functions with the so-called plus prescription can be used. The prescription regularizes a pole singularity at x = 1. It is defined as follows:
Integrals of functions, which have poles at x = z or x = 1, are divergent. They can be regularized by introducing a small auxiliary parameter ∆ ≪ 1. In the final result of a particular calculation, one has than look for the cancellation of the parameter between different contributions. The parameter can get also a physical meaning as a separator between soft and hard radiation. There is a one-to-one correspondence between the ∆-regularization and the plus prescription. In fact, the following definition is equivalent to the prescription (2):
We will call f ∆ and f Θ (x) as the δ-part and the Θ-part of the special function f (x). The above realization of the plus prescription is convenient in analytical calculations and especially in numerical computations, where the direct implementation of Eq. (2) is problematic. In what follows we will systematically use ∆-regularization for divergent integrals, keeping in mind that the cancellation of the parameter will happen after summing with the corresponding contribution of the δ-part of the relevant functions as in Eq. (3).
To define the δ-part for a given function, one requires a table of definite integrals over the interval 0 < x < 1 − ∆ or 0 < x < 1 for non-singular functions. They can be found in numerous sources (see, for instance, Ref. [3] ).
A convolution of two singular functions regularized by the plus prescription can be represented as
3 Integrals of singular functions
In the above integrals I omitted terms, which are vanishing in the limit ∆ → 0.
Integrals of non-singular functions
1 z dx ln 3 x = −z ln 3 z + 3z ln 2 z − 6z ln z + 6z − 6, 
By means of identical relations (see Appendix B) we reduce the arguments of the polylog-arithm functions to (1 − x). On the right hand side of the integrals we perform the same reduction of arguments. It's worth to note, that there are certain physical arguments in favor of the (1 − x) argument with respect to the simple x. Namely, the point x = 1 corresponds usually to a singularity of a fragmentation or structure function, remind e.g. the common lowest order splitting function
consider only the real part of the corresponding functions):
Li 3 (z) ≡ S 2,1 (z) = 
