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Abstract. Electron-positron pair production is considered for many-center systems
with multiple bare nuclei immersed in a constant electric field. It is shown that
there are two distinct regimes where the pair production rate is enhanced. At
small interatomic distance, the effective charge of the nuclei approaches the critical
charge where the ground state dives into the negative continuum. This facilitates the
transition from the negative to the positive energy states, which in turns, increases
the pair production rate. At larger atomic distance, the enhancement is due to the
crossing of resonances and the pair production proceeds by the Resonantly Enhanced
Pair Production (REPP) mechanism. These processes are studied within a simple
one-dimensional model. A numerical method is developed to evaluate the transmission
coefficient in relativistic quantum mechanics, which is required in the calculation of
the pair production rate. The latter is evaluated for systems with many (up to five)
nuclei. It is shown that the production rate for many-center systems can reach a few
orders of magnitude above Schwinger’s tunnelling result in a static field.
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1. Introduction
In the last few years, there has been a surge of interests for Schwinger’s mechanism and
its variants, motivated mostly by new technological advances in laser physics, which will
allow to reach electromagnetic field intensities exceeding I ∼ 1023 W/cm2 in the near
future [1]. At these intensity levels, relativistic effects start to be important [2] and new
Quantum Electrodynamical effects, such as vacuum polarization and the production
of electron-positron pairs, may be observed [3]. In particular, there is a possibility of
ar
X
iv
:1
30
5.
56
00
v1
  [
qu
an
t-p
h]
  2
4 M
ay
 20
13
Enhanced Schwinger’s pair production 2
studying Schwinger’s process, which has eluded experimental confirmation for the last
fifty years.
Schwinger’s mechanism concerns pair production from a constant electric field [4]:
in the Dirac interpretation, this is understood as a tunnelling process for an electron in
the negative energy sea to a positive energy state. The probability to produce a pair is
then given by [4, 5]
PS ∼ e−
pim2c4
c|e|~E , (1)
where m is the electron mass, c the speed of light, |e| the absolute value of the electron
charge and E the electric field strength. Thus, it can be concluded that there is an
important amount of pairs produced when PS ∼ 1, which occurs when the electric field
reaches Schwinger’s electric field strength given by
ES =
m2c3
e~
≈ 1.3× 1018 V/m. (2)
Although the field strengths attained in the new ultra-intense laser regime are still
far from Schwinger’s “critical” field strength ES (corresponding to an intensity of
I ≈ 2.24×1029 W/cm2), it may still be possible to observe this Quantum Electrodynamic
effect by using other external field configurations.
To reach this goal, many scenarios has been studied such as counterpropagating
lasers [6, 7, 8, 9], counterpropagating lasers with space dependence [10], the interaction
of laser field with heavy nuclei [11, 12, 13, 14, 15, 16] and the combination of rapidly and
slowly varying fields [17, 18]. The effect of the temporal laser pulse shape has also been
investigated [19, 20, 21]. Most of these ideas take advantage of some of the following
effects:
• Time-dependence of the laser field, which effectively shift energy levels by ~ω (where
ω is the laser frequency).
• The presence of a nucleus, which has a ground state at lower energy level than in
vacuum.
• Volume effects: in a laser field, pairs are produced in a bulk. Thus the small
production rate (per unit volume) can be compensated by a large enough volume.
• Cascading effects: once a pair is created (seed), the electron and positron can emit
hard or virtual photons which can decay into other pairs.
Another important mechanism is the so-called trident process where an incident electron
is propagated through the strong field and emits a virtual photon [22]. The latter then
decays into an electron-positron pair. This was used in the celebrated SLAC experiment
to produce an observable number of pairs in the collision of an electron with a laser pulse
[23].
In this article, electron-pair production from a many-center system immersed in
a constant electric field is considered. More precisely, the system is composed of fully
ionized atomic nuclei while the electric field could be supplied by a slowly varying
(low frequency) counterpropagating laser field [24, 25] (non-adiabatic effect are ignored,
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although they may be included as in [26]). Both the nuclei and laser field are treated in
the external field approximation and are described by a classical field, which is allowed
when the number of photons is large such that quantum fluctuations can be neglected.
The main result of this article is that when many nuclei are considered, there are two
distinct regimes where the production of pairs is enhanced, in comparison to Schwinger’s
process:
• Small interatomic distance: the production of pair proceeds by the Effective Charge
Enhancement Pair Production (ECEPP) process.
• Larger interatomic distance: the production of pair proceeds by the Resonantly
Enhanced Pair Production (REPP) process [27, 28].
Both of these mechanisms are described in more details in Section 2. They are studied
theoretically in a one-dimensional model where the nuclei are represented by delta
function potential wells. This model is very simple but it contains the main physical
features required to understand the variations in the pair production rate. Other 1-
D models have been considered in the literature [21, 29, 20, 30] while an analytical
approach to the relativistic ionization of a 3D two-center system can be found in [31].
This article is organized as follows. In Section 2, we present the two mechanisms
(REPP and ECEPP) in details. In Section 3, the procedure to evaluate the pair
production rate in inhomogeneous strong external field is described. The model used
to characterize the nuclei is given in Section 4. The numerical method used to solve
the Dirac equation and the transmission-reflection problem is presented in Section 5.
Numerical results concerning the position of resonances and the pair production rate in
many-center systems can be found in Section 6. We conclude in Section 7. Also, units
in which ~ = c = m = 1 (where m is the electron mass) and e =
√
α are utilized in most
numerical calculations. In this case, the unit length is lu = ~/(mc) ∼ 3.86159×10−13 m
(0.386 pm) while the unit time is tu = ~/(mc2) ∼ 1.2880885 × 10−21 s (1.288 zs), as
compared to atomic units: la.u. = 0.052 nm and ta.u. = 24× 10−18 s (24 as).
2. Two mechanisms
In this section, the two mechanisms by which pair production is enhanced in many-center
systems are described. It should also be noted that similar ideas, for the one-center
system ECEPP, were given in [15].
2.1. REPP
The REPP mechanism [27] is very similar to Charge Resonance Enhanced Ionization
(CREI), which describes the non-relativistic non-perturbative ionization of diatomic
molecules [32, 24]. It proceeds when resonances from the negative energy states crosses
with resonances from the positive energy states: at the crossing, a transition between
them is possible and this enhances pair production. It was shown in [33] for the two-
center case that the resonances in the negative energy states, which are related to the
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(a) (b)
Figure 1: Description of the (a) REPP and (b) ECEPP mechanisms for the two-center
system. The dark gray regions are the position of resonances, which have a high density
of states, while the light gray regions correspond to accessible energies which have a
lower density of state. In (a), the interatomic distance is large and the ground and first
excited states are quasi-degenerate. These two states are Stark shifted in the presence
of the field. In (b), the interatomic distance is small such that the ground state has a
low energy, close to −mc2. In that limit, the Stark shift is less important than for large
R.
backscattering on the potential wells, are Stark shifted to higher energies as the electric
field and the interatomic distance are increased. On the other hand, it is well-known that
the ground state and the first excited state resonances, at large interatomic distance,
are Stark-shifted by ∆E ∼ ∓RF/2 (for the case of two nuclei). They also gain an
imaginary part because in the electric field, they become unstable resonances coupled
to the continuum. Thus, for large enough R and F , the ground state resonance can
cross with negative energy resonances. Therefore, REPP is important at the interatomic
distance and field strength where this crossing occurs, resulting in a peak in the pair
production rate (this will be shown explicitly in the next sections). The REPP is
illustrated in Fig. 1.
2.2. ECEPP
The second mechanism occurs at small interatomic distance, when the nuclei are close to
each other. In this case, without the constant electric field, the ground state approaches
−mc2 due to the increasing effective charge which becomes Zeff ≈ NZ (for Z the
electric charge of one nucleus and N the number of nuclei). It is well-known that when
Zeff ≥ Zcrit, where Zcrit is the critical charge where the ground state energy reaches
E1s = −mc2, pair production starts to be possible. This pair creation mechanism
was studied extensively in relativistic heavy ion collisions [34, 35] and was detected
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experimentally [36, 37, 38]. When the electric field is turned on, the energy shift of
the ground state resonance (the ground state becomes an unstable state in the electric
field) is unimportant because in that regime, the Coulomb potential dominates over the
Stark shift. However, because the effective charge approaches the critical value and the
ground state is closer to −mc2, it is easier for an electron of the negative energy states
to tunnel to positive energy states via the ground state. Therefore, the presence of the
electric field allows pair production even if the effective charge does not reach the critical
value where the ground state dives into the negative energy continuum. Moreover, the
presence of the ground state resonance facilitates the tunnelling effect and this enhances
pair production. Finally, the electric field reduces the Pauli blocking in the ground state
because the latter can be ionized. After ionization, another electron can tunnel from
the negative energy states, creating a flux of electron and positron moving in opposite
direction. The ECCEPP mechanism is depicted in Fig. 1.
3. Pair production rate
The rate of producing electron-positron pairs from a time-dependent strong external
field is an observable that has been studied extensively for many applications since the
pioneering work of Nishikov [39]. Starting from the definition of the average number
of pairs produced, which is given by 〈n〉 = ∑n nPn, where Pn is the probability of
producing n pairs, and assuming the external field vanishes asymptotically at times
t = ±∞, there exists a direct link between the retarded solution of the Dirac equation
(including the external field) and 〈n〉 [40, 41]. To obtain 〈n〉 explicitly, it is required
that all negative energy states are propagated in time and are projected over all positive
energy states.
In the case of a time-independent external field, a similar reasoning can be used.
First, the governing equation is the following Dirac equation (in 1-D):
Eψ(x) =
[−icα∂x + βmc2 + V (x) + A0(x)]ψ(x), x ∈ R, (3)
where ψ is a bi-spinor, V is the potential of the nuclei, A0(x) is the potential of the laser
field, m is the electron mass and E is the energy. The Dirac matrices are given by the
following representation:
α = σz and β = σx, (4)
where σx,y,z are the usual Pauli matrices. This representation is convenient as it
yields simple equations. It can be shown easily that they obey the appropriate
anticommutation relations.
To relate pair production to a solution of this equation, one assumes the vanishing
of the field at x = ±∞ (thus, we have V (x) x→±∞−−−−→ 0 and A0(x) x→±∞−−−−→ C, with C
a constant). Then, it is possible to define “asymptotic states” at x = ∓∞: in these
regions, the particles are free and there is an unambiguous separation between the
negative and positive energy solutions. Using this field configuration, it can be shown
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that the production rate (per unit volume and time t) is given by [42, 43, 44, 45, 46]
d〈n〉
dtdE
=
1
2pi
|A(E)|2, E ∈ ΩKlein, (5)
d〈n〉
dt
=
1
2pi
∫
ΩKlein
dE|A(E)|2, (6)
where A is the coefficient of the positive energy solution propagating towards x = +∞,
at the right of the potential (see Fig. 2). The energy E is in the Klein region ΩKlein
where a transition from a negative to a positive energy state is possible (the blue region
in Fig. 2). Thus, the calculation of pair production reduces to a transmission-reflection
problem where the incident, reflected and transmitted waves are given respectively by:
ψinc.(x) = v(p)e
ip(E)x x ∈ (∞,−L],
ψref.(x) = Bv(−p)e−ip(E)x x ∈ (∞,−L],
ψtrans.(x) = Au(k)e
ik(E)x x ∈ [L,∞),
(7)
where we assume that the external field is non-zero only for x ∈ (−L,L). Here, p, k
are plane wave momenta while u, v are the positive and negative energy free spinors:
their explicit expression will be given below as their explicit expression depends on the
external field considered.
To solve the transmission-reflection problem, the continuity of the wave function at
x = ±L is imposed. Then, we obtain the following system of equation:
v(p)eipL +Bv(−p)e−ipL = ψ(−L), (8)
ψ(L) = Au(k)eikL. (9)
where ψ(x) is the solution of the Dirac equation for x ∈ [−L,L]. These conditions allows
to determine the transmission coefficient A once the wave function ψ is determined.
However, for numerical computations, it is actually more convenient to write the last
equations as
v(p)eipL +Bv(−p)e−ipL
A
= ψ˜(−L), (10)
ψ˜(L) = u(k)eikL, (11)
where we defined ψ˜ := ψ/A. Thus, the RHS of Eq. (11) can be used as an initial
condition. Then, the transmission coefficient will be given by
A(E) =
v2(−p)v1(p)− v1(−p)v2(p)
v2(−p)ψ˜1(−L)− v1(−p)ψ˜2(−L)
e2ipL (12)
The numerical determination of ψ˜ is the subject of Section 5.
4. Simple model
To have an accurate approximation of a nuclei, in the external field approximation, the
nuclei should be modelled by 3-D Coulomb potentials (or other Coulomb-like potentials
which include the charge distribution in the nucleus). Performing the calculation of the
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pair production rate in this case is a challenging task because it requires a numerical
solution of the Dirac equation. For 3-D calculations, the latter requires a lot of
computational resources and the numerical methods has to be carefully designed to
circumvent problems related to fermion doubling [47] and variational collapse [48]. For
these reasons, a simplified approach is used in this article where a 1-D model is utilized.
However, it has been shown that in 1-D, this potential does not support bound states
[49]. The mechanisms considered in this article depends crucially on the position of
bound states and their modifications in the field. Therefore, the nuclei will be modelled
by delta function potential wells as
V (x) = −
Np∑
i=1
gδ(x−Ri), x ∈ R, (13)
where g is the strength of the Dirac delta potential well (physically, this parameter
is very similar to the electric charge of the nucleus), Np is the number of nuclei and
Ri is their positions. It is well-known that these Dirac delta potential wells support
bound state solutions [33]. Throughout this work, the potential wells strength is fixed
to g = 0.8 as this value reproduces the ground state energy of the 1s orbital of the U91+
atom.
The position of the potential wells Ri are chosen such that the internuclei distance
R is always the same. Thus, the following cases will be considered:
(i) No nucleus: V (x) = 0
(ii) Single nucleus: V (x) = −gδ(x)
(iii) Two nuclei: V (x) = −gδ(x−R/2)− gδ(x+R/2)
(iv) Three nuclei: V (x) = −gδ(x−R)− gδ(x)− gδ(x+R)
(v) Four nuclei: V (x) = −gδ(x− 3R/2)− gδ(x−R/2)− gδ(x+R/2)− gδ(x+ 3R/2)
(vi) Five nuclei: V (x) = −gδ(x− 2R)− gδ(x−R)− gδ(x)− gδ(x+R)− gδ(x+ 2R)
The no-nucleus case corresponds to Schwinger’s mechanism with a field having a finite
extent (in numerical calculations, the region where the field is non-zero is chosen large
enough such that boundary effects are negligible). The other ones physically represent
linear clusters of heavy nuclei separated by a constant internuclei distance R.
As in non-relativistic quantum mechanics [50], this type of point potential can
be characterized by boundary conditions at the potential well positions: outside of
these points, the potential is solely due to A0. Finding these boundary conditions is a
subtle problem because it involves product of distributions, which are not well-defined
mathematically in the usual approach. This occurs because in the presence of a point
interaction (delta function potential well), the wave function has a jump discontinuity
and thus, has the form ψ(x) ∼ ∑i θ(x − Ri)f(x) where θ(x) is the Heaviside function
and f(x) is the solution of the Dirac equation‡. Thus, the Dirac equation has terms
‡ In non-relativistic quantum mechanics, the discontinuity is in the derivative of the wave function.
Thus, it is not problematic as in the relativistic case.
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Figure 2: Simple model to study pair production for many-center systems (here, the
two-center system is shown). The electric field has a finite extent in space. The pair
production rate calculation reduces to a transmission-reflection problem: the incoming,
reflected and transmitted wave function are given in the figure. In blue is the Klein
region where it is possible to have a transition from a negative to positive energy states.
behaving like
∑
i δ(x − Ri)θ(x − Ri)f(x), which are not well-defined mathematically
(not uniquely defined). It is however possible to give a mathematical meaning to these
product of distributions by using Colombeau’s theory of generalized function [51, 52].
Using this theory, along with charge conjugation invariance of the Dirac equation and
properties of self-adjoint extensions, it is possible to single out one boundary condition.
It is given by [33]
ψ(R+i ) = Gψ(R
−
i ), (14)
where the transfer matrix is
G :=
[
1 +
g2
4c2
]−1 [
1− g2
4c2
+ ig
c
0
0 1− g2
4c2
− ig
c
]
, (15)
and where we defined ψ(R+i ) = lim→0 ψ(Ri + ) and ψ(R
−
i ) = lim→0 ψ(Ri − ).
The external field considered in this work corresponds to a constant electric field
and is given by (see Fig. 2)
A0(x) =

2FL for x ∈ (−∞,−L]
−F (x− L) for x ∈ (−L,L)
0 for x ∈ [L,∞)
(16)
where F is the field strength. It can be verified easily, by using a gauge where
the vector potential is zero, that the electric field is constant over a length 2L and
vanishes outside the interval [−L,L]. The Klein region for this external field is given by
ΩKlein = [2FL−mc2,mc2].
To compute the pair production rate, we also need the expression of the negative
and positive energy free spinors in the regions where the electric field is zero. These
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quantities can be computed by seeking plane wave solutions. This yields
u(k) =
1√
2E
[√
E + ck(E)√
E − ck(E)
]
, (17)
v(p) =
1√
2(E − 2FL)
[ √
(E − 2FL) + cp(E)
−√(E − 2FL)− cp(E)
]
, (18)
where k(E) = 1
c
√
E2 −m2c4 and p(E) = 1
c
√
(E − 2FL)2 −m2c4.
5. Numerical method for the computation of transmission coefficients
The calculation of the transmission coefficient involves the solution of the time-
independent Dirac equation. For a constant electric field, there exists a well-known
analytical solution written in terms of parabolic cylinder functions [53]. The pair
production rate in [27] was evaluated by using this solution (it is shown in Appendix
A). However, for smaller value of the electric field, the numerical evaluation of the
parabolic cylinder function becomes problematic because the asymptotic expansions
used to evaluate these special functions converge slowly in that limit. It is actually
much more efficient to evaluate the wave function by a direct numerical solution of the
Dirac equation. The numerical method used is now described.
The starting equation is the 1-D Dirac equation given by
Eψ(x) =
[
icσz∂x + σxmc
2 − F (x− L)]ψ(x), x ∈ [−L,L]. (19)
This gives the solution for the wave function when the electric field is non-zero (the
inclusion of the potential wells is discussed below). Multiplying this equation on the
left by iσz/c, we get
∂xψ(x) =
1
c
[−σymc2 − iσz [F (x− L) + E]]ψ(x). (20)
The solution to this equation can be written formally as
ψ(xf ) = P exp
{
1
c
∫ xf
xi
dy
[−σymc2 − iσz [F (y − L) + E]]}ψ(xi) (21)
= U(xi, xf )ψ(xi), (22)
where xi,f are the initial and final coordinates, U is the space evolution operator and
P represents the path-ordered exponential. The latter is required as the operator in
the exponential does not commute with itself at different space position§. Using the
properties of this operator, we can write the last equation as
ψ(xf ) = U(xf , xn)U(xi, xn−1) · · ·U(x2, xi)ψ(xi), (23)
where we partitioned the space interval [xi, xf ] into n subintervals of size δx = xj+1−xj.
Using the result of [54], it can be shown that the path ordered exponential can be
§ We define G(x) := −σymc2 − iσz [F (y − L) + E]. Then, it is easy to show that the commutator
obeys [G(x), G(y)] 6= 0.
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approximated by
U(xj, xj+1) = exp
{
1
c
∫ xj+1
xj
dy
[−σymc2 − iσz [F (y − L) + E]]}
+O(δx3). (24)
In other words, neglecting the path ordering results in an error which scales like O(δx3)
and the outcome is a second order numerical scheme. The integral in the exponential
can be evaluated explicitly as
U(xj, xj+1) = exp
{
−σymcδx+ iσzδx
c
[FL− E − Fx¯j]
}
+O(δx3), (25)
where x¯j :=
xj+xj+1
2
is the average position. Finally, written in this form, the exponential
can be evaluated exactly using the properties of Pauli matrices. We find that
U(xj, xj+1) ≈
{
I2 cos(D) + iσzBsinc(D)− σyCsinc(D), E ∈ D1
I2 cosh(D˜) + iσzBsinhc(D˜)− σyCsinhc(D˜), E ∈ D2
(26)
where sinc(z) := sin(z)/z is the cardinal sine function and sinhc := sinh(z)/z is the
cardinal hyperbolic sine function. Also, we defined
B :=
δx
c
(FL− E − Fx¯j), (27)
C :=
δx
c
mc2, (28)
D :=
√
B2 − C2, (29)
D˜ :=
√
C2 −B2. (30)
Finally, the domains are D1 := (−∞, FL − Fx¯j − mc2] ∪ [FL − Fx¯j + mc2,∞) and
D2 := (FL−Fx¯j −mc2, FL−Fx¯j +mc2). With these results, it is possible to evaluate
the wave function numerically in a constant electric field. Note also that this method
can be easily adapted to any time-independent potential.
Adapting this numerical method to find ψ˜(−L) and adding the nuclei, we get that
ψ˜(−L) = U(−L, xn)U(xn, xn−1) · · ·U(xjNp+1, xjNp )G−1U(xjNp , xjNp−1)
· · ·U(xj1+1, xj1)G−1U(xj1 , xj1−1) · · ·U(x1, L)ψ˜(L), (31)
where ψ˜(L) is given in Eq. (11) and where xj = L − jδx. This allows us to determine
the transmission coefficient by using Eq. (12).
6. Results
The numerical results obtained from the procedure explained in preceding sections is
now presented. In the first part, the case of two nuclei is treated in details, allowing to
understand the main features of REPP and ECEPP. Then, the other cases are presented
to understand how the pair production rate depends on the field strength and the number
of nuclei.
Enhanced Schwinger’s pair production 11
6.1. Position of resonances and pair production for the two nuclei system
In this section, numerical results are presented for the two nuclei system. The main goal
is to show that pair production occurs mainly at the crossing of resonances for larger
internuclei distance. The position of resonances can be evaluated by using the Weyl-
Titchmarsh-Kodaira (WTK) theory for singular operator on infinite domain [55]. This
mathematical method was generalized to the 1-D Dirac equation in [56, 57]. Within
this framework, it is possible to evaluate the spectral density ρ(E) which contain all
the information on the spectrum of the operator under study: bound states appear as
poles of ρ, continua occurs when ρ is analytic and non-zero, and resonances are poles
of ρ in the complex energy plane. Using these facts, along with the analytical solution
presented in Appendix A and the WTK method, it is possible to obtain an equation
giving the position of resonances (for more details, see [33]). The latter can be solved
numerically and the results are shown in Fig. 3, as a function of the internuclei distance,
for the real part of resonance energies. The pair production spectrum, obtained from
the transmission-reflection problem, is also shown in this figure. By looking at these
two pictures, it is clear that the spectrum d〈n〉/dtdE is enhanced when the resonances
are crossing (when two lines are crossing in (a)). For instance, there is a peak in the
spectrum at E ≈ 19.5 (×mc2) and R ≈ 5.5 (×0.76 pm), where the ground state
resonance crosses with a resonance coming from the negative energy states. From these
figures, it is possible to conclude that pair production proceeds via three channels [27]:
• Channel 1: the ground state crosses with resonances coming from the negative
energy states (blue circles in the figure).
• Channel 2: the excited state goes through avoided crossings with resonances coming
from the positive energy continuum.
• Channel 3: resonances from the negative energy continuum crosses with resonances
from the positive continuum (red circle in the figure).
The physical interpretation of each channel is the following. For channel 1, it is possible
for a negative energy state to tunnel to the ground state at the crossing and this enhances
pair production. As shown in Fig. 3(c) for the total rate, it is clearly the dominant
process: at the crossing, a peak in the rate appears. For channel 2, the enhancement is
due to the ionization of the excited state: when it crosses with resonances, the ionization
is enhanced and this reduces Pauli blocking. Thus, a transition from the negative
energy states to the excited state is possible. Finally, for channel 3, there is a direct
transition between negative and positive energy states. Clearly, channel 2 and 3 are not
as important as channel 1 as they are not leading to any significant effects in the total
rate (there are no visible peaks due to these crossings).
6.2. Total rate for many-center systems
The total rates obtained numerically are depicted in Fig. 4 for 0 to 5 nuclei, as a function
of the internuclei distance. In all cases, the largest enhancement occurs when R is small,
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Figure 3: The real part of resonances is shown in (a). The ground state crosses at the
blue circles with resonances coming from the negative energy states (channel 1). The
excited state follows the grey line and goes through a series of avoided crossings with
the resonances coming from the positive energy states (channel 2). The resonances from
both continua cross at the red circle (channel 3). The particle spectrum d〈n〉/dEdt as a
function of the internuclei distance is shown in (b). There is clearly an enhancement of
pair production at the resonance crossings. Finally, in (c), the total rate d〈n〉/dEdt is
shown. There are peaks in the pair production rate when the ground state crosses
with negative energy continua resonances. The parameters are chosen as g = 0.8
(corresponding to U91+), F = 0.2 × ES and L = 38 pm. Also, for this figure only,
R is the semi-internuclei distance.
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Figure 4: Total rate for 0, 1, 2, 3, 4 and 5 nuclei, as a function of internuclei distance
R, for (a) F = 0.2 × ES, (b) F = 0.09 × ES and (c) F = 0.05 × ES. The strength of
the potential well is set to g = 0.8 (corresponding to Uranium nuclei).
which corresponds to the ECEPP mechanism. At larger R, there is a peak structure
that emerges which comes from the crossing of resonances (REPP mechanism). This
structure depends on the number of nuclei: for instance, for a larger number of nuclei,
there are new structures appearing at smaller internuclei distance (this can be seen
more clearly in Fig. 4 (c), for F = 0.05 × ES). This is due to the fact the number of
quasi-degenerate ground states equals the number of nuclei. In the electric field, each of
these state is Stark shifted. Then, the number of crossings is increased as many states
can cross with negative energy resonances, producing the peak structure in the rate.
This is shown more explicitly in the pair production spectrum for the 5 nuclei case, in
Fig 5.
There is also a few important remarks concerning the rates of many-center systems:
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Figure 5: Pair production spectrum for 5 nuclei. The Stark shift of resonances can be
easily seen. Many crossings occurs in this case as the resonance structures is much more
intricate than in the two-center case.
(i) The relative enhancement (with respect to the 0 and 1 nucleus cases) increases as
the electric field strength is reduced. This is related to the stability of resonances:
when the electric field is smaller, these states are more stable and their decay rate
(related to the inverse of the imaginary part of the eigenenergy) increases. Thus,
the transition between these states is enhanced when they are crossing.
(ii) The largest peak occurs at a larger internuclei distance when the electric field is
reduced. This is related to the strength of the Stark shift which scales linearly with
the electric field strength.
7. Conclusion
In this work, the electron-positron production rate was evaluated for many-center
systems. It was shown that two mechanisms can enhance the rate: the ECEPP and the
REPP. On the one hand, at small internuclei distance, the enhancement is due to the
ECEPP. In this case, the Coulomb force becomes more important than the constant
electric field and the bound states resonances have low energy, close to the negative
energy states. Thus, it is easier for an electron in the negative energy sea to tunnel into
these resonances. On the other hand, at larger internuclei distance, the enhancement is
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due to the REPP. In this regime, the constant electric field is more important than the
Coulomb forces of the nuclei and the Stark shift of resonances becomes the dominant
effect: the negative energy resonances are shifted up in the spectrum while the ground
states is shifted down. When the resonances from the negative energy states cross
with the resonances of the positive energy states, there is an enhancement of the pair
production rate.
The two mechanisms were observed for every number of nuclei considered (except
zero and one nucleus case, of course). It was demonstrated that as the number of nuclei
is increased, the peak structure becomes more intricate. This is related to the fact that
the number of quasi-degenerate ground states is given by the number of nuclei. As these
are Stark shifted, there are new crossings of these quasi-degenerate ground state with
negative energy states and this induces new peak structures in the production rate. The
height of peaks existing at a smaller number of nuclei is also enhanced and can reach
a few orders of magnitude above Schwinger’s mechanism. This effect (REPP) may be
useful in the study of the Dirac vacuum in laser-matter interaction experiments as it
does not require small internuclei distance (as in ECEPP), which are only achievable in
relativistic heavy ion collisions.
In the more realistic case of 3D nuclei modelled by Coulomb potentials, similar
effects should be observed but the spectrum of the Coulomb potential contains an infinite
number of states, multiplying the possible crossings of resonances. Nevertheless, REPP
will proceed in a similar way as in the simple model presented in this article because
the behavior of the ground state resonance is qualitatively the same in both approaches.
Therefore, it is expected that the peak structures will be only slightly modified. However,
in 3D, the negative energy state resonances may be less stable than in 1D and this may
have an effect on the width and height of the peaks in the total rate. This is presently
under investigation.
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Appendix A. Analytical solution
The Dirac equation with the constant electric field of Eq. (16) can be solved analytically
by decoupling the two spinor components and by letting y(x) = e−i
pi
4
√
2c
F
(
E−F (x−L)
c
)
.
Then, the Dirac equation becomes a system of equations with well-known solutions in
terms of parabolic cylinder functions U(γ, z) [58]:
ψ(x) = c1Ua(x) + c2Ub(x), (A.1)
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where c1,2 are integration constants and where we defined
Ua,1(x) := U(γ, y(x)), (A.2)
Ub,1(x) := U(−γ,−iy(x)), (A.3)
Ua,2(x) := mc
√
c
2F
ei
3pi
4 U(γ + 1, y(x)), (A.4)
Ub,2(x) :=
1
mc
√
2F
c
e−i
pi
4U(−γ − 1, y(x)). (A.5)
Here, we have γ = im
2c3
2F
− 1
2
.
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