A new view on Auger data and cosmogenic neutrinos in light of different
  nuclear disintegration and air-shower models by Heinze, Jonas et al.
Draft version February 12, 2019
Typeset using LATEX twocolumn style in AASTeX62
A new view on Auger data and cosmogenic neutrinos in light of different nuclear disintegration and air-shower models
Jonas Heinze,1 Anatoli Fedynitch,1 Denise Boncioli,1, ∗ and Walter Winter1
1DESY, Platanenallee 6, 15738 Zeuthen, Germany
Submitted to ApJ
ABSTRACT
We study the implications of Ultra-High Energy Cosmic Ray (UHECR) data from the Pierre Auger
Observatory for potential accelerator candidates and cosmogenic neutrino fluxes for different combi-
nations of nuclear disintegration and air-shower models. We exploit the most recent spectral and mass
composition data (2017) with a new, computationally efficient simulation code PriNCe. We extend a
systematic framework, which has been previously applied in a combined fit by the Pierre Auger Collab-
oration, with the cosmological source evolution as an additional free parameter. In this framework, an
ensemble of generalized UHECR accelerators is characterized by a universal spectral index (equal for all
injection species), a maximal rigidity, and the normalizations for five nuclear element groups. We find
that the 2017 data favor a small but constrained contribution of heavy elements (iron) at the source.
We demonstrate that the results moderately depend on the nuclear disintegration (PSB, Peanut, or
Talys) model, and more strongly on the air-shower (EPOS-LHC, Sibyll-2.3, or QGSjet-II-04)
model. Variations of these models result in different source evolutions and spectral indices, limiting
the interpretation in terms of a particular class of cosmic accelerators. Better constrained parameters
include the maximal rigidity and the mass composition at the source. Hence, the cosmogenic neutrino
flux can be robustly predicted. Depending on the source evolution at high redshifts the flux is likely
out of reach of future neutrino observatories in most cases, and a minimal cosmogenic neutrino flux
cannot be claimed from data without assuming a cosmological distribution of the sources.
Keywords: astroparticle physics — diffuse radiation — cosmic rays — neutrinos — methods: numerical
1. INTRODUCTION
The two largest detectors ever built, the Pierre Auger
Observatory (Aab et al. 2015) and the Telescope Array
(Abu-Zayyad et al. 2013), investigate the origin and the
nature of Ultra-High Energy Cosmic Rays (UHECRs)
above 1018 eV with hybrid detection techniques that
combine signals from surface and fluorescence detectors
to reconstruct extensive air showers, which are giant
particle cascades initiated through interactions of the
UHECRs with the atmosphere. There is evidence for an
extragalactic origin of the UHECRs (Aab et al. 2017a),
and studies of the UHECR arrival directions uncovered
interesting patterns such as a strong dipole anisotropy
and a correlation with nearby source directions (Aab
et al. 2018). However, an association with a concrete
source or class of sources is not yet in reach. The chem-
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ical composition is likely to be a mixture of different nu-
clear masses (Aab et al. 2016a), ranging from protons up
to nitrogen or heavier nuclei (Aab et al. 2017b). While
the mass-sensitive experimental observables are statisti-
cally in agreement between the two experiments, their
interpretation in terms of physical mass composition is
still subject to discussions (de Souza 2018).
Various astrophysical phenomena, typically associated
with the emission of high-energy photons, have been pro-
posed as potential accelerators of UHECRs. Gamma-
Ray Bursts (GRBs), provided that a significant frac-
tion of baryons is accelerated in their jets, can be ca-
pable of emitting UHECRs and producing also high-
energy neutrinos due to photo-hadronic interactions of
protons or heavier nuclei with the target photons (Wax-
man & Bahcall 1997). Blazars, a subset of powerful
active galactic nuclei with their jets pointing at the ob-
server, are numerous and powerful enough to sustain the
UHECR spectrum and have been considered as sources
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2of UHECRs and high-energy neutrinos (Stecker et al.
1991; Murase et al. 2014; Rodrigues et al. 2018). The
absence of an associated neutrino signal in the IceCube
detector (Aartsen et al. 2017a,b) constrains the density
of cosmic rays in GRBs and blazars but does not neces-
sarily exclude these classes of sources as UHECR acceler-
ators. Other compact source classes, such as jetted Tidal
Disruption Events (TDEs) (Farrar & Piran 2014) or
low-luminosity GRBs (LL-GRBs) (Murase et al. 2006),
are potentially luminous or copious enough to power
the UHECR and high-energy neutrino sky. Starburst
galaxies constitute a sample of sources in which the re-
acceleration of PeV cosmic rays to ultra-high energies
may occur at the termination shocks of kpc-scale “su-
per winds” (Anchordoqui et al. 1999). A higher abun-
dance of young pulsars (Blasi et al. 2000) as an effect
of an enhanced supernova rate might also predestine
these galaxies as hosts of UHECR accelerators. The
anisotropy observed by the Pierre Auger Observatory
indeed indicates a directional correlation with a sub-
set of nearby gamma-ray-bright starburst galaxies (Aab
et al. 2018). In all cases, the direct association with
high-energy neutrinos would be a smoking gun signa-
ture for the origin of the cosmic rays. If, on the other
hand, the neutrino production in the sources is ineffi-
cient, a directly related neutrino signal will be absent,
and indirect methods will be needed to infer the nature
of the cosmic ray accelerators. Obtaining information
on the distribution of sources (such as their evolution
as a function of redshift) is one such indirect method to
identify the accelerators, and will be therefore one of the
main targets of our study.
The identification of the UHECR sources is compli-
cated by the transport through the intergalactic medium
(IGM) where interactions with the Cosmic Microwave
Background (CMB) and Cosmic Infrared Background
(CIB) photons alter the spectrum and chemical compo-
sition compared to the original emission at the source.
By assuming a model for the UHECR spectra emit-
ted from the sources and the extragalactic propagation
through the IGM, one can infer the free source model
parameters through a fit to the available UHECR data.
In several such studies (Hooper & Taylor 2010; Aloisio
et al. 2014; Taylor et al. 2015; Globus et al. 2015b; Aab
et al. 2017c; Wittkowsi 2017) it has been assumed that
the sources are identical, isotropically distributed and
the UHECR emission follows power-law spectra with a
rigidity-dependent cutoff. Since these sources are repre-
senting generic accelerators, the cosmological evolution
of the source density is undefined and requires one or
multiple additional free parameters. Typically one as-
sumes piece-wise defined evolution functions of the form
(1+z)m, with m the evolution parameter. Due to accu-
mulation of energy losses over large distances, UHECRs,
even without considering magnetic fields, experience a
horizon or maximal distance they can travel through the
IGM, which is approximately equivalent to a redshift of
z ∼ 1, or a few Gpc. Therefore, the UHECR spectrum is
almost insensitive to the parameterization of the source
evolution beyond redshift z ∼ 1. Interactions of UHE-
CRs leave traces, namely cosmogenic neutrinos that are
produced in photo-hadronic interactions with the tar-
get photons. Since neutrinos travel unimpeded through
the IGM, the density of UHECRs for z > 1 has an im-
pact on their flux. As a consequence, the cosmogenic
neutrino flux can be used to constrain the cosmological
source evolution (Ahlers et al. 2009; Gelmini et al. 2012;
Aloisio et al. 2015; Heinze et al. 2016; Romero-Wolf &
Ave 2017; Alves Batista et al. 2019b; Møller et al. 2018;
Das et al. 2018; Wittkowski & Kampert 2018; van Vliet
et al. 2019).
The modeling of the transport comes with a number of
uncertainties: photo-nuclear (photo-disintegration) re-
actions (Alves Batista et al. 2015; Boncioli et al. 2017;
Soriano et al. 2018) that change the mass composition of
nuclei due to interactions with CMB or CIB photons; the
hadronic interactions, which are used in the interpreta-
tion of air-shower observables in terms of the mass com-
position; and the CIB spectrum, that is not well known
at high redshifts. The interpretation of the UHECR
data is affected by these uncertainties, as demonstrated
in Alves Batista et al. (2015) and in the Combined
Fit (CF) of the spectrum and composition data by the
Pierre Auger Collaboration (Aab et al. 2017c).
While in the CF different assumptions for source den-
sity evolutions have been tested for compatibility, no
conclusions have been drawn about possible association
with sources. Hence, the main attention was devoted to
a flat cosmological evolution (non evolving source densi-
ties) (Aab et al. 2017c), which however cannot be easily
related to known accelerator candidates. As an exam-
ple, sources can evolve similarly to the star forming rate
(SFR), (1 + z)3.4, for z < 1, such as GRBs (Wanderman
& Piran 2010). Blazars have typically a more compli-
cated luminosity-dependent evolution function and can
evolve more steeply with redshift. Some source classes,
such as TDEs, may have negative source evolutions. As
a consequence, any attempt to seek an astrophysical in-
terpretation within the framework of such a fit requires
the source evolution to be a free parameter. However,
each new parameter is computationally expensive, which
has led to different strategies to deal with this problem;
for example, the redshift evolution can be included in
a coarser way (Alves Batista et al. 2019b) or in a lim-
3ited range of values (Romero-Wolf & Ave 2017) (see also
Møller et al. (2018); Das et al. (2018) for similar studies).
In this paper, we revisit the approach of the CF, tak-
ing into account the dominant model dependencies, and
focus on the degeneracies between the fit parameters
given a homogeneous distribution of generic UHECR
sources. We study the impact of the model uncertain-
ties on the astrophysical interpretation by performing
scans in the three parameters: maximum rigidity Rmax
[GV] (corresponding to the maximum energy of accel-
eration divided by the charge of the particle, Emax/Z),
spectral index γ and cosmological evolution index m, us-
ing different combinations of nuclear disintegration and
air-shower models. The computational requirements are
significantly reduced through the new numerical code
PriNCe, Propagation including Nuclear Cascade equa-
tions, that performs the propagation very efficiently un-
der changing physical conditions. We are, therefore, able
to investigate the full three-dimensional source parame-
ter space with a comparable resolution in all parameters
for different nuclear disintegration models. With Monte-
Carlo or slower numerical codes such a study is not fea-
sible due to excessive requirements of computational re-
sources, and thus our result is novel. As an important
result, we obtain the allowed parameter space contours
that represent the state-of-the-art of current UHECR
observations. Under the assumption of one dominant
source population that accelerates cosmic ray nuclei up
to a maximal rigidity, we accurately compute the ex-
pected cosmogenic neutrino fluxes and discuss the ro-
bustness of the predictions by studying the major model
uncertainties.
2. MODELS OF UHECR TRANSPORT AND THEIR
SOURCES
In this section we describe the main model uncertain-
ties affecting our analysis: The photo-backgrounds and
cross-sections for the interactions during propagation,
the hadronic interaction models used to infer UHECR
properties from the observed air showers and the implied
assumptions about the distribution and characteristics
of UHECR sources.
2.1. Extragalactic propagation
During extragalactic propagation, UHECRs interact
with the CMB and the CIB via photo-pair (e+e−) pro-
duction and photo-nuclear processes. Additionally, all
relativistic particles lose energy adiabatically due to
the expansion of the Universe. Photo-nuclear inter-
actions can be subdivided into two regimes: photo-
disintegration (εr < 150 MeV) and photo-meson pro-
duction (above the pion production threshold, εr > 150
MeV), where εr is the photon energy in the nuclear rest
frame.
In the photo-disintegration regime, the target pho-
tons interact with one or two nucleons and collectively
excite the nucleus into a resonant state, which subse-
quently decays emitting (evaporating) nucleons, heav-
ier fragments or keV-MeV photons. To model the cas-
cading of secondary nuclei during propagation, numer-
ical codes, such as PriNCe, described in Section 3,
or Monte-Carlo packages, require as input inelastic in-
teraction cross sections and inclusive cross sections (or
multiplicities) of secondary particles. Such cross sec-
tions can be obtained either empirically from data as in
the Puget-Stecker-Bredekamp (PSB) (Puget et al. 1976)
parameterization, or by tabulating the output of more
realistic nuclear models. In this study, we use Talys
(Koning et al. 2007), a comprehensive pre-equilibrium
and Hauser-Feshbach theory based code, and Peanut
(Fasso` et al. 1997, 2005) – an event generator of the
FLUKA package (Ferrari et al. 2005; Bo¨hlen et al. 2014)
with an intra-nuclear cascade model at energies εr > 200
MeV and a similar set of statistical models below that
(see Boncioli et al. (2017) for a discussion of these mod-
els and their uncertainties).
Qualitatively the distributions of secondaries are sim-
ilar for the two statistical models, while quantitatively
the results may vary depending on the availability of
data for each individual isotope and the degree of param-
eter optimization for each of these isotopes. We observe
that in the default configuration, Peanut is better opti-
mized to the available data. Unofficial tables for Talys
are available that can improve the description for some
isotopes (Alves Batista et al. 2015). Compared to the
PSB parameterization, where only one isotope for each
mass number is used, Peanut andTalys demonstrate a
faster disintegration into lighter elements, including the
presence of heavier fragments (D, T, 3He, 4He). There-
fore the interpretation of the UHECR data in terms of
composition at the source is expected to vary with re-
spect to the use of different disintegration models.
Pion production off nuclei in all current propagation
codes is handled in a “superposition” approach, i.e. the
nucleons are treated as quasi-free. The interaction cross
sections and the pion yield for εr > 150 MeV scale as
σAγ(εr) = Zσpγ(εr) +Nσnγ(εr) (1)
with the number of protons Z and the number of neu-
trons N . The dominant pion production process is the
∆-resonance production in the s-channel, p+γ → ∆+ →
p/n + pi0/pi+. The pion takes about 20% of the pri-
mary’s energy and results in significant energy losses for
the projectile. In absence of other processes, the cutoff
4in the UHECR spectrum at E ≈ 4 · 1010 GeV could be
attributed to this energy loss, as predicted in Zatsepin
& Kuzmin (1966); Greisen (1966) and is referred to as
the Greisen-Zatsepin-Kuzmin (GZK) cutoff. In the case
of nuclei, the ∆-resonance threshold is shifted by A to
higher energies. Instead most interactions take place
at the energies of the Giant Dipole Resonance (GDR)
around εr ∼ 20 MeV leading to a cutoff in the spectrum
of UHECR nuclei at energies similar to the GZK cutoff.
As cosmogenic neutrinos are only produced in the
photo-meson regime, the differences between free nu-
cleons and nuclei are striking. The photo-disintegration
threshold prevents nuclei reaching energies > A · 1010
GeV where photo-meson production sets in on CMB
target photons. Instead, pions and cosmogenic neutri-
nos are produced by nuclei at energies below the cut-
off ∼ 109 GeV on the less abundant CIB target pho-
tons. There are two consequences; the neutrino flux is
expected to peak at lower energies ∼ 108 GeV and to
be significantly lower compared to the protons-on-CMB
case. The impact of CIB variations on UHECR propa-
gation has been studied in Alves Batista et al. (2015);
Aab et al. (2017c). While the effect on UHECR spec-
tra is small, it becomes sizable for cosmogenic neutrino
fluxes (see e.g. Aloisio et al. (2015)).
Extragalactic and galactic magnetic fields play an im-
portant role at the ankle, which is the change of the spec-
tral index at 5 · 109 GeV (Fenu 2017), and below. The
curvature of UHECR trajectories effectively elongates
the distance to the sources. At sufficiently low rigidi-
ties (. 1018 V) the particles are increasingly trapped
in the neighborhood of their accelerator. The quantita-
tive impact has been studied for example in Mollerach &
Roulet (2013). It results in a hardening of the individual
spectra of nuclei at lower energies at Earth and thus can
soften the spectral index required at the source. In this
work we neglect the effect of the magnetic fields, assum-
ing a purely ballistic treatment of UHECR transport,
as for example in Allard et al. (2005); Hooper et al.
(2007); Aloisio et al. (2013a,b); De Domenico (2013);
Kalashev & Kido (2015); Aloisio et al. (2017) or in
the one-dimensional version of CRPropa (Alves Batista
et al. 2016). While the deduced mass composition and
source density evolution will remain almost unaffected,
the spectral index may shift to softer values compared
to what we show (Wittkowsi 2017).
2.2. Air-shower model
When cosmic ray nuclei enter the atmosphere, the in-
elastic interactions with air molecules create hadroni-
cally (mesons and baryons) and electromagnetically (e±
and photons) interacting particles with smaller energies.
This cascading proceeds until most of the initial energy
is dissipated as light and long lived particles (see e.g.
Matthews (2005) for an instructive model). The obser-
vation of the light and the secondary particles from these
so-called extensive air showers allows the reconstruction
of several properties of the original particle, such as the
energy, the direction and to some extent the mass com-
position (see Kampert & Unger (2012) for a review).
At the Pierre Auger Observatory and the Telescope Ar-
ray, the energy is measured calorimetrically through the
integration of the total fluorescence light yield. The di-
rection is inferred through stereoscopy in combination
with timing-based measurements at ground. The nu-
clear mass of the UHECR is the most challenging prop-
erty, since it can only be derived indirectly by comparing
a large number of observations with model-dependent
simulations. Hence the measurement of the composition
is a statistical argument.
The sensitive variable for the mass composition is the
Xmax(E), the depth at which the energy dissipation of
a single air shower is maximal. The Xmax fluctuates,
since the first interaction statistically occurs at different
altitudes and because secondary particles can be pro-
duced with a multitude of multiplicity and energy con-
figurations. The simplest description that captures the
observed distributions is the combination of the mean
〈Xmax〉 and the dispersion or variance σ(Xmax). The
expected values are shown in Fig. 1 together with ex-
pectations for individual nuclei, obtained with different
interaction models.
Our simulations of the UHECR transport produce in-
dividual spectra for each nuclear mass at the top of the
atmosphere for which we compute 〈lnA〉 and σ2lnA at
each energy of the numerical grid. We follow exactly the
procedure from Abreu et al. (2013, sec. 2) to convert the
average of the logarithmic mass and its dispersion (bin-
wise in energy) to the experimental observables 〈Xmax〉
and σ(Xmax) using
〈Xmax〉 = 〈Xmax〉p + fE〈lnA〉, (2)
where 〈Xmax〉p is the mean depth at maximum of proton
showers and fE parametrizes the dependence on the air-
shower model and energy, and
σ2(Xmax) = 〈σ2sh〉+ f2Eσ2lnA, (3)
where 〈σ2sh〉 contains the model- and 〈lnA〉-dependent
shower-to-shower fluctuations, while σ2lnA linearly de-
pends on the dispersion of the masses; all parameters
are dependent on the logarithm of the cosmic ray en-
ergy. The values of the parameters are obtained from
air-shower simulations that do not take detector effects
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Figure 1. The Auger 2017 〈Xmax〉 (top) and σ(Xmax) data
(Bellido 2017), superimposed on different air-shower model
expectations (Epos-LHC (Pierog et al. 2015), Sibyll-2.3
(Riehn et al. 2015) and QGSjetII-04 (Ostapchenko 2011).
The spread between the models (shaded areas) can be re-
garded as an interpretation uncertainty for the mass compo-
sition.
into account. Instead, this is taken into account by com-
paring with observables that are already corrected for
detector effects. In contrast to the original paper (Abreu
et al. 2013), we use an updated set of parameters for the
post-LHC interaction models1.
Essentially, the first moment 〈Xmax〉 has a linear de-
pendence on lnA where some non-linear effects are ab-
sorbed in fE . When fitting the data, the different model
expectations for 〈Xmax〉p impose shifts of the 〈lnA〉 that
are results of the propagation simulation and its initial
conditions. The second term of the dispersion σ2(Xmax)
becomes small if only a single mass is present, or, if spec-
tra of similar/neighboring masses are superimposed. It
is large in case a few masses with large distance in lnA
1 Private communication with S. Petrera
dominate the sum of the spectra. The simultaneous de-
scription of both the mean and the variance of Xmax is
indispensable for any serious interpretation of the com-
position results since the variables are supplementary
and sensitive to different features of the UHECR flux.
For the present study, the differences in the conversion
between mass and Xmax observations are the most rel-
evant feature of Fig. 1. For example, at a fixed 〈Xmax〉,
the 〈lnA〉 inferred with Sibyll 2.3 is heavier compared
to the other models. At the same time the shower-to-
shower fluctuations 〈σ2sh〉 in Eq. (3) are high, implying
strong constraints for the mass dispersion term σ2lnA.
While one can simply say “Sibyll 2.3 is heavier” than
Epos-LHC, the pulls on the fit induced by the proper-
ties of the models are highly non-trivial and discussed
in a more “applied” way in section 5.2. Note that some
models, like QGSJetII-04, fail to produce a consistent
relation between mass and Xmax variables (Aab et al.
2014; Bellido 2017).
2.3. Source model
Several source candidates, in particular compact jet-
ted sources, such as Gamma-Ray Bursts (Globus et al.
2015a; Biehl et al. 2018a; Zhang et al. 2018; Boncioli
et al. 2018) or Tidal Disruption Events (Zhang et al.
2017; Gue´pin et al. 2017; Biehl et al. 2018b), can de-
scribe the UHECR spectrum and composition. Another
category of viable UHECR sources are starburst galax-
ies (Anchordoqui et al. 1999; Anchordoqui 2019) that
may also contain populations of powerful accelerators
(Fang et al. 2013). The majority of models assume
Fermi acceleration as the dominant acceleration pro-
cess, yielding a power law with spectral indices close
to γ = 2 at the acceleration site. Hence, charged par-
ticles are magnetically confined at the site of accelera-
tion leading to an additional modification of the spec-
trum due to the escape mechanism. For example, dif-
fusive or direct escape harden the in-source flux by up
to one power (Baerwald et al. 2013), while advective
escape may act as a low-pass filter and suppress the
high-energy emission in the presence of a sizable cooling
process (Murase et al. 2014). More sophisticated simu-
lations suggest even harder, bell-shaped, escape spectra
(Ohira et al. 2010; Globus et al. 2015a). Other accel-
eration mechanisms have been proposed that result in
almost monochromatic particle spectra (Lyubarsky &
Kirk 2001; Kirk & Giacinti 2017). Therefore, spectra of
escaping charged particles that are significantly harder
than E−2 are not unexpected for a single source. How-
ever, we note that in the current approach, we consider
an entire ensemble of sources, and it seems unlikely that
all sources will behave in the same way, i.e. reach the
6same maximal rigidity and have the same mass composi-
tion. Therefore, too hard or even peaked (γ < 0) spectra
may be difficult to reconcile with current knowledge.
In the interest of comparability we parameterize our
generic source population exactly the same way as in the
CF (Aab et al. 2017c) and (Alves Batista et al. 2019b):
JA(E) = JA fcut(E,ZA, Rmax) nevol(z)
(
E
109 GeV
)−γ
,
(4)
in which the nuclear species A (here 1H, 4He, 14N, 28Si
and 56Fe) share a common spectral index γ and a maxi-
mal rigidity Rmax = Emax/ZA. The JA are free normal-
ization constants representing the number of particles
ejected from the sources per unit of time, comoving vol-
ume and energy. The functional form of the cutoff is
arbitrary and we adopt the definition of the CF:
fcut(E) =
1 , E < ZARmaxexp(1− EZARmax) , E > ZARmax. (5)
In the CF the fractions of injection elements fA are
defined at a fixed energy point (109 GeV), relative to
a total normalization. This definition is easily obtained
from our JA as fA = JA/
∑
A JA.
A physically more meaningful definition of the mass
fractions, that does not depend on the arbitrary choice
109 GeV in Eq. (4), is the integral fraction of the energy
density
I9A =
∫∞
Emin
JA(E)EdE∑
A
∫∞
Emin
JA(E)EdE
, (6)
where we choose Emin = 10
9 GeV as the lower bound-
ary. We will mostly refer to I9A, providing the fA for
comparability with the CF.
In Eq. (4), the parameterization for the source evolu-
tion with redshift is given by the function:
nevol(z) = (1 + z)
m. (7)
For variable m, the function approximates all known
continuous source density functions within the UHECR
horizon z . 1. However for the prediction of other mes-
sengers it needs to be extrapolated to higher redshifts.
In connection with the cosmogenic neutrino estimates
(see section 6), we will adopt more complex source dis-
tributions that include breaks.
This flexible parameterization catches many features
of theoretical source spectra. However, one has to keep
in mind that the assumption of a rigidity-dependent es-
cape is relatively strong and applies only to a subset of
sources in which the maximal energy is limited by the
size of the source rather than by cooling processes (Biehl
et al. 2018a; Rodrigues et al. 2018). Another impacting
assumption is that of single dominant source population.
The complexity can be increased by accounting for an
additional proton component with higher rigidity (van
Vliet et al. 2019) or even by a detailed modelling of indi-
vidual nearby sources (Eichmann et al. 2018). This how-
ever also vastly increases the degrees of freedom, making
a global fit of all free parameters unfeasible given the
current statistics of the UHECR data.
3. SIMULATION METHODS
In this section we decribe methods of our global fit:
the method used for the calculation of UHECR propa-
gation through the IGM and the global fit of the prop-
agated spectra to the observed data.
3.1. Propagation of UHECRs with PriNCe
To study the model dependencies in photo-nuclear
cascades, we developed a new original computer code
called PriNCe (Propagation including Nuclear Cascade
equations) to efficiently solve the cosmic ray transport
problem. Instead of the Monte-Carlo methods used in
public codes such as CRPropa (Alves Batista et al.
2016) or SimProp (Aloisio et al. 2017), PriNCe nu-
merically solves a system of coupled partial differential
equations (PDEs) for the comoving density Yi(Ei, z) for
each particle species i
∂tYi =− ∂E(badYi)− ∂E (be+e−Yi)
− ΓiYi +
∑
j
Qj→i(Yj) + Ji. (8)
for an arbitrary distribution Ji(E, z,Ai) of isotropi-
cally emitting and homogeneously distributed cosmic
ray sources. The terms (in order of occurrence) rep-
resent adiabatic cooling, pair production, photo-nuclear
interactions (interaction and decays; reinjection) and in-
jection from sources. The system of PDEs in E and
z is solved using a 6th-order finite difference operator
for the E derivatives and backward differentiation func-
tions (BDF), essentially an iterative implicit solver, for
the redshift dependence.2 The latter is required since
Eq. (8) becomes stiff in z for nuclear systems (more de-
tails on the code and the numerical methods are given
in Appendix A).
Eq. (8) is only valid under the assumption of a ho-
mogeneous source distribution with a separation much
2 scipy.integrate.BDF https://docs.scipy.org/doc/scipy/
reference/generated/scipy.integrate.BDF.html
7smaller than the diffusion length. For this case the dif-
fusion in extragalactic magnetic fields can be neglected.
This reduces the calculation exclusively to the ballistic
regime, in which the propagation becomes a one dimen-
sional problem (time or redshift). This approximation in
particular makes sense if one is interested in the highest
energies above the ankle, where the impact of diffusion
is small.
While similar codes have been previously developed,
as for example in Allard et al. (2005); Hooper et al.
(2007); Aloisio et al. (2013a,b); De Domenico (2013);
Kalashev & Kido (2015), our code stands out due to
its very high computational speed and numerical pre-
cision. Even without significant architectural optimiza-
tions, PriNCe performs the computation of nuclear and
neutrino spectra within 30 seconds on a single core, in-
tegrating an arbitrary injection spectrum that can con-
tain elements with A ≤ 56 from a redshift of z = 1.
While Monte-Carlo techniques for UHECR propagation
become efficient due to the possibility of re-weighting of
pre-computed events, our code shines when interest is
devoted to model uncertainties, since we can essentially
change any parameter and recompute within these 30s,
taking into account the impact on all relevant interac-
tion rates. This includes arbitrary variations of the tar-
get photon densities without relying on simplified red-
shift scaling assumptions as often employed in Monte-
Carlo methods or common numerical approaches. A de-
tailed description of the numerical methods in PriNCe
can be found in Appendix A.
3.2. Simulation and fitting procedure
This section aims to summarize the relevant setup of
the simulations. We choose the five representative in-
jection elements: hydrogen (1H), helium (4He), nitrogen
(14N), silicon (28Si) and iron (56Fe) in accordance with
the CF. We verified that choosing different injection ele-
ments of the same mass groups yields qualitatively sim-
ilar results. The generic source model has eight free
parameters: Rmax, γ, m and free normalizations JA cor-
responding to the five injection elements. We allow for
a shift δE in energy within the systematic uncertainty
given by Auger (±14%) (Fenu 2017).
The transport equation (Eq. (8)) is linear in the nor-
malization factor JA but not in the other source pa-
rameters (γ, Rmax and m), triggering us to employ a
two-staged approach for the fit.
In the first stage, we discretize the parameter space
for γ, Rmax and m with these ranges and granularity:
min max stepsize
γ -1.5 2.5 0.05
log10(Rmax) 9.7 11.7 0.05
m -6 6 0.2
For each point of this three-dimensional (3D) source-
parameter grid, we separately compute the spectra at
Earth for the five injection elements (∼ 1.5 ·106 individ-
ual simulations for one choice of the photo-nuclear inter-
action model). Since the propagated spectra are linear
in the JA’s, the all-particle spectrum is calculated as
a linear superpostion of the results obtained for single
element injection.
In the second stage, we fit the nuclear fractions JA
and energy shift δE to the spectrum and the first two
moments of Xmax for each triplet in (Rmax, γ,m) using
the Minuit package3 (James & Roos 1975). The trans-
lation from individual mass spectra at the top of the
atmosphere to 〈Xmax〉 and σ(Xmax) is performed with
the parameterization from Abreu et al. (2013), using up-
dated parameter sets for Sibyll 2.3 and Epos-LHC.
To find the χ2 values for the UHECR fits within the
entire 3D parameter space, the simulations are per-
formed starting from redshift zmax = 1. Once the 3σ
confidence intervals are localized, we run additional sim-
ulations starting from z = 3 to compute cosmogenic neu-
trino fluxes, verifying that the previously derived con-
tours are unaffected by higher redshifts. Both stages
have to be repeated for each propagation model, while
a change of the air-shower model only requires the rep-
etition of the second stage. In all cases, the CIB model
is fixed to Gilmore et al. (Gilmore et al. 2012).
The following χ2 definition is used as the goodness of
fit estimator:
χ2F =
∑
i
(F(Ei)−Fmodel(Ei, δE))2
σ2i
, (9)
where χ2F refers to each of the three observables F ,
namely the combined spectrum, 〈Xmax〉 and σ(Xmax).
The total χ2 is obtained by summing. A nuisance
parameter δE captures the uncertainty in the energy
scale, and we assume its distribution to be flat within
±14%. The fit takes into account all data points above
Emin = 6 · 109 GeV. The global best fit χ2min is found by
minimizing over all points of the 3D parameter space.
We then use ∆χ2 = χ2−χ2min to draw contours around
the best fit point by projecting to planes of two parame-
ters by minimizing over all other parameters of the scan.
3 We use the iMinuit interface https://github.com/iminuit/
iminuit.
8Table 1. Best fit parameters corresponding to the results
of the fit with flat source evolution for the combination of
PSB and Epos-LHC, using the 2015 and 2017 Auger data
sets. For γ the 1σ-uncertainty (for 1 d.o.f.) is given. No
uncertainty on Rmax is reported, as our computation grid is
too sparse to resolve it.
Auger 2015 Auger 2017
γ −0.35+0.15−0.08 −0.70+0.12−0.08
Rmax (GV) (2.8± 0.2) · 109 (2.5± 0.1) · 109
m 0.0 (fixed) 0.0 (fixed)
δE 0.0 (fixed) 0.0 (fixed)
fA(%) H He H He
5.8+22.0−5.8 89.9
+0.6
−0.7 9.7
+17.1
−9.7 87.8
+0.5
−0.6
N Si N Si
4.0± 0.2 0.3± 0.0 2.4± 0.2 0.1± 0.0
Fe Fe
0.0+4.6−0.0 · 10−3 (3.7± 2.0) · 10−3
I9A(%) H He H He
0.6+3.0−0.6 46.7
+1.6
−1.8 0.8
+1.9
−0.8 47.9
+1.3
−1.4
N Si N Si
39.9+1.2−1.3 12.8
+1.1
−1.2 37.9
+1.5
−1.6 11.4
+2.2
−2.3
Fe Fe
0.0+1.0−0.0 2.1± 1.1
χ2 / dof 44.4 / 22 65.3 / 22
While this frequentist approach is sufficient to draw con-
tours and discuss the correlations among source param-
eters, there are more physical model parameters origi-
nating from the combination of discrete model choices,
such as that for the photon background, the disintegra-
tion and the hadronic interaction model. We did not at-
tempt to parametrize these model uncertainties by con-
tinuous nuisance parameters, as these are impossible to
define in a physically meaningful and unbiased sense.
We therefore choose discrete model combinations and
discuss their qualitative differences in the fit contours.
4. IMPACT OF THE UPDATED 2017 DATA SET
ON THE TWO-DIMENSIONAL FIT
We start the discussion of our results from the state of
the CF and study the interesting impact of the updated
2017 data set (Fenu 2017; Bellido 2017) by reproducing
a similar procedure to the one in Aab et al. (2017c) with
our new code PriNCe. The source evolution parameter
is fixed to m = 0 (flat evolution); the nuclear disin-
tegration, the CIB and the air-shower model are fixed
to PSB (James & Roos 1975), Gilmore et. al. (Gilmore
et al. 2012) and Epos-LHC (Pierog et al. 2015), respec-
tively. The minimization runs over the spectral index γ,
Rmax and the nuclear fractions JA. The energy scale
is fixed and not allowed to float within its systematic
uncertainty.
The energy range of the CF starts at 5 · 109 GeV. We
noticed that with the new data set, χ2 is significantly
affected by the small discontinuity next to the 〈Xmax〉
point at 5.5·109 GeV, i.e. this point alone adds a χ2 ≈ 35
to the best fit with a total χ2 ≈ 102. We therefore
treat this data point as an outlier and start our fit range
at 6 · 109 GeV, which does otherwise not qualitatively
impact the fit.
The contours are shown in Fig. 2 and the best
fit values are summarized in Tab. 3. For the 2015
data set we find the same qualitative result as the
CF: a flat extended minimum with γ < 1 and
1 · 109 < Rmax < 8 · 109 GV, and a second local min-
imum at γ ≈ 2 and Rmax ≈ 4 · 1010 GV. The differences
in the exact locations of the minima with respect to
the CF can be explained by the different propagation
code used, as already pointed out in Aab et al. (2017c).
Additional small shifts originate from the use of the
experimental observables. While we fit the first two
Xmax moments for the composition, the CF uses the
full Xmax distribution. This has the strongest impact
on the second minimum at γ = 2, which becomes less
significant in our approach. In addition, we directly
fit the combined unfolded spectrum and do not use a
forward-folding procedure in the fit.
When switching to the 2017 data set, the best fit pa-
rameters do not qualitatively change (see Tab. 3). How-
ever, the χ2 becomes worse due to the higher statistics.
The allowed contours become narrower with a stronger
preference for positive spectral indices. The second lo-
cal minimum disappears. The reasons are the reduced
statistical errors and a narrower width of the Xmax dis-
tribution at the highest energies of the 2017 data set,
leaving less room for the combination of a high Rmax
with somewhat softer spectral indices.
The largest qualitative difference concerns the injected
iron fraction. While the 2015 data set did not require
iron at the source, the new data suggest a small - but
non-zero - integral iron fraction I9Fe ≈ 2%. This is also
visible in the comparison of the best fit spectra in Fig. 3:
for the 2017 data set (right panel) there is a contribution
of heavy elements at the cutoff, which is absent in the
fit to the 2017 data set (left panel). This is due to the
higher statistics of the three highest energy data points
in the spectrum, which lead to a hardening. Due to the
low rigidity found in the fit, reaching these energies re-
quires a high charge number and therefore a significant
iron fraction. However, this relies on the assumption of
the rigidity dependence of the maximal energy and the
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Figure 3. Spectra (upper panels) and composition observables (lower panels) corresponding to the best fit to the Auger 2015
(left) and 2017 (right) data assuming flat source evolution and scanning in Rmax and γ. The best fit values are found at
γ = −0.35, Rmax = 2.8 · 109 GV (2015 data) and γ = −0.7, Rmax = 2.5 · 109 GV (2017 data). The gray shaded area indicates
the range below 6 · 109 GeV, which is excluded from the fit. The expected composition is calculated assuming the EPOS-LHC
shower model and comparing to the first two moments of Xmax distributions.
10
fixed energy scale and hence cannot be rigorously inter-
preted as evidence for a non-zero iron fraction. Note,
however, it will be still visible if we later let the energy
scale float. An indication for an iron contribution might
also be visible in the composition data above 1019.4 eV
(Unger 2018).
5. THREE-DIMENSIONAL FIT
We now include the source evolution m as an addi-
tional free parameter and allow the energy scale δE to
float within the systematic uncertainties by following the
procedure described in Section 3. First we discuss our
“baseline” case defined by the combination of Talys
as disintegration model and Sibyll 2.3 as air-shower
model (in Section 5.1), before extending to other model
combinations (in Section 5.2). The impact of the model
choices on the injected composition is discussed in Sec-
tion 5.3.
5.1. Baseline case characteristics
Our “baseline” case is defined (a posteriori) by the
combination of Talys as disintegration and Sibyll 2.3
as air-shower model, motivated by its lowest χ2 out of
realistic disintegration model choices. The other model
combinations are discussed in Section 5.2.
The parameter space is shown in Fig. 4 and the best
fit values in Tab. 2. We note that the χ2/dof is close
Table 2. Best fit parameters for the 3D
parameter scan with free source evolution for
the baseline case of the combination Talys -
Sibyll 2.3. For γ, m and δE the 1σ-uncertainty
(for 1 d.o.f.) is given. No uncertainty on Rmax is
reported, as our computation grid is too sparse
to resolve it.
Talys - Sibyll 2.3
γ −0.80+0.27−0.23
Rmax (GV) (1.6± 0.2) · 109
m 4.2+0.4−0.6
δE 0.14
+0.00
−0.03
fA(%) H He N
0.0+42.6−0.0 82.0
+3.8
−6.4 17.3
+1.0
−1.1
Si Fe
0.6± 0.1 (2.0± 0.8) · 10−2
I9A(%) H He N
0.0+1.2−0.0 9.8
+2.8
−2.9 69.2
+1.5
−1.6
Si Fe
17.9+3.2−3.5 3.2
+1.2
−1.3
χ2 / dof 27.0 / 21
to one, whereas it was close to three in the earlier 2D
fit with fixed energy scale and different disintegration
and air-shower models; this means that we now actu-
ally have a good fit, due to the free source evolution
and floating energy scale. The contour in the γ −Rmax
plane is similar to the flat evolution case. Although the
γ ≈ 1 corresponding to Fermi acceleration with diffusive
escape is within the 95% contour, the preferred spectral
indices result in flat or almost monochromatic spectra
γ < 1. In contrast to the previous 2D case, a floating
δE allows for somewhat softer spectral indices.
The Rmax −m plane exhibits a low rigidity cutoff for
every choice of the source evolution within the 95% CL.
This is required by the composition data, in particular
the σ(Xmax), that suggests a clear separation among
the mass spectra. This result can be interpreted as a
signature of the preference of the data for the maximum-
rigidity scenario with respect to the photo-disintegration
one. The discrimination among these scenarios is one of
the science goals of AugerPrime (Aab et al. 2016b), and
what we found constitutes a stronger result with respect
to the 2D fit.
The γ − m parameter plane exhibits a clear anti-
correlation, as already noticed for example in Unger
et al. (2015); Taylor et al. (2015). Positive source evo-
lutions (m > 0) result in a pile up from more distant
sources, effectively softening the spectrum at Earth.
This pile up is compensated by harder spectra at the
source. Contrariwise, a high density of local sources
(m < 0) allows for spectral indices compatible with
Fermi acceleration. The result clearly favors positive
evolutions, covering star-forming objects, GRBs and
Blazars. The very hard spectra found in this case are
consistent with what was found for example in Taylor
et al. (2015). The 3σ contours leave room for negatively
evolving sources such as TDEs (Biehl et al. 2018b).
The spectrum and composition corresponding to the
best fit of our baseline model are reported in Fig. 5,
while the corresponding injection spectra at the source
(including the respective errors) are illustrated in Fig. 6.
The pile-up effect from higher redshifts is clearly visible:
While the injection spectrum is very hard (γ = −0.8),
the propagated spectra are softer and have a stronger
overlap. The best fit for the proton component is 0,
and the proton component in the propagated spectrum
comes only from propagation. However, the shaded
range in Fig. 6 indicates the uncertainty in the normal-
ization, which still allows for a significant proton frac-
tion, as this component is barely contained in the fit
range.
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5.2. Model dependence of the UHECR fit
We expand the discussion of the previous sections and
study the influence of the propagation and air-shower
models, by repeating the fit for permutations of the dis-
integration models PSB, Talys, Peanut and the air-
shower models Epos-LHC, Sibyll 2.3 and QGSjetII-
04. The results are shown in Fig. 7 for the projection
to the γ −m plane, and the corresponding best fit pa-
rameters are reported in Tab. 3 (appendix).
Consistent with what was found in the CF, we cannot
find reasonable fits for QGSjetII-04 due to the model’s
broad Xmax distributions, in combination with a small
〈Xmax〉, opposite to what is observed in data (Bellido
2017). In all the other combinations we find satisfactory
best fits with χ2/dof ≈ 1.4 − 2.0. Clearly, the shower
model has a stronger impact on the fit contours than
the disintegration model, as can be seen comparing the
columns in Fig. 7. Interestingly, for the PSB model
in combination with Sibyll 2.3, negative source evolu-
tions are excluded at 3σ. This is an effect of the less
efficient disintegration, as will be explained in the next
section.
The anti-correlation between m and γ is found for all
combination of disintegration and shower model (exclud-
ing QGSjetII-04). However, when exchanging Sibyll
2.3 with Epos-LHC, the 3σ contour in Fig. 7 is shifted
towards more local sources and/or more monochromatic
spectra. The reason for this is that Epos-LHC, com-
pared to Sibyll 2.3, predicts less shower-to-shower fluc-
tuation decreasing the σ(Xxmax), while at the same time
its 〈Xmax〉 predicts a lighter composition of the mea-
surements. In combination this allows for less overlap
of individual mass spectra. Therefore local sources are
favored for this model, reducing the impact of photo-
disintegration, which would increase the mass overlap.
At the same time the maximal rigidity Rmax is more
12
109 1010 1011
E [GeV]
100
101
102
103
E3
 J 
[G
eV
2  c
m
2  s
1  s
r
1 ]
A = 1
2 A 4
5 A 14
15 A 28
29 A 56
Auger 2017
109 1010 1011
E  [GeV]
600
700
800
900
X m
ax
 [g
 c
m
2 ]
H
He
N
Fe
109 1010 1011
E  [GeV]
0
20
40
60
(X
m
ax
) [
g 
cm
2 ] H
He
N
Fe
Figure 5. Spectrum (upper panel) and composition ob-
servables (lower panels) corresponding to the best fit to the
Auger 2017 data, for the baseline model combination Talys
and Sibyll 2.3. The corresponding injection at the source
is found in Fig. 6.
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Figure 6. Injection spectra for the five injected elements
corresponding to the best fit for the 3D parameter scan in
Fig. 5 (γ = −0.8, Rmax = 1.6·109 GV, m = 4.2). The shaded
regions indicate the 1σ uncertainties to the normalization of
each injection corresponding to the fit (for γ,Rmax,m fixed).
While the best fit proton fraction is 0, there can be a signif-
icant proton contribution within the uncertainty.
constrained for Epos-LHC than for Sibyll 2.3 again
decreasing the impact of photo-disintegration (this is not
directly evident from Fig. 7).
The χ2min/dof is slightly worse when using Epos-LHC
(≈ 2.0) compared to Sibyll 2.3 (≈ 1.4), mainly because
the fit to the 〈Xmax〉 is worse. It is however not strong
enough to discriminate between these models, as the
difference can be somewhat alleviated by allowing for
shifts in Xmax within the systematic uncertainties. We
did not include a proper treatment of these systematics.
Our results also show the limitations of what can be
inferred from UHECR data alone. While the assump-
tion of a generic rigidity-dependent source candidate de-
scribes the data sufficiently well, a strong degeneracy in
the parameter space remains. Extending the range of
the fit to lower energies could break this degeneracy,
but would require assumptions about the extragalactic
magnetic field and the transition to a (possibly) Galactic
component below the ankle, which means that it would
add more degrees of freedom to the model.
With new data from future experiments the situa-
tion is expected to improve. For example, with bet-
ter information on the UHECR composition from the
AugerPrime upgrade, the parameter space will likely be
more constrained. A significant improvement of photo-
disintegration and air-shower models would be needed
as well; otherwise the ambiguity of the interpretation
among different models will remain as indicated by our
results.
5.3. Injected composition
An interesting and reoccurring question is the range of
mass compositions permitted by Auger data. While the
composition at observation is fixed (within the uncer-
tainty of air-shower models and data), it can have sig-
nificantly different interpretations in terms of the com-
position ejected from the source. Within the limitations
of our model, we illustrate the ranges of the injected
fractions I9A within the 3σ contours of our fit in Fig. 8
as a function of the source evolution. The figure shows
the baseline case Talys - Sibyll 2.3 as well as two ad-
ditional panels changing the air-shower model to Epos-
LHC and the disintegration model to PSB, respectively.
Comparing the fraction ranges for Sibyll 2.3 (Fig. 8,
left) with respect to Epos-LHC (Fig. 8, center) the
most striking difference is in the silicon fraction, which is
significantly higher for Sibyll 2.3, while in turn the ni-
trogen fraction is higher for Epos-LHC. This is mainly
due to the heavier 〈lnA〉 predicted by Sibyll 2.3. A
significant proton fraction is only found in the case of
Epos-LHC, owing to the slightly lower rigidity found for
that model. In both cases the nitrogen fraction increases
at the cost of the helium fraction with higher source
evolution. The higher disintegration for distant sources
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produces more helium during propagation, therefore re-
quiring less helium injected at the source.
For the same source evolutions, using Sibyll 2.3 with
respect to Epos-LHC leaves the mass fractions less con-
strained, as the combination of 〈Xmax〉 and σ(Xmax)
predicted by Sibyll 2.3 allows for a stronger super-
position of different mass spectra. In both cases the
allowed mass fractions widen when going to negative
source evolution. This effect is directly connected to
the propagation: for a larger concentration of distant
sources the disintegration increases the spread of masses
limiting the initial spread, while a larger concentration
of local sources allows for a broader spread of isotopes
already at the source. This is an explicit demonstration
that the σ(Xmax) reflects not only the spread of nuclear
masses at the sources but also what happens during their
propagation to Earth (Abreu et al. 2013).
The impact of the disintegration model is qualitatively
different. As mentioned in Section 5.2, negative source
evolution is not contained in the 3σ contours for the
combination of PSB and Sibyll 2.3. This constrains
the fraction ranges in Fig. 8 (right panel) to positive
source evolution. The most relevant features of the dis-
integration model are the level of α emission and the
number of open reaction channels that control how ef-
ficiently a nuclear cascade develops. For instance, the
absence of α emission in PSB, is compensated by higher
He fractions at the source, as noticed in Alves Batista
et al. (2015); Aab et al. (2017c). Due to the less ef-
ficient photo-disintegration in PSB, the necessary de-
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Figure 8. Ranges in the fraction allowed within 3σ (for 2 d.o.f) as a function of the source evolution parameter. The fractions
are defined by integrating the injection spectrum from Emin = 10
9 GeV, see Eq. (6). Left: Talys - Sibyll 2.3 (baseline model),
Center: Talys - Epos-LHC, Right: PSB - Sibyll 2.3.
velopment of the nuclear cascade can be ensured only
if the sources are distant enough (positive evolutions),
leading to a rejection of local sources. This finding
strengthens the need of using more refined models for
photo-disintegration, since it demonstrates that the sim-
ple PSB model might bias the predictions for source
evolution while overestimating the amount of helium at
the source.
Fig. 8, which describes the integral ejection fractions
from the sources, can also be interpreted in terms of
the physics of the sources. Especially the helium and
proton fractions are indicative of the amount of disin-
tegration required within the sources. While the iso-
topes must escape rather intact from the sources for
strong evolutions, such as AGNs, weaker source evolu-
tions seem to allow for higher helium and maybe even
proton fractions – which implies that the nuclei may
partially disintegrate in the sources. While this gives a
rough estimate, a rigid interpretation requires a more so-
phisticated source model. For higher luminosity sources,
that have a stronger disintegration chain, typically the
rigidity-dependence of the maximal energy is not a valid
assumption, see e.g. Biehl et al. (2018a); Rodrigues et al.
(2018).
A remarkable result is the non-zero iron fraction that
we find throughout all model combinations. This is a
result of the increased statistics at the cutoff of the up-
dated Auger 2017 data set as discussed in Section 4.
6. COSMOGENIC NEUTRINO FLUXES
The source parameters inferred from the fit to
UHECR data also lead to a prediction of the cosmogenic
neutrino flux. However, cosmogenic neutrino fluxes are
significantly affected by the cosmic ray densities beyond
a redshift of one, while UHECR fluxes are almost insen-
sitive to such distant source populations. Therefore, it
is impossible to estimate any confidence interval using a
solely data-driven method. Under the assumption that
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Figure 9. Allowed range of the neutrino flux (all flavors)
from the 3D fit in Fig. 4 within the 1σ, 2σ, 3σ contours (for
2 d.o.f.). The source evolution is in this case defined as
(1 +z)m for a maximum redshift zmax = 1, where m changes
within the allowed fit regions. Estimated sensitivities for
future radio neutrino detectors are shown for comparison:
ARA (Allison et al. 2016), ARIANNA (Persichilli 2018),
GRAND (Alvarez-Mun˜iz et al. 2018) and POEMMA (Kriz-
manic 2018).
the fit is sensitive up to a redshift of zmax = 1, we draw
in Fig. 9 the neutrino ranges corresponding to the 1, 2
and 3σ contours of the fit with the baseline model com-
bination. Essentially, these flux levels can be regarded
as constrained by present data. In contrast to the 1σ re-
gion, which is limited to positive source evolutions, the
3σ region is unconstrained towards negative redshifts
(compare with Fig. 4). Hence, if the sources are local,
the expected cosmogenic fluxes are very low.
In the following we exclusively focus on the 3σ con-
tours. We study the robustness of our results against
changes of the disintegration and the air-shower model
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Figure 10. Allowed range for the neutrino flux (all flavors) in the 3σ region for different model assumptions. Left: The
disintegration model is fixed to Talys and the ranges for different air-shower models are shown. Right: The shower model is
fixed to Sibyll 2.3 and the ranges for different disintegration models are shown.
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Figure 11. Allowed range for the neutrino flux (all flavors) in the 3σ region for different source evolution. Left: The purple
range corresponds to zmax = 1 (same as Fig. 9). For the other curves the source evolution is continued to zmax = 3 either by
continuing as (1 + z)m (yellow) or with a break to flat evolution at z = 1 (green). Right: The ranges are shown for the source
evolution fixed to different source classes and for flat evolution.
in Fig. 10. In the left (right) panel of Fig. 10 the cosmo-
genic neutrino flux is shown corresponding to the blue
UHECR contours for the models in the top row (left
column) of Fig. 7, respectively. The largest model de-
pendence comes from the allowed range for the source
evolution. The neutrino spectrum depends on the en-
ergy per nucleon, hence the composition dependence is
weak. The variations between the disintegration models
are small, resulting in a relatively robust upper bound.
For QGSjetII-04 the flux is small since positive evolu-
tions are disfavored. For PSB, a sizable lower limit to
the neutrino flux exists, since negative source evolution
(local sources) is not allowed.
As the maximum rigidity is strongly constrained by
the UHECR fit, the high-energy peak of the neutrino
flux stays relatively robust and located at ∼ 108 GeV.
This is in agreement with Alves Batista et al. (2019b),
where equally low fluxes were predicted.4 A small but
4 Note that during completion of this work, an update to
Alves Batista et al. (2019b) was released, finding now the same
low rigidities.
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relevant difference resides in the propagation code, since
Alves Batista et al. (2019b) assume a simplified redshift
scaling of the CIB, whose effects in the neutrino fluxes
are explained in Alves Batista et al. (2019a). If we apply
the same simplified scaling, the cosmogenic neutrino flux
in our calculations increases by 50%. Other minor differ-
ences come from other details of the propagation code
and the fitting procedure. Differences to other works
(Romero-Wolf & Ave 2017; Møller et al. 2018; Das et al.
2018) come from their limiting assumptions about the
source evolution, injected composition or the cutoff en-
ergy.
The most significant impact on the fluxes comes from
the extrapolation to redshifts z > 1, which is uncon-
strained by UHECR data. For Fig. 11, we adopt two
approaches:
(a): (Left panel) an empirical method using a simple
continuation of the (1 + z)m parameterization be-
yond z = 1 up to zmax = 3. We also test a distri-
bution with a break at z = 1 and a flat (m = 0)
behavior beyond that.
(b): (Right panel) discrete evolution functions of can-
didate source classes, where the parameter m is
not free; AGN (Hasinger et al. 2005; Stanev 2008),
GRB (Wanderman & Piran 2010), SFR (Yuksel
et al. 2008) (including starburst galaxies), TDE
(Lunardini & Winter 2017) and a flat evolution.
In this case zmax = 5 is used, which is above the
cutoff for all source evolutions used.
The most optimistic (1 + z)m extrapolation results in
fluxes that are one order of magnitude below the dif-
fuse neutrino flux. It can be considered as the upper
limit of what is expected in case of a single dominant
UHECR source population with a rigidity-dependent en-
ergy cutoff. A flux at a similar level is found for AGN
evolution. In either scenario, the future radio-based in-
struments will neither be able to distinguish between
source types (right panel) nor detect any significant cos-
mogenic neutrino signal. It is important to understand
that the expected neutrino flux is (lower-) bounded only
if the source evolution is fixed, motivated by a domi-
nant source class. As long as the sources are not known
or constrained, a “minimal cosmogenic neutrino flux”
(Ahlers & Halzen 2012) is not meaningful.
The low neutrino fluxes are partly related to our choice
of generic source model, which leads to fits with low
maximal rigidity. Other scenarios are possible in which a
small fraction of the UHECR flux originates from proton
accelerators that reach GZK energies (van Vliet et al.
2019). These protons would copiously produce cosmo-
genic neutrinos off the denser CMB and peak at higher
energies, while the majority of UHECRs would have a
heavier mass composition, in line with current observa-
tions. These findings strongly support one of the science
goals of the AugerPrime upgrade (Aab et al. 2016b),
in which additional hardware is deployed to determine
the proton fraction among the observed UHECRs. This
should be regarded as being of utter importance for the
decisions regarding the next generation neutrino detec-
tors. On the other hand this result leaves room for an
unambiguous detection of very high energy neutrinos
from the sources directly and it is unlikely that the cos-
mogenic flux will constitute a substantial background.
7. SUMMARY AND CONCLUSIONS
In this work we have applied a new numerical high-
performance propagation code, PriNCe, to the updated
spectrum and the composition data published by the
Pierre Auger Observatory in 2017. We have included
the source evolution m as an additional free parameter.
The savings in computation time have been used in favor
of a detailed assessment of the main model dependen-
cies, the nuclear disintegration in the propagation, and,
the hadronic interactions in the air-shower development.
For the emission from generic UHECR sources, we have
retained the main assumption from the Combined Fit
(CF) of a single dominant accelerator type. Our results,
therefore, refer to an “average” or “generic UHECR ac-
celerator” that emits nuclei at most as heavy as iron
with a spectral cutoff at a maximal rigidity.
We have demonstrated that the reduced statistical
error of the 2017 data set, in particular at the high-
est energy data points, favors for the first time a small
but constrained iron fraction almost independent of the
model variations. This implies a somewhat lower maxi-
mal rigidity.
The extension to three dimensions (γ, Rmax and m)
confirms and strengthens the finding of a low Rmax in-
dependent of the source evolution. We find a clear in-
dication of a correlation between the spectral index and
source evolution: rigidity-dependent source candidates
must be local m < 0 with spectral indices compatible
with those obtained in models with diffusive shock ac-
celeration, or, distributed according to the star forming
rate but with very hard, almost monochromatic, spec-
tral indices. Source classes discussed in the literature,
corresponding to such scenarios, are jetted Tidal Dis-
ruption Events (Zhang et al. 2017; Gue´pin et al. 2017;
Biehl et al. 2018b) and low luminosity GRBs (Zhang
et al. 2018; Boncioli et al. 2018), or re-acceleration sce-
narios as those proposed for termination shocks in star-
burst and nearby radio galaxies (Anchordoqui 2018;
Eichmann et al. 2018; Winchen & Buitink 2018), re-
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spectively. While the inclusion of magnetic fields would
soften the spectra at the source, the effect is probably
not significant enough to draw an entirely different con-
clusion. It is challenging to reconcile this result with
astrophysics, since a large number of alike sources with
very similar Rmax and mass composition is needed to
reproduce the observations.
We have assessed the impact of model variations on
the contours in the γ – m plane for all combinations
of the disintegration models PSB, Peanut, and Talys
and the air-shower models Epos-LHC, Sibyll 2.3, and
QGSjetII-04. The largest effect comes from changes in
the air-shower modeling, which means that a better un-
derstanding of hadronic interactions would provide use-
ful constraints. However, the 3σ contours enclose the
entire range of m, implying that there is no clear prefer-
ence for a candidate source type. While the model vari-
ations lead to unconstrained distributions of the source,
their mass composition is limited, preferring a mixture
of nitrogen and helium with an admixture of silicon de-
pending on the level and efficiency of nuclear disintegra-
tion during the transport. We have shown that the use
of simplified disintegration models prevents the possibil-
ity of investigating the whole parameter space including
local sources. Other choices in the number or type of
elements do not significantly affect the result.
By using the contours that represent the compatibility
with UHECR observations, we have studied the cosmo-
genic neutrino fluxes; compared to a purely theoretical
prediction, this can be regarded as a postdiction from
UHECR data. Because the allowed range in m is un-
bounded, no meaningful lower bound can be derived for
cosmogenic neutrinos since local sources cannot be ex-
cluded by the fit. On the other hand, we find that the
upper bound is relatively robust under model variations.
The fluxes are only constrained under fixed assumptions
for the cosmic distribution of sources motivated by spe-
cific source classes.
In all cases, the expected flux is small and peaks at
energies around 108 GeV making the detection by the
proposed future radio-based detectors unlikely. On the
other hand, this result means that if very high energy
neutrinos from sources exist at energies beyond 108 GeV,
the expected background from diffuse cosmogenic neu-
trinos is expected to be small. This conclusion applies if
UHECRs are produced in one dominant type of acceler-
ator with rigidity-dependent maximal energy cutoffs. If
there are multiple types, for instance including a subset
of proton rich sources, then the fluxes can look signif-
icantly different. Additional clues from high-precision
composition measurements are highly valuable, which
the AugerPrime upgrade is expected to deliver in a few
years from now.
In conclusion, the fit is relatively sensitive to the dis-
integration and, even more, the air-shower model, which
still lead to a strong ambiguity in the intepretation of
the data and therefore need future improvements. The
predicted cosmogenic neutrino flux is relatively robust
with respect to these models, and probably out of the
reach of future experiments in all cases. A significant en-
hancement to the neutrino flux can come from redshifts
beyond one, which cannot be constrained from UHECR
data alone.
Note: During the completion of this work, Alves Batista
et al. (2019b) updated their manuscript; parts of our
results have been made accessible to the authors of this
paper, and are in agreement with the updated version
(v2) of this manuscript.
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APPENDIX
A. PROPAGATION CODE - PriNCe
For our study we have written an original computer code in order to have a framework in which systematic uncer-
tainties such as cross sections and photon backgrounds can be efficiently varied. This appendix contains details about
the numerical methods used to accelerate the computation of the UHECR transport equation.
The two popular public UHECR propagation codes (CRPropa (Alves Batista et al. 2016) and SimProp (Aloisio
et al. 2017)) use a Monte-Carlo approach. While these can effectively handle spectral properties by re-weighting sam-
ples, a rigorous treatment of certain systematics, such as photo-nuclear cross sections, requires a full computationally
expensive re-sampling. On the other hand, an iterative numerical solution of the transport equation system, requires
a constant computational time under the variation of any parameter. The trade-off is that the variation of spectral
properties requires a full re-computation, as well.
Our code is called PriNCe (Propagation including Nuclear Cascade equations). The main development goals were
as follows:
• A time dependent UHECR transport equation solver efficient enough to compute a single spectrum
within seconds
• Fast and easy variation of model input such as cross section models and extragalactic photon backgrounds
• Accessibility and modularity, such that users can easily modify and extend specific parts of the code through
interfaces.
To achieve these goals, PriNCe is written in pure Python using vectorized expressions for the performance intensive
parts, accelerating those using libraries like Numpy and Scipy (Jones et al. 2001–). This vectorized approach also
allows for the code to be implemented for massively parallel accelerators, such as graphics processing units (GPUs),
without much additional effort.
The Boltzmann transport equation for UHECRs is most conveniently solved in terms of the comoving density
Yi(Ei, x, z) = Ni(Ei, x, z)/(1 + z)
3. Assuming homogeneous and isotropic sources the diffusion terms vanish and the
transport equation becomes independent of the spacial coordinate x (Propagation theorem (Aloisio & Berezinsky
2004)). The coupled differential equation system for the particle species i reads
∂tYi = −∂E(badYi)− ∂E (be+e−Yi)− ΓiYi +
∑
j
Qj→i(Yj) + Ji, (A1)
where we introduced the simplified notation Yi = Yi(Ei, z), which can be transformed between time t and redshift z
with the relation dz = −dt(1 + z)H(z). The first two terms describe the continuous energy losses due to adiabatic
cooling (HE) and Bethe-Heitler pair-production (be+e−). Γi is the rate of photo-nuclear interactions. The conversion
of the particle species j into i is handled by the re-injection terms Qj→i(Yj). The decay terms for unstable particles
can be treated implicitly, as described below. The last term (Ji) describes the injection from sources. We will discuss
the partial and ordinary differential parts separately in the following two sections.
A.1. Photo-hadronic interactions: ODE
Our approach to solve the ordinary differential equation (ODE) system that describes the conversion between particle
species due to photo-nuclear interactions follows the method and the notation described in Boncioli et al. (2017); Biehl
et al. (2018a). This new approach however greatly benefits from rewriting the same equations in terms of matrices.
The result a photo-nuclear interactions above a few MeV is the production of at least one or more final state
particles, in which the projectile nucleus disintegrates. In the system of ODE the disintegration happens with the rate
Γi ≡ Γi(Ei) and the (re-)injection terms Qj→i(Yj , Ei) couple the equation systems of different particle species. The
general form of the interaction rate on a target photon field is given by an integral over the photon energy ε and the
pitch angle θ in comoving frame
Γi(Ei) =
∫
dε
∫ +1
−1
d cos θ
2
(1− cos θ)nγ(ε, cos θ)σi(εr(θ,Ei, ε)). (A2)
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The σi(εr) is the absorption (total) photo-nuclear interaction cross section as a function of the photon energy in the
nuclear rest frame εr = (Eiε)/mi · (1− cos θ). For isotropic photon fields the pitch-angle-averaged cross section f(y)
can be pre-computed and the interaction rate becomes
Γi(Ei) =
∫
dε nγ(ε) fi(y(Ei, ε))
f(y) =
1
2y
∫ 2y
0
dεr εr σi(εr),
(A3)
where y ≡ (Eiε)/mi corresponds to the pitch-angle-averaged photon energy. The re-injection rate has a similar
form, but expressed with the inclusive differential cross section dσj→i/dEi(Ej , Ei, εr) and an additional integral over
projectile densities Y (Ej). The inclusive differential cross section can again be pitch-angle-averaged and expressed as
a function of y. In analogy to Eq. (A3) the re-injection rate reads
Qj→i(Yj , Ei) =
∫ ∞
Ei
dEj Yj(Ej , z)
∫
dε nγ(ε)hj→i(Ei, Ej , y(Ej , ε)) (A4)
with the kernel
hj→i(Ei, Ej , y) =
1
2y
∫ 2y
0
dεr εr
dσj→i
dEi
(Ej , Ei, εr) . (A5)
The decay of unstable particles is governed by a term ∂tYi = −Γdec,i(Ei)Yi with the decay rate Γdec,i(Ei) =
(Ei/mi τi)
−1, where τi is the lifetime of an unstable particle or nucleus i at rest. The re-injection terms for the
decay products have a similar form to Eq. (A4), but do not depend on the photon field. Hence the second integral can
be omitted:
Qdec,j→i(Yj , Ei) =
∫ ∞
Ei
dEj Γdec,j(Ej)Yj(Ej , z)
dnj→i
dEi
(Ej , Ei) . (A6)
The redistribution function dnj→i/dEi is in this case the inclusive energy distributions of the decay product i in decays
of j. To obtain inclusive distributions, all decay channels that contain i are summed with their branching ratio as
weight.
Most unstable particles that occur in UHECR propagation have a mean lifetime much smaller than the other relevant
timescales. Hence, the decay can be regarded as an instant process at the production vertex. A decay chain via the
intermediate meson or nucleus u, j → u→ i, can be integrated out:
dnj→u→i
dEi
(Ej , Ei) =
∫ Ej
Ei
dEu
dnj→u
dEu
(Ej , Eu)
dnu→i
dEi
(Eu, Ei) . (A7)
For decay chains that proceed via multiple intermediate particles this formula is applied recursively. In practice,
we substitute dσj→u/dEi (production term for the unstable particle u) in Eq. (A4) with distributions of the decay
products of u, dσj→u→X/dEX if τu < τthresh. For UHECR propagation we set τthresh to ∞, i.e. all unstable particles
decay immediately.
A special case arises for secondary nuclei. At high energies (Ei  TeV), the impact of the internal nucleon motion
can be neglected to a good approximation, resulting in the conservation of the boost of secondary fragments, i.e. the
energy per nucleon is conserved. The redistribution function then simplifies to
dσj→i
dEi
(Ej , Ei) ≈ σjMj→i δ
(
Ei − Ai
Aj
Ej
)
, (A8)
where Mj→i is the averge multiplicity. For this case, it is convenient to express all equations in terms of energy per
nucleon EAi = Ei/Ai. This leads to the simpler form of Eq. (A8):
dσj→i
dEAi
(EAj , E
A
i ) ≈ σjMj→i δ(EAi − EAj ), (A9)
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By computing the integral over Ej for the reinjection rate in Eq. (A4) it simplifies to:
Qj→i(EAi ) =
Aj
Ai
∫
dε nγ(ε)Yj(E
A
i , z) gj→i(y)
gj→i(y) =
1
2y
∫ 2y
0
dεr εrMj→i σ(εr)
(A10)
For the discretization (see next section) it is convenient to formulate the equation system in EAi . This makes the
treatment of the δ-function in Eq. (A9) accurate as long as the same grid in EAi is chosen for all nuclear particle
species. We use the form Eq. (A10) for all nuclear species in the code. However for the sake of brevity we will not
mention this explicitly in the following and only discuss the more general form Eq. (A4).
A.2. Discretization
For the numerical solution of the coupled ODE system Eq. (A1), we introduce a discrete, logarithmic grid in energy:
Ek = E0 · 10k·dk , (A11)
where the grid constant dk can be adjusted independently for the particle and the photon grids to achieve the desired
precision. Currently eight points per energy decade results in a good compromise between precision and computational
speed. We use k, l,m as upper indices for energy grid indices and i, j as lower indices for particle species. All quantities
are represented by their value at the interval centers. In some cases, such as for strongly peaked cross sections, it is
necessary to compute precise averages over each interval instead of taking the central value.
On a grid we rewrite the interaction rate from Eq. (A3) using step integrals as
Γki = Γi(E
k
i )
=
∑
l
∆εm f(Eki , ε
m)n(εm)
=
∑
l
∆εm fkmi n
m
= Fki · ~n .
(A12)
The factor ∆εm can be absorbed into either the kernel matrix F or the photon field vector ~n. Here, we adopted the
convention Fkmi = fkmi ∆εm. The re-injection term from Eq. (A4) becomes
Qkji = Qj→i(Yj , E
k
i )
=
∑
l
∆Elj Y
l
j
∑
m
∆εm h(Eki , E
l
j , y
km)n(εm)
=
∑
l
∆Elj Y
l
j
∑
m
∆εm hklmij n
m
=
∑
l
Y lj (Hklij · ~n) ,
(A13)
where the differential elements are absorbed into the kernel matrix Hklmij = hklmijk ∆Elj∆εm. This allows us to write the
coupled ODE system as a single matrix expression
∂tY
k
i = −Γki Y ki +
∑
j
Qkij + J
k
i
= −(Fki · ~n)Y ki +
∑
j,l
(H · ~n)klij Y lj + Jki ,
∂t~Y = Φ · ~Y + ~J.
(A14)
The state vector ~Y contains all discretized particle spectra ordered by energy and particle mass, i.e. :
~Y = (Y 0νe . . . Y
K
νe . . . Y
0
p . . . Y
K
p . . . Y
0
Fe . . . Y
K
Fe )
T . (A15)
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Although several symbols in the above equations appear tensor valued, we use an index translation scheme in the code
that conveniently projects the equation system on a two-dimensional coefficient matrix Φ, which is given by
Φklij =
−(Fki · ~n) + (Hklij · ~n) if i = j and k = l(Hklij · ~n) if i 6= j or k 6= l . (A16)
Since each projectile produces only a few secondary particle species, the matrix Φ is sparse with only ≈ 2% of
non-zero elements. The ordering of ~Y by energy and particle mass results in an upper-triangular shape of Φ and its
sub-matrices, as long as there is no particle acceleration. The calculation of the derivative, a sparse-matrix vector dot-
product, is significantly accelerated by using a sparse matrix storage format from a specialized library. The compact
sparse row (CSR) format5 stores a matrix M as three vectors: A data vector ~D containing only the non-zero elements,
a column index vector ~C holding the column indices for each element and a row pointer ~R pointing to the position
of the first element of each row in ~D and ~C. The end of each row is given by the next index in ~R, an empty row is
indicated by a repeated index in ~R.
For example the matrix:
M =

6 0 0 1
0 5 0 0
0 0 0 0
4 5 9 0
 , (A17)
would be stored (with indexing starting at 0) as:
~D =
(
6 1 5 4 5 9
)
~C =
(
0 3 1 0 1 2
)
~R =
(
0 2 3 3 6
)
.
(A18)
The format is to be read as following: The first two entries in ~D and ~C belong to the first row of M , as R1 = 2
signals that the second row starts with the third entry. With ~C giving the column position, this means that M00 = 6
and M03 = 1. A repeated entry in ~R indicates an empty row, as for R2 = R3 = 3 in the example. The vector ~D and
~C therefore always have a length equal to the number of non-zero elements, while ~R has a length equal to the number
of rows plus one. The compact sparse column format (CSC) is defined analogously. The CSR format is especially
effective multiplication with column vectors.
The vector ~D and ~C therefore always have a length equal to the number of non-zero elements, while ~R has a length
equal to the number of rows plus one. The compact sparse column format (CSC) is defined analogously. The CSR
format is especially effective for multiplication with column vectors.
In our approach the particle production channels and therefore the non-zero elements of Φ in Eq. (A16) are fixed.
Therefore the column index vector and row pointer only have to be found once. Instead of recomputing the whole
sparsity structure, only the elements of the data vector in the sparse matrix format of Φ have to be replaced in every
step, resulting in further computational speed gains.
The computation of elements of Φ can be done in a single matrix expression if F and H are combined into a single
cross section kernel K. By ordering K according to the order of the ~D vector of Φ, the elements of ~D can be modified
in-place without additional memory allocations:
5 An implementation of the CSR format is included in Scipy:
https://docs.scipy.org/doc/scipy/reference/sparse.html
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(
. . . Φklii . . . Φ
kl
ij . . .
)T
= K ·

n0
...
nM
 =

...
...
(−Fkl0i +Hkl0ii ) . . . (−FklMi +HklMii )
...
...
Hkl0ij . . . HklMij
...
...

·

n0
...
nM
 (A19)
This arrangement allows for very fast computation of all coefficients of Φ and hence the handling of the time/redshift
dependent ODE system becomes very efficient. The cross sections can be varied by scaling or replacing elements of
the kernels in K between runs without additional initialization overhead.
A.3. Adiabatic expansion and pair-production: PDE
The partial differential part of the transport equation comes with two continuous loss terms:
∂tY = −∂E(badYi)− ∂E (bpairYi) (A20)
with the loss terms b ≡ dE/dt. The adiabatic losses due to cosmological expansion are described by
bad = −H(z)E. (A21)
Pair-production losses are implemented according to the continuous approximation by Blumenthal (Blumenthal 1970)
be+e− =− αr20Z2m2e
∫ ∞
2
dξ nγ
(
ξme
2γ
, z
)
Φ(ξ)
ξ2
. (A22)
We have already accelerated the numerical solution of photo-nuclear part of the equation system by solving the ODE in
the sparse matrix form. The standard approach to include partial differential terms is to express the energy derivatives
as finite differences, e.g. second order central differences:
f ′(Eki ) =
f(Eki+1)− f(Eki−1)
2∆Eki
+O((∆Eki )2), (A23)
with i indicating the energy grid index. For the entire energy grid, the finite differentiation operator can be written
as a matrix:
Dk,k+1i =
1
2∆Eki
Dk,k−1i =
−1
2∆Eki
. (A24)
However this leads to an antisymmetric matrix, which has imaginary eigenvalues, in the case of second order differences.
This leads to oscillations which can only be suppressed by using smaller step sizes. We find that it is equally accurate
and more stable for our purpose to use forward biased differences, e.g. in second order:
f ′(Eki ) =
−1f(Ek+2i ) + 4f(Ek+1i )− 3f(Eki )
2∆Eki
+O((∆Eki )2). (A25)
The code allows to adjust the order of finite differences to optimize for the given problem. Currently we use 6th order
finite differences. While this is probably more than necessary, we find that the impact on performance is small, as the
computation time is dominated by the photo-hadronic part. For applications different from UHECR propagation we
might however have to revisit this choice. If the order of the operator does not change, Dkli can be included in the
sparse interaction matrix Φ from Eq. (A14) that is solved as an ODE with methods described in the next section.
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A.4. Differential equation solver
Using matrix formulation we have found an efficient scheme to recalculate the time derivative ∂t~Y (z). To solve
the problem for ~Y (z) one has to choose an integration scheme in time t (or for redshift z by converting with dz =
−dt(1 + z)H(z)). For a system with light injection, the eigenvalues of the interaction matrix Φ are small enough such
that we can use an explicit Euler scheme:
~Y (t+ ∆t) = ~Y (t) + ∆t · ∂t~Y (E, t) (A26)
For a proton system from redshift z = 1 with dz = 10−3 the propagation can be solved within a few 100 ms.
For heavier mass nuclei the eigenvalues of Φ become very large and the system becomes stiff, requiring very small
time/redshift steps for a stable explicit integration. In this case, we use an implicit integration scheme based on
scipy.integrate.ode.BDF (Backward Differentiation) solver, which adaptively adjusts the stepwidth and the order.
A first order BDF sheme corresponds to an implicit Euler scheme:
~Y (t+ ∆t)− ~Y (t) = ∆t · ∂t~Y (E, t+ ∆t) (A27)
The arising implicit equation system is solved by Newton iteration to avoid inversion of the Jacobian in every step.
More details are available in the scipy documentation6.
6 https://docs.scipy.org/doc/scipy/reference/generated/scipy.integrate.BDF.html
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Table 3. Best fit parameters for the 3D parameter scan with free source evolution for all nine model combinations, as described
in Section 5.2
Talys - Sibyll 2.3 Talys - Epos-LHC Talys - QGSjetII-04
γ −0.80+0.27−0.23 −0.05+0.10−1.45 −1.40+0.07−0.10
Rmax (GV) (1.6± 0.2) · 109 2.5+0.0−0.9 · 109 1.8+0.2−0.0 · 109
m 4.2+0.4−0.6 −6.0+8.0−0.0 −6.0+0.2−0.0
δE 0.14
+0.00
−0.03 0.11
+0.03
−0.01 0.14
+0.00
−0.01
fA(%) H He N H He N H He N
0.0+42.6−0.0 82.0
+3.8
−6.4 17.3
+1.0
−1.1 0.0
+14.3
−0.0 90.0
+0.4
−0.4 9.8
+0.4
−0.4 82.2
+1.3
−1.5 17.3
+0.9
−0.9 0.5
+0.0
−0.0
Si Fe Si Fe Si Fe
0.6+0.1−0.1 0.0
+0.0
−0.0 0.3
+0.1
−0.1 0.0
+0.0
−0.0 0.0
+0.0
−0.0 0.0
+0.0
−0.0
I9A(%) H He N H He N H He N
0.0+1.2−0.0 9.8
+2.8
−2.9 69.2
+1.5
−1.6 0.0
+1.6
−0.0 38.1
+0.9
−1.0 54.2
+1.0
−1.1 12.3
+1.0
−1.1 27.6
+1.2
−1.3 58.3
+0.5
−0.5
Si Fe Si Fe Si Fe
17.9+3.2−3.5 3.2
+1.2
−1.3 6.4
+1.8
−1.8 1.4
+0.7
−0.7 0.0
+1.4
−0.0 1.8
+0.3
−0.3
χ2 / dof 27.0 / 21 53.1 / 21 259.1 / 21
PSB - Sibyll 2.3 PSB - Epos-LHC PSB - QGSjetII-04
γ −1.50+0.55−0.00 0.75+0.12−0.09 −1.50+0.05−0.00
Rmax (GV) 1.4
+0.5
−0.0 · 109 3.5+0.5−0.4 · 109 1.8+0.1−0.2 · 109
m 5.0+0.4−0.6 −6.0+0.4−0.0 −6.0+0.2−0.0
δE 0.14
+0.00
−0.11 0.14
+0.00
−0.03 0.14
+0.00
−0.02
fA(%) H He N H He N H He N
0.0+37.2−0.0 98.5
+0.1
−0.1 1.4
+0.2
−0.2 0.0
+5.9
−0.0 87.8
+0.2
−0.2 11.1
+0.6
−0.6 83.7
+0.7
−0.8 16.1
+0.4
−0.4 0.2
+0.0
−0.0
Si Fe Si Fe Si Fe
0.1+0.0−0.0 0.0
+0.0
−0.0 1.0
+0.3
−0.3 0.1
+0.1
−0.1 0.0
+0.0
−0.0 0.0
+0.0
−0.0
I9A(%) H He N H He N H He N
0.0+1.8−0.0 34.7
+1.3
−1.3 40.7
+2.5
−2.7 0.0
+1.5
−0.0 55.9
+0.5
−0.5 34.9
+1.4
−1.4 19.4
+0.9
−0.9 42.7
+0.8
−0.8 34.8
+1.0
−1.0
Si Fe Si Fe Si Fe
21.2+3.4−3.7 3.4
+1.7
−1.7 7.6
+2.0
−2.1 1.5
+0.9
−1.0 0.9
+1.6
−0.9 2.1
+0.8
−0.8
χ2 / dof 23.8 / 21 46.6 / 21 228.8 / 21
Peanut - Sibyll 2.3 Peanut - Epos-LHC Peanut - QGSjetII-04
γ −0.75+0.34−0.21 −1.50+0.08−0.00 −1.50+0.03−0.00
Rmax (GV) 1.8
+0.3
−0.1 · 109 1.6+0.2−0.0 · 109 1.8+0.2−0.0 · 109
m 3.4+0.6−0.6 0.6
+0.6
−0.8 −6.0+0.2−0.0
δE 0.01
+0.03
−0.04 0.14
+0.00
−0.01 0.14
+0.00
−0.00
fA(%) H He N H He N H He N
0.0+18.8−0.0 93.8
+0.5
−0.5 5.7
+0.5
−0.5 62.3
+5.8
−8.3 37.1
+1.2
−1.3 0.7
+0.0
−0.0 84.7
+0.8
−0.9 15.1
+0.5
−0.5 0.2
+0.0
−0.0
Si Fe Si Fe Si Fe
0.4+0.1−0.1 0.0
+0.0
−0.0 0.0
+0.0
−0.0 0.0
+0.0
−0.0 0.0
+0.0
−0.0 0.0
+0.0
−0.0
I9A(%) H He N H He N H He N
0.0+0.9−0.0 24.9
+1.6
−1.6 47.8
+2.2
−2.4 5.2
+1.4
−1.4 35.3
+1.2
−1.3 50.3
+1.3
−1.4 17.2
+0.9
−0.9 34.9
+1.0
−1.0 44.4
+1.0
−1.1
Si Fe Si Fe Si Fe
24.5+3.0−3.3 2.8
+1.3
−1.4 8.0
+2.2
−2.3 1.2
+0.9
−0.9 2.3
+1.5
−1.6 1.3
+0.6
−0.7
χ2 / dof 32.9 / 21 38.5 / 21 209.9 / 21
