The aim of this article is to develop a methodology that is capable of generating micro-scale models of Ductile Cast Irons, which have the particular characteristic to preserve the smoothness of the graphite nodules contours that are lost by discretization errors when the contours are extracted using image processing. The proposed methodology uses image processing to extract the graphite nodule contours and a genetic algorithm-based optimization strategy to select the optimal degree of the Bézier curve that best approximate each graphite nodule contour. To validate the proposed methodology, a Finite Element Analysis (FEA) was carried out using models that were obtained through three methods: (a) using a fixed Bézier degree for all of the graphite nodule contours, (b) the present methodology, and (c) using a commercial software. The results were compared using the relative error of the equivalent stresses computed by the FEA, where the proposed methodology results were used as a reference. The present paper does not have the aim to define which models are the correct and which are not. However, in this paper, it has been shown that the errors generated in the discretization process should not be ignored when developing geometric models since they can produce relative errors of up to 35.9% when an estimation of the mechanical behavior is carried out.
Introduction
Ductile Cast Irons (DCIs) have become one of the most important materials when it is desired to manufacture mechanical components that will be exposed to low to moderate stress with complex and large shapes, due to their low production costs and their excellent castability [1] . DCIs are ferrous alloys that are comprised of graphite elements within a ferritic matrix, where the graphite elements, usually called graphite nodules, are characterized by a semi-spherical shape [2] . Because of the particular geometry of the graphite nodules, the DCIs have good characteristics, such as excellent mechanical properties, machinability characteristics, superior corrosion, and abrasive resistance [3] [4] [5] [6] . The different DCIs mechanical properties, such as, high values of tensile strength and Young's modulus, among others [7] , are some of the reasons that make DCIs very versatile for different engineering fields such as the automotive industry, mining industry, among others [8, 9] . To perform the analysis of the mechanical properties, it is necessary to use computational tools, such as the Finite Element Analysis (FEA), which allows for relating the mechanical behavior with the microstructural properties of the DCI [10, 11] . In order to obtain adequate results through the FEA, it is necessary to develop models that represent the geometry of the DCI as closely as possible to the real geometries (or to that established by studies concerning nodule sphericity), since models with incorrect approximations, which can show very pronounced or irregular graphite nodules contours, can generate stress concentrators that will lead in practice to an incorrect estimation of the mechanical properties in the FEA simulation. Therefore, it is very important to generate methodologies that allow for obtaining the micro-scale models with the appropriate geometry without losing the sphericity that conceptually defines the DCIs.
According to the models that have been generated to represent the DCI microstructure, two types can be identified, those who completely idealize the microstructure, and those that try to fit to the real geometry of the DCIs. Among the works that have idealized the models is the work of Rodríguez et al. [12] , where two-dimensional and three-dimensional multi-particle cell models were employed to obtain the Young's modulus and the Poisson's ratio of a DCI using a FEA. The cells were modeled assuming that the matrix was homogeneous and that the nodules were considered perfectly spherical or circular holes for the two-dimensional cells. Based on this consideration, several works have studied the effects that the consideration of graphite nodules as holes on the mechanical properties values can have. For example, the work of Di Cocco et al. [13] proposed a methodology by means of image processing to develop a three-dimensional (3D) microstructural model in order to implement a FEA for analyzing the stress distribution. They used models where the microstructure was considered as biphasic, and models with the nodules that were considered as holes, and demonstrated that it is not possible to consider graphite nodules as holes, because in addition to being unrealistic, such considerations decrease the intensification of the stress near of the graphite nodules. In the same sense, there is the work of Kasvayee et al. [14] which studied the distribution of strains produced in a tensile test of a DCI; in their work, as Di Cocco does, demonstrated that the assumption of graphite nodules as holes in the microstructure is not valid, since taking into account this consideration occurred high deformations around all of the graphite nodules, unlike when the nodules are considered as solids, where the deformations were only located on some specific nodules. Therefore, the models that consider graphite nodules as holes, despise the effects on the mechanical properties of graphite in the microstructure of DCIs. On the other hand, other works have used models where the graphite nodules are not considered as holes, but as ideal spheres of graphite, with the aim of making a thermoelastic formulation of the internal structure of graphite nodules to verify the elastic behavior of a DCI by means of an FEA [10] . At this point, the works that are mentioned above have only used geometric models where nodules are considered as holes or ideal spheres. To represent how spherical graphite nodules are within a DCI, there is an index called Circular Shape Factor (CSF), it has been shown that graphite nodules within a DCI have a CSF value that varies between 0.9 and 1 [15] , where a value of 1 would represent a completely spherical nodule or in two dimensions a perfect circle. Therefore, all of the works that have used idealized models have considered their nodules or holes with a CSF value of 1, such consideration is impossible in the real morphologies, and also, as already mentioned, has significant effects on the mechanical behavior.
On the other hand, there are the works that have developed models that try to fit or approach to the real geometry of the DCIs. For instance, the work of Carazo et al. [11] , where they predicted Young's effective modulus and Poisson's ratio of a DCI based on a multi-scale computational model. The models were generated using image processing techniques to extract the coordinates of the pixels representing the graphite nodules contours, which are used to generate the model for the FEA. They considered a node within each pixel of the contour and then joined each node using straight lines. In this context, there is the work of Kasvayee et al. [14] , which studied the distribution of strains that were produced in a tensile test of a DCI, when comparing finite element simulation and measurements by digital image correlation, in their work they used real micrographs to produce their models. Another work is that of Fernandino et al. [16] , in which it was developed a methodology for predicting the elastic behavior of a DCI using multi-scale analysis. The procedure combines computational techniques for FEA, micrographic analysis to generate FEA models, and micro-indentation tests to identify the elastic behavior of the different phases of the microstructure. The geometric models were generated employing image processing tools to segment the nodules; the model is estimated by considering a square matrix with square elements whose resolution was 1 µm, in order to approach the DCIs geometry accurately. However, when the model is represented by square elements, the nodules contours are affected, which also is not realistic. In the methodologies that are followed by the previous works, the image processing is used to extract the graphite nodules contours conserving geometries that are more similar to the real models in comparison with the ideal models, however, when image processing techniques are applied, an error occurs in the extracted contours due to the discretization process at the pixel level, which can affect the real geometry of the DCI. In this sense, it is demonstrated that the variability in the geometry of the generated models has a significant effect on the values of the mechanical properties that were estimated by the application of a FEA, as demonstrated by the works of Carvalho et al. [17] and Ahmadi et al. [18] . Therefore, it has been concluded, from the various works, that the need to generate geometric models closer to reality, since according to the methodology that was used to generate the models it is possible to obtain different variations in the geometries of the modeled material, and hence a variation in the estimated mechanical properties. As shown in previous works, image processing has been used to obtain realistic models, however, the problem lies at the moment of interpolating to generate the contours of the nodules, and so far, only simple and linear approximations have been reported. Therefore, it would be ideal to apply other methods of curves interpolation, for instance, Bézier curves, and some algorithm of optimization for the generation of the curves, since they have been appropriate in other applications [19] [20] [21] .
The present work proposes a methodology that is capable of generating geometric microscale-models of the microstructure of a DCI; the generated geometric models preserves the smoothness of graphite nodules contours that are lost by discretization errors when extracting the contours using image processing techniques. The methodology is based on the extraction of the geometric data from a micrographical image of a DCI; after that, the obtained data is processed to obtain an approximation through Bézier curves using an optimization method based on genetic algorithms (GA) with the aim of determining the optimal degree of the Bézier curve to approximate the contour of each graphite nodule, and thus to obtain a model that best approximates to the DCI original geometry. The validation of the proposed methodology is done through an experimental comparison with the models obtained using a fixed Bézier curve degree for all of the graphite nodules and a model obtained with commercial software. The comparison is carried out using an FEA to demonstrate the effect on the mechanical properties of variations in the geometry of different models of a DCI.
Background

Discretization Error Due to Image Processing
The geometric micro-scale-models play an important function when a FEA is performed with the objective to estimate the mechanical behavior. The microscale-models are usually obtained from the nodules contours of a DCI micrograph (Figure 1a ) using image processing techniques, as shown in Figure 1b , and from this data, the geometric models are generated, as it can be observed in Figure 1c , in this figure the model was generated using commercial software called img2CAD (Img2CAD LLC., Cologne, Germany). As it can be seen in Figure 1c , some regions of the contour of the model are completely straight due to the contour that is computed at the pixel level; besides, other sections have corners with angles of 45 • and 90 • , which can produce stress concentrators in a FEA. Furthermore, these sections do not represent the geometric characteristics of graphite nodules, since a DCI is characterized by the semi-sphericity of its graphite nodules, as they have a CSF value of between 0.9 and 1 [15] . These geometric characteristics are a part of the errors that are produced by the discretization at the pixel level at the time of obtaining the contours through image processing. Although the geometric variations may be too small to observe, they have an effect on the estimation of the mechanical properties in a FEA using the models obtained. Therefore, new alternatives are required to create methodologies capable of generating models, which reduce the possible errors due to geometric discretization. required to create methodologies capable of generating models, which reduce the possible errors due to geometric discretization. 
Bézier Curves
The Bézier curves have been used to generate smooth trajectories, so they can be considered for the approximation of the points that form the graphite nodules contours, as they have a semi-spherical morphology. Once the coordinates of the pixels (points) that compose the graphite nodules contours have been obtained using image processing, the Bezier curves are obtained. To obtain the curves, the contour is divided into two subsets, one superior (Ssup) and one inferior (Sinf), and a Bezier curve is obtained for each subset; once the curves are computed, then they are joined to obtain the curve that represents the contour of the complete nodule.
When considering that is necessary to generate a Bézier curve (C(t)) of degree n for a subset of points, A = {a0, a1, …, ak}, which could be Ssup o Sinf, with a points number of (k + 1), it requires to satisfy the following equation for all points:
where ( ) i,n t Bz are called the Bernstein polynomials and p are the control points. Equation (1) can be rewritten in the next matrix form:
Equation (2) can be summarized as BC = A, where B is the matrix of Bernstein's polynomials, A is the vector who contains the pixels belonging to the contour of the graphite nodule (they are the points to be approximated by the Bézier curve), and C is the vector containing the control points, which are calculated by solving the matrix system in Equation (2) . As it can be seen, n must be equal to k with the objective to appropriately compute the control points, which basically define the Bézier curve [22] .
In the generation of a Bézier curve, one of the most important parameters to select is the Bézier curve degree (n), as this parameter defines whether the curve will be more or less smooth. Hence, it is necessary to use an algorithm to optimize the selection of n according to the particular characteristics of each graphite nodule. In this work, the CSF and the number of points that each subset contains are used as inputs of the optimization algorithm. 
The Bézier curves have been used to generate smooth trajectories, so they can be considered for the approximation of the points that form the graphite nodules contours, as they have a semi-spherical morphology. Once the coordinates of the pixels (points) that compose the graphite nodules contours have been obtained using image processing, the Bezier curves are obtained. To obtain the curves, the contour is divided into two subsets, one superior (S sup ) and one inferior (S inf ), and a Bezier curve is obtained for each subset; once the curves are computed, then they are joined to obtain the curve that represents the contour of the complete nodule.
When considering that is necessary to generate a Bézier curve (C(t)) of degree n for a subset of points, A = {a 0 , a 1 , . . . , a k }, which could be S sup o S inf , with a points number of (k + 1), it requires to satisfy the following equation for all points:
where Bz i,n (t) are called the Bernstein polynomials and p are the control points. Equation (1) can be rewritten in the next matrix form:
In the generation of a Bézier curve, one of the most important parameters to select is the Bézier curve degree (n), as this parameter defines whether the curve will be more or less smooth. Hence, it is necessary to use an algorithm to optimize the selection of n according to the particular characteristics of each graphite nodule. In this work, the CSF and the number of points that each subset contains are used as inputs of the optimization algorithm.
Standard Genetic Algorithms-Based Optimization
The Standard Genetic Algorithms (SGA) are powerful meta-heuristic techniques that are used in variables searching and optimization problems [23] [24] [25] [26] , where the design/searching spaces are characterized by their discontinuity and non-convexity and the presence of mixed continuous-discrete variables. These algorithms, first presented by Holland [27] , are philosophically based on Darwin's principle of survival of the fittest considered as an evolution-based procedure that meets with the natural genetics and natural selection.
The general scheme of the SGA can be observed in Figure 2 , which provides the necessary information to implement such scheme:
The general scheme of the SGA can be observed in Figure 2 , which provides the necessary information to implement such scheme: The first step consists in specifying all of the initial parameters and generating the initial random population; then, the population must be evaluated using the stopping criterion of the iterative process. If the termination criterion is satisfied, then best design variables values must be provided and the selection of the best individuals must be performed. Once the best individuals are selected, a new population must be generated by applying the genetic operators: crossover and mutation. Finally, this new population replaces the original population, and the iterative process is executed until nominal convergence is reached or stopping criterion is satisfied.
Methodology
The proposed methodology develops micro-scale models of a DCI, which are then characterized by the moderate smoothness of the graphite nodule contours. In this way, the discretization errors generated when the graphite nodule contours are extracted using image processing techniques are reduced. The methodology is composed of three main stages, which are shown in Figure 3 . The first stage extracts the coordinates of the points and the CSF values that are obtained at the digital level (CSFdig) of the graphite nodules contours from a DCI micrography in a Bitmap format (BMP); in the second stage, the coordinates of the points and the CSFdig values are used to estimate an approximation to a Bézier curve for each graphite nodule contour by selecting the optimal degree, nopt, for each curve while using genetic algorithms (GA). Finally, the third stage generates the micro-scale model of the DCI microstructure in a drawing exchange format (DXF). Next, each of the stages that compose the methodology will be explained in detail. The first step consists in specifying all of the initial parameters and generating the initial random population; then, the population must be evaluated using the stopping criterion of the iterative process. If the termination criterion is satisfied, then best design variables values must be provided and the selection of the best individuals must be performed. Once the best individuals are selected, a new population must be generated by applying the genetic operators: crossover and mutation. Finally, this new population replaces the original population, and the iterative process is executed until nominal convergence is reached or stopping criterion is satisfied.
The proposed methodology develops micro-scale models of a DCI, which are then characterized by the moderate smoothness of the graphite nodule contours. In this way, the discretization errors generated when the graphite nodule contours are extracted using image processing techniques are reduced. The methodology is composed of three main stages, which are shown in Figure 3 . The first stage extracts the coordinates of the points and the CSF values that are obtained at the digital level (CSF dig ) of the graphite nodules contours from a DCI micrography in a Bitmap format (BMP); in the second stage, the coordinates of the points and the CSF dig values are used to estimate an approximation to a Bézier curve for each graphite nodule contour by selecting the optimal degree, n opt , for each curve while using genetic algorithms (GA). Finally, the third stage generates the micro-scale model of the DCI microstructure in a drawing exchange format (DXF). Next, each of the stages that compose the methodology will be explained in detail. Appl. Sci. 2017, 7, 1222 6 of 16
Figure 3.
General scheme of the methodology followed.
Extraction of the Graphite Nodule Contours
The objective of this step is to extract the coordinates of the points and the CSFdig values of the graphite nodules contours from a DCI micrography, and consists in a series of image processing algorithms, such as can be observed in Figure 4 . First, a binarization algorithm is applied, employing the Otsu method [13] . Once the image has been binarized, the nodules that are at the edges are removed by reconstruction dilation [28] , since these nodules do not have their complete geometry within the micrograph. After that, the graphite nodules smaller than 3 μm are removed through an opening by reconstruction [29] , since they are considered to be metallic inclusions or porosities, they can even be either the beginning or the end of a larger nodule, because the micrographs are two-dimensional (2D) representations of the graphite nodules. After the image segmentation, the overlapped nodules are separated, first applying an algorithm called distance function [29] to the binarized image and then the watershed algorithm [30] . Subsequently, a labeling is applied, which consists in assigning a level of gray to each graphite nodule in order to identify each of the graphite nodules. Finally, the whole image is read to identify the pixels (points) that belong to the contours. While the pixels belonging to the contours are identified, their coordinates are stored and grouped into a set depending on the graphite nodule (gray level) to which each pixel corresponds. In this same step, it is obtained the perimeter and the total area corresponding to each graphite nodule, which are required to calculate the CSFdig [15] . Then, the coordinates of the points and the CSFdig values of the graphite nodules contours are written in a text file, which is used to carry out the next stage. 
The objective of this step is to extract the coordinates of the points and the CSF dig values of the graphite nodules contours from a DCI micrography, and consists in a series of image processing algorithms, such as can be observed in Figure 4 . First, a binarization algorithm is applied, employing the Otsu method [13] . Once the image has been binarized, the nodules that are at the edges are removed by reconstruction dilation [28] , since these nodules do not have their complete geometry within the micrograph. After that, the graphite nodules smaller than 3 µm are removed through an opening by reconstruction [29] , since they are considered to be metallic inclusions or porosities, they can even be either the beginning or the end of a larger nodule, because the micrographs are two-dimensional (2D) representations of the graphite nodules. After the image segmentation, the overlapped nodules are separated, first applying an algorithm called distance function [29] to the binarized image and then the watershed algorithm [30] . Subsequently, a labeling is applied, which consists in assigning a level of gray to each graphite nodule in order to identify each of the graphite nodules. Finally, the whole image is read to identify the pixels (points) that belong to the contours. While the pixels belonging to the contours are identified, their coordinates are stored and grouped into a set depending on the graphite nodule (gray level) to which each pixel corresponds. In this same step, it is obtained the perimeter and the total area corresponding to each graphite nodule, which are required to calculate the CSF dig [15] . Then, the coordinates of the points and the CSF dig values of the graphite nodules contours are written in a text file, which is used to carry out the next stage. 
Optimization of the Bezier Curve Degree Using GA
Once the coordinates of the points and CSF dig values of the graphite nodule contours are obtained, then these points that are defined by the set A = {a 0 , a 1 , a 2 , ..., a k } with a points number of (k + 1) must be approximated by some type of curve in order to reduce the errors caused by the discretization process. In this work, it was decided to use approximations by Bézier curves as these generate smooth curves and are currently used in different applications [19, 31, 32] . However, there is a wide possibility of degrees to be used for generating Bézier curves; therefore, it requires an optimization strategy that simplifies the selection of the optimal degree, n opt , of the Bézier curve for each of the graphite nodules contours. The optimization algorithm that is used in the present work was implemented in the MATLAB software and is based on genetic algorithms. The diagram of the steps that were followed to implement the optimization method can be seen in Figure 5 . 
Once the coordinates of the points and CSFdig values of the graphite nodule contours are obtained, then these points that are defined by the set A = {a0, a1, a2, ..., ak} with a points number of (k + 1) must be approximated by some type of curve in order to reduce the errors caused by the discretization process. In this work, it was decided to use approximations by Bézier curves as these generate smooth curves and are currently used in different applications [19, 31, 32] . However, there is a wide possibility of degrees to be used for generating Bézier curves; therefore, it requires an optimization strategy that simplifies the selection of the optimal degree, nopt, of the Bézier curve for each of the graphite nodules contours. The optimization algorithm that is used in the present work was implemented in the MATLAB software and is based on genetic algorithms. The diagram of the steps that were followed to implement the optimization method can be seen in Figure 5 . First, an initial set (population) containing a given number of different Bézier curves degrees (individuals) is generated, these individuals are selected randomly from a given range of Bézier degrees, where each individual represents a potential solution of the optimal degree of the Bezier curve that best fit the micro-scale model of the nodule i, which is being analyzed. Then, the Bézier curves are generated for each of the proposed degree in the initial set, and for each individual, the relative error, Er, is computed as:
where CSFdig is the circular shape factor obtained digitally (image processing), and CSFest is the estimated shape factor for each of the individuals of the Bézier degrees population randomly generated. The relative error, Er, represents the performance of each Bézier degree (fitness of the First, an initial set (population) containing a given number of different Bézier curves degrees (individuals) is generated, these individuals are selected randomly from a given range of Bézier degrees, where each individual represents a potential solution of the optimal degree of the Bezier curve that best fit the micro-scale model of the nodule i, which is being analyzed. Then, the Bézier curves are generated for each of the proposed degree in the initial set, and for each individual, the relative error, E r , is computed as:
where CSF dig is the circular shape factor obtained digitally (image processing), and CSF est is the estimated shape factor for each of the individuals of the Bézier degrees population randomly generated. The relative error, E r , represents the performance of each Bézier degree (fitness of the individual). According to each of the E r that are obtained, the initial population is reordered, this corresponds to the elitist selection of the individuals, leaving in the first place the Bézier curve degree whose E r is the lowest (best fitness), and lastly the Bézier curve degree with the highest E r (worst fitness).
Once the degrees with the best performance have been selected, a new population is generated, which will be evaluated in the next iteration of the evolutionary process. The generation of this population will be done by using the cross over operation between the best individuals (those who have the lowest E r ), whereas the individuals with the highest E r will be replaced using the mutation operator. It should be noted that during the elitist selection, the best degree that is obtained will be kept in the highest position (during re-ordering), and will only be replaced if a degree of curve with a better fit is found in a following iteration. This will guarantee the curve degree evaluation to its optimal value. The algorithm ends when the relative error, E r , obtained for the Bézier curve degree at the highest position is less than the termination criterion, which is the desired relative error, E rd . It is important to mention that the proposed models do not have the aim to converge to the CSF dig values, because if the proposed curves had the same CSF dig values, it would be repeating the same errors that were produced by the discretization process, for this reason is that the termination criterion is the E rd value instead of CSF dig , which function is to give a tolerance factor to produce smooth curves in the proposed models.
Generation of the Micro-Scale Model in DXF Format
The generation of the micro-scale models consists of writing the Bézier curves in a DXF format file using the coordinates of the points, A = {a 0 , a 1 , . . . , a k }, that compose the graphite nodule contour and the optimal degree, n opt , found in the previous section. These two components are used to form the matrix system in Equation (2), and the system solution gives directly the control points, C = {p 0 , p 1 , . . . , p n }, which define the Bézier curve. Once the control points have been computed, these points are joined using polylines and the curves are written in a DXF format file, and all this is achieved by using the MATLAB drawing tools provided by the corresponding libraries to draw in a DXF format.
Results and Discussion
This section presents the results that are obtained from the different stages followed to obtain the DCI micro-scale models. This section is divided into four sections: the first section shows the results of the steps followed with the aim to extract the contours and the computation of the CSF dig value of the graphite nodules of a DCI microstructure. The second section shows the models that were obtained with the proposed methodology of fourteen selected graphite nodules due to their irregular geometries and their different sizes. The third section makes a comparison of the geometric behavior between the model developed with the proposed methodology, a set of models that are generated obtained with a fixed Bézier curve degree and a model obtained using a commercial software called img2CAD; in this same section, it is analyzed the CSF est and E r values that are obtained for the different models using a fixed Bézier curve degree, to demonstrate the effect that the different degrees on the circularity (CSF) of each nodule have; besides, it is also shown that the optimal degree that is chosen by the methodology proposed for four particular nodules. Finally, in the fourth section a validation of the proposed methodology using a FEA of the three types of models that were analyzed is performed with the objective of studying the effect on the equivalent stresses that the different models generate. Figure 6 shows the results of the different steps that were followed, depicted in Figure 4 , for the coordinates extraction of the graphite nodule contours from the DCI original micrograph (Figure 6a) . A binarization process was applied to the micrograph of Figure 6a , where an image (Figure 6b ) was obtained in white (graphite nodules) and black (ferritic matrix). Subsequently, the nodules at the edges and the smaller particles were removed, as shown in Figure 6c . In this image, a particular region that is enclosed in a yellow rectangle can be observed, to which a zoom was applied to show a pair of nodules (red and green) that are overlapped, when two nodules are very close in a DCI microstructure, they visually generate overlapping morphologies that could be considered as one, however in the industrial field, there are different works that recommend to separate them [29, 33] . For this reason, in Figure 6d , the image shows that the overlapping nodules have been separated (region contained in the blue rectangle). Afterwards, a labeling was applied (Figure 6e) , and finally in Figure 6f , the contours that were extracted from the graphite nodules of the original micrograph can be seen. Once the aforementioned procedure is completed, a file in a .txt format is generated. This file contains the number and coordinates of the points that form the graphite nodules contours, as well as the CSF dig values that were obtained at the image processing level, since these information are necessary to apply the proposed methodology based on genetic algorithms to optimize the selection of the Bézier curves degree that approximate the contours of each one of the obtained nodules at pixel level. pair of nodules (red and green) that are overlapped, when two nodules are very close in a DCI microstructure, they visually generate overlapping morphologies that could be considered as one, however in the industrial field, there are different works that recommend to separate them [29, 33] . For this reason, in Figure 6d , the image shows that the overlapping nodules have been separated (region contained in the blue rectangle). Afterwards, a labeling was applied (Figure 6e) , and finally in Figure 6f , the contours that were extracted from the graphite nodules of the original micrograph can be seen. Once the aforementioned procedure is completed, a file in a .txt format is generated. This file contains the number and coordinates of the points that form the graphite nodules contours, as well as the CSFdig values that were obtained at the image processing level, since these information are necessary to apply the proposed methodology based on genetic algorithms to optimize the selection of the Bézier curves degree that approximate the contours of each one of the obtained nodules at pixel level. 
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Optimized Micro-Scale Models through Genetic Algorithms
The Bézier curves of fourteen nodules of the models obtained with the proposed methodology are shown in Figure 7 . These nodules were chosen due to their irregular shapes and their different sizes, since they are critical geometric shapes that can be found in the microstructure of a DCI. The models were obtained using genetic algorithms to optimize the selection of the Bézier curves degree to represent the graphite nodules contours. For the implementation of the genetic algorithm, it was considered a population with eight individuals (degrees), which were randomly selected in a range of Bézier degrees between 4 and 25. The genetic algorithm chose the Bézier curve degree, which has the relative error that is smaller than the desired relative error, which in this paper has a value of 0.45. Once the optimal Bézier degrees were selected for each graphite nodule, the matrix system in Equation (2) was evaluated in the points to be approximated, A = {a0, a1, a2, ..., ak} and the solution of the system yield the control points, C = {p0, p1, …, pn}. These points define the Bézier curves for each nodule. Once the control points have been obtained, they are joined by polylines and the curves were written in a DXF format file, this was achieved by the MATLAB drawing tools and the corresponding libraries to draw in a DXF format. As can be observed in the nodules of Figure 7 , the Bézier curves (red contours) that were obtained by the proposed methodology approach smoothly to the digital contours (black contours), avoiding the errors that are caused by the discretization 
The Bézier curves of fourteen nodules of the models obtained with the proposed methodology are shown in Figure 7 . These nodules were chosen due to their irregular shapes and their different sizes, since they are critical geometric shapes that can be found in the microstructure of a DCI. The models were obtained using genetic algorithms to optimize the selection of the Bézier curves degree to represent the graphite nodules contours. For the implementation of the genetic algorithm, it was considered a population with eight individuals (degrees), which were randomly selected in a range of Bézier degrees between 4 and 25. The genetic algorithm chose the Bézier curve degree, which has the relative error that is smaller than the desired relative error, which in this paper has a value of 0.45. Once the optimal Bézier degrees were selected for each graphite nodule, the matrix system in Equation (2) was evaluated in the points to be approximated, A = {a 0 , a 1 , a 2 , ..., a k } and the solution of the system yield the control points, C = {p 0 , p 1 , . . . , p n }. These points define the Bézier curves for each nodule. Once the control points have been obtained, they are joined by polylines and the curves were written in a DXF format file, this was achieved by the MATLAB drawing tools and the corresponding libraries to draw in a DXF format. As can be observed in the nodules of Figure 7 , the Bézier curves (red contours) that were obtained by the proposed methodology approach smoothly to the digital contours (black contours), avoiding the errors that are caused by the discretization process, for example: corners at 90 • and the completely flat segments, which can be seen more clearly in the black outlines of the nodules shown in Figure 7 .
With the objective of analyzing the geometric behavior of the obtained models, a comparison was made between the models that are generated with three methods: (a) using a fixed Bézier degree for all of the graphite nodules; (b) the proposed methodology; and, (c) with a commercial software, img2CAD. There are different works that used this commercial software to generate their models in a CAD format [34, 35] . Table 1 shows the models obtained from four nodules (A, B, C and D) using the three different methods mentioned, besides the CSFest and Er values for each graphite nodule are shown, where the maximum errors are highlighted in bold. Regarding the models that are generated using a fixed Bézier degree for all the nodules, three different models were created with the following degrees: 4, 10, and 18. Table 1 shows the generated models, where geometric evolution it can be seen as the Bézier curve degree increases. In relation to the models obtained using a fixed Bézier curve degree for all of the nodules, it can be seen that the curves that are obtained with Bézier degrees of 4 are curves with 
Geometric Comparison of the Obtained Models
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Method Model Nodule
It can also be observed for the models with a curve degree of 10, that the CSF est values decrease noticeably as opposed to the CSF est values that are obtained with degree 4, as a better approximation with respect to the digital contours is obtained. When it is used a degree of 18, depending of the analyzed nodule, geometries with some acute contours are generated (nodule B), which causes the CSF est value to decrease even more than the obtained ones with a degree of 10 due to the great similarities with the digital contours and the repeatability of geometric errors that are created by the discretization process. Another feature that can be seen is that nodules B, C, and D can be represented with curves degrees of 18 without any problem, unlike smaller nodules like A. This effect can be explained as the system represented in Equation (2) becomes indeterminate as the curve degree used is greater than the number of points that the contour has, generating spurious geometries (blue contour). In this regard, it is seen as a disadvantage of using the same degree for the Bézier curve for all nodules since each nodule has a different number of points in its contour and sometimes a specific degree is not appropriate for other nodule due to its particular characteristics. In contrast, when genetic algorithms are used to optimize the selection of Bézier degree for each graphite nodule, that problem is avoided as can be seen in Table 1 , where using GA a curve degree of 9 was set for the nodule A, since this value best approximates the contour, as a higher order for this specific nodule would produce a CSF est that is too low, which, in consequence, would generate an increased relative error. In this way, a higher degree for this kind of nodule is not considered as a candidate for the GA. Further, using the proposed methodology, each nodule was approximated with optimal Bézier curve degrees that are not too small to obtain exaggeratedly smooth curves, such as degree of 4, which have very large CSF est and approaches to an idealistic model, but are not too large to fall into curves that simulate errors due to the discretization process, such as degree of 18, where CSF est decrease significantly.
Validation Using a FEA
The models that were obtained with the three methods: (a) using a fixed Bezier curve degree (starting with a degree of 4 with increments of 2 up to a degree of 12) for all of the graphite nodules contours; (b) using the proposed methodology; and, (c) using a commercial software (img2CAD), were imported into WORKBENCH from ANSYS© and an extrusion of 10 µm was applied with the aim to perform a FEA in this platform. The geometric models were composed of two phases: graphite nodules and a ferritic matrix. The behavior of both these phases, the ferritic matrix and the graphite, was considered as isotropic. The values of the Young's modulus of the graphite and the ferritic matrix used were 15 GPa and 235 GPa, respectively, and the Poisson ratio of 0.28 for both of the phases [16] . The geometric models were discretized by means of solid tetrahedral elements, which are the basic three-dimensional elements that are used by the abovementioned software, producing a total number of 88658 elements. The models were subjected to an applied loading of 50 mN, which is distributed to the top surface in the positive y-direction with a clamped bottom surface. Based on the obtained results, the concentration of stresses, that is, the maximum stresses of Von-Mises are obtained in the vicinity of the graphite nodules. The model that is obtained with the proposed methodology is shown in Figure 8a . Table 2 shows the maximum stresses and relative errors that are obtained by the FEA for the models developed with the three abovementioned methods. The relative errors (E s ) of the stresses were calculated by the following equation:
where, σ ref , is the maximum stress obtained with the proposed methodology, whose value is 64 MPa (Figure 8b) , and was taking as reference since it is desired to estimate the error (variation) in the stresses obtained by the other methods in relation to the proposed methodology, and σ e is the stress computed from other methods. where, re f σ , is the maximum stress obtained with the proposed methodology, whose value is 64
MPa (Figure 8b) , and was taking as reference since it is desired to estimate the error (variation) in the stresses obtained by the other methods in relation to the proposed methodology, and e σ is the stress computed from other methods.
(a) (b) Based on Table 2 , the relative error that is obtained with the commercial software model (CSM) was −35.9%. The negative value means that the stress that is produced for the CSM is greater than the reference, as the curves of the graphite nodules contours that are obtained by the CSM have characteristics that reproduce the geometric errors generated in the discretization process. On the other hand, for the models that used a fixed Bézier curve degree, errors of 25% and up to −34.4% were obtained for the Bézier curve degrees of 4 and 12, respectively. In particular, for the model that used a Bézier curve degree of 4, the positive relative error is due to the maximum stress was smaller than the reference since the curves of the graphite nodules contours have values of CSFest near to the unit, which represents curves with an almost spherical geometry. Therefore, based on the obtained results it is confirmed that the discretization process generates significant errors in the estimation of the stresses produced when a FEA is applied for the micro-scale model of a DCI microstructure, therefore the errors generated in the discretization process should not be ignored when developing geometric models. Based on Table 2 , the relative error that is obtained with the commercial software model (CSM) was −35.9%. The negative value means that the stress that is produced for the CSM is greater than the reference, as the curves of the graphite nodules contours that are obtained by the CSM have characteristics that reproduce the geometric errors generated in the discretization process. On the other hand, for the models that used a fixed Bézier curve degree, errors of 25% and up to −34.4% were obtained for the Bézier curve degrees of 4 and 12, respectively. In particular, for the model that used a Bézier curve degree of 4, the positive relative error is due to the maximum stress was smaller than the reference since the curves of the graphite nodules contours have values of CSF est near to the unit, which represents curves with an almost spherical geometry. Therefore, based on the obtained results it is confirmed that the discretization process generates significant errors in the estimation of the stresses produced when a FEA is applied for the micro-scale model of a DCI microstructure, therefore the errors generated in the discretization process should not be ignored when developing geometric models.
Conclusions
In this work, a methodology that is capable of generating microscale-models of a DCI microstructure is proposed. The models that are generated are characterized by the smoothness in their curves with the objective of avoiding or mitigating the discretization errors produced when the graphite nodules contours are obtained using image processing, since the discretization process by which the graphite nodules contours are obtained, generates significant errors up to 35.9% in the estimation of the stresses that are produced in a simulation by means of a FEA.
The microscale-models were generated using Bézier curves, where the selection of the degree of the approximated curves for each graphite nodule contour was optimized by means of a genetic algorithm-based strategy. The selection of the optimal degree was based on the parameters CSF dig digitally obtained, the estimated CSF est for each curve obtained with the genetic algorithm, and the coordinates of the graphite nodules contours. This advantage is possible to achieve since the GA is capable of deciding which Bézier curve degree is the appropriate according to the characteristics of each nodule.
The commercial software models reproduce the geometric errors that are obtained in the discretización process; this effect can be seen in the obtained values of E r , as they have the lowest values compared with the ones obtained using the proposed methodologies. Therefore, the obtained models using the proposed methodology have the advantage, in comparison to the commercial software, that realistic geometries are estimated, thus allows for a reduction of the geometric errors that are generated in the discretization process.
When the graphite nodules are modeled with a very small Bézier curve degree, the generated curves have high CSF est values; which, in consequence, produce stresses of low magnitudes. In contrast, as the Bézier curve degree increases, curves are approximated to the contours that are obtained at the digital level, and therefore their CSF est decrease noticeably, causing stress concentrators with increased magnitudes of the maximum stresses.
