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The purpose of this paper is to clarify some mathematical issues associated with
 . wthe direct-interaction approximation DIA given by Kraichnan Phys. Re¨ . 109
 .  .  .  .1958 , 1407; J. Fluid Mech. 5 1959 , 497; Phys. Fluids 7 1964 , 1723; 8 1965 ,
 . x w  . x575; 9 1966 , 1728 via its application to Kraichnan's J. Math. Phys. 2 1961 , 124
model equation. The latter process is shown to lead to a functional equation; the
basic properties and construction of the solution of this equation are addressed.
The relation of the DIA solution to the perturbative solution is discussed within
the framework of a continued-fraction representation. Q 1999 Academic Press
1. INTRODUCTION
 . wThe direct-interaction approximation DIA developed by Kraichnan 1,
x2 is the only fully self-consistent analytical theory of turbulence in fluids
given to date. Though the predictions of the DIA do not accord with
*This work was started when B. K. S. was a visiting research professor and a Fellow of the
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experiment at high Reynolds numbers,1 the DIA has afforded several
important insights into the dynamics of turbulence in fluids. A notable
merit of the DIA is its physical realizability which ensures positive spectra
and avoids the catastrophe associated with the quasi-normally hypothesis.
 w x.The DIA has been applied to other problems as well Krommes 8 .
The formal application of the DIA to a statistical problem is valid only
when the nonlinear effects are weak. However, these effects are not weak
for the turbulence problem. So, there is a need to rationalize the DIA,
particularly, for application to the turbulence problem. One way to do this
becomes feasible if the approximation is a member of a sequence. One
may then determine if this sequence of approximations converges to the
true solution and estimate the rate of convergence. But, this is not feasible
for the DIA because so far it has not been possible to generate higher-order
w xapproximations in the DIA framework. Kraichnan 9 proposed an inge-
nious way out of this difficulty by considering a model equation that can be
solved exactly and applying the DIA to this problem. The model equation
can then be modified by a process, which is not predicated on the
nonlinear terms being small, into another equation for which the DIA
gives the exact statistical average.
In this paper, we seek to clarify some mathematical issues associated
w xwith the DIA via its application to Kraichnan's 9 model equation. The
latter process is shown to lead to a functional equation. The basic proper-
ties and construction of the solution of this equation are addressed. The
relation of the DIA solution within the framework of a continued-fraction
representation to the perturbation solution is also discussed.
2. REVIEW OF THE DIA
We will give here a brief review of the DIA, and refer the reader to
w xFrisch 10 for an excellent exposition of further details.
Consider the problem
0. ÃL q L9 G t s d t , 1 .  .  .  .
1 w xKraichnan 3 traced the source of these discrepancies to the spurious relaxation effects of
w xrandom convection contained in the DIA. In order to remedy these effects, Kraichnan 4, 5
modified the DIA by reworking it in the Lagrangian coordinates to develop the Lagrangian-
 . history direct-interaction approximation LHDIA . However, a recent study Mou and Weich-
w x.man 6 argues that these discrepancies are small and inconsequential and that they do not
warrant any remedy; indeed, they contend that the DIA is an exact solution to the
Navier]Stokes turbulence problem in the random-coupling model. But, there is some
 w x. w xcontroversy Eyink 7 about the claim 6 that these discrepancies do not warrant any
remedy.
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where L0. is a deterministic linear operator, and L9 is a linear operator
whose coefficients are centered random functions i.e., they have zero
.mean values .
If the random aspects of the problem in question are in some sense
 . w xsmall, the most natural way of solving 1 is to apply Keller's 11 perturba-
 .tion procedure to 1 .
Thus, writing,
Ã ÃG t s G t q G9 t ' G t q G9 t , 2 : .  .  .  .  .  .
 .where the brackets denote the ensemble average, and averaging, 1 gives
0.  :L G t s y L9 t G9 t q d t . 3 .  .  .  .  .
 .  .Upon subtracting 3 from 1 , we obtain
0.  ::L G9 t s yL9 t G t q L9 t G9 t , 4 .  .  .  .  .  .
where
 ::  :Q9 ' Q9 y Q9.
 .The solution of 4 can be written formally as
0.y1 0.y1 ::G9 t s yL L9 t G t q L L9 t G9 t , 5 .  .  .  .  .  .
and on iteration, as the Neumann series,
G9 t s yL0.y1L9 t G t y L0.y1 L9 t L0.y1L9 t G t . . . . 6 :: .  .  .  .  .  .  .
As a first approximation, we will retain only the first term on the
 .  .  .right-hand side of 6 . Using 6 , 3 then leads to
0.  0.y1 :L G y L9L L9 G s d t , 7 .  .
 w xwhere the quasi-normality or what Kraichnan 9 calls the ``weak statisti-
.cal dependence'' assumption has been made to express the triple correla-
tion in terms of the pair correlation as follows:
0.y1 Ã 0.y1 Ã : :L9L L9G s L9L L9 G . :
 .One has from 7 ,
0. 0.y1 0.y1 :G s G q L L9L L9 G 8a .
or
0. 0. 0. :G s G q G L9G L9 G, 8b .
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where
L0.G0. t s d t . .  .
Application of the DIA procedure now involves replacing G0. in the
 .bracket in 8b by G}the renormalization:
0. 0. :G s G q G L9GL9 G. 9 .
Thus, the DIA involves expressing renormalized triple correlations in
terms of pair correlations along with the neglect of the residual fourth-order
cumulants.
 .  .Equation 9 may be viewed either as an approximate solution of 1 or
as the exact solution of another model equation:
0. ÃL q L G G s d t , 10 .  .  .
where
 :L G ' y L9GL9 . .
 .One may solve 9 for G, formally by using a continued fraction of
 w x.operators Frisch 10 :
y10. 0.G s I q G L G G .
G0.
s , 11 .
0.G
0.I q G L 0.G 00.I q G L  /I q ???
where the operator expression ArB is defined as By1A.
3. KRAICHNAN'S MODEL EXAMPLE
 w x.Consider the problem Kraichnan 4
d Ãq y q ib t G t s d t , .  .  .
dt
ÃG 0 s 1, 12 .  .
 .where y is determinate, and b t is real and a centered stationary Gauss-
ian random function of t having the auto-correlation function
 : 2 yl t 9yt 0 .b t9 b t0 s s e 13 .  .  .
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befitting an Uhlenbeck]Ornstein process, but otherwise unspecified.
w x w xKraichnan 4 considers the case with y s 0, but we shall follow Leslie 12
and take y / 0 because it facilitates identification of the zeroth-order
0.  . response function G corresponding to the first approximant in 66 see
. w xbelow . Further, Kraichnan 9 considers the case with l s 0; here we shall
take l to be arbitrary so that the present formulation can also deal with
short-range correlations.
4. EXACT SOLUTION
 .The problem 12 has the exact solution
Ã tG t s exp yy t y iH b t9 dt9 . 14 .  .  . .0
t  .Noting that H b t9 dt9, being a linear functional of the centered Gaussian0
 .random function b t , is a centered Gaussian random variable, we have
t t1  :G t s exp yy t y b t9 b t0 dt9 dt0 . 15 .  .  .  .HH2 /0 0
 .  .Using 13 , 15 becomes
s 2
yl tG t s exp yy t y lt y 1 q e . 16 .  .  .2 /l
For small l or long-range correlations when the fluctuations are almost
 .time-independent, 16 becomes
1 2 2G t s exp yy t y s t . 17 .  . .2
For large l or short-range correlations when the fluctuations differ very
 .little from pure white noise, 16 becomes
s 2
G t f exp yy t y t . 18 .  . /l




 .If the fluctuations b t are taken to be very small, the most natural way
 . w x  .of solving 12 is to apply Keller's 11 perturbation procedure to 12 ,
which leads to
d t yy  tyt 9. :q y G t q b t b t9 e G t9 dt9 s d t .  .  .  .  .H /dt 0
G 0 s 1. 19 .  .
Putting
G t s eyy tJ t 20 .  .  .
 .  .and using 13 , 19 gives
dJ t2 yl tyt 9.q s e J t9 dt9 s d t , .  .Hdt 0
J 0 s 0. 21 .  .
 .Upon Laplace transforming with respect to t, 21 leads to
J p .




yp tJ p ' e J t dt. .  .H
0
 .  .Solving for J p , 22 gives
p q l
J p s . 23 .  .2p p q l q s .
 .Upon effecting the Laplace inversion, 23 gives
2l
2J t s exp y lr2 t cos s y t .  . (
4
2lr2 l
2q sin s y t . 24 .(
2 2 4’s y l r4
 .Observe that, when l s 0, the perturbative solution 24 oscillates
 .indefinitely, thus violating the requirement, according to 17 , that J « 0
as t « `.
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6. APPLICATION OF THE DIA
 .Application of the DIA Procedure to 12 involves replacing the deter-
yy  tyt 9.  .  .ministic Green's function e in 19 by G t y t9 }the renormaliza-
tion:
d t Ãq y G t q b t b t9 G t y t9 G t9 dt9 s d t . 25 : .  .  .  .  .  .  .H /dt 0
Making the quasi-normality assumption,
Ã Ã :b t b t9 G t y t9 s b t b t9 G t y t9 26 :  : .  .  .  .  .  .  .
 .  .  .and using 13 and 20 , 25 leads to
dJ t2 yl tyt 9.q s e J t y t9 J t9 dt9 s d t . 27 .  .  .  .Hdt 0
 .Upon Laplace transforming with respect to t, 27 leads to the func-
tional equation
p J p q s 2J p q l J p s 1. 28 .  .  .  .
Let us now make a discussion of the properties of the functional
 .equation 28 .
7. PROPERTIES OF THE FUNCTIONAL EQUATION
In order to facilitate an analytical discussion, it proves convenient to
 .write the functional equation 28 in the form
xy x q y x y x q 1 s K , 29 .  .  .  .
where x, y, and K are all positive, and
Lim y x s 0. 30 .  .
x«`
Introducing
y ' y x q n , 31 .  .n
where
Lim y s 0, 32 .n
n«`
 .29 can be rewritten as
xy q y y s K . 33 .0 1 0
SHIVAMOGGI AND TAYLOR646
In general, we have
x q n y q y ? y s K , n G 0. 34 .  .n nq1 n
 .We have, from 33 ,
K
y s . 35 .0 x q y1
 .  .On using 34 , 35 becomes
a x q b x y a x q b x y .  .  .  .n n n nq1 nq1 nq1
y s s , n G 0, 36 .0 c x q d x y c x q d x y .  .  .  .n n n nq1 nq1 nq1
 .where, on using 34 , we have
a s n q x ? a q K ? b , .nq1 n n
b s a ,nq1 n
c s n q x ? c q K ? d , .nq1 n n
37 .
d s c , n G 0.nq1 n
 .  .We have from 35 ] 37 ,
a s n q x ? a q K ? a .nq1 n ny1
c s n q x ? c q K ? c , n G 0, 38a, b .  .nq1 n ny1
with
a s b s 0,0 1
c s d s 1,0 1 39 .
a s K , c s x .1 1
We then have the following results.
LEMMA 1.
cn F 1, n G 1. 40 .
cnq1
 .Proof. We have from 38b ,
c cnq1 ny1s n q x q K ? , .
c cn n
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from which,
cn F 1, n G 1.
cnq1
LEMMA 2.
a Kn F , n G 1. 41 .
c xn
 .Proof. We have from 39 ,
a K1 s , 42 .
c x1
 .while 38a, b yield
a s K 1 q x , .2
43 .
c s x 1 q x q K . .2
 .Equation 43 implies
K K K
c s x 1 q x q K G x 1 q x s a .  .2 2x x x
or
a K2 F . 44 .
c x2
 .Now, let us assume that 41 is true for m F n. Then, we have, from
 .38a ,
K K
a F n q x c q K ? c , .nq1 n ny1x x
 .which, on using 38b , becomes
K
a F cnq1 nq1x
or
a Knq1 F , 45 .
c xnq1
 .showing that 41 , if true for m F n, is also true for n q 1.
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 .  .  .But, according to 42 and 43 , 41 is true for n s 1, 2.
 .Therefore, we have by induction that 41 is true for any n G 1.
LEMMA 3.
K ? c x q 1 s a x , n G 0. 46 .  .  .n nq1
 .  .Proof. We have, from 39 and 43 ,
K ? c x q 1 s K s a x , .  .0 1
47 .
K ? c x q 1 s K x q 1 s a x . .  .  .1 2
 .Now, let us assume that 46 is true for m F n. Then, we have, from
 .38a ,
a x s n q 1 q x a x q K ? a x , .  .  .  .nq2 nq1 n
 .which, on using 46 , becomes
a x s n q 1 q x Kc x q 1 q K 2c x q 1 . .  .  .  .nq2 n ny1
 .This, on using 38b , in turn, becomes
a x s K ? c x q 1 , 48 .  .  .nq2 nq1
 .showing that 46 , if true for m F n, is also true for n q 1.
 .  .But, according to 47 , 46 is true for n s 0, 1.
 .Therefore, we have by induction that 46 is true for any n G 0.
LEMMA 4.
Ka x q 1 s Kc x y xa x , n G 0. 49 .  .  .  .n nq1 nq1
 .  .Proof. We have, from 39 and 43 ,
Kc x y xa x s Kx y Kx s 0 s Ka x q 1 , .  .  .1 1 0
Kc x y xa x s K x 1 q x q K y Kx 1 q x .  .  .  .2 2 50 .
s K 2 s Ka x q 1 . .1
 .Now, let us assume that 49 is true for some n. Then, we have, from
 .38 ,
Kc x y xa x s K n q 1 q x c x q Kc x .  .  .  .  .nq2 nq2 nq1 n
y x n q 1 q x a x q Ka x , .  .  .nq1 n
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 .which, on using 49 , becomes
Kc x y xa x s K n q x q 1 a x q 1 q Ka x q 1 , .  .  .  .  .nq2 nq2 n ny1
 .which, on using 38a , in turn becomes
Kc x y xa x s Ka x q 1 , 51 .  .  .  .nq2 nq2 nq1
 .showing that 49 , if true for some n, is also true for n q 1.
 .  .But, according to 50 , 49 is true for n s 0, 1.
 .Therefore, we have by induction that 49 is true for any n G 0.
Lemmas 1]4 are adequate to establish now the existence and unique-
 .ness of the solution of the functional equation 33 .
 .THEOREM 1. The functional equation 35
K
y s 35 .0 x q y1
has a solution, built up by iterating
a x q b x y .  .n n n
y s , 36 .0 c x q d x y .  .n n n
which is unique and satisfies
a x .n
y s Lim . 52 .0 c xn«`  .n
 .Proof. Suppose 35 has a solution, built up by iterating
a x q b x y .  .n n n
y s , 36 .0 c x q d x y .  .n n n
 .which, on using 37 , can be written as
a x a x .  .n ny1q ync x c x .  .n n
y s . 53 .0 c x .ny1
1 q ync x .n
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Now, we have, on using Lemmas 1 and 2,
a x a x c x K .  .  .ny1 ny1 ny1s F . 54 .
c x c x c x x .  .  .n ny1 n
 .  .  .Using Lemma 1, 32 , and 54 , we have from 53 ,
a x .n
y s Lim . 52 .0 c xn«`  .n
This shows the uniqueness of the solution.
 .Let us now prove that the limit in 52 exits. For this purpose, consider
the difference
a anq1 n
D ' y . 55 .n c cnq1 n
 .  .Using 38 , 55 may be reexpressed as
K a c y a c .ny1 n n ny1
D s ,n c cnq1 n
 .which, on using 55 , may be expressed further as
cny1
D s yK D . 56 .n ny1cnq1
 .  .Iterating 56 and using 39 , we obtain
n n nq1y1 K K . n
D s c c D s y1 . 57 .  .n 1 0 0c c c cn nq1 n nq1
 .Observe that 57 is an alternating sequence. Further, noting, from
 .38b , that
cny1
K - 1, 58 .
cnq1
 .we have, from 56 , that
< < < < < <D G D G ??? G D G ??? . 59a .1 2 k
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Since c and c increase in the manner of factorials, it follows thatn nq1
K nq1
Lim s 0,
c cn«` n nq1
 .and hence, from 57 , that
< <Lim D s 0. 59b .k
k«`
So, this sequence converges, and as a result, we have that the limit
a x .n
Lim s Y x , 60 .  .
c xn«`  .n
 .say, exists. It now remains to show that this limit, namely, Y x , satisfies
 .33 .
For this purpose, note that we have, from Lemmas 3 and 4,
a x q 1 K .n s y x . 61 .
c x q 1 a x rc x .  .  .n nq1 nq1
 .  .Taking the limit n « ` and using 60 , 61 leads to
K
Y x q 1 s y x .
Y x .
or
xY x q Y x q 1 Y x s K , 62 .  .  .  .
 .  .showing that Y x satisfies 33 !
Having thus ascertained the existence and uniqueness of the solution of
 .the functional equation 28 , we now turn to the task of exhibiting this
solution explicitly.
8. THE EXPLICIT SOLUTION
 .  .Solving for J p , we have from 28 ,
1
J p s , 63 .  .2p q s J p q l .
which, on iteration, leads to the continued-fraction representation
1
J p s . 64 .  .2s
p q 2s
p q l q .
p q 2l q ??? .
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Successive truncations of this continued fraction yield the following
approximants:
1 p q l
J p s , , . 2p p p q l q s .
p q l p q 2l q s 2 .  .
, . . . . 65 .2 2p p q l p q 2l q s q s p q 2l .  .  .
 .On effecting the Laplace inversion, 65 leads to the following approxi-
mants2:
2l
2J t s 1, exp y lr2 t cos s y t .  . (
4
2lr2 l
2q sin s y t ,(
2 2 4’s y l r4
2  .  .In the small-l limit or for small times , 63 leads to
2 2’yp q p q 4s
J p s , I .  .22s
 w x.which on Laplace inversion, yields Kraichnan 9
J 2s t .1
J t s h t , II .  .  .
s t
 .J x being the Bessel function of order 1, and1
0, t - 0,h t s .  1, t ) 0.
 .For s t < 1, II has the following power series expansion:
s 2 t 2 s 4 t 4
J t f 1 y q 2 y ??? . III .  .
2! 4!
 .Now, the third approximant in 66 , in the limit l « 0, has for s t < 1, the following
power series expansion:
s 2 t 2 s 4 t 4
J t f 1 y q 2 y ??? , IV .  .
2! 4!
 .  4 4 .which agrees with III to O s t !
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2 2 2s s y l
yl t 2 2’e q cos 2s y l t2 2 2 22s y l 2s y l
l
2 2’q sin 2s y l t , . . . . 66 .
2 2’2s y l
 .  .Comparison of 66 with 24 shows that
 .i the first approximant corresponds to the total neglect of the
 .random aspects in 12 ,
 .ii the second approximant corresponds to the incorporation of the
 .random aspects in 12 in a perturbati¨ e way,
 .  .iii the third and higher approximant corresponds to the incorpo-
 .ration of the random aspects in 12 in a nonperturbati¨ e renormalized way.
Thus, the renormalization aspects implicit in the DIA show up only at
the third and higher approximants of the continued-fraction representa-
 .tion 66 .
 .  . Comparison of 66 with the exact solution 16 shows that see Figures
.1]4
 .i the third approximant is quite close to the exact solution,
 .ii the DIA becomes more accurate as the ratio srl becomes
smaller.
w xThe latter result was deduced numerically by Frisch and Bourret 13 .
9. DISCUSSION
The formal application of the DIA to a statistical problem is valid only
when the nonlinear effects are weak. This necessitates a rationalization of
the DIA whenever the nonlinear effects are no longer weak, as in the
w xturbulence problem. Kraichnan 9 proposed to accomplish this in an
ingenious way by considering a model equation which can be solved exactly
and applying the DIA to this problem.
In this paper, we have tried to clarify some mathematical issues associ-
w xated with the DIA via its application to Kraichnan's 9 model equation.
We have shown this process to lead to a functional equation, and ad-
dressed the basic properties and construction of the solution of this
equation. We have clarified the relation of the DIA solution to the
perturbative solution within the framework of a continued-fraction repre-
sentation. The perturbative solution corresponds to the second approxi-
mant while nonperturbative renormalization aspects are incorporated in
 .the third and higher approximants.
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 . FIG. 1. Comparison of the exact solution thick line with the second approximant thin
.  .line in 66 .
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 . FIG. 2. Comparison of the exact solution thick line with the second approximant thin
.  .line in 66 .
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 . FIG. 3. Comparison of the exact solution thick line with the third approximant thin
.  .line in 66 .
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 . FIG. 4. Comparison of the exact solution thick line with the third approximant thin
.  .line in 66 .
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