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THE FUNCTIONAL EQUATION FOR THE TWISTED SPINOR L-SERIES OF GENUS 2
ALOYS KRIEG AND MARTIN RAUM
Abstract. We prove the functional equation for the twisted spinor L-series of a cuspidal, holomorphic Siegel
eigenform for the full modular group of genus 2. It follows from a more general functional equation, valid for Rankin
convolutions of paramodular cuspforms. A non-vanishing result for Fourier-Jacabi coefficients of the eigenforms in
question is the central pillar of the deduction of the former from the latter functional equation.
1. Introduction
In this paper, we prove the functional equation of twisted spinor L-series attached to cuspidal, holomorphic
Siegel eigenforms of genus 2.
In the theory of automorphic forms, a conjecture, stemming from the Langlands’ functoriality conjecture, says
that L-series attached to automorphic forms for the general symplectic group GSpn should coincide, up to finitely
many local factors, with L-series for GL2n. We say that there is a functorial transfer from GSpn to GL2n. In a more
classical setting, the L-series attached to a GSpn automorphic form is also known as the spinor L-series attached
to it. Functorial transfer for holomorphic Siegel modular forms can be proved using converse theorems for GL2n
[CPS96, CPS99]. They imply that an L-series originates in a GL2n automorphic form, if sufficiently many GLm
twists are “nice” in a sense made clear in [CPS99]. Being nice includes the existence of a holomorphic continuation
to the whole complex plane and a functional equation satisfied by this analytic continuation. Recently, it was
proved that the spinor L-series for degree 2 Siegel modular forms for the full modular group indeed originate in
GL4-automorphic L-series [PSS11]. One important ingredient in this proof is the functional equation proved in this
paper.
Andrianov initiated the intense study of the spinor L-series for genus 2 Siegel modular forms, using classical
methods. He showed that the twisted and non-twisted spinor L-series admit a meromorphic continuation [And87].
Under additional assumptions, Andrianov proved that these analytic continuations satisfy the expected functional
equation. More precisely, his proof depends on the non-vanishing of a certain Fourier coefficient of the eigenform in
question. The technique he used was integration against an Eisenstein series coming from a 0-dimensional cusp. In
[KS89, KKS95], Rankin-Selberg integrals for Eisenstein series coming from 1-dimensional cusps were introduced into
the study of spinor L-series. The benefit was twofold: First, Andrianov’s technical assumption could be weakened
significantly. Second, the study of twists by Dirichlet characters was much facilitated. Gritsenko generalized this
construction based on paramodular forms [Gri95a]. The technical assumption that he used is satisfied for all Siegel
eigenforms. Namely, he assumed that either the first or some Fourier-Jacobi coefficient with prime index does not
vanish. The twisted case, though, was still open. Kuß [Kuß02] partially closed this gap, but again an assumption
on the first Fourier-Jacobi coefficient was needed. In parallel, efforts were made to generalize the results in [KKS95]
to specific types of congruence subgroups [Rom04].
We extend both Kuß’s and Gritsenko’s approach to prove the functional equation of all twisted spinor L-functions
Zχf attached to cuspidal weight k Siegel eigenforms for the full modular group of genus 2 (see Definition 7.2 for a
precise definition of Zχf and its completion Z
χ
f ).
Theorem 1.1 (Main Theorem). Let f 6= 0 be a cuspidal Siegel eigenform of weight k for Sp2(Z). Then the
completed spinor L-function twisted by a primitive Dirichlet character χ with conductor N satisfies the functional
equation
Zχf (s) = (−1)k
G4χ
N2
Zχf (2k − 2− s).
The proof proceeds along the following lines: In Section 2, we define a normal, non-rational extension of a
paramodular congruence subgroup. Siegel modular forms and their twists are discussed in Section 3. The extended
paramodular group defined in Section 2 plays an important role in Section 4, where we analyze an Eisenstein series
E(p)∗ attached to it. The normal extension allows us to deduce a functional equation for E(p)∗. Section 5 contains
the computation of a Rankin-Selberg integral, involving this Eisenstein series and two other Siegel modular forms.
A more complicated variant of E(p)∗, that shows up on the right hand side of the Eisenstein series’ functional
equation, enters in Section 6. This section can be considered as the heart of this work. A further Rankin-Selberg
integral is related explicitly to the Rankin convolution, that already showed up in the preceding section. The
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considerations in Section 4 to 6 are brought together in the final Section 7. It also contains an important statement
on the non-vanishing of certain Fourier-Jacobi coefficients.
The special case p = 1 of the considerations in Section 3 was treated in [KKS95]. The study of the Eisenstein
series in Section 4 was pursued in [Kuß02] (p = 1) and [Gri95a] (N = 1). Both integral representations given in
Section 5 and 6 of the Rankin convolution, generalize the work of Kuß [Kuß02].
2. A normal extension of the paramodular group
We write R(m,n) for the module of m× n-matrices with entries in a ring R. The transpose of a matrix M will
be denoted by M tr. The real symplectic group is
Sp2(R) :=
{
M ∈ R(4,4) : M trJM = J}, where J :=

1
1
−1
−1
 .
A typical element of the symplectic group will be written M = (A BC D ), where A,B,C,D ∈ R(2,2) and A =
( α a1
a2 α
′
)
.
We will use an analog notation for the entries of B, C and D.
By a ≡ b (N) we mean that N | (a− b). For N ∈ N and κ ∈ N satisfying κ | N , the full Siegel modular group
Γ2 := Sp2(Z) := Sp2(R) ∩ Z(4,4) has the subgroups
Γ2,∞ := {M ∈ Γ2 : c2 = d2 = 0, γ = 0, δ = 1},
Γ2,1
(
N,N2/κ
)
:=
{
M ∈ Γ2 : c2 ≡ d2 ≡ 0 (N), γ ≡ 0
(
N2/κ
)}
, and
Γ12,1
(
N,N2/κ
)
:=
{
M ∈ Γ2,1
(
N,N2/κ
)
: δ ≡ ±1 (N)} .
For t ∈ N, let Γ(t)2 be the group generated by Γ2,1(t, t) and M1/t, where
Mη :=

1
1 η
1
1
 ∈ Sp2(R) (2.1)
for any η ∈ R. This is the full paramodular group of level t. It contains the subgroup Γ(t)2,1
(
N,N2/κ
)
that is
generated by Γ2(Nt,N
2t/κ) and M1/t.
Throughout the paper, we will assume that p ∈ N is a prime that does not divide N . For later use, whenever
0 6= η ∈ R, set
Wη :=

1
1/η
−1
−η
 , Dη :=

1
η
1
1/η
 , and (2.2)
Pp :=

p
√
p −p/√p
(1 − p)/√p √p √
p (p− 1)/√p
p/
√
p p
√
p
 .
Recall from [Gri95b] that Γ
(p)∗
2 is a normal extension of the paramodular group Γ
(p)
2 , generated by Pp. We define
a similar extension of its subgroup Γ
(p)
2,1
(
Np,N2p/κ
)
, given above. Choose p∗ ∈ N such that pp∗ ≡ 1 (N). Set
Hp(N) :=
(
U−tr
U
)
Pp, where U =
(
1 + p∗p −1
−p∗p 1
)
. (2.3)
Note that
(
U−tr
U
) ∈ Γ(p)2 (N,N2/κ). Since N divides the (4, 3)th entry of √pHp(N), we may use Hp(N) to define
an extension of that group. We call the group Γ
(p)∗
2,1
(
Np,N2p/κ
)
that is generated by Γ
(p)
2,1
(
Np,N2p/κ
)
and Hp(N)
an extended paramodular congruence subgroup.
For convenience, write
iN :=
[
Γ
(p)∗
2,1
(
p, p
)
: Γ
(p)∗
2,1
(
Np,N2p
)]
(2.4)
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for the index of Γ
(p)∗
2,1
(
Np,N2p
)
in Γ
(p)∗
2,1
(
p, p
)
. We denote the entries of a vector λ by λi for i ∈ N. The last row of
any matrix in Γ
(p)∗
2,1
(
Np,N2p/κ
)
has one of the following forms:(
Npλ1 N
2p/κλ2 Npλ3 λ4
)
, where p ∤ λ4;(
Npλ1 N2p/κλ2 Npλ3 pλ4
)
, where p ∤ λ2;
√
p
(
Nλ1 N
2pκλ2 Nλ3 λ4
)
, where p ∤ λ1;
√
p
(
Npλ1 N
2p/κλ2 Nλ3 λ4
)
, where p ∤ λ3
for some primitive λ ∈ Z4 satisfying gcd(λ4, N) = 1. This provides us with a system of representatives of
Γ
(p)
2,∞\Γ(p)∗2,1
(
Np,N2p/κ
)
.
Given a pair of coprime integers λ ∈ Z2, fix (Aλ Bλλ1 λ2 ) ∈ SL2(Z). Set
Mλ :=

Aλ Bλ
1
λ1 λ2
1
 and Md,γ :=

1 −Ndp
1
q
N2pγθ Ndp 1
 . (2.5)
For ν, θ | N , a set of representatives of Γ2,1
(
Nνp, (Nν)2p
)\Γ2,1(Np,N2p/θ) is given by{
Md,γMλ : γ ∈ Z/θν2Z, d | ν, λ ∈ {1, . . . , ν/d}2
}
.
It is also a set of representatives for Γ
(p)
2,1
(
Nνp, (Nν)2p
)\Γ(p)2,1(Np,N2p/θ).
Any Dirichlet character χ with period N induces a character on Γ2,1(N,N) by means of χ(M) = χ(δ). Thus it
induces a character of Γ
(p)
2,1
(
Np,N2p/κ
)
. Any such character can be extended to Γ
(p)∗
2,1
(
Np,N2p/κ
)
via
χ(M) =
{
χ(δ), if M ∈ Γ(p)2,1
(
Np,N2p/κ
)
;√
χ(p)χ
(
MHp(N)
−1
)
, otherwise,
where
√
χ(p) is a fixed root. If p ≡ 1 (N), we use the following notation to distinguish different roots. The
character with χ+
(
Hp(N)
)
= 1 will be denoted by χ+. Given k ∈ N, we write χk− for the extension satisfying
χk−
(
Hp(N)
)
= (−1)k. In general, we will suppress the superscript k, which will be clear from the context.
3. Twisted Siegel modular forms
Denote the Siegel upper half space of genus 2 by
H2 :=
{
Z = X + iY ∈ C(2,2) : Z = Ztr, Y > 0},
where Y > 0 means that all eigenvalues of Y are positive. We write
Z =
(
τ z
z τ ′
)
, X =
(
x u
u x′
)
, and Y =
(
y v
v y′
)
(3.1)
for a typical element of H2 and its real and imaginary part.
The Siegel upper half space is a homogeneous domain for Sp2(R) with action
M〈Z〉 := (AZ +B) (CZ +D)−1.
The slash action of Sp2(R) on functions f : H2 → C is given by
f
∣∣
k
M(Z) := det(CZ +D)−kf
(
M〈Z〉).
We say that f is a Siegel modular form of weight k with respect to a group Γ′ and a character χ of Γ′, if
χ(M) f
∣∣
k
M = f for all M ∈ Γ′. We suppress the subscript k, if it is clear by the context.
The vector space of all holomorphic Siegel modular forms of weight k with respect to a character χ associated
to a discrete subgroup Γ′ of Spn(R) is denoted by [Γ
′, k, χ]. The space of holomorphic cuspforms is denoted by
[Γ′, k, χ]0. For details on holomorphic Siegel modular form, the reader is referred to [Fre83].
Write 1r for the trivial Dirichlet character with period r ∈ N. We will define twists of Siegel modular forms in[
Γ
(p)∗
2,1 (p, p), k,1
k−
1
]
0
.
Let χ be a character of period N , and assume that p ≡ 1 (N). Write
f(Z) =
∞∑
m=1
fm(τ, z) e
2πimτ ′ .
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for the Fourier-Jacobi series of f ∈ [Γ(p)∗2 , k,1k−1 ]0. The twist fχ of f by χ is
fχ(Z) :=
∞∑
m=1
χ(m)fm(τ, z) e
2πimτ ′ . (3.2)
To simplify the notation write e(x) := e2πix. A subscript µ(N) of a sum denotes summation over a set of
representatives modulo N . A direct calculation, analogous to the considerations in [KKS95], yields
fχ =
1
N
∑
ν, µ(N)
χ(ν)e
(− νµ/N)f ∣∣Mµ/N . (3.3)
From this equality, we conclude that fχ is a holomorphic Siegel cuspform in
[
Γ
(p)∗
2,1
(
Np,N2p
)
, k,
(
χ2
)k−]
0
. Indeed,
notice that
Hp(N)
−1Mµ/NHp(N)M−µ(p−p∗y)/N ∈ Γ(p)2,1
(
Np,N2p
)
.
From this, we obtain
fχ
∣∣Hp(N) = 1
N
∑
ν, µ(N)
χ(ν) e
(− νµ/N) f ∣∣Mµ/NHp(N)
= (−1)k 1
N
∑
ν, µ(N)
χ(ν) e
(− νµ/N)·
· f
∣∣Hp(N)−1Mµ/NHp(N)M−µ(p−p∗y)/N Mµ(p−p∗y)/N
= (−1)kfχ.
If χ is primitive, a refined representation for fχ is given by
fχ =
1
Gχ
∑
µ(N)
χ(µ) f
∣∣Mµ/N , (3.4)
where Gχ :=
∑
ν(N) χ(ν) e
(
ν/N
)
denotes the Gauß sum associated to χ.
Given ν ∈ N,
fχ
∣∣WNνp ∈ [Γ(p)∗2,1 (Nνp, (Nν)2p), k, 0, (χ2)k−]0 and
fχ
∣∣WNp = (G2χ/N)fχ (3.5)
is an immediate consequence of (3.4).
In Section 4, we will need the next vanishing result.
Lemma 3.1. If q | N is a prime, then ∑
ν(q)
fχ
∣∣∣M tr(Np)2ν/q = 0. (3.6)
Proof. The sum
∑
ν(q) χ(µ+Nν/q) vanishes for any µ ∈ Z. The equality WNpM tr(Np)2ν/pW−1Np = M−ν/q is verified
easily. Combining these facts with (3.4) and (3.5), we complete the proof. 
4. Paramodular Eisenstein series
In this section we will define an Eisenstein series for the extended paramodular group Γ
(p)∗
2,1 (Np,N
2p/κ). It
admits a meromorphic continuation (see Lemma 4.1), and satisfies the functional equation given in Corollary 4.3.
We will write Z1 for the upper left entry of any 2×2 matrix Z. Recall that we assume that κ | N . Given Z ∈ H2
and s ∈ C satisfying Re(s) > 2, define the Klingen-Eisenstein series for Γ(p)∗2,1
(
Np,N2p/κ
)
:
E
(p)∗
Np,N2p/κ,χ(Z, s) :=
∑
M :Γ
(p)
2,1\Γ
(p)∗
2,1 (Np,N
2p/κ)
χ+(M)
(
det
(
Im(M〈Z〉))
Im(M〈Z〉)1
)s
. (4.1)
To define a completion of this Eisenstein series, write L(s, χ) :=
∑∞
n=1 χ(n)n
−s for the Dirichlet L-series attached
to χ.
E
(p)∗
Np,N2p/κ,χ(Z, s) :=
(
N2/π
)s
p3s/2(1 + p−s) Γ(s)L(2s, χ)E
(p)∗
Np,N2p/κ,χ(Z, s). (4.2)
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Our proof of its functional equation will be based on the Epstein ζ-function. Given two matrices or a matrix
and a vector, M and v, of compatible sizes, define M [v] := vtrMv. Using the abbreviation I2 := ( 1 00 1 ), for
Z = X + iY ∈ H2, set
PZ :=
(
Y 0
0 Y −1
)[(
I2 0
X I2
)]
. (4.3)
We will use the relation PZ [M
tr] = PM〈Z〉, which holds for all M ∈ Sp2(R), at several occasions.
The generalized Epstein ζ-function and its completion associated to a positive definite matrix P ∈ R(4,4) and
u, v ∈ R4 are defined as
ζ(s, u, v, P ) :=
∑
λ∈Z2n
λ+v 6=0
e
(
utrλ
)
P [λ+ v]−s and
ζ∗(s, u, v, P ) := π−sΓ(s) ζ(s, u, v, P ).
By the investigations in [Ter85], the above series representation converges locally absolutely for Re(s) > 2.
Lemma 4.1. The completed Eisenstein series has a meromorphic continuation in s. Whenever both sides are
defined, the following equalities hold:(
π/N2
)s
p−3s/2 Γ(s)−1 E
(p)∗
Np,N2p/κ,χ(Z, s) (4.4)
=
∑
λ∈Z4\{0}
χ(λ4)
(
p−sPZ
[
Nλ1
N2p/κλ2
Nλ3
λ4
]−s + PZ[

Npλ1
N2p/κλ2
Npλ3
λ4
]−s)
and
N2s E
(p)∗
Np,N2p/κ,χ(Z, s)
=
∑
α(N), β(κ)
γ(N), δ(N2)
χ(δ)
(
p−s/2
∑
g(p)
ζ∗
(
s, 0, (
α
N
,
β
κ
,
γ
N
,
pδ +N2g
N2p
)tr, PZ
)
(4.5)
+ p(s/2)−1
∑
h(p)
ζ∗
(
s, (0,
κh
p
, 0, 0)tr, (
α
N
,
pβ
κ
,
γ
N
,
δ
N2
)tr, PZ
))
=
∑
α(N), β(κ)
γ(N), δ(N2)
χ(δ)
(
p−s/2
∑
g(p)
ζ∗
(
s, 0, (
α
N
,
β
κ
,
γ
N
,
pδ +N2g
N2p
)tr, PZ
)
(4.6)
+ p−3s/2
∑
h1, h2, h3(p)
ζ∗
(
s, 0, (
pα+Nh1
Np
,
β
κ
,
pγ +Nh2
Np
,
pδ +N2h3
N2p
)tr, PZ
))
.
If χ is not the trivial character, the meromorphic continuation of E
(p)∗
Np,N2p/κ,χ(Z, s) is holomorphic in s. Otherwise,
it is holomorphic except for a simple pole at s = 2 with residuum 2κϕ(N)/N .
Proof. For the time being, suppose that the series occurring in the statement are absolutely convergent. Then
(1 + p−s)L(2s, χ)E
(p)∗
Np,N2p/κ,χ(Z, s)
= p−s
∑
λ∈Z4\{0}
χ(λ4)PZ
[
Nλ1
N2pλ2/κ
Nλ3
λ4
]−s + ∑
λ∈Z4\{0}
χ(λ4)PZ
[
Npλ1
N2pλ2/κ
Npλ3
λ4
]−s,
6 ALOYS KRIEG AND MARTIN RAUM
yielding (4.4). The second equality (4.5) follows from
(
N2πs
)s
Γ(s)−1 E
(p)∗
Np,N2p/κ,χ(Z, s)
= p3s/2
∑
λ∈Z4\{0}
χ(λ4)
(
p−sPZ
[
λ1/N
pλ2/κ
λ3/N
λ4/N
2
]−s + p−2sPZ[

λ1/N
λ2/κ
λ3/N
λ4/N
2p
]−s)
= ps/2
∑
α(N), β(κ)
γ(N), δ(N2)
χ(δ)
(
p−s
∑
g(p)
ζ
(
s, 0, (
α
N
,
β
κ
,
γ
N
,
pδ +N2g
N2p
)tr, PZ
)
+ p−1
∑
h(p)
ζ
(
s, (0,
κh
p
, 0, 0)tr, (
α
N
,
pβ
κ
,
γ
N
,
δ
N2
)tr, PZ
))
.
The last equality (4.6) can be deduced analogously.
The absolute convergence of (4.1) and (4.4), follows from (4.5) when reading the equality backwards. The
meromorphic continuation can be deduced from the same equality. In the meromorphic continuation of the Epstein
ζ-function, at most a simple pole at s = 2 can occur (see [Ter85]). In the light of (4.5), the same holds for the
meromorphic continuation of E
(p)∗
Np,N2p/κ,χ(Z, s). The residue at s = 2 equals
N−4
∑
α(N), β(κ)
γ(N), δ(N2)
χ(δ)(1 + 1) =
{
2κϕ(N)/N , if χ is trivial;
0, otherwise.
This completes the proof. 
4.1. The functional equation. We will establish the functional equation of E
(p)∗
Np,N2p/κ,χ(Z, s). As a first step,
we deduce a representation in terms of PZ , which was defined in (4.3).
Let χL be the primitive character with period L that induces χ. Moreover, let LR be the minimal period of χ.
Recall that κ | N .
Proposition 4.2. We have
E
(p)∗
Np,N2p/κ,χ(Z, 2− s) =
ϕ(R)
R
κ
GχL
∑
r|R
(
(Lr)2/π
)s
Γ(s)χL(r)
µ(r)
ϕ(r)
∑
λ∈Z4\{0}
(1rχL)(λ4) s(r, λ), (4.7)
where
s(r, λ) :=
(
p3s/2PWNp〈Z〉
[
Lrpλ1
Lrκpλ2
Lrpλ3
λ4
]−s + ps/2PWNp〈Z〉[

Lrλ1
Lrκpλ2
Lrλ3
λ4
]−s).
If we impose an additional condition on κ, we can deduce a more convenient expression, based on the represen-
tation of the Eisenstein series given in Lemma 4.1.
Corollary 4.3. Suppose that κ | L. Then E(p)∗Np,N2p/κ,χ(Z, 2− s) satisfies the functional equation
E
(p)∗
Np,N2p/κ,χ(Z, 2− s) =
ϕ(R)
R
κ
GχL
∑
r|R
χL(r)
µ(r)
ϕ(r)
E
(p)∗
Lrp,Lrκp,1rχL
(WNp〈Z〉, s).
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Proof of Proposition 4.2. Using (4.5), we find
E
(p)∗
Np,N2p/κ,χ(Z, 2 − s)
= N−4
(
N2/π−s
)
Γ(s)
∑
α(N), β(κ)
γ(N), δ(N2)
χ(δ)
·
(
p−s/2
∑
h(p)
v=(0, κh/p, 0, 0)tr
∑
λ∈Z4
λ+v 6=0
e
(− ( α
N
,
pβ
κ
,
γ
N
,
δ
N2
)λ
)
P−1Z [λ+ v]
−s
+ p−(2−s)/2
∑
g(p)
∑
λ∈Z4\{0}
e
(− ( α
N
,
β
κ
,
γ
N
,
pδ +N2g
N2p
)λ
)
P−1Z [λ]
−s
)
.
Set ν := N/LR. As a next step, evaluate the character sum and then replace λ1 by Nλ1, λ2 by κλ2, λ3 by Nλ3,
and λ4 by Nνλ4. In the next formula we write r for gcd(R, λ4):(
π−s Γ(s)
κ
RGχL
)−1
E
(p)∗
Np,N2p/κ,χ(Z, 2− s)
= N2sχL(R)
(
p−s/2
∑
λ∈Z4
h(p)
v=(Nλ1, κλ2, Nλ3, Nνλ4)
v+(0, κh/p,0,0) 6=0
χL(λ4)µ(r)ϕ(R/r)P
−1
Z
[
Nλ1
κλ2 + κh/p
Nλ3
Nνλ4
]−s
+ ps/2−1
∑
λ∈Z4\{0}
g(p)
χL(λ4)µ(r)ϕ(R/r) e
( − gNνλ4/p)P−1Z [

Nλ1
κλ2
Nλ3
Nνλ4
]−s).
Fixing any r, we consider the partial sum
N2s χL(R)µ(r)ϕ(R/r)
·
(
p−s/2
∑
λ∈Z4
h(p)
v=(Nλ1, κλ2, Nλ3, Nνλ4)
v+(0, κh/p,0,0)6=0
gcd(R,λ4)=R/r
χL(λ4)PWNp〈Z〉
[
Nλ1
Nκpλ2 +Nκh
Nλ3
νλ4/p
]−s
+ ps/2−1
∑
λ∈Z4\{0}
g(p)
gcd(R,λ4)=R/r
χL(λ4) e
(− gNνλ4/p)PWNp〈Z〉[

Nλ1
Nκpλ2
Nλ3
νλ4/p
]−s).
We evaluate the sum over g, substitute pRλ4/r, in the first sum, and Rλ4/r, in the second sum, by λ4, and replace
pλ2 + h by λ2. Recalling that p ≡ 1 (N), we find that the above expression equals
(Lr)2sχL(r)µ(r)ϕ(R/r)
∑
λ∈Z4\{0}
(1rχL)(λ4)·
·
(
p3s/2PWNp〈Z〉
[
Lrpλ1
Lrκpλ2
Lrpλ3
λ4
]−s + ps/2PWNp〈Z〉[

Lrλ1
Lrκpλ2
Lrλ3
λ4
]−s).
Since R is square free, we have ϕ (R/r) = ϕ(R)/ϕ(r). Summing the last expression for all r | R yields the claim. 
In general, the Eisenstein series occurring on the right hand side of the functional equation in Corollary 4.3 are
hard to treat. After summing over divisors of R, we can reduce them to a single one.
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Proposition 4.4. If κ | L, then
∑
θ|R
µ(θ)ϕ(θ)
θ
E
(p)∗
LRp/θ,L2R2p/(κθ2),1R/rχL
(WpLR/θ〈Z〉, 2− s) = χL(R)
µ(R)
R
κ
GχL
E
(p)∗
LRp,LRκp,1RχL
(Z, s) . (4.8)
Proof. Use the functional equation in Corollary 4.3 and the equality
∑
θ|R
µ(θ)ϕ(θ)
θ
ϕ (R/θ)
R/θ
κ
GχL
∑
r|gcd(R/θ)
χL(r)
µ(r)
ϕ(r)
E
(p)∗
Lrp, Lκrp,1rχL
(Z, s)
=
ϕ(R)
R
κ
GχL
∑
r|R
( ∑
θ|gcd(R/r)
µ(θ)
)
χL(r)
µ(r)
ϕ(r)
E
(p)∗
Lrp, Lκrp,1rχL
(Z, s) . 
In Section 5, we will deal with an integral involving the left hand side of (4.8). Lemma 4.5 provides basic tools
to investigate it based on mathematical induction. Let q be a prime and r ∈ N such that gcd(p,Nqr) = 1. Given
Z ∈ H2 and s ∈ C satisfying Re(s) > 2, define
E(p)∗Np,N2p/κ,q,r,χ(·, s) |WNqrp := E
(p)∗
Np,N2p/κ, χ(·, s) |WNp − E
(p)∗
Nqp, (Nq)2p/κ,1qχ
(·, s) |WNqp . (4.9)
Lemma 4.5. Given Z ∈ H2 and s ∈ C satisfying Re(s) > 2, the following statements are true.
(i) The considered difference of Eisenstein series satisfies the equality
E(p)∗Np,N2p/κ,q,r,χ(Z, s) =
(
(Nrq)2/π
)s
Γ(s)
∑
λ∈Z4\{0}
χ(qλ4) ·
·
(
ps/2PZ
[
Nqrλ1
N2q2r2pλ2/κ
Nqrλ3
qλ4
]−s + p3s/2PZ[

Nqrpλ1
N2q2r2pλ2/κ
Nqrpλ3
qλ4
]−s).
(ii) If q | N , we have E(p)∗Np,N2p/κ,q,r,χ(Z, s) = 0.
(iii) The function E(p)∗Np,N2p/κ,q,r,χ(·, s) is a Siegel modular form of weight 0 with character χ for
Γ2,1
(
Nqrp, (Nqrp)2
)
.
(iv) We have E(p)∗Np,N2p/κ,q,r,χ(·, s)
∣∣∣M trN2qr2p/κ = E(p)∗Np,N2p/κ,q,r,χ(·, s).
Proof. In order to prove (i), we consider
((
N2/π
)s
Γ(s)
)−1
E
(p)∗
Np,N2p/κ, χ (WNp〈Z〉, s)
=
∑
λ∈Z4\{0}
χ(λ4)
(
ps/2PWNp〈Z〉
[
Nλ1
N2pλ2/κ
Nλ3
λ4
]−s + p3s/2PWNp〈Z〉[

Npλ1
N2pλ2/κ
Npλ3
λ4
]−s)
= q2s
∑
λ∈Z4\{0}
χ(λ4)·
·
(
ps/2PWNqp〈Z〉
[
Nqλ1
N2q2pλ2/κ
Nqλ3
λ4
]−s + p3s/2PWNqp〈Z〉[

Nqpλ1
N2q2pλ2/κ
Nqpλ3
λ4
]−s).
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We split the addends with respect to q | λ4 and q ∤ λ4.(
π−s Γ(s)
)−1
E
(p)∗
Np,N2p/κ, χ (WNp〈Z〉, s)
=
(
π−s Γ(s)
)−1
E
(p)∗
Nqp, N2q2p/κ,1qχ
(WNqp〈Z〉, s)
+ (Nq)2s
∑
λ∈Z4\{0}
χ(qλ4)·
·
(
ps/2PWNqp〈Z〉
[
Nqλ1
N2q2pλ2/κ
Nqλ3
qλ4
]−s + p3s/2PWNqp〈Z〉[

Nqpλ1
N2q2pλ2/κ
Nqpλ3
qλ4
]−s).
This yields (i). As an immediate consequence, we deduce (ii), since χ(qλ4) = 0 as 1 6= q | N . Using the defining
equation (4.9) of E(p)∗, we prove (iii). The last claim (iv) is a consequence of (i). 
5. A first integral representation for the Rankin convolution
Recall the notation e(x) = e2πix, which we will use frequently in the next two sections. Also recall the notation
for the elements of H2 given in (3.1). The Petersson scalar product for Jacobi forms φ and ψ of weight k and index
m is
〈φ, ψ〉 :=
∫
F∗
φ(τ, z)ψ(τ, z) yk−3 e−4πmy
−1v2 dx dy du dv, (5.1)
where F∗ is a fundamental domain with respect to the action of the full Jacobi group SL2(Z)⋉Z2 on H1×C. The
reader is referred to [EZ85] for details.
A fundamental domain for the action of Γ
(p)
2,1 on H2 can be constructed from this as follows:
F (p)2,1 :=
{
Z ∈ H2 : (τ, z) ∈ F∗, x′ ∈ [0, 1/p], y′ > y−1v2
}
. (5.2)
Let f and g paramodular forms in
[
Γ
(p)
2,1(p, p), k, 1
]
0
with Fourier-Jacobi expansions
f(Z) =
∞∑
m=1
fm(τ, z) e
2πimτ ′ and g(Z) =
∞∑
m=1
gm(τ, z) e
2πimτ ′ . (5.3)
We attach a Dirichlet series, the Rankin convolution, to f and g:
Df,g(s) :=
∞∑
m=1
〈fm, gm〉m−s, (5.4)
for all s such that the right hand side converges locally uniformly absolutely. The twisted Rankin convolution and
its completion are
Df,g,χ(s) :=
∞∑
m=1
χ(m)〈fm, gm〉m−s, (5.5)
Df,g,χ(s) := (2π/N)
−2s Γ(s)Γ(s− k + n)L(2s− 2k + 2n, χ2)Df,g,χ(s). (5.6)
We will write {
f, g
}
:=
1[
Γ
(p)∗
2,1 (p, p) : Γ
′
] ∫
F ′
f(Z) g(Z) det(Y )k−3 dX dY (5.7)
for the Petersson scalar product of f and g. Here, Γ′ ⊆ Γ(p)∗2,1 (p, p) is any group that f and g are invariant under,
and F ′ is an associated fundamental domain.
Theorem 5.1. Let χ(2) be a primitive character that induces χ2. Let L denote the minimal period of χ(2). Fix
θ ∈ N satisfying θ | N/L(2). If θ 6= 1 assume, in addition, that χ is primitive. Then we have{
E
(p)∗
Np/θ,N2p/θ2,1N/θχ(2)
(·, s)
∣∣WNp/θ fχ∣∣WNp, g∣∣WNp}
=
2
iN
(π/N2)k−2 p3s/2−1(1 + p−s)Df, g, χ(s+ k − 2). (5.8)
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Proof. The first and second argument of the Petersson scalar product on the left hand side of (5.8) have the
common symmetry group Γ2,1
(
Np, (Np)2
)
. Since WNp normalizes this group, we see that the scalar product
converges absolutely due to the polynomial growth of the Eisenstein series and{
E
(p)∗
Np/θ,N2p/θ2, 1N/θχ(2)
(·, s)
∣∣WNp/θ fχ∣∣WNp, g∣∣WNp} = {E(p)∗Np/θ,N2p/θ2,1N/θχ(2)(·, s)∣∣D1/θ fχ, g}.
We use mathematical induction on the prime divisors of θ. If θ = 1, we can apply the unfolding trick to (5.8).
The above scalar product simplifies as follows:( 2
iN
(
N2/π
)s
p3s/2(1 + p−s) Γ(s)L(2s, χ2)
)−1{
E
(p)∗
Np,N2p,1Nχ(2)
(·, s) fχ, g
}
=
∫
F
(p)
2,1
fχ(Z) g(Z) y
k−3
(
y′ − y−1v2)s+k−3 dX dY
=
∫
F(p)
∞∑
mf ,mg=1
χ(mf ) fpmf (τ, z) gpmg (τ, z) y
k−3
(
y′ − y−1v2)s+k−3
· e(ip(mf +mg)y′ + p(mf −mg)x′) dX dY
= p−1(4π)−s−k+2Γ(s+ k − 2)
·
∫
(Z1, w)∈F∗
∞∑
m=1
χ(m)(pm)−s−k+2 fpm(τ, z) gpm(τ, z) e
−4πpmy−1v2
· yk−3 du dv dx dy
= (4π)−s−k+2 p−1 Γ(s+ k − 2)Df, g, χ(s+ k − 2).
This proves the statement if θ = 1.
Assume that θ 6= 1, and let q | θ be a prime. Recall the definition of E(p)∗ in (4.9). It suffices to show that{
E(p)∗Np/θ,N2p/θ2,q,θ/q,χ2(·, s)
∣∣WNp fχ∣∣WNp, g∣∣WNp} = 0.
By (ii) of Proposition 4.4, this is true, whenever q | N/θ. Hence we may assume that q ∤ N/θ.
The modular forms on the left hand side of the last equation share the symmetry group Γ12,1
(
Np, (Np)2
)
, and
M trNp normalizes this group. Hence so does M
tr
(Np)2ν/q for any ν ∈ N. Using the invariance of g and E(p)∗ under
M tr(Np)2ν/q, we find{
E(p)∗Np/θ,N2p/θ2,q,θ/q,χ2(·, s) fχ, g
}
= q−1
∑
ν(q)
{
fχ
∣∣M tr(Np)2ν/q E(p)∗Np/θ,N2p/θ2,q,θ/q,χ2(·, s), g}.
This sum vanishes by Lemma 3.1, yielding the claim. 
An immediate consequence of Theorem 5.1 is
Corollary 5.2. Suppose that χ is primitive. Let χ(2) be a primitive character that induces χ2. Denote the minimal
period of χ(2) by L. Let LR be the minimal period of χ2. Then we have∑
θ|R
µ(θ)ϕ(θ)
θ
{
E
(p)∗
LRp/θ, (LRp/θ)2,1N/θχ(2)
(·, s)
∣∣WLR/θ fχ∣∣WNp, g∣∣WNp}
=
2
iNR(2)
(
π/N2)k−2 p3s/2−1(1 + p−s)Df, g, χ(s+ k − 2).
6. A second integral representation for the Rankin convolution
In this section, we assume that f, g ∈ [Γ(p)2,1(p, p), k, 1]0. In particular, the Fourier-Jacobi coefficients fm and gm
of f and g, defined in (5.3), vanish, if p ∤ m. Throughout the section, fix χ(2), L and R as in Corollary 5.2. In
addition, set ν := N/LR. Note that ν | 4.
Lemma 6.1. Suppose that d | ν and C | Nν. Moreover, let µ be the minimal, positive integer dividing ν, such
that C | Ndµ. Choose any γ, γ∗, p∗, µ∗ ∈ N such that gcd(γ,Nν/C) = 1, γγ∗ ≡ 1 (Nν/C), pp∗ ≡ 1 (Nν/C) and
µµ∗ ≡ 1 (Ndµp/C). Fix ǫ ∈ {±1} and λ ∈ Z×. Set θ = N/ν, and choose Mλ and Md,Cγ as in Section 2.
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For any ǫγ ≡ γ (ν), we have the following Fourier-Jacobi expansion:(
f
∣∣WNνpMd,CγMλDǫ)(Z) = ∞∑
m=1
fm,C,d,λ,ǫ,ǫγ(τ, z) e
(
C2mτ ′/µ2 + Cµ∗2γ∗p∗m/Nν
)
.
The function fm,C,d,λ,ǫ,ǫγ depends on its arguments and indices only. If p ∤ m, we have fm,C,d,λ,ǫ,ǫγ = 0. If
µ = µ∗ = 1 and Cν | N , we have
fm,C,d,λ,ǫ,ǫγ(τ, z) = C
kfm
(
τ, Cz + pp∗ǫǫγ
(
τdλ1 + dλ2
)
/ν
)
· e(m(pp∗ǫǫγ/ν)2(τd2λ21 + d2λ1λ2)) e(2mCpp∗ǫǫγwdλ1/ν).
Proof. Set
H1 :=

1
(1−pγp∗γ∗)C
Nν p
∗γ∗
1
−pγ NνC
 ,
H2 :=

µ NdpµC
(µµ∗−1)C
Ndpµ µ
∗
µ∗ (1−µµ
∗)C
Ndpµ
−NdpµC µ
 ,
H3 :=

1 Nd
2p2p∗µ2
C r dpp
∗µ∗µr
1 dpp∗µ∗µr
1
1
 , H4 :=

1
Nd2p2p∗ǫγ
Cν
1
1
1
 ,
where r = (ǫγ − γ∗)/ν. The transformations H1, H2, and H3 are elements of Γ2,1(p, p).Recall that Wp ∈ Γ(p)2,1(p, p).
Consequently,
f
∣∣WNνpMd,CγMλDǫ = f ∣∣H3H2H1WpWNνpMd,CγMλDǫ.
Up to sign, the second transformation equals
µ
Nd2p2p∗µ ǫγ
Cν
d p p∗µ ǫγ
Cν
(µµ∗−1)C
N d pµ
C
µ
d p p∗µ∗ǫγ
ν
p∗µ∗(ǫγ−ν r µ µ
∗)
Nν
1
µ
1−µµ∗
N dpµ
µ
C

,
yielding the first claim.
To prove the second claim assume that µ = µ∗ = 1 and Cν | N . In this case we have H4 ∈ Γ2,1(p, p), and thus
f
∣∣WNνpMd,CγMλDǫ = f ∣∣D−1ǫ M−1λ H4H3H2H1WpWNνpMd,CγMλDǫ.
The second transformation equals
1
d p p∗ǫ ǫγ
Cν λ2
d p p∗ǫ ǫγ
ν λ1 C
d p p∗ǫ ǫγ
ν λ2
p∗γ∗
Nν
1 − d p p∗ǫ ǫγCν λ1
1
C

.
This proves the lemma. 
To prove Theorem 6.3, we will need to evaluate a certain character sum. The next Lemma was given in [Kuß02,
p. 48], and we reproduce the calculation for convenience only. We will denote a sum ranging over representatives
modulo N that are units in Z/NZ by β (N)×. Observe that the quantity Aχ,ν˜ in [Kuß02] features an additional
factor ν−2.
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Lemma 6.2. Suppose that ν˜ | ν. Set r := N/ gcd(N,Lν). Given β, γ ∈ Z, choose β∗, γ∗ ∈ Z satisfying
ββ∗ ≡ γγ∗ ≡ 1 (Nν). For any m ∈ Z, we have
Aχ,ν˜(m) :=
∑
β(Nν˜)×
γ(Nν˜)×
β≡γ (ν˜)
χ
(
(β − γ)/ν˜) e(m(γ∗ − β∗)/Nν˜)
=
χ(−m)χ
(2)(R)χ(2)
(
LRν˜/N
)
µ(r)ϕ
(
R/r
) ν˜
LR
G3χGχ(2) , if ν˜ = ν;
0, otherwise.
In particular, we have Aχ,ν˜(m) = χ(m)Aχ,ν˜(1).
Proof. As a first step, we isolate a Gauß sum:
Aχ,ν(m) =
∑
β(Nν˜)×
γ(Nν˜)×
β≡γ (ν˜)
χ(βγ)χ
(
(γ∗ − β∗)/ν˜) e(m(γ∗ − β∗)/Nν˜)
=
∑
β(Nν˜)
γ(Nν˜)
β≡γ (ν˜)
χ(βγ)χ
(
(γ − β)/ν˜) e(m(γ − β)/Nν˜)
=
∑
β(Nν˜)
r(N)
χ
(
β(β + ν˜r)
)
χ(r) e
(
mr/N
)
= ν˜
∑
β(N)×
r(N)×
χ
(
β(β + ν˜r)
)
χ(r) e
(
mr/N
)
= ν˜
∑
β(N)×
r(N)×
χ
(
β(β + ν˜)
)
χ(r) e
(
mr/N
)
= ν˜χ(m)Gχ
∑
β(N)×
χ
(
β(β + ν˜)
)
.
Using Gχ χ(β + ν˜) =
∑
γ(N)× χ(γ) e
(
(β + ν˜) γ/N
)
, we obtain
Aχ,ν(m) = χ(m) ν˜Gχ
∑
β(N)×
χ
(
β(β + ν˜)
)
= χ(m) ν˜
(
Gχ/Gχ
) ∑
β(N)×
γ(N)×
χ(β)χ(γ) e
(
(β + ν˜)γ/N
)
= χ(−m) ν˜(G2χ/N) ∑
β(N)×
γ(N)×
χ(β)χ(γ) e
(
(β + ν˜)γ/N
)
= χ(−m) ν˜(G2χ/N) ∑
β(N)×
γ(N)×
χ(βγ∗)χ(γ) e
(
(βγ∗ + ν˜)γ/N
)
= χ(−m) ν˜(G2χ/N) ∑
β(N)×
γ(N)×
χ(β)χ(γ)2 e
(
(β + ν˜γ)/N
)
= χ(−m) ν˜(G3χ/N) ∑
γ(N)×
χ(γ)2 e
(
ν˜γ/N
)
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= χ(−m) ν˜(G3χ/N) ∑
γ(LR)×
r(N/LR)
(
1Rχ
(2)
)
(γ) e
(
ν˜(rLR+ γ)/N
)
.
The sum ranging over r vanishes, if ν˜ 6= ν. Otherwise, we have
Aχ,ν(m) = χ(−m) ν˜
(
G3χ/LR
) ∑
γ(LR)×
(
1Rχ
(2)
)
(γ)e
(
νγ/N
)
= χ(−m)χ(2)(R)χ(2)(LRν/N) ν˜(G3χ/LR)Gχ(2) µ(r)ϕ(R/r),
where
r =
R
gcd(R,LRν/N)
=
N
gcd(R,LRν/N)N/R
=
N
gcd(N,Lν)
.

Combining Lemma 6.1 and 6.2, we deduce the next theorem.
Theorem 6.3. We have{
E
(p)∗
Np/ν, Np/ν, χ2
(·, s) fχ
∣∣WNp, g∣∣WNp}
=
2
iNN2
(
π/N2
)k−2
p3s/2−1
(
1 + p−s
)
χ(2)(R)µ(R)G4χGχ(2) Df,g,χ(s+ k − 2).
Proof. The integral is well-defined and converges absolutely due to the polynomial growth of the Eisenstein series.
Thus, using (ii) of Lemma 4.5 and the definition of the Petersson scalar product, we find
H(s) :=
{
E
(p)∗
Np/ν, Np/ν, χ2
(·, s) fχ
∣∣WNp, g∣∣WNp} (6.1)
=
{
E
(p)∗
Np,Nνp, χ2
(·, s), trace
(
fχ
∣∣WNνp g∣∣WNνp ( detIm(·))k)}.
The trace operator is
trace : [Γ
(p)∗
2,1 (Nνp, (Nν)
2p), 0,
(
χ2
)+
] −→ [Γ(p)∗2,1 (Np, Nνp), 0,
(
χ2
)+
],
f 7→ (Nν3)−1
∑
M :Γ
(p)∗
2,1 (Nνp, (Nν)
2p)\Γ
(p)∗
2,1 (Np,Nνp)
(
χ2
)+
(M) f
∣∣M .
Here,
Nν3 =
[
Γ
(p)∗
2,1 (Np, Nνp) : Γ
(p)∗
2,1 (Nνp, (Nν)
2p)
]
is the index of the latter in the former group.
Set θ = N/ν and recall the definition of Md,γ , given in Section 2. Define S by
(Nν3)−1(detIm(·))k S = trace
(
fχ
∣∣WNνp g∣∣WNνp (detIm(·))k).
We write {1, . . . , ν/d}2× for the set of all coprime pairs with entries between 1 and ν/d. By sums ranging over
B | Nν we mean the sum over the positive divisors of Nν. With this notation at hand, we find
Gχ S =
∑
d|ν
λ∈{1,...,ν/d}2×
β(Nν)
µ(N)
χ(µ) f
∣∣WNνpMd,β−νpµMλ g∣∣WNνpMd,βMλ (6.2)
=
∑
d|ν
λ∈{1,...,ν/d}2×
B|Nν, β(Nν/B)×
C|Nν, γ(Nν/C)×
Bβ≡Cγ(ν)
χ
(Bβ − Cγ
ν
)
f
∣∣WNνpMd,CγMλ g∣∣WNνpMd,BβMλ.
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With these computations in mind, we reconsider (6.1). Apply the unfolding trick, and notice that S is invariant
under Dǫ for ǫ = ±1. Hence we may double the integral, summing over the images of the integrand under D±1.( 1
2iNν4
(N2/π)s p3s/2(1 + p−s) Γ(s)L(2s, χ2)G−1χ
)−1
H(s) (6.3)
=
∫
F
(p)
2,1
yk−3
(
y′ − y−1v2)s+k−3 ∑
ǫ∈{±1}
GχS
∣∣Dǫ(Z) dX dY .
We will show that certain parts of this integral vanish. More precisely, we will show that only the addends with
B = C = 1 contribute to (6.3). Since S is a finite sum of cusp forms, the integral (6.3) over the Fourier series
converges absolutely and we may reorder it.
Expand the integrand using Lemma 6.1. Apply this Lemma to f and add the superscript (B) to µ and the
subscript B to m. Further, write β and β∗ instead of γ and γ∗. Apply the Lemma also to g and add the
superscript (C) and the subscript C to µ and m. Whenever ν 6= 4, we choose ǫβ , ǫγ = 1. Recall that, otherwise,
we have ǫβ, ǫγ = ±1.
Combining (6.2) and (6.3) and inserting the Fourier-Jacobi expansions of the transforms of f and g, the following
inner integral occurs: ∫
x∈[0, 1p ]
e
(
x
(
(mCC
2/µ(C)
2
)− (mBB2/µ(B)2)
))
. (6.4)
By Lemma 6.1, we may assume that p | mB,mC . Hence
mC C
2/µ(C)
2
= mB B
2/µ(B)
2
, (6.5)
whenever the integral (6.4) does not vanish.
We show that the contribution to (6.3) vanishes, if 2µ(B)ν | B or 2µ(C)ν | C. For reasons of symmetry, we may
assume the latter. Since 2ν | C and C | Nν, we find 2 | N . Consequently, we have 2ν | N , because χ is primitive.
Since βB ≡ γC (ν), we find that ν | B. We may assume that the exponential valuations ν2(B) and ν2(ν) at 2 are
equal, since otherwise the term χ
(
(Bβ − Cγ)/ν), showing up in (6.2), vanishes. Since 2ν | N , we have B | N , and
we conclude µ(B) = 1.
From (6.5), we deduce 4 | mB in case (6.4) does not vanish. We consider the sum over β in (6.2). Given β,
choose β˜ in the system of representatives that the sum ranges over such that β˜ ≡ β −Nν/2B (Nν/B). From this
condition, it follows that gcd(β˜, Nν/B) = 1 and ǫβ = ǫβ˜ . Since β and β
∗ are odd, a direct calculation yields
β˜∗ ≡ β∗ +Nν/2B (Nν/B)
for any β˜∗ satisfying β˜β˜∗ ≡ 1(Nν/B). Furthermore, since 4 | mB, we have
Bµ(B)∗
2
Nν/2B
Nν
mB ∈ Z.
That is,
e
(
µ(B)∗
2
β∗p∗mB/Nν
)
= e
(
µ(B)∗
2
β˜∗p∗mB/Nν
)
,
which is the exponential term occurring when applying Lemma 6.1 to (6.2). Since χ
(
(Bβ − Cγ)/ν) = −χ((Bβ˜ −
Cγ)/ν
)
, the sum over all β vanishes.
Summarizing this part of the proof, we may always assume that 2µ(C)ν ∤ C and 2µ(B)ν ∤ B. In particular, we
have µ(B) = µ(C) = 1: Indeed, assume that µ(B) 6= 1 or µ(C) 6= 1. For reasons of symmetry, we may suppose that
µ(C) 6= 1. Since ν 6= 1, it follows from µ(C) 6= 1 that 2ν | N . From the equality ν2(C) = ν2(Ndpµ(C)), it follows
that 2µ(C)ν | C.
Set
δ = (B,C), b = B/δ, c = C/δ.
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If (6.4) does not vanish, we have mB = c
2m and mC = b
2m for some m ∈ N. We may assume that δ | ν, since
otherwise χ
(
B(β − Cγ)/ν) vanishes. We split off the following inner sum of (6.2):∑
β′(Nν/δbc)×
γ′(Nν/δbc)×
∑
β(Nν/δb)×
γ(Nν/δc)×
β−β′≡γ−γ′≡0 (Nν/δbc)
δbβ≡δcγ (ν)
χ
(
(δbβ − δcγ)/ν)
· fb2m,δc,d,λ,ǫ,ǫγ gc2m,δb,d,λ,ǫ,ǫβ e
(
mδbc(bγ∗ − cβ∗)p∗/(Nν)). (6.6)
Observe that
δbc =
∏
q|BC, q prime
qmax{νp(B), νp(C)}.
We conclude that ν | Nν/δbc. Thus, if β ≡ β′ (Nν/δbc), we have ǫβ = ǫβ′ . Analogously, if γ ≡ γ′ (Nν/δbc), we
have ǫγ = ǫγ′ . Moreover, it suffices to impose the constraint δbβ ≡ δcγ (ν) on β′ and γ′ only.
We treat the character sum in (6.6). In analogy with β∗ and γ∗, choose β′
∗
and γ′
∗
such that β′β′
∗ ≡ 1 (Nν/δb)
and γ′γ′∗ ≡ 1 (Nν/δc). Note that β ≡ β′ (Nν/δbc) if and only if β∗ ≡ β′∗ (Nν/δbc). Analogously, γ ≡ γ′ (Nν/δbc)
if and only if γ∗ ≡ γ′∗ (Nν/δbc). For fixed β′ and γ′, the exponents in (6.6) differ by multiples of
mδbc b (Nν/δbc)
Nν
= bm ∈ Z, m δbc c (Nν/δbc)
Nν
= cm ∈ Z.
We may assume that δbβ′ ≡ δcγ′ (ν). We focus on the following inner sum of (6.6):∑
β(Nν/δb)×
γ(Nν/δc)×
β−β′≡γ−γ′≡0 (Nν/δbc)
χ
(
(δbβ − δcγ/ν). (6.7)
If δbc ∤ ν, then N ∤ Nν/δbc and (6.7) vanishes. Thus we may assume that δbc | ν. Since δbβ ≡ δcγ (ν), we have
gcd(c, ν) = gcd(b, ν) = 1. Hence b = c = 1 and δ | ν. If ν 6= 1, the expression χ((β − γ)/(ν/δ)) vanishes, whenever
δ = ν, because β and γ are odd. Thus if ν 6= 1, we may assume that δ 6= ν.
With the conclusions drawn so far in mind, we rewrite another part of (6.2). In (6.6), observe that ǫβ = ǫβ′ ,
whenever β ≡ β′ (ν). Analogously, ǫγ = ǫγ′ , whenever γ ≡ γ′ (ν). In addition, we find ǫγ = ǫβ in all cases but
ν = 4 and δ = 2. In this case, we may assume that ǫγ 6= ǫβ , since otherwise χ
(
(bβ − cγ)/(ν/δ)) = 0. We consider
the following inner sum of (6.2):∑
ǫ∈{±1}
β(Nν/δ)×
γ(Nν/δ)×
β≡γ (ν/δ)
χ
(
(β − γ)(ν/δ)) fm,δ,d,λ,ǫ,ǫγ′ (τ, z) gm,δ,d,λ,ǫ,ǫβ′(τ, z) (6.8)
· e(m(γ∗ − β∗)p∗/(Nν/δ)).
Recall that we assume that Cν,Bν = δν | N . By Lemma 6.1, fm,δ,d,λ,ǫ,ǫγ′ and gm,δ,d,λ,ǫ,ǫβ′ only depend on ǫ, ǫγ
and ǫβ by means of the products ǫǫγ and ǫǫβ. Hence we may reorder the sum and split it such that it can be
evaluated using Lemma 6.2. By this Lemma, (6.8) vanishes, if δ 6= 1. Otherwise, it equals∑
ǫ∈{±1}
Aχ,ν(mp
∗) fm,δ,d,λ,1,ǫ(τ, z) gm,δ,d,λ,1,ǫ(τ, z).
So far, we have proved that any contribution to (6.3) vanishes, unless B = C = 1. By Lemma 6.1, explicit
expressions for the remaining fm,δ,d,λ,1,ǫ and gm,δ,d,λ,1,ǫ are known. They depend on d and λ by means of dλ1 and
dλ2 only.
Before simplifying the remaining terms in (6.3), set Λ = {1, . . . , ν}2. We will make use of the periodicity of fm
and gm in the elliptic variable w.( 1
2iNν4
(
N2/π
)s
p3s/2(1 + p−s) Γ(s)L(2s, χ2)G−1χ
)−1
H(s)
=
∫
F
(p)
2,1
yk−3
(
y′ − y−1v2)s+k−3 ∑
ǫ∈{±1}
GχS
∣∣Dǫ(Z) dX dY
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= (4π)−s−k+2 p−1 Γ(s+ k − 2)
∫
F∗
yk−3
∑
m≥1
ǫ∈{±1}, λ∈Λ
Aχ,ν(m)m
−s−k+2 ·
· fm
(
τ, z + (pp∗ǫ/ν)
(
τλ1 + λ2
))
gm
(
τ, z + (pp∗ǫ/ν)
(
τλ1 + λ2
))
· e−4πm
(
(pp∗ǫ/ν)2yλ21+2pp
∗ǫvλ1/ν+y
−1v2
)
dx dy du dv
= (4π)−s−k+2 p−1 Γ(s+ k − 2)
∫
F∗
yk−3
∑
m≥1
ǫ∈{±1}, λ∈Λ
Aχ,ν(m)m
−s−k+2 ·
· fm(τ, z) gm(τ, z) e−4πmy
−1v2 dx dy du dv
= 4ν2Aχ,ν(1) (4π)
−s−k+2 p−1 Γ(s+ k − 2)Df,g,χ(s+ k − 2).
Using Lemma 6.2, we find that H(s) equals
1
2iNν4
(
N2/π
)s
p3s/2(1 + p−s) Γ(s)L(2s, χ2)G−1χ ·
· 4ν2Aχ,ν(1) (4π)−s−k+2 p−1 Γ(s+ k − 2)Df,g,χ(s+ k − 2)
=
2
iNN2
(
π/N2
)k−2
p3s/2−1(1 + p−s)χ(2)(R)µ(R)G4χGχ(2) Df,g,χ(s+ k − 2).

7. The Rankin convolution and the spinor L-function
The functional equation of the twisted Rankin convolution is a direct consequence of the results in Section 5
and 6. From the next corollary, we will deduce the functional equation of the twisted spinor L-function.
Corollary 7.1. Suppose that f, g ∈ [Γ(p)∗, k,1k−1 ]0 and adopt the assumptions on χ and N from Section 6. Then
we have
Df,g,χ(s) =
G4χ
N2
p3(k−s−1)(1 + p−k+s)(1 + p−s+k−2)−1Df,g,χ(2k − 2− s).
The rest of this section will be dedicated to studying the twisted spinor L-series and its completion. Given a
Siegel eigenform f denote the eigenvalues under the Hecke operators T (p) and T (p2) by λf (p) and λf (p
2) (see
[Kri90] for a definition of the Hecke operators).
Definition 7.2. The spinor L-series attached to a weight k cuspidal Siegel eigenform for Sp2(Z) twisted by a
Dirichlet character N is
Zχf (s) :=
∏
p
(
1− λf (p)χ(p)p−s +
(
λf (p)
2 − λf (p2)− p2k−4
)(
χ(p)p−s
)2
− λf (p)p2k−3
(
χ(p)p−s
)3
+ p4k−6
(
χ(p)p−s
)4)
. (7.1)
Denote the period of χ by N . We call
Zχf (s) := (2π/N)
−2s Γ(s)Γ(s− k + 2)Zχf (7.2)
the completed twisted spinor L-series attached to f .
We relate the spinor L-function to the above Rankin convolution, using a representation given by Gritsenko
in [Gri95a]. Unfortunately, he did not make this representation explicit. We indicate how to obtain it, adopting
his notation. Assume that f is a holomorphic Siegel eigenform that is a cusp form such that the Fourier-Jacobi
coefficients satisfy f1 = 0 and fp 6= 0. By [Gri95a, Theorem 4.8], we have
L(2s− 2k + 4,1p)DSympf,Ffp
= L(2s− 2k + 4,1p)
∑
m≥1
〈
f∗mp, m
2−kfp
∣∣
k
T
(1)
− (m)
〉
(mp)−s
= p−sL(2s− 2k + 4,1p)
∑
m≥1
〈
f∗mp
∣∣
k
T
(1)
+ (m), fp
〉
m−s
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= p−s
(
(p− p2k−2s−1)〈fp, fp〉
+
(
(−1)kp3−s−k + p2−2s)〈fp∣∣kT (1)− (p)T (1)+ (p), fp〉)Zf (s)
= p−s(1 − pk−2−s)(p+ (−1)kpk−s) 〈fp, fp〉Zf (s).
For the time being, we assume that p ≡ 1 (N) and fp 6= 0. Starting with Corollary 7.1, a straightforward
calculation yields
Zχf (s) = (−1)k
G4χ
N2
Zχf (2k − 2− s).
To prove the Main Theorem we are left with considering the Fourier-Jacobi expansion of an arbitrary Siegel
eigenform.
Proof of the Main Theorem. The functional equation was proved in [Kuß02], if f1 6= 0. Hence we may suppose that
f1 = 0. By the preceding calculations, it suffices to prove that for each N ∈ N there is a prime pN ≡ 1 (N) such
that fpN 6= 0.
Fix such an N . We will write
f(Z) =
∑
0<T∈( 12Z)
(2,2)
a(T ) e2πi tr(TZ) (7.3)
for the Fourier expansion of f .
We first show that there is a non-vanishing Fourier coefficient a(T ) of f such that T represents a unit and square
modulo N . Second, we will show that we may choose a primitive such T . Finally, we will use the correspondence
between values modulo N represented by a quadratic form and ray classes of a quadratic number field to prove the
claim.
Suppose that there is no Fourier index T with non-vanishing coefficient a(T ) attached to it that represents a
unit and square modulo N . We consider the Taylor expansion at z = 0 of an arbitrary Fourier-Jacobi coefficient
fm. By our assumption fm(τ, 0) is lacunary and has weight greater than 4. That is, fm(τ, 0) = 0. Assume that we
have proved ∂lzfm(τ, 0) = 0 for all 0 ≤ l < L with L ∈ N given. Then ∂Lz fm(τ, 0) is a lacunary modular form for
SL2(Z) of weight greater than 4. We conclude that ∂
L
z fm(τ, 0) = 0. By mathematical induction, it follows that all
derivatives of fm with respect to z vanish at z = 0, and thus fm = 0. Since m was arbitrary, f = 0, contradicting
the assumptions.
We have proved that there is at least one index T with a(T ) 6= 0 that represents a unit and square modulo
N . We claim that there is such an index T that is primitive. Let r be the minimal square and a unit modulo
N represented by some, non-fixed T satisfying a(T ) 6= 0. Consider the proof of [Gri95b, Theorem 4.7]. Adopting
Gritsenko’s notation, we find that the identities
fd{F
∣∣
k
T (e)}(τ, z) = (fr{F}∣∣kT+(e))(τ, z) and
fr(τ, z) exp(2πi rω) =
∑
N=( ∗ ∗∗ r )∈B2
a(N) exp(2πi tr(NZ))
only involve quadratic forms that represent a unit and square modulo N . Indeed, (r/e)(a/b) is a unit and square
modulo N , if ab = e | r. Using this fact, the calculations carried out by Gritsenko prove the existence of a primitive
T representing a unit and square modulo N , as we have claimed.
The index T also represents an aN ≡ 1 (N). Indeed, it corresponds to an ideal class k in the narrow sense of
the imaginary quadratic field K = Q
(√− det(T )). To prove the existence of aN it suffices to prove that there
is an element of k that has norm aN over Q. We consider the ray class group associated to the principal ideal
(N) ⊆ OK in the ring of integers of K. We know that there is a ray class k′ containing an element that has norm
aN ≡ 1 (N). By [Neu92, Chapter VII, Theorem 13.2]and an argument paralleling the one in [Zag81, Section 6],
there are infinitely many split prime ideals in k′. This proves the existence of pN . 
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