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ABSTRACT
The majority of public transport vehicles are fitted with Automatic Vehicle Location (AVL) systems
generating a continuous stream of data. The availability of this data has led to a substantial body of
literature addressing the development of algorithms to predict Estimated Times of Arrival (ETA).
Here research literature reporting the development of ETA prediction systems specific to busses
is reviewed to give an overview of the state of the art. Generally, reviews in this area categorise
publications according to the type of algorithm used, which does not allow an objective comparison.
Therefore this survey will categorise the reviewed publications according to the input data used to
develop the algorithm. The review highlighted inconsistencies in reporting standards of the literature.
The inconsistencies were found in the varying measurements of accuracy preventing any comparison
and the frequent omission of a benchmark algorithm. Furthermore, some publications were lacking
in overall quality. Due to these highlighted issues, any objective comparison of prediction accuracies
is impossible. The bus ETA research field therefore requires a universal set of standards to ensure the
quality of reported algorithms. This could be achieved by using benchmark datasets or algorithms
and ensuring the publication of any code developed.
Keywords Estimated Arrival Time · Bus · Public Transport · Algorithms
1 Introduction
The UK has seen a constant rise in vehicles on its roads since personal vehicles have become available, which resulted
in a 7 fold increase in traffic on British roads between 1950 and 2016 [1]. This has naturally led to an increase in
congestion felt by all road users. In a recent report, it was estimated that UK travellers spent 10% of their driving time
in gridlock [2]. The reduction of congestion became a key priority as it will have a positive impact on the environment,
the economy and will reduce commute times. This has been recognised for example in the UK government’s ‘Road
to Zero’ strategy aiming to tackle emissions from road usage. The biggest environmental and societal impact can be
achieved if the public is encouraged to use alternative modes of travel instead of private cars [3]. This review is focused
on public buses as 4.44 billion bus journeys are made annually in the UK. Despite this, the patronage is declining
and better Estimated Time of Arrival (ETA) predictions could play a role in slowing down this trend. It has been
shown that even small changes can have a significant impact on the overall congestion of a city as highlighted by the
fact that reducing daily commutes from specific neighbourhoods by only 1% can cut delays for all road users by as
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much 18% [4]. Even if the cancelled commutes are randomly selected, delays can still be reduced by as much as 3%.
To encourage road users to change their mode of transportation, public transport has to be convenient and reliable.
Punctuality and timeliness of the journey have the biggest impact on passenger satisfaction [5]. Non-surprisingly, the
most frequently requested improvements by passengers are accurate travel times both pre-trip and during the journey,
especially for passengers using public transport to commute [6]. To provide this punctuality buses should ideally adhere
to a timetable, that has been carefully designed to allow the bus to meet it without introducing too much buffer times
to lengthen the journey unnecessarily. However, this is often difficult and therefore it is crucial to accurately predict
the arrival times of vehicles. This will improve passenger satisfaction even if the vehicle is late as passengers, in
general, do not mind waiting within reason as long as they know for how long [7]. Furthermore, reliable real-time
travel information delivered to passengers reduces the perceived waiting time for bus passengers as well as the actual
waiting time as passengers can arrive more closely to the departure time [8]. Furthermore, it will allow developing
new smart applications allowing to offer personalised journey suggestions to the traveller. Because buses are affected
by a large number of external influences such as weather, traffic conditions, passenger loads [9] and other types of
disruptions, predicting their arrival is challenging and therefore currently not very accurate [10]. Methods to predict
ETA can include simple historical averages or be based on statistical models. Therefore, such techniques applied to
bus ETA predictions can be expected to drastically improve the current performance. However, due to the complexity
of the ETA prediction machine learning methods have become increasingly popular [11]. In recent years, Artificial
Neural Networks (NN) have revolutionised a number of other domains. Therefore NNs should be expected to have
the same potential when applied to bus ETA prediction problems. A comprehensive review specifically investigating
NN applications in public transport [12] found that only 16% (12) addressed ETA of buses, whereas the rest of the
studies applied the techniques to other modes of transport. This suggests that the area of bus ETA prediction using NNs
might be underrepresented in the context of public transport research. This relative absence of NN to predict bus ETA is
striking as NNs has revolutionised other areas of data science such as image and speech recognition. Nowadays the
majority of buses have onboard Automatic Vehicle Location (AVL) systems, which are equipped with GPS sensors
and transmit the location of the bus at frequent intervals, typically ranging between 20 and 60s. The availability of
vehicle locations are the basis for any ETA prediction and are readily accessible through the AVL systems and do
not necessarily need any additional investment in static sensors. The general approach of published reviews of ETA
predictions methods is either to categorise by area of application or by the technique used as in [12] or by the applied
algorithm [13, 11]. This review will asses the current literature concerning ETA prediction for buses. In doing so it will
demonstrate a more informative categorisation than commonly used to review the literature and address shortcomings
of the reporting standards.
2 Categorisation of ETA prediction algorithms
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Figure 1: Treemap showing the proportions of the input features used in
the reviewed publications.
ETA prediction methods are commonly re-
ported as categorised literature reviews based
on the type of algorithm used as suggested
in [11, 14]. This categorisation is not nec-
essarily informative for the reader, as the al-
gorithms can be developed based on differ-
ent background information – different input
features such as locations, speed and passen-
ger load of the vehicle are used to develop
the algorithm, which prevents any meaning-
ful comparison. Therefore, approaches that
were developed using only AVL data should
in most cases not be compared to methods
accounting additionally for passenger load as
well as weather conditions, even if it might be
based on the same algorithm. Typically AVL
data includes vehicle positions and schedule
and route identifiers but can include more in-
formation depending on the provider. This
would compare algorithms relying on entirely
different extent of information thus prevent-
ing a meaningful interpretation. As this re-
view’s focus lies on the prediction of bus ETA, the
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Figure 2: Categories used to review the literature based on feature types.
reviewed studies are categorised based on the
nature of input features used. The most basic
requirement of input features to predict ETA
are sequences of timestamped GPS coordi-
nates recorded by AVL systems (n=18, Fig-
ure 1). These features were used by all 40 re-
viewed publications (also see supplementary
1). The different feature sources were found
to be from external data such as information
about the traffic or the weather (n=5), Passen-
ger information such as load and embarking
and disembarking numbers (n=4), and a com-
bination of all three aforementioned sources
(n=2). A separate group of studies used AVL
information from the bus to be predicted in
combination with AVL data of other buses
serving the same route to calculate the Head-
way (n=7).
2.1 AVL as sole data source
A minimum requirement to allow any ETA
prediction is the knowledge about the position of a vehicle, hence most reviewed studies used AVL data from onboard
devices. The only exception was [15], where the locations were recorded using a modified mobile phone as the buses
were not equipped with a GPS system. The reviewed studies used data, which included time-stamped positions of
the buses and in some cases, additional information was explicitly calculated such as average speeds or dwell times.
Therefore, this central group of features was the most common and thus also includes the widest range of applied
techniques. The simplest ETA prediction based solely on AVL data are historical methods using the average speed from
historical records to predict the arrival time at a destination [16]. Naturally these cannot account for any fluctuations
and thus perform with up to 9.3% lower accuracy compared to more intricate methods such as Kalman Filters (KF) [17].
Attempts to improve simple historical mean based algorithms, such as accounting for timed stops at which the timetable
has deliberate waiting times, reduce the prediction deviation by 0.8 [16]. Another approach was used in which the
prediction was made using the historical average updated with exponential smoothing for several short sections of the
route, which are then combined to give the total travel time [18]. In the search for an algorithm with better performance
and lowest computational impact [19], compared a historical average method, Artificial Neural Networks (NN), and
Support Vector Machines (SVM). The results suggest that the NN did outperform historical methods with a minuscule
advantage although the exact value of the improvement is not reported. The author’s conclusion is that as the NN and
the historical method perform similarily, yet the NN requires more intensive training and longer prediction times, the
historical method is superior [19]. However, the overall consensus of the literature regarding historical methods is that
their performance is low [20, 21, 22].
Kalman Filter (KF) is a statistical method that has been applied to bus arrival times [23, 24, 25] and was found to
perform with better accuracy in comparison to historical methods (maximum relative error of 0.543 of the historical
approach and 0.087 for the Kalman Filter) [20, 21, 22]. Autoregressive Integrated Moving Average (ARIMA) exploit
the information contained in the timeseries and was used in one example with acceptable results compared to the
ground truth (MAPE=3.88-6.42% depending on direction). Unfortunately, it was not compared to any other methods
making it difficult to objectively bring this method into context [26]. A direct comparison of historical methods to
Linear Regression (LR) in [20, 21] showed that LR performed with up to 6.7 times lower error than historical methods.
However, KF performed up to 3.95 times better than LR. This study is the only example of a direct comparison of
KF and LR. When compared to regression models, NNs generally perform with higher accuracy when trained on the
same dataset [27]. Historical-based and regression methods do not cope well with fluctuations [14] and variations of
travel times are highly likely at peak times in the urban environment. Therefore, non-linear methods such as NN should
intuitively perform better when used with more complex data with higher variation. Pan et al. [28] used an NN to
predict the average speed for the remaining distance to the destination, improving the accuracy compared to a historical
algorithm by 5.7%. Similarly, in Houston a NN outperformed historical and regression models [29]. Interestingly, this
study also found that the improvement although drastic compared to the historical algorithm was less pronounced in
the suburban areas presumably due to congestion. This also materialises from the findings by [30], that overall NNs
performed significantly better. An exception was heavy congestion where historical approaches were more accurate
than NNs. Further investigations found that the NN overestimated speeds in slow conditions and underestimated travel
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times at high speeds. Surprisingly, the information whether a bus was currently on a bus lane did not influence this
behaviour. Generally, ETA predictions are made by estimating the absolute number of minutes until arrival or the travel
speed. In a unique approach, [31] treated the estimation as a classification problem by predicting the 1/4 h when the bus
will arrive. In their experiments, an NN based approach performed 8% better than Decision Trees, Random Forests
(RF) and Naive Bayes. The ensemble approach was also used to combine several NNs where the parameters such as the
number of layers and neurons ware generated randomly and the best performing was included into one ensemble [32].
Unfortunately, the authors do not report the exact architecture of the final NNs. As the number of layers could have
ranged between 1-5 this could be an example of a deep neural network if this information was known.
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Amita et al. (2015) [27] •
Bai et al. (2015) [33] • •
Chen (2004a) [34] •
Chen et al. (2004b) [35] • • •
Chen (2018) [32] •
Chien et al. (2002) [36] • • •
Dailey et al. (2001) [23] •
Deng et al. (2013) [37] • •
Dong et al. (2013) [38] • •
Gal (2017) [39] • •
Heghedus (2017) [40] •
Hua et al. (2017) [41] • •
Jeong & Rilett (2004) [29] •
Julio et al. (2016) [30] •
Junyou et al. (2018) [42] • •
Kee et al. (2017) [31] •
Khosharavi et al. (2011) [43] •
Kumar et al. (2017) [17] • •
Li (2018) [44] • •
Lin & Zeng (1999) [16] •
Lin et al. (2013) [45] • •
Maiti et al. (2014) [19] •
Meng et al. (2017) [18] •
Nappiah et al. (2009) [26] •
Padmanaban et al. (2009) [25] •
Pan et al. (2012) [28] •
Shalaby & Farhan (2003) [20] • •
Shalaby & Farhan (2004) [21] • •
Sinn et al. (2012) [46] • •
Treethidtaphat et al. (2017) [14] •
Vanajakshi et al. (2009) [22] •
Wang et al. (2014) [47] • •
Xinghao et al. (2013) [9] • •
Xu (2017) [48] • •
Yin et al. (2017) [49] • •
Yu et al. (2010) [50] •
Yu et al. (2011) [51] • •
Yu et al. (2017) [52] • •
Zaki et al (2013) [53] • •
Zhang et al. (2015) [15] •1 •
1 authors used a modified smartphone instead of a commercial AVL system.
Table 1: The input features used by each publication indicated as points.
The relative absence of deep learning ap-
proaches is striking in the context of bus-
ETA prediction. A reason could be the re-
ported behaviour that NNs with a single
hidden layer outperformed NNs with two
or three layers thus suggesting that shallow
NNs might be sufficient or even desirable
to predict bus ETAs [40]. However, as ETA
prediction is a sequential problem it can be
expected that Recurrent Neural Networks
(RNN) and their derivatives will perform bet-
ter. The reason for this is the design specif-
ically tailored to sequential data, where the
depth of the network is linked to the length
of the sequence [54]. A similar conclusion
was made by [34] who found in a compari-
son of NN architectures that the more hidden
layers a network had the less likely it was
to generalise. In contrast [14] used a NN
with 4 hidden layers reporting excellent per-
formance compared to ordinary least square
regression. As this study does not report on
any NNs with different depths the results
are difficult to interpret. Generally arrival
times are predicted for designated bus stops,
however in some public transport systems
buses can be flagged down anywhere on their
route. In a study in Bangkok a 4 layer deep
neural network was used to improve the pre-
diction of arrival in comparison to a regres-
sion model resulting in an error reduction of
55% [14]. The dilemma of choosing a suit-
able NN architecture has led [43] to use a
genetic algorithm (GA) to select the best per-
forming architecture. As it is unlikely that
any model will be able to perform with the
same accuracy under every condition, some
authors have tried to overcome this limitation
by using hybrid methods. Such an example
is a combination of a SVM and KF by [50],
where the SVM predicted baseline values
used for the KF prediction. The SVM-KF
hybrid achieved 11.1% higher accuracy than
a NN-KF hybrid. Nevertheless, the most
commonly used method in the context of
ETA prediction are NNs. Considering that
the majority of publications are using shal-
low networks and there are few examples of
deep learning architectures (3/19) this poses
the question whether the reason is that these architectures do not work in this context. A possible reason could be that
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the studies focused on input features of one bus route thus limiting the data complexity compared to an approach, using
the network-wide state of all buses as input.
2.2 Trajectory based methods
Trajectory based methods use historical trajectories of a bus line i.e. the distance travelled by a bus over time (see
Figure 3 for an example). The estimate is being made by comparing the current trajectory of a bus with those of the
past and using the most similar trajectory as a prediction. The choice of an appropriate trajectory is made by different
algorithms.
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Figure 3: Example of a bus trajectory illustrating the travelled distance
over time.
One such example is the work described
by [38], who select the most similar trajec-
tory using a k-Nearest Neighbour (kNN) al-
gorithm. In this study, it was found that the
kNN algorithm outperformed a NN approach
for long term prediction. Interestingly, this
approach did not perform well on short dis-
tances below 3 km and the authors reverted
to use the average speed of all buses travel-
ling on the same road segment as a prediction.
Similarly, [55] used a kNN classifier to se-
lect historical trajectories which were then
fed into a KF to predict the bus travel time. In
a modification [48] grouped the trajectories
into categories based on road segments and
time of day. Then the prediction was made
by comparing the progress of the current bus
to the historical trajectories corresponding to
the time and section the bus is presently trav-
elling on. This approach was used in order to
reduce computational cost and was shown to
outperform SVM and NN trajectory match-
ing approaches. In a comparison of different
methods applied to trajectories, kernel regression was superior to both LR and kNN methods [46].
2.3 AVL and headway information
As the progress of a bus is naturally dependent on traffic flow, information about the state of the forward traffic should
improve the accuracy of any algorithm. As all the reviewed methods used AVL data this allows using these data from
previous buses as an indication of the traffic ahead. The distance or time to the preceding buses is called headway
and was used in 6 out of the 40 reviewed studies. An example specifically looking at bus stops served by multiple
routes, showed that the best accuracy could be achieved if not only the weighted headway to preceding buses of the
same route but also those to buses of other lines were included. This was true when the prediction was made using an
SVM, interestingly, excluding the running time of the same line resulted in the best prediction using a NN but was still
outperformed by the SVM [51].
In contrast, when accounting for travel times of the preceding buses on a virtual road, an NN solution was found to
perform better than an SVM [41]. However, [41] used different features as well as 2 hidden layers instead of 1 thus
making a comparison difficult. A further study found that an SVM had slightly better accuracy than NN models and
KFs. The error was nearly halved if KF was used upstream of either model to account for dynamic changes. Also, in
this case, the SVM-KF model was slightly superior to the NN-KF approach [33].
[49] found that overall both NNs and SVMs resulted in a prediction error around 10% although with minimal variations
over the course of the day and in different city environments. A genetic algorithm was used to determine the best
architecture for a NN, which resulted in an NN with 1 hidden layer and 5 hidden units (3-5-1). This is the same structure
as [51] whereas [33] used 6 hidden units. The described works are very consistent in the selection of network depth as
well as their findings.
An advancement from a simple NN was presented by [45], who used a hierarchical NN. This approach trained sub-NNs
for clusters based on the day of the data collection as well as the delay level at the time of collection. These were
then combined into a hierarchical NN which performed better than the conventional NN and KF. Other hierarchical
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methods are Random Forests which surpassed SVM, kNN and LR. The error was further reduced by 1.3% if the RF
was trained on datasets preselected using a kNN approach accounting for the intuition that under similar circumstances
the travel time will be similar [52]. The methods described in this section use headways as additional inputs to AVL
data. However, one method instead used queuing theory. The so-called snapshot method simply uses the travel time of
the last bus traversing the same segment as a prediction. To minimise the effect of outliers on this approach, different
RF based methods were used to get the final prediction based on the snapshot design [39].
2.4 AVL and external data
As any road user knows, progress in traffic depends on many external influences, such as weather or traffic volume.
This is also true for buses and has been addressed in a number of studies. The weather conditions have been taken into
account in two studies. One basic example including weather influences used a SVM to make ETA predictions based on
data from the last 30 days. These predictions are then stored and used as predictions for all journeys of the next day.
Naturally, this will not account for any sudden changes in external conditions. Regrettably, this study does not compare
the method to any other approaches thus making it impossible to objectively evaluate it [44]. Similarly, [42] used an
SVM to predict ETAs based on the last four days in order to predict the 5th. An interesting approach used cameras
on overhead bridges to not only count bus traffic but also the speed of taxis as these can use the same routes as buses
and unsurprisingly found that their speed is the same in heavy traffic. Furthermore, it was found that the prediction
solely based on the information from the static cameras identifying the bus was more accurate than if it was using
only GPS recordings. The authors did not combine both in order to investigate whether this would improve the overall
performance although this would have been an insightful addition to their research [9]. Again, these methods were not
compared to any alternative approaches. A combination of both weather and traffic state was used in a hybrid method.
The reasoning is that NNs are often poor at accounting for disruptions, therefore, a system was used, employing an NN
for traffic situations that appear to be ‘normal’ in the sense that the system has encountered similar conditions before. If
it appears to be an unseen condition the prediction is made using a KF. This improves the performance compared to an
NN that is used for all conditions by 0.2 min error for the entire route (37min) [53]. This highlights the crux that it
is unlikely that one method will always perform best and it can be anticipated that different conditions will affect a
model’s performance.
A preliminary report [40] describes attempts to use LSTMs to predict bus ETAs and including both traffic and weather
data, but full results have not yet been published.
2.5 AVL and Passenger data
As public transport’s purpose is to convey passengers, the customers themselves affect the progress of any bus. The
number of passengers boarding will have an influence on the dwell time as well as on the frequency of stops made by
the vehicle.
An interesting sensitivity analysis [34] showed that the impact of dwell time on the ETA of a bus has an effect of 45%
whereas the day of the week played a 25% role. In practice, it is difficult to include the exact number of passengers
as this information is generally not collected automatically since tickets do not necessarily have information about
the destination and passengers do not have to swipe for example a smart card when disembarking. However, if this
data could be made available it should give information about future dwell times as more passengers require longer to
disembark.
Therefore, passenger numbers boarding and disembarking were included in an NN model that performed significantly
better than LR with the same inputs [47]. Due to the difficulty of assessing the number of passengers an imaginative
way used the microphone of a mobile phone installed on the bus to count the sound made when a smart card was
swiped at the terminal by a passenger. This information was used to record the number of boarding passengers without
any information about the number disembarking [15]. In a comparison, [20] found that a KF performed better if
data including location and passenger load were included. This outperformed a time-lagged NN, as well as LR and a
historical model. The same study was republished [21]. This model was later replicated and found to perform with the
lowest accuracy when compared to NNs and Hierarchical NNs [45]. This illustrates the replication problem found in
the current literature inhibiting any objective comparison of the proposed methods.
2.6 AVL and passenger and external data
To account for as many external influences as possible several studies combined both data from external sources such as
weather and traffic and information about the passengers.
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A NN-KF hybrid where the NN feeds into the KF was developed using features including weather (and more specifically
precipitation), passenger loads, boarding and disembarking as well as AVL information. The hybrid did perform better
than a conventional NN [35]. Generally, two methods of segmentation of a route exist: (1) the stop based segmentation
where the travel time between two stops is predicted, and (2) the link based prediction where the travel time of a link
consisting of several stop to stop segments is estimated. The travel time can either be predicted using a stop-based
approach where the time needed from one stop to the next is predicted or a link-based method where the route between
two stops is split into several shorter links and each link is predicted separately. In a comparison of the stop based and
link-based ETA predictions using AVL data and traffic flow data as features, it was found that the stop based method
performed with up to 2.7 times smaller error [36].
sectionDiscussion
The feature-based categorisation used in this review, allowed a better understanding of the applied methods to predict
bus ETAs. The analysis highlighted several flaws in the current research that make the interpretation of the results
challenging. A reliable comparison of the methods was not possible because the measures used to report the algorithm
performance were inconsistent. Furthermore, one of the reviewed papers presented an algorithm without any comparison
to other methods, thus preventing any objective assessment. Lastly, the reporting quality of some papers was inadequate.
Following each point will be discussed individually.
2.7 Comparability
As the accuracy and performance of any prediction model is of crucial importance, this has to be reported in a way that
allows to replicate and compare the results. However, this is not possible in all cases as some authors report relative
errors and no consistency in the reported parameters can be distinguished. The precondition that any developed machine
learning algorithm should fulfil is verifiability and has been highlighted by a report of the Royal Society as one of the
central importance [56]. This has also been recognised in the healthcare sector where guidelines for the development
and reporting of predictive models exist [57]. The difference in standards might be explained because ETA predictions
do not affect the health or safety of a passenger and a spurious algorithm might at most cause inconvenience rather than
physical harm. However, for an operating company, this might cause a loss of revenue because patronage might decline.
Furthermore, the society as a whole might be subjected to more congestion, that could simply be reduced by providing
accurate ETA predictions. Furthermore, the doctrine of science is replicability. The reproducibility crisis is most
prominently known from psychological research [58] however due to its notoriety it is actively being addressed [59]. It
has also been identified as a problem in ‘harder’ sciences such as biomedicine [60] and also artificial intelligence [61].
Although results gained from machine learning techniques might be considered to be hard evidence, because the final
model is based on mathematical concepts, they suffer from similar problems as seen in psychology where the research
is often subjective to the researcher. The similarities between the two fields are that the findings cannot usually be
explained due to the ‘black box’ effect. The field of psychology has now started to apply lessons from problems seen in
machine learning research [59]. A suggested way of addressing such problems is meta-science that could shed light on
the true accuracy of findings [62]. However, this relies on comparable measurements of accuracy, which was not found
in a large proportion of the reviewed literature. Therefore, comprehensive standards of reporting are urgently needed in
the field of predictive bus transportation research.
2.8 Comparison
Leading on from the reproducibility problems is the lack of comparison to other methods found in a large proportion of
studies (n=11, 27.5%). This would not be a major issue if the same prediction measurements were described, however,
as this is not the case such reports only allow limited comparison between the studies. The findings, therefore cannot be
compared to other researcher’s work and therefore can only be considered standalone reports of a method applied to a
certain problem. Such studies do not even give information about any possible relative improvements to other currently
employed methods. If the researchers had directly compared their approach to a preexisting or commonly used algorithm,
the value of the findings would increase. The comparison to other methods is the only way of establishing a benchmark
to which any improvement can be compared to. https://www.overleaf.com/project/5ca487c0504f2453fce07a0d
2.9 Quality
The third issue is related to the reporting standards and a few studies did not make it clear what architectures were used
in the final algorithm or left leeway in the interpretation of their findings, by not explaining graphs or figures or because
of discrepancies between values in the description compared to the presented figures.
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2.10 Conclusion
This review highlighted some shortfalls of the current literature addressing the ETA prediction of buses. Overall NNs
predominated (n=12, 30%) the methods (Figure 4). Also, deep learning approaches with more than 2 hidden layers have
been used in 4 publications. However, in one approach an iterative selection of layer numbers and units was applied but
the final layer number was not reported.
6
5
3
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4 7
Historical
Hybrid
SVM
DNN NN
KF others*
* methods n <2 such as RF, Bayesian Networks etc.
Figure 4: Proportion of each method used in the reviewed studies.
It was telling that several studies found dif-
ferent algorithms performing better in differ-
ent settings suggesting that there will not be
one superior algorithm for all cases. Unfortu-
nately, due to the highlighted shortcomings,
it is not possible to identify the ‘best’ method
for each of the categories. Considering the
popularity of NNs it appears to be the most
widely used method suggestive of being the
best performing and/or most universal.
Interestingly, deep learning approaches are
underrepresented and in some cases, it was
found that 2 layer networks were performing
better than deeper architectures. This could
be due to the fact that NNs allow representing
any nonlinear relationship between variables,
in data with lower complexity. In general, the
input features used consisted of data regard-
ing one bus line and several variables directly
linked to this line such as other vehicles trav-
elling on the same route. It would be expected
that deep learning approaches will be more
successful in generalising more complex datasets for example if the entire network state is considered, including
information about all vehicles.
Concluding it can be said that research into bus ETAs lacks consistency and uniform standards. Ideally, an approach
similar to image classification or other areas could be used where a standard reference dataset is made available and
used as benchmark performance test. Alternatively, if the used data was published alongside the used code this would
help increase the comparability. Furthermore, it became clear that an industry-wide standard for reporting prediction
accuracy is urgently needed.
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