It is well known [I] that estimation of an unknown parameter based on a likelihood function approach is optimum in the sense of maximizing the a posteriori probability of the parameter given the observation. For the case where the unknown parameter is the random phase of a carrier received in a background of additive white Gaussian noise (AWGN), optimum open loop structures have been derived for implementing the resulting phase estimate [2,3]. Herein, these structures are referred to as open loop carrier phase estimators.
Introduction
It is well known [I] that estimation of an unknown parameter based on a likelihood function approach is optimum in the sense of maximizing the a posteriori probability of the parameter given the observation. For the case where the unknown parameter is the random phase of a carrier received in a background of additive white Gaussian noise (AWGN), optimum open loop structures have been derived for implementing the resulting phase estimate [2, 3] . Herein, these structures are referred to as open loop carrier phase estimators.
When the carrier is data-modulated, then the conditional pdf of the observation given the carrier phase depends on the data sequence that exists during the interval of observation for the received signal. Hence, before maximizing this function with respect to the carrier phase, one has to choose how to eliminate its dependence on the unknown data sequence. If one is only interested in determining the optimum carrier phase estimate, then the appropriate choice is to average the conditional pdf over the unknown data sequence. We shall refer to the phase estimate obtained by this process as the average-likelihood (AL) estimate. If, however, one is interested in joint phase estimation and data detection, then the appropriate choice is to first maximize the conditional pdf with respect to the data sequence (resulting in the most probable sequence), and then maximize it with respect to the carrier phase or vice versa. We shall refer to the phase estimate obtained by this process as the maximumlikelihood (ML) estimate. It has often been conjectured, although never proven, that from the standpoint of phase estimation alone, the ML phase estimate is suboptimum to the AL estimate. Because of this, what is typically done in practice is to derive the AL carrier phase estimate and then use this estimate as the phase of a demodulation reference signal for performing bit by bit data detection. However, it should be understood that, from the standpoint of joint estimation of data and carrier phase, this sequential operation of f i r s t deriving the carrier phase estimate in the absence of any knowledge of the data (the AL approach) and then detecting the ensuing data using the phase estimate so derived is, in general, suboptimum.
Aside from the optimality of the AL and ML approaches to open loop estimation of carrier phase, likelihood functions have also been used as motivation for closed loop carrier phase synchronization. Emphasis is placed on the word motivation since indeed there is no guarantee that the resulting closed loop schemes are optimal nor can one guarantee that those schemes motivated by the AL approach will outperform those motivated by the ML approach (although typically this turns out to be the case). Nonetheless, as we shall see, closed loop canier phase estimation schemes motivated by likelihood functions do indeed yield good tracking performance (as measured by the mean-squared value of the loop phase error).
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It is the intent of this paper to explore in more detail the structure and performance of closed loop carrier phase synchronization loops motivated by likelihood functions, i.e., those in which the derivative (or some monotonic function of the derivative) of the conditional pdf of the observation given the carrier phase be used as an error signal in a closed loop phase estimation scheme. Herein, for the purpose of abbreviated notation, we shall refer to such loops as AL and ML closed loops depending on the particular likelihood function used to define the error signal.
It is important at this point to mention that the notion of closed loops based on likelihood functions as per the above definition is indeed not new and one should not attribute its originality to the authors of this paper. Rather the purpose of this paper is to expand upon this notion and present some new loops motivated by likelihood functions along with their tracking performance. As such, we are not reinventing the wheel but rather adding some more spokes to it.
System Model
Consider a system that transmits BPSK modulation (the results can easily be extended to M-ary modulation) over an AWGN channel. As such the received signal takes the form where S denotes the received power, CO, is the camer frequency in rad/sec, 8 is the unknown phase assumed to be uniformly distributed in the interval (-n,n) Before proceeding to the AL closed loop structures, it is important to emphasize that the three AL open loop phase estimates as described by (4), ( 5 ) , and (6) are identical. That is, even though the functions q, (8), q, (8), and In q, (8) are totally different, the values of 8 at which each achieves its maximum are all the same. Thus, from the standpoint of finding the optimum open loop phase estimate, it makes no difference which of the three structures is implemented, i.e., they all yield the same performance. As we shall see shortly, optimally equivalent open loop phase estimates produced by equivalent AL functions do not necessarily produce optimally equivalent closed loop phase tracking structures. In fact, foragiven AL formulation, e.g., #1,#2,or#3, optimality of the open loop phase estimator in no way guarantees optimality of the closed loop structure.
Closed loop phase synchronization structure based on the three AL open loop estimators are obtained by choosing as error signals, e, the functions respectively given by dq, (e) / de, dq2( 8) / de, and d In q2 (8) / de. For simplicity of notation, we shall refer to these three closed loop structures as AL closed loop #I, #2, and #3.
The particular implementation corresponding to AL closed loop #3 is illustrated inFigure 1 and is what is commonly called anl-Q MAP estimation loop [6, 7] .l The special cases of Figure 1 wherein the hyperbolic tangent nonlinearity is approximated by linear and hard limiter devices, corresponding respectively to low and high signalto-noise ratio (SNR) conditions, are commonly called the I-Q Costas loop [4] and I-Q polarity-type Costas loop [5] .
Performance
In assessing the performance of one closed loop scheme versus another, one must be careful to normalize the loop parameters so as to allow a fair basis of comparison. In this paper, the comparison will be made on the basis of mean-squared phase error, Oi, for a fixed loop bandwidth, B,. This is the typical measure of performance used to describe a closed loop phase synchronization structure when it is operating in its tracking mode. An analysis of the closed loop performance of AL closed loop #1 results in an expression for the mean-squared phase error given by (assuming the linear theory which is independent of L. (L-2m)exp P (12) where we have further normalized the weighting coefficient as From (1 2), we see that as long as KO (or equivalently K ) is finite (which would be the case in a practical implementation of the AL closed loop scheme), the large SNR asymptotic behavior of AL closed loop#I now becomes lim a: = 0 which is what one would expect. What is interesting is%<y, for any value of R,, the value of K that minimizes (12), which, from the standpoint of closed loop performance as measured by mean-squared phase error, would be considered optimum is K 4 0, independent of R,. In fact, if one takes the limit of (12) as K + 0 the following result is obtained: Interestingly enough, the result in (13), which is now independent ofL, is also characteristic of the performance of the I-Q Costas loop [4] which is obtained as a low S N R approximation to AL closed loop #3. It is important to understand that the optimum closed loop performance of (13) results as a consequence of optimizing the weight (gain) K for each value of L.
The performance of AL closed loop #2 is difficult to obtain in closed form. Thus,because of its unorthodox structure, we shall not pursue it in this paper. Instead we move on to AL closed loop #3 whose performance has been obtained previously [6] . A plot of S, versus R, is superimposed on the curves of Figure 2 . We first note that the performance of AL closed loop #3 is independent of L. Furthermore, a comparison of its squaring loss with that calculated for AL closed loop #I reveals that the performance of the former is superior to that of the latter with optimized gain for all values of R, (see Figure 3 of [6] ). As mentioned previously, if the hyperbolic tangent nonlinearity in Figure 1 is approximated by a linear device (i.e., tanhx x ) , then the two loops have the same performance.
What is particularly interesting for AL closed loop #3 is that even though its performance is computed assuming a weighting coefficient in front of the I&D's in Figure 1 equal to 2 m / N, (14) - (17), respectively. Analogous to the terminology used for the AL case, we shall refer to these four closed loop structures as ML closed loop #1, #2, #3, and #4. An implementation of ML closed loop #1 is illustrated in Figure 3 and, as we shall soon see, is the one of particular interest from a performance standpoint. It is worthy of note that ML closed loop #3 is identical in form to the I-Q polaritytype Costas loop [ 5 ] . (Note that the L-fold accumulator that precedes the loop filter can be omitted since it can be absorbed into the loop filter itself by renormalizing its bandwidth.) We recall that, in the AL case, the I-Q polarity-type Costas loop is obtained only as a high S N R approximation to closed loop #3. finite (which would be the case in a practical implementation of the ML closed loop scheme), the large SNR asymptotic behavior of ML closed loop #1 is lim 0; = 0 as one would expect. What is indeed interesting is tha&%ke the AL case, the value of K that minimizes ( 1 9), which from the standpoint of closed loop performance as measured by mean-squared phase error would be considered optimum, is not K + 0, In fact, for each value of R, and L, there exists an optimum value of K which unfortunately cannot be determined in closed form. Nevertheless, the optimum values of Kcan be found numerically as a function of R, by maximizing S, as determined from (19) for each value of L. The corresponding values of (&)man are plotted versus R,in dB in Figure 4 for various values of L. Also illustrated in Figure 4 is the value of S, corresponding to K + 0 which is determined from 19) as and which is independent of the observation length L. Since the optimum value of K is always greater than zero, then (20) serves as a lower bound on the squaring loss performance of ML closed loop # l . Otherreasons for including this limiting squaring loss behavior in Figure 4 will become apparent shortly when we consider the other ML closed loop configurations.
From Figure 4 we observe that the performance of ML closed loop #1 becomes worse with increasing L, i.e., L -1 gives the best performance. Also in the limit as L += 00, the optimum value of K approaches zero independent of R, Thus, the limiting performance for L + -is also given by (20).
As in the AL case, the performance of ML closed loop #2 is difficult to obtain in closed form and because of its unorthodox structure we shall not pursue it in this paper. Moving on to ML closed loop #3, we previously identified this as being identical in form to the I-Q polarity-type Costas loop. Hence, its performance is independent of L and is given by (20) . Furthermore, it is straightforward to show that the performance of ML closed loop #4 is also independent of L and given by (20) . Thus, we see that of the three ML closed loops (#I, #3, #4) whose performance has been evaluated, ML closed loop #I is superior to the other two which have performances that are identical and equal to that of the former in the worst case (L + a).
Perhaps the most interesting result of all of what has been discussed thus far is obtained when the performance of the best ML closed scheme (i.e., #I) is compared with that of the best AL scheme (i.e., #3), the I-Q MAP estimation loop which heretofore has stood as the pillar of performance among BPSK tracking loops. This comparison is illustrated in Figure 5 where the squaring loss is plotted versus R,for the two schemes. We observe that for small values ofR,, as is encountered in systems employing acombination oflowratecodes [IO] andantennaarraying [11],MLclosedloop#1 outperforms the I-Q MAP estimation loop which itself outperforms the well-known I-Q Costas loop and I-Qpolarity-type Costas loop.
Conclusions
Motivated by the theory of MAP carrier phase estimation, we have developed a number of closed loop structures suitably derived from maximum-likelihood (ML) and average-likelihood (AL) functions. Several of these structures reduce to previously known closed loop carrier phase synchronizers while others appear to be new. Of particular interest is one of the ML structures which, when properly optimized, gives improved mean-square phase error performance over the other ML and AL structures. The improvement is largest at low symbol S N R and is thus quite significant in applications that involve a combination of low rate coding and antenna arraying such as the NASNJPL Galileo mission to Jupiter [lo, 1 I]. We leave the reader with the thought that the structures proposed in this paper are not exhaustive of the ways that closed loop phase synchronizers can be derived from open loop MAP estimation theory. Rather they are given here primarily to indicate the variety of different closed loop schemes that can be constructed simply from likelihood and log-likelihood functions (see 121 for more detail) 
