Abstract-Multitask and low-rank learning methods have attracted increasing attention for visual tracking. However, most trackers only focus on learning appearance subspace basis or the sparse low rankness of representation and, thus, do not make full use of the structure information among and inside target candidates (or samples). In this paper, we propose a dual-graph regularized discriminative low-rank learning for a multitask tracker, which integrates the discriminative subspace and intrinsic geometric structures among tasks. By constructing dual-graph regulations from two views of multitask observation, the developed model not only exploits the intrinsic relationship among tasks, and preserves the spatial layout structure among the local patches inside each candidate, but also learns the salient features of the target samples. This operation has the benefit of having good target representation and improving the performance of the tracker. Moreover, our developed tracker is a collaborate multitask tracking model and learns the discriminative subspace with adaptive dimension and optimal classifier simultaneously. Then, a collaborate metric is developed to find the best candidate, which integrates both classification reliability and representation accuracy. Encouraging experimental results on a large set of public video sequences justify that our tracker performs favorably against many other state-of-the-art trackers.
aims to estimate the motion states of the target in successive frames, given initial state. Despite great processes have been made in recent years, it remains an open problem to design a robust tracker for complex and dynamic scenes due to the factors such as non-rigid deformation, severe occlusion, illumination, pose, scale, rotation, camera motion, background clutter, and viewpoint.
In general, tracking models can be viewed as either generative or discriminative. Discriminative model trains a binary classifier to distinguish the target from background. Current studies have shown that discriminative model performs better if the size of training set is sufficiently large. While the size of the training samples is limited, and the quality of the target samples and background samples is poor, these factors may degrade the discriminative ability of the developed modal, and result in the imprecise location of the tracked target. As the trace continues, the tracking error may accumulate, and lead to the tracking drift. Generative model focuses on finding a region of interest (ROI) in the frame image as the target, which best matches a learned target appearance model. Due to the representation of the target or candidates is with high-dimensional vectors, subspace and sparse learning methods [1] [2] [3] [4] have been widely used for visual tracking problems.
Ross et al. [1] develop Incremental Visual Tracking (IVT) algorithm, which learns a low-dimensional subspace basis using Principal Component Analysis (PCA) and incrementally update subspace representations. But, it is not robust to occlusion. Mei and Ling et al. [2] introduce L1 tracker to remove partial occlusions for robust visual tracking. Wang et al. [5] assume the temporally obtained targets obey a Gaussian distribution (lowdimension prior) and the occlusions obey a Laplace distribution (sparsity prior). Wang et al. [6] use the principal components of previously obtained targets to represent the target and impose sparsity on the residual errors to model occlusion. Sui et al. [7] construct a subspace to represent the target and the neighboring background, and simultaneously propagate their class labels via the learned subspace. The above trackers are under the particle filter tracking framework, and ignore the relationship among particles. In [8] , low-rank sparse learning is adopted to consider the correlations among particles for robust tracking, which exploits both the subspace and sparsity structures among the representations. Zhang et al. [9] formulate tracking under the particle framework as a multi-task joint sparse learning problem, where a column graph regularization is imposed the particle representation to enforce the spatial smoothness, but it can not handle the outlier task. In order to solve the problem, Mei et al. [10] propose robust Multi-task Multi-view Tracker, which exploits the underlying relationship between tasks across different views and different particles in a unified robust multi-task formulation based on least absolute deviation. The structure among particles is exploited along their column space via multi-task learning or low rank learning. Along the row space or both of the two spaces, the information among particles should be considered. Besides, the spatial layout structure among the local patches inside samples ( or particles ) is also neglected.
Many above subspace and sparse learning based trackers are generative model based on the global target representation, and ignore the discriminative information from the background. Besides, the size of the subspace basis or the dictionary atoms is predefined, it can not adapt the changes of complex scenes. In the pursuit of precise tracking results, we may prefer structured discriminative model if we can acquire a sufficiently large number of training samples, but many samples will lead to expensive training cost. So, a solution is to develop a collaborate tracking model, which does a tradeoff between the generative and discriminative model, and make full use of the intrinsic structure among and inside target candidates or the trained samples.
A. Main Contribution
Inspired by the above work and discussion, we integrate subspace information and intrinsic geometric structures among tasks, and propose a dual graph regularized discriminative low rank learning for multi-task tracker. It is a collaborate multi-task tracking model, which learns the adaptive discriminative subspace basis and optimal classifier simultaneously. This property assigns the generalization and discriminative capabilities to the tracker. The developed modal not only exploits the intrinsic relationship among tasks, but also preserves the spatial layout structure among the local patches inside each target candidate. This is completed by the dual graph regularized discriminative low rank learning. Two graphs derived from column space and row space are constructed. Moreover, a normalized collaborate metric scheme is developed to find the best candidate, by concerning both discrimination reliability and representation accuracy. The flowchart of the developed dual graph regularized discriminative low rank learning for multi-task tracker (DGDL-RMT) is shown in Fig. 1 . The major contributions of this paper are concluded as follows:
1) Under the multi-task learning framework, the discriminative subspace and intrinsic geometric structures among tasks are intensively exploited. A dual graph regularized multi-task tracker with discriminative low rank learning is developed, 2) Each target candidate is divided into multi-layer image patches with different sizes. The local and the global parts are related and taken into account as the representation of the task simultaneously. Two graphs derived from column space and row space of multi-task observations are constructed to improve the tracking performance. The dual graph regularized tracking modal not only exploits the intrinsic geometric structure among and inside tasks, but also incorporates the extraction of the salient features of the samples.
3) The candidates are accurately reconstructed by adaptive discriminative subspace, and then their reconstructive errors are successfully classified and output the classification reliability. The collaborate metric, which integrates both classification reliability and representation accuracy, is used to find the best candidate.
B. Outline of the Paper
The structure of the paper is organized as follows: In Section II, we summarize the works most related to ours. Section III gives a detailed description of the proposed tracking approach. Experimental results are reported and analyzed in Section IV. We conclude the paper in Section V.
II. THE RELATED WORKS
Here, we only review the most related work: multi-task learning based trackers, subspace learning based trackers and low rank represent for subspace clustering. For more detailed infor-mation of visual tracking, we recommend readers to refer to [11] [12] [13] [14] [15] [16] [17] [18] [19] and the references therein.
A. Multi-Task Learning Based Trackers
Multi-task learning (MTL) seeks to enhance the overall generalization performance by learning multiple tasks simultaneously, in contrast to the single-task learning (STL) setting. Recently, some researchers formate the object tracking under the particle filter framework as a multi-task learning (MTL) problem, in which mixed norm sparse constraint is enforced. Learning the representation of each particle is viewed as an individual task. Its extension work [9] further mines the self-similarities between particles via structural multi-task learning. With the similar task definition, multi-task multi-view tracking (MTMVT) method [20] are developed to exploit the related information shared between particles and views in order to obtain improved performance. Its robust extension based on least absolute deviation is reported in [10] . The above multi-task learning tracking methods are both constructed based on generative models, and ignore the discriminative information from the background. Fan et al. [21] propose a discriminative multi-task object tracking method, by adaptively choosing discriminative features from the tracked target and the background. A different task definition is found in Zhang et al. [22] . This method decomposes the discriminative tracking task into several local tasks by dividing the whole target into several fragments, and the final tracking result is obtained by combining the local tasks. In [23] , a robust keypoint tracker based on spatio-temporal multi-task structured output optimization driven by discriminative metric learning is proposed. But the discriminative trackers ignore the influences of the outlier tasks and their multi-frame structural correspondence.
B. Subspace Learning Based Trackers
Subspace representation is a conventional method in visual tracking. There are extensive literatures on subspace learning for visual tracking. The target samples are assumed to reside in a temporally low-dimensional subspace, which is learned from the obtained targets by using robust principal component analysis (RPCA) approach [24] . Ross et al. [1] introduce incremental subspace learning to visual tracking. Kwon and Lee [25] use sparse PCA to model visual tracking, which enforces the learned subspace to exhibit sparsity structure. However, it performs unstable in case of occlusion. This is because the subspace learning assumes that the residual error obeys a Gaussian distribution with small variances. The assumption can not work well for the large and sparse residual such as occlusion. Mei and Ling [2] introduce sparse learning to visual tracking to handle the occlusion by the ad hoc trivial templates. By integrating the advantages of both the subspace and sparse representations, some trackers are developed to promote the robustness of trackers. Wang and Lu [26] use 2D PCA to construct the target subspace in original image domain and model the occlusion as a sparse additive error. Wang et al. [5] propose Least Soft-thresold Squares (LSS) regression method that assumes the noise is Gaussian-Laplacian distributed(low-dimension and sparsity priors), and apply it to object tracking. Zhang et al. [8] exploit both the subspace and sparsity structures among the representations to improve tracking performance. Its extensive version [27] considers the temporal consistency. Part Matching Tracker (PMT) is developed for robust visual tracking in [28] , which realizes part matching among multiple frames by optimizing a partial permutation matrix for each frame, using locality-constrained low-rank and sparsity of matched parts as criteria. But, this method ignores the discriminative ability from its surrounding context information. Sui [29] formulate tracking as a subspace sparsity inducing problem, which imposes joint row-wise sparsity structure on the target subspace to adaptively exclude distractive information. Wang and Lu [30] consider visual tracking as the subspace learning problem with a probability continuous outlier model and solve it by using max-flow/mincut method.
C. Graph Based Low-Rank learning
Low Rank Representation (LRR) [31] , as a promising method to capture the underlying low-dimensional structures of data, has attracted great interest in the pattern analysis and signal processing communities. Specifically, LRR aims to capture the underlying low dimensional structures of data, which can accurately recover the subspaces containing the original data and detect outliers under mild conditions. But, LRR utilizes only one view of the data, that is the columns, and the information from the other view is ignored. As an alternative to the LRR, LatLRR [32] takes two views of the data matrix separately, i.e., columns and rows as actual data samples. Graph information has been widely used to explore intrinsic geometric structures of data. In [33] , a novel LRR with local constraint for graph construction is proposed under semi-supervised learning setting. Lu et al. [34] propose a novel graph-regularized LRR destriping approach by incorporating a graph Laplacian into LRR. Yin et al. [35] propose a general Laplacian regularized low-rank representation model by by using both the pairwise graph and the hypergraph regularizer. A non-negative graph regularized LRR model [36] is developed by enforcing preservation of geometric information in both the ambient space and the feature space. In [37] , a nonnegative low-rank and sparse graph for the given data representation is developed, which considers the weights of edges in the graph. But many existing methods use the data self-representation model.
III. PROPOSED METHOD: DUAL GRAPH BASED MULTI-TASK LOW RANK LEARNING FOR ROBUST OBJECT TRACKING
In this section, we present a detailed description of the proposed dual graph regularized multi-task tracker with discriminative low rank learning. The developed tracker is under the particle filter framework. Learning the representation of each particle is viewed as an individual task. Particles are defined by the affine motion state variable s t = (x, y, l, r, θ, λ), where x and y are the coordinates, l and r are the scale and the aspect ratio respectively, θ is the rotation angle, and λ is the skew. They are sampled around the previous object location to predict the state s(t) of the target at time t, and from which we crop the re-gions of interest in the current image and normalize them to the candidate set
where N is the number of the candidates. We divide each target candidate into K local image patches with different sizes, the dimension of local patch vector is
This operation can be regarded as the construction of multiple layers spatial pyramid. The numbers of the local patches for each layer are 1, 9, 16, respectively, as shown in Fig. 1 . The first layer represents the global information of the candidate, and other layers preserve the spatial layout structure among them in the target candidates. In the following, the global and local image patches of every candidate are stacked into one column vector as its representation. All the column vectors of target candidates constitute the multi-task observation matrix. For the target sample set
m is the number of target samples and the background sample set (negative training samples)
, n is the size of B. The above operation is executed in the same way. Note that, the target and background samples can be sampled in the current frame or among the adjacent frames. Next, we show how to exploit the structural information among and insides the target samples or candidates.
A. Formulation
Although the relationship among tasks are explored by mixed norm based structured multi-task tracker with local graph or low rank tracker, they only focus on the column space information of the tracking observations, and ignore row information and the spatial layout structure of column information. Besides, most of them are generative trackers: their dictionary can be as selfexpression, the reconstructive error is used to choose the best candidate. In order to handle the problems, we integrate the discriminative subspace and intrinsic geometric structure into multi-task learning framework, and make full use of the structure information among and inside target candidates (or samples). Specifically, the developed tracking model simultaneously considering the geometric structures of the data (training samples or candidates) manifold and their feature manifold. This is completed by constructing two graphs derived from column space and row space of multi-task observations. Meanwhile, the proposed tracker not only exploits the intrinsic relationship among different tasks, but also preserves the spatial layout structure among the local patches inside each task. The global and local geometric structures of multi-task are considered jointly to improve the tracking performance. Besides, adaptive discriminative subspace and optimal classifier are learned and updated simultaneously to find the best candidate. The detailed description of the proposed objective function is as follows:
where A is the learned subspace basis, C, b are the parameters of the optimal classifier. c is the classification reliability, which defines the likelihood of a candidate to be the target or the background. E is the reconstructive error. Z is the representative coefficients of the multi-task observation according to A and C, b. G is useful for feature extraction from the samples. tr() is the trace operation. λ 1 , λ 2 control the relative weight of two graph regularized terms. The first graph regulated term is for the column space, and the second is for the row space. 
where
i is the ith vector in A.
where p i , p j are the location center of the tasks in the image, σ is the average value of all distances among tasks.
T defines the set of k nearest neighbors of Y i, j t . Intuitively, it is a challenging problem to directly use standard first order algorithm to solve (1). However, due to the nuclear norm minimization and graph constraints, such naive solver will lead to extremely high computational cost. Although the problem (1) is not convex with respect to all the variables, it is convex with respect to any of the variables. Inspired by [38] [39] [40] , we reformulate (1) as a alternated optimization procedure by considering its relationship to RPCA and then provide an online update scheme. Specifically, the objective function in (1) is transformed into two subproblems: discriminative multi-task subspace learning and graph regularized multi-task low rank representation. Graph regularized multi-task low rank representation
Discriminative mulit-task subspace learning
B. Model Optimization Algorithm
In this section, to solve above two subproblems in (4) and (5), we devise an optimization algorithm based on the alternating direction method of multipliers (ADM) [39] , [40] . Specifically, these problems can be optimized by alternately updating one variable while others fixed. Then, the multipliers are subsequently updated and the whole optimizing procedure is done in an iterative way till the convergence conditions are met. In other words, It is an iterative method that allows closed form updates for each unknown variable. The basic closed forms for updating 
Calculate
Fix other variables and update E k+1 by Eq. (10) 
1) The optimization for (4):
The augmented Lagrangian of (4) is as
where Q 1 is the Lagrangian multiplier and μ 1 is a penalty parameter. By alternatively minimizing the equation, the primary variables Z , G, E and the multiplier variable Q 1 can be updated iteratively one after another. In (6), there exist multi-block of primary variables. So, we adopt the linearized ADM with parallel splitting and adaptive penalty (LADMPSAP) [40] to solve it.
Update E when fixing others: E is updated by solving the optimization problem (10) with the closed form solution.
Update Z when fixing others: Z is updated by solving the optimization problem (11) .
It is difficult to directly obtain closed form solution for Z because of the last two terms in (11) . Besides, the convergence analysis provided in [39] is not applicable. In order to overcome this problem, we perform the linearized operations for the last two terms receptively, and use the closed-form solution to the proximity operator of nuclear norm, given by the Singular Value Thresholding (SVT) operator. Specifically, the linearization is performed over the augmented quadratic penalty term
F . The above (11) is reformulated as the following subproblem with respect to Z .
To effectively use proximity operators of nuclear norm, the further linearization is performed over the graph regularization term.
is upper bounded by its proximal approximation. Its local linearization at Z k plus proximal term is as follows:
where L Z is the spectral norm (the largest singular value) of matrix L Z . By replacing (12) with formulation (13), we can obtain
By some algebra derivation, we reformulate (14) as follows:
Update G when fixing others: Similarly, the above operations can be performed on the (16) to update the variable G.
Notice that, G not only is a graph constrain for the row space of the multi-task observation, but also can extract its salient features. This advantage can be used to obtain good target representation and improve the performance of the developed tracker.
2
) The optimization for (5):
The augmented Lagrangian of (5) is found in
where Y t is the observation set, which includes the former tracking results and its corresponding background samples. Q 2 , Q3, Q 4 denote the Lagrange multipliers, S is the slack variable, μ 2 is the plenary parameter. The problem in (18) can be optimized by alternately updating one variable while others fixed. Update P when fixing others: Updating P requires the solution to the problem (19) which can be computed in closed form.
Update S when fixing others: Updating S requires the solution to the problem (20) which can be computed in closed form. (21) .
Update C, b when fixing others: C, b are jointly updated by solving the optimization problems (22), (23) respectively.
where N is the number of the samples Y t . Updating Q 2 , Q 3 , Q 4 : They are updated in (24) with the parameter ρ 1 .
The above steps update according to the iterative algorithm, until the convergence is reached when the change in the objective function or solution P is below a pre-defined threshold (0.001 in this paper).
In the following, we apply singular value decomposition (SVD) to P and obtain the learned subspace A.
The learned subspace A can be obtained with adaptive dimension, A = U A (1 : rank(P)). 
C. Locate the Tracked Target
(29) The (29) is the collaborate metric with the normalized reconstructive error and the classified error.
D. Update Scheme
For robust tracking, we need to progressively update the learned subspace and optimal classifier to capture the latest appearance changes. We maintain a target pool, which includes two parts: stationary section and dynamic section. The stationary part is the initially obtained targets, which are the most informative and pure samples. The dynamic part is the recently tracking results, which are updated every five frames over the obtained targets among the adjacent frames by replacing the oldest obtained target with the latest obtained one, and work like a first-in-first-out (FIFO) buffer. The background samples are updated completely every frame by the samples sampled away the latest obtained target.
IV. EXPERIMENTS
The proposed algorithm is implemented in MATLAB with a 2.80 GHz Intel Core2 Duo machine with 8 GB memory. For all reported experiments, we set λ 1 = λ 2 = 0.1, ρ = 0.5, ρ 1 = 1.1, k = 6. The colorful pixels on each frame are converted to gray scale values and normalized to [0, 1] . During the tracking, 400 particles are generated as the candidates (tasks) on each frame and their corresponding ROIs are normalized to 36 × 36 pixels. The variances of affine parameters for particle sampling is set to (4, 4, 0.01, 0.005, 0.005, 0.005). The number of image patches K is 26.
A. Data Description and Evaluation Criteria
We evaluate the proposed method on Object Tracking Benchmark (OTB) [15] , which is a popular tracking benchmark that contains 100 fully annotated videos with substantial variations Fig. 2 . Performance of our tracker on the tracking benchmark. (a) Our tracker and top ten states-of-arts trackers in [13] , (b) The comparison of the proposed tracker and other seven most related trackers [13] , (c) Performance of our tracker and the states-of-arts trackers in [15] on all the 100 video sequences.
(Benchmark II). For completeness, we also report the results on the benchmark dataset (Benchmark I) [13] with 50 videos (a subset of [15] ). There are various challenging factors such as non-rigid deformation, cluttered background, and rotation in the benchmark. In each frame, the target is labelled manually and used as ground truth for quantitative evaluations.
To facilitate fair performance evaluations, four criteria are used in this work to quantitatively evaluate the performance of the developed tracker as follows.
Location Error: The Euclidean distance between the centers of tracking and ground truth bounding boxes for each frame.
Precision: The percentage of frames where the location errors are less than a threshold.
Overlap Rate: The overlap rate in a frame is defined as
, where B O denotes a bounding box and T, G indicate the ground truth and the tracking results, respectively.
Success Rate: The percentage of frames where the overlap rates are greater than a threshold. Fig. 2(a) illustrates the precision and success plots based on center location error and bounding box overlap ratio on the first 50 sequences (Benchmark I), respectively. It clearly illustrates that our algorithm performs well in both measures. Besides, we evaluate the proposed algorithm with comparisons to some state-of-the-art trackers on the extended tracking benchmark, as shown in Fig. 2(c) . These trackers include MEEM [41] , CN [42] , KCF [43] , HCSVT [44] , DSST [45] , CNN-SVM [46] , MDNet [47] , MUSTER [48] , ECO [49] , C-COT [50] . Notice that with entire 100 sequences, Benchmark II is more challenging where all the compared trackers perform worse than on Benchmark I.
B. Quantitative Evaluation
Besides 29 trackers in the tracking benchmark dataset [13] , [15] , we have conducted experiments by comparing with another six recently related state-of-the-art trackers including CLRST [27] , RMTT [51] ,MTMVLS [20] , MTMVLAD [10] , DMLT [22] , LSST [5] . The results are reported in Fig. 2(b) . The developed tracker performs well, compared with the related works. Note that we employ the original implementations or tracking data of these trackers provided by the authors with the default parameters.
C. Attribute-Based Evaluation
To analyze the strength and weakness of the proposed algorithm, we further evaluate the trackers on videos with 11 attributes. The results are reported in Fig. 3 . For clarity, we report the results for the top ten trackers on the OTB dataset. Tables I and II summarize the tracking results in terms of success and precision plots with 11 attributes. It can be seen that the proposed tracker provides favorable results on most of 11 attributes, and it achieves superior performance against other related multi-task and low rank based trackers on the tracking benchmark.
D. Qualitative Evaluation
For more thorough evaluation of our tracker, we further analyze the performance of the completing trackers in different challenging situations such as illumination changes, pose changes, fast motions, rotation and occlusion, etc. 
Fast Motions and Pose Variation:
It is difficult to predict the location of the tracked target in the blurry images caused by fast motion. Fig. 4 shows some screenshots of the tracking results in six challenging sequences where the tracked objects undergo fast motion and pose variation. In the blurbody sequence, there are many blurry images caused fast motion. Some trackers (such as RMTT, DMLT, SCM, CLRST, LSST) undergo large drift due to blurry images at frames 224 and 321. The similar tracking results can be found in blurcar2 sequence(frames 217, 303), jumping sequence (frames 157, 296) and vase sequence (frames 160,224). For the human9 sequence, the tracked person walks along the street, and it undergoes illuminate variation, fast motion, scale and pose variations. Most of the trackers lose the track of the person at frames 160, 250 and 305. The proposed method performs well in this situation, and it benefits from the facts that: (1) the tracking structured constraints can absorb the influence of the blurry images and make the trajectory smooth.
(2) the learned discriminative subspace basis and the optimal classifier can reduce the tracking error to some extent.
Illumination Variation and Background Cluttering:
The sudden changes of the scene illumination will lead to the drastic fluctuation of all the pixel values in the successive images, and influent the appearance models for the target and background. Besides, the background cluttering further degrades the Occlusion and Pose Variation: In this situation, only part or no target region is visible for the trackers. Occlusion may easily lead to tracking failure, and it is a challenging problem in target tracking field. Fig. 6 illustrates sampled results of six sequences where the targets undergo partial or fully occlusions with pose variation. In the jogging2 (frames 49,69)and david3 (frames 82, 189) sequences, the tracked persons (woman and man) are almost fully occluded by the lamp post or the tree respectively. Most trackers (such as MTMVTLAD, DMLT, CLRST, RMTT, SCM, TLD) can not overcome the short-time fully occlusion and drift away to the background. For other four sequences, all the tracked targets not only undergo severe occlusion, but also suffer from long-time occlusion. In the suv sequence (frames 517, 561, 781), the target vehicle is frequently occluded by dense tree branches. In the faceocc2 (frames 482, 724), the face of the man is frequently occluded by book and hat. In the woman sequence, the target woman is occluded by white car and trees (frames 129, 217). From the results shown in Fig. 6 , it can be seen that our tracker performs well in this situation, which can overcome the partial or fully occlusion and accurately distinguish the tracked target from its surrounding cluttered background. We also notice that the structured and discriminative model based trackers have better performance than most of those based on the generative model, and these trackers focus on the difference between the target and the background information.
Scale Changes and Rotations: During the tracking, there may be scale changes, in-of-plane or out-of-plane rotations for the tracked target, due to the motion of the target camera. Fig. 7 demonstrates some tracking results over six challenging sequences with targets undergoing significant scale changes and rotations. In the carscale sequence(at frames 165, 222), the scale of a moving car becomes bigger and bigger. In addition, the partial occlusion also lasts for a long duration. Most trackers (MTMVTLAD, LSST, RMTT, SCM, DMLT, TLD, CLRST) can not adopt the scale changes of the car, and lost the target. In the girl (frames 119, 460), girl2 (frames 124, 554, 1500), skating2 (frames 90, 209, 405) and human2 (frames 231, 949, 1128) sequences, the tracked targets not only undergo the scale change and pose variation, but also rotations, occlusion and illumination. In this situation, the proposed tracker perform well, as shown in Fig. 7 . This is attributed to that the structured information and low rank properties of our multi-task model. This operation is effective to describe the appearance changes caused by rotations. The initial and global target information can reduce the tracking drift. Besides, on the other hand, the optimal linear classifier and extracted salient features can distinguish the target from the background, and this can promote the collaboration of the tasks to robustly locate the target with rotations.
E. Computational Complexity
The proposed method is transformed into two subproblems (4) and (5), which are solved by iterative algorithms: LADMP-SAP [40] and ADM [39] , respectively. In each iteration, the singular value decomposition (SVD) operation dominates the computational complexity. The time complexity for solving one SVD of an m × n matrix is O(min(mn 2 , m 2 n) in general. For LADMPSAP, Let 1 denotes the number of iterations. The 
. Let r Z and r G be the lowest ranks for W Z and W G that can be obtained by the developed algorithm. In each iteration, SVT is applied to update the low rank matrices whose total complex-
. For the solution of (5), the computational complexity of SVD is
, where 1 is the number of iterations. Besides, we should consider the matrix inverse operation during the iteration with the complexity of O ((m + n) 3 ). As a result, the total computation cost is
Besides, we compare the average running speed of the proposed tracker and several other state-of-the-art sparse trackers on [13] , as shown in Table III . It is evident that although our tracker does not run in real-time, and it still runs slightly faster than some other multi-task trackers. 
F. Parameter Analysis
We study the influence of several important parameters or modules as follows. To demonstrate the effects of these parameters, the operation is as follows: one parameter vary the values and other parameters are fixed. where the experiments are performed on the tracking benchmark I. Fig. 8 . If λ 1 = 0, the developed tracker is reformed as structured multi-task tracker with latent low rank learning. If λ 2 = 0, the proposed tracking model is transformed Fig. 9 . The performances of different layers on all the 50 video sequences. Fig. 10 . The ablative analysis of the proposed tracker in [13] .
to a general graph regularized multi-task low rank tracker. The dual graph regularized model is generative and incorporate above models, it not only exploits the global and local structure information among and inside the tasks, but also integrates discriminative subspace learning and intrinsic geometric structures of data (training or candidate samples) in both column space (data manifold) and row space (feature manifold). Overall, the developed algorithm is robust for different parameter settings to some extent, as long the values of the parameters are within reasonable ranges.
2) The number K of local patch inside each task: Each task is divided into K local image patches with different sizes. This operation can be regarded as the construction of multiple layers spatial pyramid. Different layers correspond to different sizes of local image patches. The number of the local patches for each layer may be 1, 4, 9, 16, 25, respectively. The size of the local patch in each layer will influence the tracking performance, as shown in Fig. 9 . The smaller local image patches do not ensure the better tracking results. If the patches are away from the target center, or have the similar features with target, they maybe include more background information, not target pixels. This will influence the relation among the tasks and the construction of dual graphs. Besides, some patches may have the high collaborate metric reliability, there still be some subtasks belong to the background.
3) The ablative analysis of the proposed tracker: The ablative analysis of the developed tracker is evaluated in this section, which present the performance of the proposed tracker with different regularizer combinations. We compare the performance of the following four trackers: the basic tracker without two graphs, the proposed tracker only with Z graph, the developed tracker only with G graph, DGDLRMT. The experiments are evaluated on the tracking benchmark. The experimental details are illustrated in Fig. 10 . We can see that the introduction of dual graph can be useful to improve the tracking performance. Two graphs are constructed from different views to exploit the geometric structures from column space (data manifold) and row space (feature manifold) of multi-task observations. Besides, the introduction of the row graph (G graph) not only exploits the intrinsic geometric structure of the feature manifold, but also extracts the salient features of the samples. This operation is benefit to improving the tracking performance.
V. CONCLUSION
In this paper, double graph constrained multi-task low rank learning method is developed for robust object tracking, which exploits the discriminative subspace and the structured information among tasks. Within multi-task learning framework, the proposed model jointly learn the discriminative subspace basis, optimal classifier, the dual graph regularized low-rank coefficients and collaborate error. Moreover, our tracker can also extract salient feature as target representation to improve its robustness. Extensive experiments on numerous challenging video sequences have demonstrated that our tracker performs favourably against many other state-of-the-art trackers. In the future, we will extend the structured multi-task low rank method in deep convolutional neural networks framework to further improve the tracking performance.
