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Re´sume´
Dans une premie`re partie, nous de´finissons plusieurs sche´mas de compression en partant de l’e´tat de
l’art qu’est JPEG 2000 aujourd’hui. Les sche´mas de compressions que nous avons de´finis proposent d’utiliser
une transformation pour la re´duction de la redondance spatiale transforme´e en ondelette discre`te (TOD)
et une autre transformation pour re´duire la redondance spectrale. Les transformations optimales sous les
hypothe`ses faible distortion, permettant de re´duire la redondance spectrale, s’obtiennent dans certains cas
en minimisant un crite`re qui peut eˆtre interpre´te´ comme le crite`re de l’analyse en composantes inde´pen-
dantes (ACI) (minimisation de l’information mutuelle) additionne´ d’un terme toujours positif ou nul qui
est une certaine mesure a` l’orthogonalite´ de la transformation obtenue. Les performances obtenues en inte´-
grant ces transformations dans nos sche´mas de compression montrent une ame´lioration des performances en
comparaison a` la transformation de Karhunen Loe`ve (TKL). Dans la deuxie`me partie, nous proposons un
mode`le de me´lange convolutif pour rechercher une transformation unique re´duisant a` la fois les redondances
spatiales et spectrales. Nous de´finissons le crite`re a` minimiser sous les hypothe`ses faibles distortions et nous
montrons que ce crite`re peut s’interpre´te´ comme celui de l’ACI pour la se´paration et de´convolution lorsque
le crite`re a` minimiser est l’information mutuelle auquel s’additionne un terme toujours positif ou nul. Puis
nous proposons deux algorithmes permettant d’obtenir d’une part la transformation minimisant le crite`re
dans le cas ge´ne´ral, et d’autre part celle qui minimise le crite`re sous la contrainte que la distorsion dans le
domaine transforme´e est la meˆme que celle du domaine de l’image.
Mots cle´s : Compression, TOD, images multi-composantes, TKL, ACI, se´paration et de´con-
volution, de´bit, distorsion, PRSB (Pic du rapport signal a` bruit), allocation optimale de bits, faible
distorsion, haut de´bit, formule d’approximation de la distorsion.
Abstract
In the first part of this work, we define several compression schemes based on JPEG2000 using two
different transforms to reduce the spatial and spectral redundancies. The first one is the DWT (Discrete
Wavelet Transform) that is well known with his properties to reduce in a good way the spatial redundancy
between the wavelet coefficients. We develop the criterion to be minimized in order to obtain the optimal
spectral transform of those compression schemes. This criterion equals the criterion used in independent
component analysis (ICA) (when the mutual information is minimized) added with another term that could
be seen as a measure of the transformation matrix to the orthogonality. Indeed, this additional term is always
positive and becomes equal to zero if and only if the linear transform obtained is orthogonal. The results
show that the new transforms perform better than the KLT (Karhunen Loe`ve transform) that is usually
used in compression to reduce the spectral redundancy. In the second part of our work, we define one new
criterion in compression using a separation deconvolution modeling. This criterion is simply linked to the
criteria that is minimized in ICA (when using mutual information like criterion to minimize) with a relation
closed to that of the first part. We have evaluated the gradient and the Hessian of that criterion and choose
to use a BFGS algorithm for the minimization of the criteria. Two algorithms were settled, the first one that
minimizes the criteria in the general case and the second one, that minimizes the criteria with a relative
simple constraint.
Keywords : Compression, DWT, multi component images , KLT, ICA, se´paration and de´-
convolution, rate, distortion, PSNR (Peak of signal noise ratio), optimal bits allocation, high rate,
approximation of the distortion formulae.
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Introduction ge´ne´rale
Le de´veloppement sans cesse croissant des techniques de communications nume´riques et de
leurs applications ne´cessite le stockage et la transmission d’une quantite´ d’informations qui croˆıt
exponentiellement. Cette information est stocke´e sous forme de donne´es nume´riques. Les me´thodes
de transmission et de stockage sont de plus en plus performantes, mais elles ont du mal a` suivre la
croissance de la quantite´ des donne´es due aux nouvelles applications et a` leurs contraintes de qualite´.
Pour re´pondre a` la gestion de cette quantite´ tre`s importante de donne´es, il convient d’ame´liorer les
techniques de transmission et de stockage au moyen de me´thodes de compression bien adapte´es. Les
syste`mes de communication utilisant les satellites illustrent parfaitement ce proble`me. En effet, les
images satellites sont des donne´es tre`s volumineuses et reveˆtent aujourd’hui une grande importance
de par leur utilisation aussi bien en te´le´de´tection, que dans des domaines comme la ge´ographie,
l’oce´anographie, la cartographie des villes et bien d’autres encore. De par la demande sans cesse
croissante de ces images avec des spe´cifications de plus en plus exigeantes, il convient de rechercher
des techniques de compression adapte´es pour satisfaire cette demande.
Cette the`se s’inscrit dans le cadre du projet1 ACI2M dont l’objectif principal est de faire une
e´tude des nouvelles transformations re´versibles et inversibles, susceptibles d’eˆtre utilise´es dans les
syste`mes de compression d’images satellites, aussi bien a` bord qu’au sol, dans une chaˆıne de codage
utilisant un codeur progressif pouvant aller jusqu’au codage sans perte ou un codeur moins com-
plexe. La description de ce projet est faite sur le site web2 ou` l’on trouve e´galement les diffe´rents
membres y ayant travaille´. Seul le codage source est e´tudie´ dans ce projet, nous n’abordons pas le
codage canal intervenant dans les syste`mes de transmissions de donne´es. Notre contribution dans
ce projet et dont l’objet est cette the`se de doctorat, consiste a` faire une e´tude pour la recherche
de nouvelles transformations, en utilisant des techniques a` base d’ACI (Analyse en Composantes
Inde´pendantes), pour la compression des images satellites.
L’ACI est un outil qui fait partie du domaine plus vaste et plus ge´ne´ral qu’est la se´paration de
sources. La se´paration aveugle de sources, par opposition a` la se´paration non aveugle de sources,
est un nouveau domaine dans la branche des mathe´matiques, plus pre´cise´ment en traitement du
signal et en statistiques, permettant a` partir d’un me´lange, de reconstituer des sources sans aucune
connaissance a priori sur elles. Lorsque l’inde´pendance entre les diffe´rentes sources est utilise´e
comme crite`re, le proble`me de la se´paration aveugle de sources devient similaire et se confond a`
celui de l’ACI. Pour certains auteurs [18], la se´paration aveugle de sources, un peu plus ancienne,
serait la meˆme chose que l’ACI dont le concept est tre`s re´cent et a e´te´ mis a` jour et re´solu de fac¸on
tre`s explicite au de´but des anne´es 90 par Comon [26]. Cependant, la notion d’ACI a d’abord e´te´
introduite par les travaux de [45] ou` une approche comparable a` l’ACP (Analyse en Composantes
1Action Concerte´e Incitative Masse de Donne´es
2http ://www.metz.supelec.fr/metz/recherche/aci2m/index.htm
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Principales) a e´te´ utilise´e. Pour e´viter toute confusion, nous utiliserons indiffe´remment les notions
d’ACI et de se´paration aveugle de sources pour parler des techniques de se´paration aveugle de
sources base´es sur l’inde´pendance statistique.
En compression d’images, l’objectif est de re´duire ou d’exploiter autant que faire se peut la re-
dondance qui existe entre les e´chantillons du signal a` comprimer, au moyen de techniques diverses.
Certaines me´thodes d’ACI supposent implicitement que les observations sont obtenues a` partir de
sources inde´pendantes, d’autres me´thodes ne font pas cette hypothe`se. Elles recherchent une trans-
formation qui minimise l’information mutuelle entre les composantes transforme´es a` partir d’un
mode`le de me´lange. Comme nous pouvons le voir, il y a une similarite´ entre l’ACI et la compression
dans le sens ou` la premie`re permet de re´duire l’information mutuelle ou la de´pendance entre les
composantes transforme´es, et la deuxie`me cherche a` minimiser ou a` exploiter la redondance entre
les composantes transforme´es ou non. Dans un syste`me de compression sans perte, le codage par
transforme´e consiste a` rechercher une transformation re´versible permettant de minimiser l’infor-
mation mutuelle entre composantes transforme´es. En compression avec pertes, la redondance qu’il
s’agit de minimiser pour re´duire la taille du flot de bits portant l’information des donne´es n’est
plus l’information mutuelle, mais cette dernie`re augmente´e d’un terme additif que nous pre´ciserons
par la suite, et qui est duˆ a` l’introduction d’une distorsion acceptable [52]. Fort de cela, nous nous
proposons dans cette the`se d’e´tudier des me´thodes base´es sur des techniques d’ACI et qui sont
susceptibles d’avoir de bonnes performances en compression d’images multi composantes.
Ce rapport se subdivise en deux parties distinctes. Dans la premie`re partie, nous de´finissons
et e´tudions des sche´mas de compression dont la particularite´ est d’utiliser deux transformations
pour la re´duction de la redondance, l’une pour re´duire la redondance dans une composante et
l’autre pour re´duire la redondance entre les composantes. Puis nous e´tendons aux images multi
composantes les notions de gain de codage ge´ne´ralise´ et de re´duction maximale de de´bit ge´ne´ralise´e
qui ont e´te´ introduites par Narozny [52] dans sa the`se. Les travaux de the`se de ce dernier ont
permis de mettre a` jour, deux nouvelles transformations qui sont optimales, dans le sens qu’elles
permettent de maximiser le gain de codage ge´ne´ralise´ a` faibles distorsions. Enfin, nous comparons
les performances obtenues avec l’e´tat de l’art.
La deuxie`me partie de ce rapport de the`se traite du proble`me de l’ACI applique´e a` la compression
en utilisant non plus un mode`le de me´lange instantane´ pour la re´duction de la redondance, mais
un mode`le de me´lange convolutif. Nous proposons une transformation base´e sur de l’ACI convolutif
permettant de maximiser le gain de codage ge´ne´ralise´ a` faibles distorsions. Une comparaison des
performances obtenues en inte´grant cette transformation dans un syste`me de compression est faite,
non seulement par rapport a` l’e´tat de l’art, mais aussi par rapport aux sche´mas utilise´s dans la
premie`re partie.
Au pre´alable, nous rappelons quelques de´finitions et notions ge´ne´rales en compression dont
certaines seront utilise´es dans la suite du rapport et nous faisons une bre`ve description de quelques
me´thodes d’ACI.
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De´finitions, notions et rappels en
compression d’images et en ACI
Dans ce chapitre, nous rappelons quelques de´finitions ge´ne´rales et nous introduisons des notions
propres a` la compression des images. Par la suite, nous introduisons succinctement quelques codeurs
et des normes qui sont bien connus dans la communaute´ de la compression des images. Apre`s avoir
rappele´ quelques notions de statistiques et de la the´orie de l’information, nous pre´sentons une bre`ve
description de quelques me´thodes utilise´es pour re´soudre le proble`me de l’ACI dans le cadre d’un
mode`le de me´lange line´aire instantane´. Ce chapitre s’ache`ve par un bref e´tat de l’art des travaux
mene´s en compression d’images multi-composantes en y incorporant des transformations d’ACI.
0.1 De´finitions et notions ge´ne´rales en compression d’images
Une image nume´rique est un signal 2D constitue´ de lignes et de colonnes, et dont l’e´le´ment de
base est appele´ pixel. La valeur d’un pixel repre´sente l’intensite´ lumineuse spatialement localise´e sur
les coordonne´es de ce pixel. Elle est en ge´ne´ral un entier naturel borne´ et, la valeur maximale que
peut prendre un pixel est lie´e a` la profondeur ou a` l’amplitude de l’image. Plus la profondeur
d’une image est grande, plus grande est la quantite´ d’information que l’on peut extraire de cette
image. Pour une image ayant une profondeur Nb ∈ N, les valeurs des pixels sont des entiers naturels
compris dans l’ensemble [0, 2Nb − 1]. Les images naturelles en niveau de gris ont ge´ne´ralement une
amplitude de 8 bpp (bits par pixel) alors que les images couleur naturelles ont ge´ne´ralement une
amplitude de 24 bpp et sont constitue´es des composantes rouge, verte et bleue. La re´solution d’une
image est la taille de l’image en terme de nombre de lignes et nombre de colonnes. Pour une image
contenant 1000 lignes et 500 colonnes, on dira que sa re´solution est de 1000× 500. Des de´finitions
plus de´taille´es de ces notions se trouvent dans [39][50].
Une image satellitaire ou encore image multi-composante est ge´ne´ralement constitue´e de
plusieurs composantes. Chaque composante est soit une image monochromatique prise autour
d’une longueur d’onde en ge´ne´ral situe´e dans le visible ou l’infrarouge et dont la bande passante
est assez e´troite, soit une image panchromatique ayant une bande passante couvrant une grande
partie du spectre. Des informations ge´ne´rales sur les images multi-composantes et sur le spectre
de la lumie`re se trouvent dans [1]. Il existe plusieurs types d’images satellitaires diffe´rant par leurs
nombres de composantes et par leurs modes d’acquisition :
– Les images multi spectrales : les diffe´rentes composantes sont prises les unes apre`s les
autres, le balayage sur chaque composante est re´alise´ en fonction du type de capteur. Des de´-
tails sur les modes d’acquisition et les capteurs utilise´s se trouvent aux URL [2] [3]. Les images
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multi spectrales comprennent ge´ne´ralement, tout au plus, une dizaine de bandes spectrales.
La taille d’une composante est souvent assez importante (quelques millions de pixels par com-
posantes) pour ce type d’image et, il existe souvent un proble`me de de´registration entre les
diffe´rentes composantes duˆ non seulement au fait que les diffe´rentes composantes ne sont pas
acquises en meˆme temps, mais aussi provenant du fait que la terre et les satellites d’acqui-
sition d’images sont perpe´tuellement en rotation, la premie`re autour d’elle-meˆme et autour
du soleil et ces derniers autour de la terre. Le proble`me de de´registration est partiellement
re´solu par la bonne connaissance du syste`me d’acquisition d’images et par des traitements au
niveau du sol.
– Les images hyper spectrales : le capteur effectue une seule acquisition, puis celle-ci est
diffracte´e au travers d’un prisme, ce qui permet d’avoir les diffe´rentes bandes spectrales. Le
proble`me de de´registration entre les composantes n’existe pas pour ce type d’image. Une
image hyper spectrale comporte ge´ne´ralement plusieurs centaines de bandes spectrales et
couvre un spectre plus large avec des bandes contigu¨es allant du visible a` l’infrarouge [4] [5].
Ici, la taille d’une composante est moins importante, quelques centaines de milliers de pixels.
– Les images super spectrales : elles constituent la prochaine ge´ne´ration d’images satel-
litaires multi spectrales [6], et comprennent plus de bandes spectrales que les images multi
spectrales actuelles, elles sont constitue´es de 10 a` 50 bandes spectrales allant du visible a`
l’infrarouge. La taille d’une composante est du meˆme ordre de grandeur que celle d’une image
multi spectrale et les bandes spectrales ne sont pas contigu¨es. Des de´tails sur le capteur
d’images super spectrales ASTER se trouvent dans [7] [24].
Durant les premie`res missions d’acquisition des images multi-composantes, celles-ci avaient une
profondeur de 8 bpp. De nos jours, avec l’e´volution de la technologie, les images sont acquises avec
une profondeur de 12 ou 16 bpp. Le point commun aux diffe´rentes bandes spectrales d’une image
multi composante est que ces dernie`res repre´sentent une seule et unique sce`ne, mais obtenues pour
diffe´rentes longueurs d’onde. Il existe naturellement, une ressemblance entre les diffe´rentes bandes
spectrales d’une image puisque provenant de la prise d’une meˆme sce`ne, et l’on utilisera le terme
de redondance pour de´signer cette ressemblance. Par la suite, nous pre´ciserons cette notion de
redondance au moyen de la the´orie de l’information. Dans une image multi composante, il existe
deux types de redondance :
– La redondance intra-composante : c’est la redondance qui existe entre les diffe´rents pixels
d’une bande spectrale, elle constitue la redondance spatiale dans chacune des composantes.
– La redondance inter-composante : c’est celle qui existe entre les diffe´rentes bandes spectrales
de l’image multi-composante, elle constitue la redondance spectrale entre les diffe´rentes
composantes de l’image.
En compression d’images multi-composantes, plus un syste`me de compression minimisera ou tiendra
compte de ces redondances dans la chaˆıne de compression, meilleures seront ses performances.
Le sche´ma ge´ne´ral d’un syste`me de compression d’images multi-composantes peut se repre´senter
comme sur la Fig. 1.
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Fig. 1 – Sche´ma ge´ne´ral d’un syste`me de compression d’images
Le but des transformations est de repre´senter l’image dans un nouvel espace de repre´sentation
et ce afin de re´duire autant que faire se peut les redondances spatiales et spectrales se trouvant dans
l’image originale. Les me´thodes de compression utilisant des transformations avant la quantification
et le codage, sont connues sous le nom de codage par transforme´es. Apre`s la transformation
l’image est quantifie´e, puis celle-ci est code´e sans perte pour obtenir un flot de bits qui peut alors
eˆtre transmis ou stocke´ sur un support. Un panorama exhaustif des me´thodes de quantification est
fait dans [31]. L’ope´ration de codage et de quantification vise a` exploiter la redondance re´siduelle
entre coefficients transforme´s tout en ayant une complexite´ acceptable. Il s’agit de trouver suivant
l’application, le meilleur compromis entre complexite´ et re´duction de la taille du flot de bits pour
une distorsion donne´e ou de fac¸on duale, entre complexite´ et minimisation de la distorsion pour
une taille de flot de bits donne´e. Suivant l’utilisation qui en est faite, deux types de transformations
sont applique´es : des transformations inversibles en ge´ne´ral line´aires, et des transformations re´ver-
sibles appele´es aussi transformations d’entiers en entiers, qui sont ge´ne´ralement non line´aires. Ces
dernie`res permettent de faire une compression sans perte, alors que les premie`res sont utilise´es
lorsque l’application permet la reconstitution d’une image de´code´e qui n’est qu’une approxima-
tion de l’image originale. Dans ce cas, on parle de compression avec pertes et la de´gradation
introduite est en ge´ne´ral quantifie´e, il s’agit de la distorsion.
Le de´bit est la taille moyenne en bits par pixel (bpp) ne´cessaire pour coder chaque pixel de
l’image. La distorsion quant a` elle permet d’avoir une mesure de la qualite´ de l’image reconstitue´e.
Plus elle est faible, meilleure est la qualite´ de l’image reconstruite. Dans la suite de ce rapport, sauf
mention explicite du contraire, nous utiliserons l’erreur quadratique moyenne comme mesure de
distorsion. Soit X, l’image originale ayant N composantes spectrales, et X̂ l’image reconstitue´e, la
distorsion moyenne D entre ces deux images est de´finie par :
D =
1
N
E‖X− X̂‖2 (1)
ou` E(.) de´signe l’espe´rance mathe´matique et ‖.‖ est la norme euclidienne. Si NL et NC de´signent les
nombres de lignes et de colonnes de chacune des composantes, la distorsion est alors empiriquement
e´value´e par
D =
1
NNLNC
M∑
i=1
NL∑
j=1
NC∑
k=1
[Xi(j, k)− X̂i(j, k)]2 (2)
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ou` Xi(j, k) (respectivement X̂i(j, k)) de´signe le pixel de la ie`me composante de l’image originale
(respectivement de l’image reconstitue´e) spatialement localise´ en (j, k). Dans la communaute´ de la
compression d’images, on utilise plus ge´ne´ralement le PSNR (Peak Signal to Noise Ratio) ou PRSB
(Pic du Rapport Signal sur Bruit) en Franc¸ais, comme mesure de la qualite´ de la compression. Il
est fonction de la distorsion D et est de´fini par :
PRSB = 10 log10
(2Nb − 1)2
D
(3)
Pour un de´bit fixe´, plus le PRSB est e´leve´, meilleure est la qualite´ de l’image reconstruite. Notons
cependant qu’un PRSB e´leve´ (pas de fac¸on absolue, mais en fonction du type d’application), ne
signifie pas force´ment que l’on aura une bonne qualite´ visuelle de l’image reconstitue´e, meˆme si cela
semble eˆtre vrai pour la plupart des images naturelles. Il existe d’autres mesures de distorsion qui
mettent en avant d’autres crite`res comme une pre´fe´rence fre´quentielle [10] ou qui prennent en compte
des parame`tres de la chaˆıne globale de compression tels que le de´bruitage ou la de´convolution, des
exemples pour ces derniers cas sont explicite´s dans [57] [58].
0.2 Codeurs et normes en compression d’images
0.2.1 Quelques codeurs usuels en compression
La partie de quantification et de codage est une partie importante dans un sche´ma de compres-
sion. Comme nous l’avons de´ja souligne´, un codeur efficace essaye d’exploiter autant que faire se
peut, la redondance re´siduelle dans les donne´es apre`s quantification (si celle-ci a lieu). Pour eˆtre
efficace, le codeur doit tenir compte du type de quantification (scalaire ou vectorielle) qui pre´ce`de.
Un des codeurs les plus anciens et les plus simples a` implanter est le codeur de Huffman, qui est
un codeur entropique, et qui contrairement aux codeurs a` longueur de code fixe, est un codeur a`
longueur de code variable. En effet, il attribue a` chaque mot de la se´quence a` coder, un nombre
de bits en fonction de sa fre´quence d’apparition. Ainsi, plus un mot a une grande occurrence, plus
faible est le nombre de bits avec lequel il est code´. Le codeur de Huffman est de´crit dans [36]. Une
introduction de´taille´e des notions de codage et de quantification pour la compression d’image est
faite dans [12]. Le codeur arithme´tique qui a e´te´ introduit dans [66] est un codeur entropique a`
longueur de code variable qui permet d’avoir de meilleures performances que le codeur de Huffman.
Cette augmentation des performances du codeur arithme´tique est obtenue avec une augmentation
de la complexite´ algorithmique par rapport au codeur de Huffman. Outre ces deux codeurs qui sont
largement connus, il y a aussi le codeur LZW qui est a` l’origine du Zip qui est tre`s re´pandu et utilise´
de nos jours aussi bien pour la compression des fichiers textes que pour la compression d’autres
types de fichiers. Le fonctionnement de ce codeur qui a subi entre temps plusieurs ame´liorations est
de´crit sous sa forme primaire dans [78] [79].
0.2.2 La norme JPEG
La norme JPEG [41] est un standard en compression d’images, elle a e´te´ finalise´e vers le de´but
des anne´es 90. Dans le sche´ma de compression de base de la norme JPEG, la TCD (Transforme´e
en Cosinus Discre`te) est applique´e sur des blocs de taille 8× 8 pour re´duire la redondance spatiale
entre pixels. La quantification est faite suivant une table de quantification psycho-visuelle dont
les parame`tres sont ajustables en fonction de la qualite´ vise´e. Apre`s la quantification, on effectue
6
un balayage en zigzag de chaque bloc avant le codage. Pour cette dernie`re partie, le codeur RLE
(Run Length Coding) qui est de´crit dans [12] est utilise´, suivi du codeur entropique de Huffman.
Ce standard continue d’eˆtre utilise´ de nos jours aussi bien pour les images fixes que pour la vide´o
avec les normes MPEG, MPEG2. Pour les images couleur, la transformation YCrCb qui permet
d’obtenir les composantes dans le domaine luminance-chrominances, est applique´e sur les diffe´rentes
composantes en vue de re´duire la redondance spectrale, avant l’application de la DCT. Une des
limitations de la norme JPEG est l’effet de blocs qui apparaˆıt a` bas de´bits. La norme JPEG, qui a
eu beaucoup de succe`s avec l’ave`nement de l’Internet pour l’e´change et le transfert d’images fixes,
tend progressivement a` disparaˆıtre au profit du nouveau standard JPEG2000.
0.2.3 Le standard JPEG2000
La norme JPEG2000 [42] [71] qui est le nouveau standard de compression d’images est toujours
en cours d’e´laboration. Dans sa version basique, elle utilise une TOD (Transforme´e en Ondelette
Discre`te) sur chaque composante pour la re´duction de la redondance spatiale. Elle utilise une
structure en arbre de ze´ros pour le codage, ainsi qu’un codeur arithme´tique adaptatif, a` mode´lisation
de contexte. Le codeur utilise´ est EBCOT (Embedded Bloc Coding Optimized Truncation) [72] dont
l’une des particularite´s est la“scalabilite´ ”, c’est-a`-dire que l’on peut tronquer le flot de bits n’importe
ou`, et reconstituer une image avec une qualite´ optimale par rapport au flot de bits qui a e´te´ utilise´
par le de´codeur. Un autre avantage inde´niable de ce nouveau standard est le codage par re´gion
d’inte´reˆt qui permet de coder une partie de l’image avec une qualite´ diffe´rente du reste de l’image.
Pour les images multi-composantes, plusieurs options sont possibles, l’une d’elles est l’utilisation
de la TKL (Transforme´e de Karhunen-Loeve) correspondant a` une ACP (Analyse en Composantes
Principales) entre les composantes pour la re´duction de la redondance spectrale avant l’application
d’une TOD par composante. Des discussions et des tests se poursuivent pour la finalisation comple`te
de ce nouveau standard qui offre des perspectives et des applications a` une e´chelle plus importante
que JPEG. L’utilisation de la TOD permet de s’affranchir de l’effet de blocs observe´ a` bas de´bits
avec le standard JPEG.
D’autres codeurs avec des structures en arbre comme SPIHT [67] ont e´te´ envisage´s et propose´s
pour la norme JPEG2000, mais ce dernier n’a pas e´te´ retenu. Sa structure en arbre, proche de celle
de EBCOT, permet e´galement d’envisager la proprie´te´ de scalabilite´. Des variantes de SPIHT en
compression d’images multi-composantes ont e´te´ introduites dans [40] avec le codeur SPECK. Des
e´tudes sont en cours pour une version 3D de SPIHT [25] applique´e au codage des images hyper
spectrales.
Notons enfin qu’il existe des normes particulie`res pour la compression a` bord et au sol des images
multi-composantes. Ces normes ne sont pas connues du grand public et sont souvent des hybrides
de standards de compression, ou` certaines contraintes sont relaˆche´es ou modifie´es en fonction de
l’e´volution de la technologie. En effet, aux contraintes habituelles d’un standard de compression,
il faut ajouter entre autres des contraintes de traitements en temps re´el lors de l’acquisition de
l’image, mais aussi des contraintes de pre´ et post-traitements effectue´s sur l’image lorsque celle-ci
arrive au sol.
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0.3 Bre`ves notions d’inde´pendance et description de quelques me´-
thodes d’ACI
L’ACI est un domaine qui a e´te´ introduit re´cemment et qui pre´sente des champs d’applications
potentiels multiples et varie´s. Avant d’aborder quelques me´thodes de re´solution directement lie´es au
proble`me l’ACI, nous rappelons quelques de´finitions sur la the´orie de l’information et des statistiques
qui sont utilise´es en ACI.
0.3.1 Bre`ves notions de l’inde´pendance statistique
Dans ce rapport, (Ω, E , P ) de´signe un espace probabilise´. Soient X et Y deux variables ale´atoies
de´finies sur (Ω, E , P ). Elles sont dites inde´pendantes si ∀A ⊂ Ω, ∀B ⊂ Ω, les e´ve´nements {X ∈ A}
et {Y ∈ B} sont inde´pendants, c’est-a`-dire
P (X ∈ A, Y ∈ B) = P (X ∈ A)P (Y ∈ B) (4)
ou` P (X ∈ A, Y ∈ B) de´signe la probabilite´ d’avoir l’e´ve´nement X ∈ A et Y ∈ B, P (X ∈ A) est la
probabilite´ d’avoir X ∈ A et P (Y ∈ B) est la probabilite´ d’avoir Y ∈ B.
SiX et Y sont deux variables ale´atoires re´elles, elles sont dites inde´pendantes quand ∀(x, y) ∈ R2
nous avons :
– fXY (x, y) = fX(x)fY (y)
dans le cas de variables a` valeurs continues admettant une densite´ de probabilite´ jointe fXY (x, y),
ou` fX(x) et fY (y) sont les densite´s de probabilite´ marginales de X et de Y .
Si X et Y sont deux variables ale´atoires discre`tes a` re´alisation dans un ensemble de´nombrable
D, elles sont inde´pendantes quand nous avons ∀(x, y) ∈ D2 :
– PXY (x, y) = PX(x)PY (y)
ou` PXY (x, y) est la probabilite´ conjointe des e´ve´nements X = x et Y = y, PX(x) est la probabilite´
de X = x et PY (y) celle de Y = y.
L’entropie d’une variable ale´atoire re´elle X admettant une densite´ de probabilite´ est de´finie
par :
H(X) =
∫ +∞
−∞
−fX(x) log2 fX(x)dx (5)
L’entropie conjointe de deux variables ale´atoires continues X et Y admettant une densite´ de
probabilite´ conjointe est de´finie par :
H(X,Y ) =
∫ +∞
−∞
−fXY (x, y) log2 fXY (x, y)dxdy (6)
Ces de´finitions de l’entropie sont formellement les meˆmes dans le cas des variables ale´atoires
discre`tes, a` la diffe´rence pre`s que la densite´ de probabilite´ est remplace´e par la distribution de
probabilite´, et l’inte´grale par une somme discre`te. Dans le cas des variables ale´atoires continues, on
parlera d’entropie diffe´rentielle, et nous parlerons de l’entropie de Shannon dans le cas des variables
ale´atoires discre`tes.
L’entropie relative, encore appele´e divergence de Kullback Leibler, de deux fonctions de densite´
de probabilite´ f et g est de´finie par :
DKL(f‖g) =
∫ +∞
−∞
f(x) log2
f(x)
g(x)
dx (7)
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Il est de´montre´ dans [27] que la divergence de Kullback Leibler est toujours non ne´gative et,
elle est nulle si et seulement si f(x) = g(x) ∀x ∈ R. Elle est parfois appele´ distance de Kullback
Leibler, mais ce n’est pas a` proprement parler une mesure de distance dans le sens mathe´matique
du terme entre les fonctions de densite´ de probabilite´. En effet, par de´finition, la divergence de
Kullback Leibler entre deux fonctions de densite´ de probabilite´ n’est pas syme´trique de plus, elle
ne satisfait pas l’ine´galite´ triangulaire.
L’information mutuelle entre deux variables ale´atoires X et Y est de´finie par :
I(X;Y ) = DKL(fXY ‖fXfY ) (8)
ou` fXY est la densite´ de probabilite´ conjointe de X et Y , fX et fY sont les densite´s de probabilite´s
marginales de X et Y respectives. Elle repre´sente la divergence de Kullback Leibler entre la densite´
de probabilite´ conjointe de X et Y et le produit des densite´s marginales de X et Y . En utilisant
la de´finition de l’information mutuelle pre´ce´dente et en de´veloppant cette e´quation, il est de´montre´
dans [27] que celle-ci peut encore s’e´crire comme :
I(X;Y ) = H(X) +H(Y )−H(X,Y ) (9)
Plus ge´ne´ralement, l’information mutuelle de N variables ale´atoires X1, X2, . . . , XN en utilisant
cette nouvelle de´finition est donne´e par :
I(X1;X2; . . . ;XN ) =
N∑
i=1
H(Xi)−H(X1, X2, . . . , XN ) (10)
L’information mutuelle est le crite`re par excellence de mesure de la de´pendance entre variables ale´a-
toires. C’est une quantite´ adimensionnelle qui est toujours positive ou nulle [27] de par la de´finition
de l’e´quation (8). Elle est nulle si et seulement si les variables ale´atoires sont inde´pendantes. L’in-
formation mutuelle peut-eˆtre interpre´te´e physiquement dans le cas de variables ale´atoires discre`tes,
comme une augmentation de la taille du flot de bits si l’on de´cide de faire une compression sans
perte incluant un codage se´pare´ des variables ale´atoires. La divergence DKL(p(x)‖q(x)) peut-eˆtre
interpre´te´e physiquement dans le cas d’une variable ale´atoire discre`te X de distribution de proba-
bilite´s PX(x) = p(x), comme l’augmentation de la taille du flot de bits (Cf the´ore`me 5.4.3 de [27])
si le codage de la variable ale´atoire X est fait en utilisant la distribution de probabilite´s q(x) au
lieu de p(x), d’ou` l’inte´reˆt lors du codage de rechercher une distribution de probabilite´s q(x) tre`s
proche de la vraie distribution de probabilite´s p(x), de manie`re a` re´duire la taille du flot de bits
final.
Deux variables ale´atoires X et Y sont dites de´corre´le´es lorsque l’e´galite´ suivante est satisfaite :
E(XY ) = E(X)E(Y ) (11)
Deux variables ale´atoires inde´pendantes sont de´corre´le´es, mais l’inverse n’est pas toujours vraie.
Par la suite, nous de´crivons quelques me´thodes utilise´es en ACI, auparavant nous rappelons le
mode`le de me´lange qui est utilise´e ici.
0.3.2 Quelques me´thodes d’ACI
En se´paration de sources, un mode`le de me´lange est choisi en ge´ne´ral, en supposant qu’il existe
des sources statistiquement inde´pendantes ve´rifiant ce mode`le. Le mode`le d’un me´lange line´aire de
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base en se´paration aveugle de sources est :
X(t) = AS(t) (12)
ou` X(t) = [X1(t), X2(t), . . . , XN (t)]T est le vecteur des observations, S(t) =
[S1(t), S2(t), . . . , SN (t)]T est le vecteur source, A est une matrice carre´e appele´e matrice de
me´lange, N est le nombre d’observations. Nous nous limitons au cas ou` il y a autant d’observations
que de sources et, la matrice de me´lange est inversible. Dans ce cas, les sources S ne peuvent eˆtre
retrouve´es qu’a` un facteur d’e´chelle pre`s et a` une permutation pre`s. En effet, si l’on multiplie
la source Si(t) par un coefficient αi de fac¸on a` obtenir une nouvelle source αiSi(t), et que l’on
divise tous les e´le´ments de la ie`me colonne de A par αi (ce qui se traduit mathe´matiquement par
Aji ← Aji/αi, 1 ≤ j ≤ N), l’e´quation du mode`le (12) reste valide, on parle alors d’ambigu¨ıte´
d’e´chelle. D’autre part, soit P une matrice de permutation, l’e´quation du mode`le (12) peut encore
s’e´crire comme X(t) = (AP−1)(PS(t)), ou` PS(t) repre´sente les sources inconnues, mais dans
un ordre diffe´rent, on parle alors d’ambigu¨ıte´ de permutation. Ces deux ambigu¨ıte´s peuvent
eˆtre re´solues en se fixant des contraintes assez simples qui ne changent pas fondamentalement le
proble`me de l’ACI.
Dans le cas ou` il y’a autant d’observations que de sources et que la matrice carre´e A est
inversible, alors ne disposant que des observations, le vecteur source est recherche´ sous la forme :
Y(t) = BX(t) (13)
sous l’hypothe`se que les composantes de Y(t) = [Y1(t), Y2(t), . . . , YN (t)]T sont statistiquement
inde´pendantes. Par la suite, nous nous affranchirons de la variable temporelle, la raison principale
e´tant qu’en pratique le vecteur d’observation X(t) peut eˆtre conside´re´ comme stationnaire, donc en
particulier la loi deX(t) ne de´pend pas de la variable temporelle t, et nous de´signerons parY etX les
vecteurs Y(t) et X(t) respectifs. Plusieurs crite`res et contrastes ont e´te´ propose´s [37] pour re´soudre
ce proble`me. Dans une certaine mesure et sous certaines conditions, il est possible de de´montrer
que ces crite`res et contrastes deviennent e´quivalents [37]. Dans cette the`se, nous nous baserons sur
certaines de ces me´thodes pour de´finir et construire de nouveaux algorithmes a` base d’ACI, qui
convergent vers des transformations optimales (sous certaines conditions que nous pre´ciserons) en
compression d’images. Par la suite, nous allons pre´senter quelques me´thodes ge´ne´ralement utilise´es
en ACI. Toutes ces me´thodes et bien d’autres encore sont de´crites et de´taille´es dans [37].
0.3.2.1 La minimisation de l’information mutuelle
En pratique, a` partir d’un mode`le de me´lange, les sources sont recherche´es de telle sorte qu’elles
soient les plus inde´pendantes possible. Le crite`re par excellence de la mesure de de´pendance e´tant
l’information mutuelle, les sources estime´es sont recherche´es en minimisant leur information mu-
tuelle. En se re´fe´rant au mode`le de l’e´quation (13), il s’agit de trouver la matrice inversible B qui
minimise l’information mutuelle entre les composantes de Y. En se rappelant d’apre`s la the´orie de
l’information [27] que la relation entre les entropies jointes de Y et de X est donne´e par :
H(Y1, Y2, . . . , YN ) = H(X1, X2, . . . , XN ) + log2 |det(B)| (14)
il vient qu’il est encore possible d’e´crire l’information mutuelle entre les composantes de Y comme
I(Y1;Y2; . . . ;YN ) =
N∑
i=1
H(Yi)−H(X1, X2, . . . , XN )− log2 |det(B)| (15)
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Ainsi, minimiser l’information mutuelle I(Y1;Y2; . . . ;YN ) est e´quivalent a` minimiser le crite`re
C(B) =
N∑
i=1
H(Yi)− log2 |det(B)| (16)
Ce crite`re a e´te´ utilise´ par [59] pour mettre au point l’algorithme d’ACI icainf base´ sur la mini-
misation de l’information mutuelle. Un panorama des me´thodes d’ACI base´es sur la minimisation
de l’information mutuelle est fait dans [37] (chapitre 10).
0.3.2.2 La maximisation de la non gaussianite´
Une des conse´quences du the´ore`me de la limite centrale [37] (section 2.5.2) est que densite´ de
probabilite´ de la somme de plusieurs variables ale´atoires inde´pendantes tend vers une distribution
gaussienne. En d’autres termes, la densite´ de probabilite´ de la somme de plusieurs variables ale´a-
toires inde´pendantes est plus gaussienne (dans le sens ou` elle tend vers une distribution gaussienne)
que chacune des variables ale´atoires d’origine. Ce re´sultat est tre`s inte´ressant dans la mesure ou` il
nous dit que chercher a` rendre des variables ale´atoires inde´pendantes est e´quivalent a` maximiser la
non gaussianite´ de ces variables [37] (section 8.1). Une question qu’on peut se poser a` ce niveau est
de savoir comment faire pour mesurer la non gaussianite´ d’une variable ale´atoire.
Le kurtosis est une mesure classique de la non gaussianite´, c’est une quantite´ adimensionnelle.
Soit X une variable ale´atoire re´elle de moyenne nulle, son kurtosis que nous noterons kurt(X) est
de´fini par :
kurt(X) =
E(X4)
[E(X2)]2
− 3 (17)
Le kurtosis d’une variable ale´atoire gaussienne est nulle. Si X est une variable non gaussienne, son
kurtosis est non nul en ge´ne´ral. Les variables ale´atoires ayant un kurtosis strictement positif sont
dites super gaussiennes et celles ayant un kurtosis strictement ne´gatif sont dites sous gaussiennes.
La de´finition du kurtosis et des cumulants croise´s d’une variable ale´atoire de moyenne quelconque
est rappele´e dans [37] (section 2.7). Le kurtosis d’une variable ale´atoire X de moyenne nulle est
le quotient entre le cumulant d’ordre 4 de X et le carre´ de la variance de X. Un inconve´nient du
kurtosis est que son estimation requiert souvent un e´chantillon de taille importante . Une mesure
alternative de la non gaussianite´ est la ne´guentropie. La ne´guentropie d’une variable ale´atoire Y
que nous noterons J(Y ) se de´finit par
J(Y ) = H(Ygauss)−H(Y ) (18)
ou` Ygauss est une variable ale´atoire gaussienne de meˆme variance que Y . Dans la cas d’une va-
riable ale´atoire vectorielle, la variance est remplace´e par la matrice de variances covariances. La
ne´guentropie est toujours positive et devient nulle si et seulement si Y est gaussienne. En faisant
un de´veloppement de Gram-Charlier de la ne´guentropie autour d’une variable gaussienne, il est
de´montre´ [37] (pp. 114-115) qu’une approximation de la ne´guentropie d’une variable ale´atoire de
moyenne nulle et de variance e´gal a` 1, est obtenue en utilisant les cumulants d’ordre supe´rieur par
J(Y ) ≈ 1
12
E(Y 3)2 +
1
48
[E(Y 4)− 3]2 (19)
Cette approximation permet d’avoir un calcul simple et peu complexe de la ne´guentropie.
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FastICA [38] est un algorithme bien connu utilisant la maximisation de la non gaussianite´.
Il existe deux versions de FastICA pour la re´solution du proble`me de l’ACI, l’une utilisant une
me´thode se´quentielle et l’autre qui utilise une me´thode simultane´e. La me´thode se´quentielle consiste
a` recherche les sources les unes apre`s les autres. Soit bi un vecteur ligne et qui repre´sente la ie`me
ligne de la matrice B recherche´e dans l’e´quation (13), le vecteur bi est recherche´ de telle sorte qu’il
maximise kurt(Yi) avec Yi = biX, ce qui nous permet d’avoir une source Yi. La prochaine source
Yj , i 6= j est recherche´e de la meˆme fac¸on, c’est-a`-dire que l’on cherche le vecteur bj qui maximise
kurt(Yj) avec Yj = bjX, sous la contrainte que Yi et Yj soient de´correle´s. En proce´dant de cette
manie`re, on arrive ainsi a` retrouver la matrice B, la contrainte e´tant ne´cessaire pour e´viter que l’on
retrouve la meˆme source plus d’une fois.
La re´solution du proble`me de l’ACI suivant le mode`le de l’e´quation (13) et en utilisant la
me´thode simultane´e, consiste a` rechercher la matrice B qui maximise en valeur absolue la somme
du kurtosis des composantes de Y sous la contrainte que ses composantes soient de´correle´s.
Le kurtosis n’est qu’une mesure de la non gaussianite´, il est possible d’utiliser d’autres mesures
comme la ne´guentropie par exemple, ou une fonction quelconque qui peut-eˆtre vue comme une
mesure de la non gaussianite´. En pratique, l’algorithme FastICA utilise une phase de blanchiment
des donne´es qui consiste a` remplacer les observations X par X˜ = CX avec Cov(X˜) = I, ou` C est
une matrice carre´e inversible, I est la matrice identite´ et Cov(X˜) est la matrice de covariance de
X. Les sources sont alors recherche´es sous la forme Y = BX˜, B e´tant une matrice orthogonale, de
telle sorte que leur ne´guentropie (ou leur kurtosis) soit maximise´e d’une fac¸on se´quentielle ou d’une
fac¸on simultane´e.
0.3.2.3 L’estimation du maximum de vraisemblance
L’objectif ici est de re´soudre le proble`me de l’ACI en utilisant la me´thode du maximum de
vraisemblance. Nous avons pose´ S = BX en supposant que les composantes de S sont mutuelle-
ment inde´pendantes, ou` B est l’inverse de la matrice de me´lange de l’e´quation (12). La densite´ de
probabilite´ de la variable ale´atoire X est donne´e par :
f(x) = |detB|
N∏
i
fSi((Bx)i) (20)
ou` fSi est densite´ de probabilite´ de Si et (BX)i est la i
e`me composante de BX. Cette e´galite´ se
justifie par l’hypothe`se d’inde´pendance qui est faite entre les composantes de S. Par la suite, pour
simplifier les notations, nous posons fi = fSi et B
T = (b1,b2, . . .bN ) l’e´criture vectorielle de la
matrice BT . Supposons que nous disposons de M observations inde´pendantes et identiquement
distribue´es (i.i.d) de X que nous notons X(m) avec 1 ≤ m ≤ M , la fonction de vraisemblance est
alors donne´e par :
L(B) =
M∏
m=1
N∏
i=1
fi(bTi x(m))|detB| (21)
et la log-vraisemblance obtenue par le logarithme de cette dernie`re e´quation vaut
logL(B) =
M∑
m=1
N∑
i=1
log fi(bTi x(m)) +M log |detB| (22)
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En normalisant cette dernie`re expression par rapport au nombre de re´alisations nous obtenons :
logLM (B) =
1
M
M∑
m=1
N∑
i=1
log fi(bTi x(m)) + log |detB| (23)
Ainsi, l’estimateur du maximum de vraisemblance de la matrice de se´paration B est B̂MV qui
maximise logLM (B). La diffe´rentielle de la log-vraisemblance normalise´e d’apre`s [60] vaut :
d logLM (B) =
1
M
N∑
i,j=1
M∑
m=1
Ψi(bTi x(m))∂ijb
T
j x(m) +
N∑
i=1
∂ii (24)
ou` [∂ij ] = −dBB−1 (1 ≤ i, j ≤ N) et Ψi(u) = −d log fi(u)/du est la fonction score de la
ie`me source. Cette diffe´rentielle s’annule au maximum de la valeur de la log-vraisemblance, et ce
maximum est obtenu en re´solvant les N(N − 1) e´quations suivantes :
1
M
M∑
m=1
Ψi(bTi x(m))b
T
j x(m) = δ(i− j), (1 ≤ i 6= j ≤ N) (25)
ou` δ de´signe le symbole de Kronecker3. PourM tre`s grand, l’e´quation (25) d’apre`s la loi des grands
nombres devient :
E[Ψi(bTi x(m))b
T
j x(m)] = δ(i− j), (1 ≤ i 6= j ≤ N) (26)
Il est alors possible de re´soudre le proble`me de l’ACI connaissant la densite´ de probabilite´ des
sources. Dans la pratique, l’on dispose souvent de tre`s peu d’informations a priori sur cette densite´
de probabilite´. Il est possible de relaˆcher cette connaissance a priori et de de´finir des densite´s de
probabilite´s re´elles quelconques pour chaque source comme cela a e´te´ fait dans [60] [21].
Le principe de l’Infomax [47] (information maximisation) est tre`s proche du maximum de vrai-
semblance. Bell et Sejnowski [13] ont applique´ une approche neuronale utilisant l’Infomax pour re´-
soudre le proble`me de l’ACI en maximisant l’entropie des sources. Certains auteurs [37] conside`rent
et de´montrent que le principe de l’Infomax est quasiment e´quivalent au maximum de vraisemblance
pour la re´solution du proble`me simplifie´ de l’ACI.
0.3.2.4 Les me´thodes tensorielles
Les algorithmes d’ACI utilisant les me´thodes tensorielles sont base´s sur l’annulation des cumu-
lants croise´s d’ordre 4. Faisons d’abord un bref rappel sur la de´finition de ces cumulants.
SoitX une variable ale´atoire continue, de densite´ de probabilite´ f(x). La fonction caracte´ristique
ϕ(w) est de´finie par
ϕ(w) = E[exp(jwx)] =
∫ +∞
−∞
exp(jwx)f(x)dx (27)
3Le symbole de Kronecker est de´fini par :
δ(n) = 1, si n = 0
δ(n) = 0, si n 6= 0
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avec j2 = −1. La fonction caracte´ristique peut encore s’exprimer en utilisant le de´veloppement en
se´rie de Taylor au voisinage de w = 0 (quand cela est possible) comme suit :
ϕ(w) =
+∞∑
k=0
E(Xk)
(jw)k
k!
(28)
ou` E(Xk) (quand il existe) est le moment d’ordre k de la variable ale´atoire X. La seconde fonction
caracte´ristique se de´finit a` partir de la premie`re comme suit :
φ(w) = log(ϕ(w)) (29)
Le de´veloppement en se´rie de Taylor (quand il existe) de cette dernie`re s’exprime par
φ(w) =
+∞∑
k=0
κk
(jw)k
k!
(30)
ou` κk est le cumulant d’ordre k de X de´fini par :
κk = (−j)k d
kφ(w)
dwk
|w=0 (31)
Dans le cas ou` X est une variable ale´atoire de moyenne nulle, les quatre premiers cumulants valent
κ1 = 0, κ2 = E(X2), κ3 = E(X3) et κ4 = E(X4)− 3[E(X2)]2. La de´finition de ces cumulants dans
le cas ge´ne´ral ou` X est une variable ale´atoire de moyenne non nulle se trouve dans [53] [32]. Dans
ces derniers articles, sont e´galement donne´es, les de´finitions des cumulants croise´s d’ordre 2, 3 et 4
d’une variable ale´atoire vectorielle X de moyenne nulle et qui valent respectivement :
cum(Xi, Xj) = E(XiXj)
cum(Xi, Xj , Xk) = E(XiXjXk)
cum(Xi, Xj , Xk, Xl) = E(XiXjXkXl)− E(XiXj)E(XkXl) (32)
− E(XiXk)E(XjXl)− E(XiXl)E(XjXk)
Une me´thode de l’ACI consiste donc a` minimiser les cumulants croise´s d’ordre 4 pour trouver
des composantes aussi inde´pendantes que possible. Un des algorithmes bien connu est JADE (Joint
Approximate Diagonalization of Eigenmatrices) qui utilise une me´thode tensorielle de minimisation
des cumulants croise´s. Cette me´thode a e´te´ introduite dans [20] et son principe consiste a` rechercher
la matrice orthogonaleW qui diagonalise conjointement les matrices Qi =WF(Mi)W
T , ou` F(Mi)
est une matrice propre du tenseur des cumulants d’ordre 4. Notons cependant que dans [20], il
y a une premie`re phase de blanchiment des donne´es. L’algorithme simplifie´ FOBI [19] (Fourth
Order Blind Identification) utilise e´galement une me´thode tensorielle et permet de retrouver les
composantes inde´pendantes sous re´serve que celles-ci aient des kurtosis diffe´rents, cette me´thode
est l’une des plus efficientes en ACI, de par sa faible complexite´ algorithmique. Contrairement a`
FOBI, l’algorithme SOBI [14] (Second Order Blind Identification) utilise des statistiques du second
ordre pour une me´thode de diagonalisation conjointe, et permet d’obtenir des sources inde´pendantes
en pre´sence du bruit.
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0.4 L’ACI et la compression des images
L’ACI a e´te´ introduite re´cemment pour re´soudre plusieurs proble`mes dans le domaine du
traitement des images en ge´ne´ral, et des images satellitaires en particulier. Des travaux mene´s
par [22] [17] [54] ont montre´ que la se´paration aveugle de sources pouvait eˆtre utilise´e pour la de´-
convolution, le de´bruitage ou l’analyse des images multicomposantes. L’ACI a e´te´ utilise´e dans [46]
pour la re´solution du proble`me de classification en traitement d’images. Liu [48] a utilise´ une me´-
thode d’ACI par re´seau de neurones pour proposer des techniques d’analyse d’images, pouvant
servir a` la classification des images couleur RVB. Un lien entre les techniques d’ACI et la com-
pression avec pertes des signaux en ge´ne´ral et des images en particulier a e´te´ fait dans [52]. Ce
lien peut se comprendre de fac¸on assez intuitive : l’un et l’autre recherchant a` re´duire autant que
faire se peut la redondance entre les donne´es. En ACI on veut re´duire l’information mutuelle entre
les sources, et en compression d’images multi-composantes, on aimerait re´duire autant que faire se
peut, la redondance spectrale qui existe entre les diffe´rentes composantes qui constituent l’image
(en supposant que la redondance spatiale a e´te´ re´duite d’une fac¸on efficace). Ramakrishna et al. [65]
ont propose´ un sche´ma de compression d’images hyper spectrales ou` ils ont incorpore´ l’algorithme
FastICA [38]. Outre la compression, leur e´tude permet de faire de la classification des images. Ils
ont aussi effectue´ une comparaison des performances obtenues par FastICA avec celles de la TKL
et JPEG2000.
E´tonnement, les premiers liens entre la compression des images et l’ACI ont e´te´ faits a` l’issue
des travaux de David Hubel4 [35] sur le fonctionnement du traitement de l’information par le cortex
visuel primaire. D’autres travaux ayant un lien avec le domaine de la neurophysiologie [30] [55] ont
permis de mieux comprendre la structure des fonctions de bases des images naturelles, ainsi que
la perception et le traitement de ces dernie`res par le cortex visuel. D’autre part, il est apparu a`
l’issue de ces travaux de recherche de David Hubel que l’information visuelle e´tait traite´e par des
neurones du cerveau en utilisant une structure proche de celle de l’ACI dans la mesure ou` chaque
de´tail de l’information visuelle est traite´ inde´pendamment par une partie du cerveau.
4Prix Nobel de me´decine en 1981.
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Premie`re partie
E´tude et e´valuation des performances
des syste`mes de compression utilisant
des transformations modifie´es a` base
d’ACI
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Introduction
Cette premie`re partie constitue´e de trois chapitres introduit une e´tude de plusieurs syste`mes
de compression d’images multi-composantes et pre´sente leurs performances. Ces syste`mes ont pour
particularite´ l’utilisation de deux transformations pour re´duire la redondance, l’une e´tant la trans-
forme´e en ondelette discre`te qui est utilise´e dans la norme JPEG2000. Elle est applique´e a` chaque
composante pour re´duire la redondance spatiale, puis une autre transformation permettant de re´-
duire la redondance spectrale est applique´e. Plusieurs cas seront e´tudie´s suivant l’ordre dans lequel
sera applique´e la transformation re´duisant la redondance spectrale : avant ou apre`s la TOD.
Le premier chapitre est consacre´ a` la description des diffe´rents sche´mas de compression qui
seront e´tudie´s et a` l’approximation de la formule de la distorsion globale moyenne sous l’hypothe`se
haute re´solution ou encore a` faibles distorsions de ces sche´mas de compression. Cette formule
d’approximation dans les diffe´rents cas fait apparaˆıtre des facteurs de ponde´ration qui de´pendent de
la transformation (spatiale et/ou spectrale) applique´e au de´codeur. L’identite´ reliant ces facteurs de
ponde´ration aux coefficients des transformations (spatiales et spectrales) est donne´e explicitement.
Bien que le re´sultat soit connu [76] dans le cas d’une TOD seule, nous avons choisi de donner une
de´monstration comple`te, n’en ayant pas trouve´e dans la litte´rature.
Le deuxie`me chapitre e´tend les notions de gain de codage ge´ne´ralise´ et de re´duction maximale
de de´bit ge´ne´ralise´e introduites dans [52] [51] aux images multi-composantes. En se servant de
l’approximation de la distorsion faite au premier chapitre, nous donnons une expression des pas de
quantification optimaux pour chacune des composantes de l’image obtenue apre`s transformation a`
haute re´solution. Ce chapitre s’ache`ve par un rappel sur les crite`res a` optimiser pour obtenir les
deux transformations qui ont e´te´ introduites dans [51] [52].
Le troisie`me et dernier chapitre de cette premie`re partie est consacre´ a` la pre´sentation des
re´sultats obtenus et a` leur comparaison avec l’e´tat de l’art. Notre objectif e´tant de faire de la
compression, les re´sultats sont pre´sente´s sous forme de courbes de´bit vs PRSB et les gains de codage
ge´ne´ralise´ sont de´duits a` partir de ces courbes. Des tableaux re´capitulatifs de ces re´sultats pour
certains de´bits sont e´galement donne´s. Au pre´alable dans ce chapitre, nous faisons une ve´rification
expe´rimentale des formules d’approximations de la distorsion e´tablies au premier chapitre.
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Chapitre 1
Description globale du sche´ma de
compression e´tudie´, approximation de
la distorsion
Apre`s avoir rappele´ les notations qui seront utilise´es, nous de´crivons les diffe´rents sche´mas de
compression qui seront e´tudie´s. Une formule d’approximation de la distorsion moyenne globale est
e´tablie pour chaque cas, ainsi que des approximations des diffe´rents e´le´ments intervenant dans
cette formule. Ce premier chapitre s’ache`ve par un calcul de´taille´ des coefficients de ponde´rations
provenant de la TOD.
1.1 Structures de compression
1.1.1 Notations
Une image multicomposante X est constitue´e de N composantes Xi avec 1 ≤ i ≤ N . Chaque
composante est une image 2-D ayant NL lignes et NC colonnes (nous supposons que toutes les
composantes ont le meˆme nombre de pixels). Pour alle´ger les notations et simplifier les expressions
mathe´matiques, les pixels d’une composante sont range´s selon un ordre de balayage pre´de´fini et
qui est le meˆme pour chaque composante. Ici, les pixels sont range´s les uns a` la suite des autres
colonne par colonne et l’on note Xi le vecteur ligne de dimension L = NLNC ainsi obtenu. L’image
multi-composante X est une matrice de dimension N ×L, dont la ie`me ligne vaut Xi. Par la suite,
nous de´signerons indiffe´remment par ie`me composante de l’image X, aussi bien la matrice Xi de
dimension NL ×NC que le vecteur ligne Xi de longueur L, la distinction entre ces deux objets se
faisant sans ambigu¨ıte´ suivant le contexte. Le terme multi-pixel de´signe le vecteur constitue´ en
prenant une des colonnes de X. Dans la suite, nous serons amene´s a` de´couper les composantes de
l’image en blocs de P pixels adjacents, les blocs ne se recouvrant pas, de sorte que L = KP , avec
K ∈ N∗. Nous supposerons sans perte de ge´ne´ralite´, que L est multiple de P .
Notons vec l’ope´rateur qui transforme une matrice de dimension N × P en un vecteur en
rangeant ses colonnes verticalement les unes au dessus des autres (la premie`re se trouvant en
haut et la dernie`re en bas) et T la transpose´e d’une matrice. L’ope´ration inverse est re´alise´e par
l’ope´rateur mat qui transforme un vecteur de taille NP en une matrice de dimension N × P en
rangeant les e´le´ments de la matrice, les uns a` la suite des autres, colonne par colonne. De´finissons
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aussi l’ope´rateur per qui, applique´ a` une matrice B de dimension N × L avec L = KP , commence
par de´couper B en K blocs deux a` deux disjoints B1,B2, . . . ,BK de dimension N×P puis applique
l’ope´rateur vec a` chacun de ces blocs. Ainsi, la matrice per(B) est de dimension NP ×K.
L’ope´rateur inverse per−1 applique´ a` une matrice B de dimension NP ×K transforme chaque
colonne Bk en une matrice de dimension N ×P en utilisant l’ope´rateur mat(Bk). Ainsi, la matrice
per−1(B) obtenue est de dimension N × (KP ).
En particulier, pour un vecteur x ∈ RNP e´crit par blocs x = (xT1 . . .xTP )T , chacun des xu, 1 ≤
u ≤ P , e´tant un vecteur de RN , nous avons la relation :
per−1(xe
′T
k ) =
P∑
u=1
xueT(k−1)P+u (1.1)
ou` eu est le ue`me vecteur de la base canonique de RKP et e
′
k est le k
e`me vecteur de la base canonique
de RK .
Dans la suite, nous de´crivons plusieurs sche´mas de compression pour les images multi-
composantes qui utilisent deux transformations, l’une pour la re´duction de la redondance spatiale,
et l’autre pour re´duire la redondance spectrale. L’une et l’autre pouvant eˆtre utilise´es dans un ordre
diffe´rent selon plusieurs cas comme cela a e´te´ sugge´re´ partiellement dans [28] et [75].
1.1.2 Sche´ma se´parable
La description du syste`me de compression dans ce premier cas se re´sume comme suit :
• La meˆme de´composition en ondelette discre`te ou TOD est applique´e a` chaque composante Xi
de l’image multi-composante. Notons W la matrice carre´e inversible d’ordre L associe´e a` la
TOD. Applique´e a` l’image entie`re, la transformation X 7−→ XWT correspond a` la de´compo-
sition en ondelette de cette dernie`re. Un multi-coefficient de´signe le vecteur constitue´ par
une colonne de la matrice XWT . La TOD a pour but ici de re´duire la redondance spatiale
dans chacune des diffe´rentes composantes de l’image.
• Une transformation line´aire A dont le but est de re´duire la redondance spectrale est ensuite
applique´e a` l’image transforme´e XWT et nous obtenons une image Y = AXWT .
L’expression Y = AXWT peut-eˆtre re´e´crite de deux fac¸ons diffe´rentes. Elle peut encore s’e´crire
commeY = A(XWT ), ce qui suppose que la TOD a e´te´ applique´e avant la transformation spectrale,
ou encore comme Y = (AX)WT , ce qui suppose que la transformation spectrale a d’abord e´te´
applique´e sur l’image X, et que la TOD a e´te´ applique´e sur l’image transforme´e AX. C’est une des
raisons pour laquelle nous parlons de sche´ma se´parable car la transformation spectrale et la TOD
peuvent s’appliquer l’une avant ou apre`s l’autre sur l’image multi-composante et le re´sultat obtenu
reste le meˆme a` savoir Y = AXWT . Dans les sche´mas que nous e´tudions la TOD est fixe´e, seule
la transformation spectrale s’adapte aux donne´es. Pour le sche´ma se´parable, nous distinguons deux
variantes suivant l’espace de repre´sentation des donne´es dans lequel est re´alise´e l’adaptation de la
transformation. Cet espace est soit celui de l’image originale, soit celui des coefficients d’ondelette.
Dans le premier cas nous parlerons de sche´ma se´parable avec adaptation dans l’espace
image, ou plus brie`vement sche´ma se´parable avec adaptation image, et dans le second cas nous
parlerons de sche´ma se´parable avec adaptation (dans l’espace) ondelette.
Si l’image transforme´e Y subit une quantification scalaire par composante, nous obtenons
l’image transforme´e quantifie´e que nous notons Yq. Cette image quantifie´e est ensuite code´e se´-
pare´ment par composante pour obtenir un de´bit moyen de codage. L’ope´ration de codage e´tant une
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ope´ration totalement re´versible, on retrouve l’image transforme´e et quantifie´e Yq apre`s le de´codage.
A partir de cette dernie`re, il est possible de reconstituer une image approche´e X̂ de X en proce´dant
de la fac¸on suivante :
• La transformation spectrale inverse A−1 est d’abord applique´e a` Yq et nous obtenons A−1Yq
• La TODI (Transforme´e en Ondelette Discre`te Inverse) est ensuite applique´e sur l’image trans-
forme´e obtenue et nous obtenons l’image approche´e X̂ qui est donne´e par X̂ = A−1YqW−T
(l’ordre dans lequel nous appliquons les transformations inverses est en fait indiffe´rent, le
re´sultat reste identique a` savoir X̂ = A−1(YqW−T ) = (A−1Yq)W−T ).
En compression, nous nous inte´ressons au de´bit moyen de codage obtenu ainsi qu’a` la distorsion
qui est mesure´e entre l’image originale X et l’image approche´e X̂. La distorsion e´tant introduite
par l’ope´ration de quantification. La mesure de distorsion utilise´e ici est rappelons le, l’erreur
quadratique moyenne.
1.1.3 Sche´ma en sous-bandes
Dans ce sche´ma, la TOD est d’abord applique´e sur chaque composante, puis une transformation
spectrale par sous-bande est applique´e sur l’image dans le domaine ondelette. Ce sche´ma se re´sume
comme suit :
• La meˆme TOD est applique´e a` chaque composante Xi de l’image multi-composante et nous
obtenons l’image transforme´e XWT correspondant a` la de´composition en ondelette de X.
• Puis les coefficients d’ondelette de chaque composante sont partitionne´s et regroupe´s par sous-
bandes dans un ordre pre´de´fini des sous-bandes d’ondelette et qui est le meˆme pour toutes
les composantes. En supposant que la TOD produit M sous-bandes par composante, l’image
obtenue est donne´e par :
XWT = [(XWT )(1) . . . (XWT )(M)].
• Enfin une transformation spectrale est applique´e par sous-bande et l’image finale transforme´e
est obtenue par :
Y = [A(1)(XWT )(1) . . .A(M)(XWT )(M)].
En quantifiant cette dernie`re image transforme´e par sous-bande et par composante, nous obte-
nons l’image quantifie´e Yq = [Yq(1) . . .Yq(M)]. Cette dernie`re image nous permet de reconstruire
une image approche´e X̂ en proce´dant comme suit :
• Partant de [Yq(1) . . .Yq(M)], nous appliquons les transformations spectrales inverses A(m)−1
par sous-bande pour 1 ≤ m ≤M :
[Yq(1) . . .Yq(M)] 7−→ [A(1)−1Yq(1) . . .A(M)−1Yq(M)]
• La TODI est enfin applique´e pour obtenir une image approche´e X̂ obtenue par :
X̂ = [A(1)−1Yq(1) . . .A(M)−1Yq(M)]W−T
La distorsion et le de´bit moyen de codage peuvent alors eˆtre obtenus comme dans la sous-
section 1.1.2. Ce sche´ma est appele´ sche´ma en sous-bandes car une transformation spectrale est
applique´e par sous-bande pour re´duire la redondance spectrale entre les composantes de l’image
multi-composante transforme´e dans le domaine ondelette.
1.1.4 Sche´ma mixte en sous-bandes
La description du syste`me de compression dans ce cas se re´sume comme suit :
• La meˆme TOD est applique´e a` chaque composante Xi de l’image multi composante. Nous
obtenons l’image transforme´e dans le domaine ondelette XWT .
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• Puis les coefficients d’ondelette de chaque composante sont regroupe´s par sous-bandes dans
un ordre pre´de´fini des sous-bandes d’ondelette.
XWT = [(XWT )(1) . . . (XWT )(M)].
Chaque sous-bande est de´coupe´e en blocs de P pixels adjacents (P = 1, 2 ou 4) sans re-
couvrement. Notons Km le nombre de bloc de P coefficients d’ondelette se trouvant dans la
me`me sous-bande d’une composante. Sans perdre en ge´ne´ralite´, nous supposons que le nombre
de coefficients d’ondelette de chaque sous-bande est divisible par P , ceci pour e´viter d’avoir
des blocs de tailles diffe´rentes dans une meˆme sous-bande. Dans chaque bloc, les coefficients
d’ondelette sont ordonne´s suivant un ordre pre´de´fini puis, les blocs d’une meˆme sous-bande
sont balaye´s colonne par colonne et enfin, les diffe´rentes sous-bandes sont balaye´es dans un
ordre pre´de´fini (des basses re´solutions vers les plus hautes). Notons M le nombre de sous-
bandes par composante. Les coefficients ainsi ordonne´s associe´s a` la me`me sous-bande et aux
N composantes sont note´s (XWT )(m). Une illustration de ce de´coupage en blocs pour une
sous-bande est faite dans 1.2 ou` la sous-bande prise pour le de´coupage a e´te´ choisie de fac¸on
quelconque apre`s la TOD qui est illustre´ par le sche´ma 1.1.
Fig. 1.1 – TOD d’une image et choix d’une sous-bande
Fig. 1.2 – De´coupage des sous-bandes en blocs de taille P
• L’ope´rateur per est ensuite applique´ a` l’image multi-composante de la fac¸on suivante :
[(XWT )(1) . . . (XWT )(M)] 7−→ [per((XWT )(1)) . . .per((XWT )(M))].
Ainsi, une matrice de dimension NP × K est obtenue, chacune de ses colonnes contenant
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pour chaque composante, tous les coefficients d’ondelette d’un bloc de taille P , le bloc e´tant
situe´ au meˆme endroit pour les diffe´rentes composantes.
• Enfin, nous appliquons une transformation line´aire A(m) de´pendant de la sous-bande a`
chaque colonne de la matrice ainsi obtenue, et dont le but est non seulement de re´duire la
redondance spectrale entre les diffe´rentes composantes, mais aussi de re´duire la redondance
entre coefficients d’ondelette voisins d’une meˆme sous-bande quand P > 1. En effet, apre`s la
TOD, il subsiste encore une redondance spatiale entre les coefficients d’ondelette dans une
meˆme sous-bande, ce qui justifie ce choix.
[per((XWT )(1)) . . .per((XWT )(M))] 7−→ [A(1) per((XWT )(1)) . . .A(M) per((XWT )(M))]
Nous supposons comme dans les sections pre´ce´dentes que la TOD utilise´e ainsi que les trans-
formations A(m) sont totalement inversibles. Notons Y l’image multi composante ainsi obtenue et
A la transformation globale qui transforme l’image X en Y avec vec(YT ) = A vec(XT ).
Toutes les suppositions et hypothe`ses faites jusqu’ici dans la description du sche´ma mixte en
sous-bandes sont mineures et non contraignantes.
Si chaque coefficient transforme´ subit une quantification scalaire1, nous obtenons la matrice Yq.
A partir de cette dernie`re, il est possible de reconstituer une image approche´e X̂ en proce´dant de
la fac¸on suivante :
• Partant de [Yq(1) . . .Yq(M)], nous appliquons les transformations inverses A(m)−1 pour 1 ≤
m ≤M :
[Yq(1) . . .Yq(M)] 7−→ [A(1)−1Yq(1) . . .A(M)−1Yq(M)]
Il est a` noter qu’au pre´alable, l’image Yq est partitionne´e en regroupant les coefficients d’on-
delette qui ont subi une transformation line´aire et une quantification par sous-bande et par
bloc de P coefficients.
• Reconstruire les N composantes a` partir des NP composantes obtenues en appliquant l’ope´-
rateur per−1 :
[A(1)−1Yq(1) . . .A(M)−1Yq(M)] 7−→ [per−1(A(1)−1Yq(1)) . . .per−1(A(M)−1Yq(M))]
• Enfin, appliquer la transformation en ondelette discre`te inverse (TODI) a` chaque composante
issue de l’ope´ration pre´ce´dente pour reconstituer une image X̂ :
X̂ = [per−1(A(1)−1Yq(1)) . . .per−1(A(M)−1Yq(M))]W−T
1.1.5 Inte´reˆt de ces sche´mas de compression
Le sche´ma se´parable avec adaptation dans l’espace image est celui applique´ dans la norme
JPEG pour le codage des images couleurs, et aussi dans la norme JPEG2000, non seulement pour
le codage des images couleur, mais aussi pour le codage des images multi-composantes. Son e´tude ici
est ne´cessaire non seulement pour faire une comparaison avec JPEG2000, mais aussi pour pouvoir
comparer les performances des transformations spectrales autre que la TKL qui est pre´conise´e pour
cette norme. Le sche´ma se´parable avec adaptation dans l’espace ondelette requiert aussi une e´tude.
En effet, e´tant donne´ le premier sche´ma cite´ dans cette sous-section, il est ne´cessaire de comparer
et d’e´tudier, le be´ne´fice que l’on aurait a` appliquer la transformation spectrale adaptative avant ou
apre`s la TOD.
Pour le sche´ma se´parable avec adaptation dans l’espace ondelette, la meˆme transformation
spectrale est applique´e sur toutes les sous-bandes d’une composante. Ce qui sans doute est loin
1A chaque e´le´ment d’un bloc de taille P est associe´ un quantificateur qui de´pend de la composante, de la position
dans le bloc et de la sous-bande, mais pas du bloc.
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d’eˆtre optimal dans la mesure ou` l’on sait que les diffe´rentes sous-bandes apre`s la TOD dans une
composante pre´sente des caracte´ristiques diffe´rentes aussi bien en termes de de´tails y apparaissant,
qu’en termes de niveau d’e´nergie correspondant a` chaque sous-bande. Ce qui nous a conduit au
sche´ma en sous-bandes, qui pre´conise d’appliquer une transformation spectrale par sous-bande, ce
qui revient a` rechercher M transformations spectrales.
Il est bien connu qu’apre`s la TOD (ici nous utilisons la 9/7 de Daubechies), il demeure une
redondance spatiale entre coefficients d’ondelette, aussi bien dans une sous-bande, qu’entre les dif-
fe´rentes sous-bandes. Cette redondance spatiale remanente a e´te´ quantifie´e pour certaines images
dans [49] et, la me´thode utilise´e pour e´valuer cette redondance y est clairement de´finie. Le sche´ma
mixte en sous-bandes propose d’appliquer une transformation spectrale par sous-bande (apre`s de´-
coupage en blocs de taille P sur chaque sous-bande), non seulement pour re´duire la redondance
spectrale entre les diffe´rentes sous-bandes des composantes, mais aussi pour re´duire la redondance
spatiale qui demeure entre les coefficients d’ondelette dans une sous-bande. Comme nous pouvons
le constater, la de´marche qui nous a permis de proposer ces diffe´rents sche´mas de compression est
simple et suit une certaine logique. En effet, pour faire une comparaison avec l’e´tat de l’art qui au-
jourd’hui est JPEG2000, il nous faut un sche´ma de compression qui lui est similaire, partant de la`,
apparaˆıt naturellement le sche´ma se´parable avec adaptation dans l’espace ondelette. Le sche´ma en
sous-bande provient des carences et des limites souligne´es plus hauts de ce dernier sche´ma se´parable.
Le dernier sche´ma e´tudie´, qui est le sche´ma mixte en sous-bandes est une ge´ne´ralisation du sche´ma
en sous-bandes et permet d’aller plus loin que ce dernier dans la minimisation des redondances
spatiales et spectrales dans une image multi-composante.
1.2 Formule d’approximation de la distorsion
Nous nous inte´resserons par la suite a` la distorsion entre X̂ et X introduite par la quantifi-
cation pour le sche´ma de compression mixte en sous-bandes. La mesure de distorsion utilise´e ici,
rappelons-le, est l’erreur quadratique moyenne. Ce sche´ma e´tant un peu plus ge´ne´ral, les formules
d’approximation des autres sche´mas seront de´duits de celle de ce sche´ma.
Soit D l’erreur quadratique moyenne entre X̂ et X. Il est bien connu que D =
(1/NL)
∑N
i=1
∑L
`=1(Xi(`) − X̂i(`))2 est une tre`s bonne estimation de la distorsion de´finie par
D = E[‖X− X̂‖2]/N , ou` X et X̂ correspondent a` un multi-pixel de l’image originale et de l’image
reconstruite (localise´ au meˆme endroit) en supposant que les multi-pixels X(`) (1 ≤ ` ≤ L) (cor-
respondant aux colonnes de X) sont des vecteurs ale´atoires identiquement distribue´s (idem pour
l’image reconstruite). L’ope´rateur E(.) de´signant l’espe´rance mathe´matique et ‖x‖ est la norme eu-
clidienne du vecteur x ∈ RN . Nous cherchons a` e´valuer la distorsion D du sche´ma de compression
de´fini ci-dessus. Avant cela, commenc¸ons par e´valuer la distorsion dans un sche´ma ge´ne´ral.
1.2.1 Cas ge´ne´ral
Soit X un vecteur ale´atoire re´el constitue´ de N composantes auquel on fait subir une transfor-
mation line´aire : X 7−→ AX ou` A est une matrice carre´e inversible d’ordre N . Le signal obtenu
apre`s la transformation est ensuite quantifie´. Notons q(AX) le signal quantifie´ ainsi obtenu. Nous
appliquons ici une quantification scalaire uniforme sur chaque composante du signal obtenu.
Notons X̂ = A−1q(AX) le signal reconstitue´ et qui a subi une distorsion par rapport a` X, distorsion
induite par la quantification. L’erreur de reconstruction entre X et X̂ est donne´e par :
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X− X̂ = A−1[AX− q(AX)] = A−1b.
ou` b est le bruit de quantification du signal transforme´. La distorsion D entre X et X̂ se calcule
alors comme suit :
D = 1NE‖A−1b‖2 = 1NE[bTA−TA−1b]
avec A−T = (A−1)T . D’apre`s cette dernie`re expression, on voit que si A est orthonormale, la
distorsion est re´duite a` 1NE‖b‖2 c’est-a`-dire que la distorsion entre X et X̂ est la meˆme que celle
entre Y et q(Y) en ayant pose´ Y = AX. Dans le cas ge´ne´ral, la distorsion peut encore s’e´crire
comme suit :
D = 1N tr{E(bbT )A−TA−1}
Par la suite on fait et on admet l’hypothe`se (qui sera justifie´e plus tard) suivante :
H1 :les composantes du bruit de quantification b sont de´corre´le´es et de moyennes nulles.
Proposition 1.2.1 Sous l’hypothe`se H1 la distorsion s’e´crit :
D =
1
N
N∑
i=1
wiDi (1.2)
ou` Di = E(b2i ) est la distorsion induite par la quantification portant sur Yi, la i
e`me composante de
Y et
wi =
∑N
j=1(A−1)2ji = ‖A−1ei‖2
(A−1)ji de´signant l’e´le´ment d’indices (j, i) de la matrice A−1 et ei e´tant le ie`me vecteur de base de
RN .
Cette formule reste valable sans l’hypothe`se H1 si la matrice A−TA−1 est diagonale (en parti-
culier si A est orthogonale).
Preuve : Sous les hypothe`ses faites, une des deux matrices A−TA−1 ou E(bbT ) est diagonale.
Par suite, la trace de leur produit se re´duit a` la somme des produits de leurs termes diagonaux. 
Un cas particulier est lorsque la matrice A est orthogonale, dans ce cas, la distorsion sur X est
la meˆme que celle sur Y car wi = 1, ∀ 1 ≤ i ≤ N .
L’hypothe`se (H1) trouve sa justification sous les conditions suivantes :
– C1 : Le vecteur ale´atoire Y admet une densite´ de probabilite´ continue qui ne subit pas de
variations trop brusques.
– C2 : La quantification est faite a` haute re´solution (faible distorsion) c’est-a`-dire que les pas
de quantification sont suffisamment petits.
En effet, soit fY la densite´ de probabilite´ de Y, la loi conditionnelle de b sachant q(Y) admet la
densite´ :
fb|q(Y)(u) =
{
fY(q(Y) + u)/C si u ∈
∏N
i=1[−hi/2, hi/2]
0 sinon
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C ici repre´sente une constante de normalisation de telle sorte que fb|q(Y) soit une densite´ de probabi-
lite´ et hi est le pas de quantification du quantificateur de Yi. En admettant que les deux conditions
pre´ce´dentes sont vraies, il est alors possible de conside´rer la densite´ fYi comme constante dans
l’hyper-cube
∏N
i=1[qi(Yi) − hi/2, qi(Yi) + hi/2] et dans ce cas la densite´ conditionnelle pre´ce´dente
peut-eˆtre approche´e par :
fb|q(Y)(u) =
{
1/
∏N
i=1 hi si u ∈
∏N
i=1[−hi/2, hi/2]
0 sinon
En utilisant cette approximation, la densite´ conditionnelle de b sachant q(Y) est inde´pendante de
q(Y), de plus, elle n’est rien d’autre que la loi uniforme de´finie dans l’hyper-cube
∏N
i=1[−hi/2, hi/2],
ce qui justifie le fait que la moyenne des composantes de b soit nulle car la loi uniforme dans
l’intervalle [−hi/2, hi/2] est de moyenne nulle. Ainsi le bruit de quantification b est inde´pendant
de Y et les composantes du bruit de quantification sont inde´pendantes car leur densite´ jointe est
le produit des densite´s marginales. Ce qui justifie l’hypothe`se H1.
1.2.2 Approximation de la distorsion du sche´ma mixte en sous-bandes
Pour appliquer la formule (1.2) a` la structure de compression qui a e´te´ de´crite dans la section
1.1.4, il convient de noter que l’espace des matrices NP ×K a pour base la famille des matrices
ei,k = eieTk , 1 ≤ i ≤ NP , 1 ≤ k ≤ K. Ici, ei est le ie`me vecteur de base de RNP et ek est le
ke`me vecteur de base de RK . Si k(1 ≤ k ≤ Km) de´signe un indice de colonne pour la sous-bande
m(1 ≤ m ≤M) alors en utilisant l’e´quation (1.1) nous avons :
A−1 vec(ei,k) = vec[per−1(A(m)−1eieTk )(W−T )]
= vec[
P∑
u=1
(A(m)−1ei)u(W−1e(k−1)P+u)T ]
A(m)−1ei e´tant un vecteur de taille NP , on le de´compose en P blocs (chaque bloc ici e´tant un
vecteur) disjoints de taille N et on appelle (A(m)−1ei)u le ue`me bloc ainsi obtenu et qui est un
vecteur de taille N . Ainsi, le calcul de la norme de cet e´le´ment est
||A−1 vec(ei,k)||2 = tr{[
P∑
u=1
(A(m)−1ei)u(W−1e(k−1)P+u)T ][
P∑
u=1
(A(m)−1ei)u(W−1eT(k−1)P+u)
T ]T }
=
P∑
u,v=1
(W−1e(k−1)P+u)T (W−1e(k−1)P+v) tr{(A(m)−1ei)v(A(m)−1ei)Tu }
=
P∑
u,v=1
eT(k−1)P+u(W
−TW−1)e(k−1)P+v(A(m)−1ei)Tv (A
(m)−1ei)u (1.3)
Cette expression est assez complexe mais se simplifie sous certaines hypothe`ses particulie`res comme
la suivante :
H2 : La matrice W−TW−1 est diagonale, ce qui est le cas pour une transformation en ondelette
orthogonale par exemple, l’expression pre´ce´dente se simplifie et devient :
||A−1 vec(ei,k)||2 =
P∑
u=1
||W−1e(k−1)P+u||2 × ||(A(m)−1ei)u||2 (1.4)
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Dans le cas (satisfait en ge´ne´ral pour les ondelettes dyadiques) ou` ||W−1e(k−1)P+u||2 ne de´pend
pas de u mais uniquement de la sous-bande m, cette dernie`re expression devient :
||A−1 vec(ei,k)||2 = ||W−1ekP ||2 × ||A(m)−1ei||2 (1.5)
Compte tenu de ces simplifications, si nous appliquons la formule de la distorsion (1.2) du cas
ge´ne´ral en posant i = (`− 1)N + j avec (1 ≤ ` ≤ P ) et (1 ≤ j ≤ N), la distorsion devient sous les
hypothe`ses H1 et H2
D =
1
NPK
N∑
j=1
P∑
`=1
M∑
m=1
∑
k
||W−1ekP ||2||A(m)−1e(`−1)N+j ||2Dj,`,k
Dans la sommation, k parcourt toutes les colonnes de X− X̂ associe´es a` la sous-bande m et Dj,`,k
correspond a` la distorsion du quantificateur applique´ aux `e`me e´le´ments des blocs de taille P de la
me`me sous-bande de la j e`me composante. Si nous appliquons une quantification scalaire uniforme
a` haute re´solution [31] [27] pour chaque e´le´ment des blocs de chaque sous-bande et de chaque
composante, il devient alors possible de supposer et ce de fac¸on re´aliste que dans chacun de ces
blocs, la distorsion ne de´pend pas de k mais uniquement de la position dans le bloc de la sous-
bande. Par conse´quent une approximation de la distorsion entre l’image de de´part X et l’image
reconstruite X̂ est :
D =
1
NP
N∑
j=1
P∑
`=1
M∑
m=1
pimwmw
(m)
j,` D
(m)
j,` (1.6)
avec pim = Km/L, la proportion de la sous-bande m dans l’image, wm = (1/Km)
∑
k ||W−1ekP ||2,
ou` ici encore k parcourt toutes les colonnes associe´es a` la sous-bandem, w(m)j,` = ||A(m)−1e(`−1)N+j ||2
et D(m)j,` est la distorsion moyenne du `
e`me bloc (1 ≤ ` ≤ P ) de la sous-bande m de la j e`me
composante.
Les coefficients de ponde´rations wm de´pendent de la TOD utilise´e et plus pre´cise´ment des
filtres de synthe`se utilise´s pour la TODI. Les coefficients de ponde´rations w(m)j,` de´pendent des
transformations spectrales applique´es pour la re´duction non seulement de la redondance spectrale,
mais aussi de la redondance spatiale re´siduelle entre les coefficients d’ondelette dans une meˆme
sous-bande.
Dans le cas particulier ou` les transformations A(m) sont toutes orthogonales, l’expression (1.6)
se simplifie davantage et devient alors :
D =
1
NP
N∑
j=1
P∑
`=1
M∑
m=1
pimwmD
(m)
j,`
En effet, dans ce cas, les coefficients w(m)j,` provenant des transformations spectrales sont tous
e´gaux a` 1.
L’hypothe`se H2 est forte, seule l’ondelette de Haar est orthogonale, syme´trique et a` support
compact. En compression d’images avec pertes, l’ondelette 9/7 de Daubechies donne de tre`s bonnes
performances [11] et elle est quasi orthogonale, c’est-a`-dire que pour cette TOD, l’hypothe`se H2 est
presque ve´rifie´e : W−TW−1 est quasi diagonale (c’est-a`-dire que les e´le´ments hors de la diagonale
principale sont ne´gligeables devant les termes diagonaux). Dans nos tests et simulations, nous
utiliserons l’ondelette 9/7 de Daubechies.
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Dans ce qui pre´ce`de, nous nous sommes inte´resse´s a` l’approximation de la distorsion du sche´ma
mixte en sous-bandes, par la suite, les expressions obtenues pour les sche´mas en sous-bandes et
se´parables sont explicite´es.
1.2.3 Approximation de la distorsion du sche´ma en sous-bandes
Le sche´ma de´crit dans la section 1.1.3 correspond au cas particulier du sche´ma mixte en sous-
bandes avec P = 1. Dans ce cas particulier, l’hypothe`se H1 suffit en se servant des calculs assez
simples, pour e´tablir une formule d’approximation de distorsion du sche´ma en sous-bandes semblable
a` celle de la relation (1.6). C’est l’objet de ce paragraphe. La relation (1.3) pour le sche´ma en sous-
bandes s’e´crit
‖A−1vec(eik)‖2 = tr{A(m)−1ei(W−1ek)T (W−1ek)(A(m)−1ei)T }
= ‖A(m)−1ei‖2‖W−1ek‖2
Sous l’hypothe`se H1, nous pouvons appliquer la relation (1.2) qui donne ici
D =
1
NL
N∑
i=1
M∑
m=1
‖A(m)−1ei‖2
∑
k
‖W−1ek‖2Dik
ou` ici encore k parcourt toutes les colonnes de X − X̂ associe´es a` la sous-bande m. En ge´ne´ral
‖W−1ek‖2 ne de´pend pas de k, mais seulement de m sauf peut-eˆtre pour les indices correspondant
a` un pixel au bord de l’image. Il est alors possible de poser wm = ‖W−1ek‖2 et la formule de la
distorsion pre´ce´dente se re´duit a` :
D =
1
N
M∑
m=1
pimwm
[
N∑
i=1
w
(m)
i D
(m)
i
]
(1.7)
ou` pim = Km/L est la proportion de la sous-bande m dans une composante, w
(m)
i = ‖A(m)−1ei‖2,
D
(m)
i = (1/Km)
∑
kDik. En pratique, une quantification scalaire uniforme a` haute re´solution est
effectue´e et les coefficients d’une meˆme sous-bande et d’une meˆme composante sont quantifie´s de
la meˆme fac¸on. Il devient alors inte´ressant de souligner le fait que dans ce cas la distorsion D(m)i
de´pende uniquement du pas de quantification associe´.
Le terme entre crochets de (1.7) peut-eˆtre interpre´te´ comme la distorsion de la sous-bande m de
l’image multi-composante. La distorsion globale est donc une combinaison line´aire des distorsions
dans les sous-bandes de chaque composante et comme une quantification scalaire uniforme a` haute
re´solution est faite, la distorsion de chaque sous-bande dans une composante ne de´pend que du
pas de quantification applique´ a` cette dernie`re.
Discussion : Les formules des e´quations donnant une estimation de la distorsion et notamment
la formule (1.7) reposent uniquement sur l’hypothe`se H1 qui stipule que les composantes du bruit
de quantification b sont de´corre´le´es et de moyennes nulles. Dans ce qui pre´ce`de, nul n’est besoin
que les composantes de Y soient inde´pendantes pour que cette hypothe`se soit ve´rifie´e. Toutefois, il
ne faudrait pas que ces composantes soient trop de´pendantes. En effet, si deux composantes sont
fortement de´pendantes, leur densite´ conjointe serait fortement concentre´e sur une courbe et donc
varierait trop vite. Dans le cas ou` les composantes de Y proviennent d’un algorithme a` base d’ACI
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ou de la TKL, il est re´aliste de les supposer tre`s peu de´pendantes et, dans ce cas, ces formules
restent valides. Dans le cas ou la transformation globale A est orthogonale, l’ hypothe`se H1 n’est
plus ne´cessaire pour obtenir la formule d’approximation de l’e´quation (1.7). Enfin, si les composantes
de Y sont inde´pendantes, alors l’hypothe`se H1 est ve´rifie´e meˆme quand la quantification ne se fait
plus a` haute re´solution.
1.2.4 Approximation de la distorsion du sche´ma se´parable
Sous l’hypothe`se H1 la relation (1.3) dans ce cas devient :
‖A−1vec(eik)‖2 = tr{A−1ei(W−1ek)T (W−1ek)(A−1ei)T }
= ‖A−1ei‖2‖W−1ek‖2
En se servant des re´sultats obtenus dans les sections pre´ce´dentes, nous de´duisons que la distorsion
dans ce cas est donne´e par l’e´quation
D =
1
N
M∑
m=1
pimwm[
N∑
i=1
wiD
(m)
i ] (1.8)
ou` wi = ‖A−1ei‖2 repre´sente le coefficient de ponde´ration qui de´pend uniquement de la transfor-
mation spectrale. Ce coefficient reste le meˆme pour toutes les sous-bandes d’une composante.
1.3 Calcul des coefficients de ponde´ration wm
Dans la suite nous explicitons le calcul des coefficients de ponde´ration wm intervenant dans les
formules (1.6), (1.7), (1.8), et qui de´pendent uniquement du filtre de synthe`se de la TODI. Comme
nous l’avons mentionne´, le re´sultat de ces calculs est bien connu [76], mais n’ayant pas trouve´
de de´monstration explicite dans la litte´rature, nous avons choisi de la pre´senter dans ce rapport.
Dans ce qui suit, les effets de bord pour une image apre`s la TOD sont ne´glige´s, leur influence
n’e´tant globalement pas d’un apport important. En se servant de l’e´quation (1.8), nous de´duisons
que si la TOD est applique´e et que la transformation spectrale A = I, dans ce cas, la formule
d’approximation de la distorsion est re´duite a` :
D =
1
N
N∑
i=1
[
M∑
m=1
pimwmD
(m)
i ] (1.9)
L’expression entre crochets repre´sente la distorsion de la ie`me composante de l’image qui n’a
subit qu’une transformation spatiale, la TOD. Par la suite, nous allons e´tablir cette formule d’ap-
proximation de la distorsion pour une composante qui a subi une TOD et nous ferons l’analogie
avec cette expression entre crochets pour de´duire les valeurs des coefficients de ponde´ration wm.
Le signal de de´part qui est une image est repre´sente´ par la suite nume´rique {x`,k}. La de´com-
position en ondelette sur un niveau s’effectue via les filtres passe-bas h0 de re´ponse impulsionnelle
(h0n)n, passe-haut h
1 de re´ponse impulsionnelle (h1n)n, suivi d’un sous-e´chantillonnage ↓ 2 que l’on
applique d’abord sur les lignes et qui permet d’obtenir les relations de re´currence :
Cj,j−1`,k =
∑
n
h0nC
j−1,j−1
`,2k−n =
∑
n
h02k−nC
j−1,j−1
`,n ,
Dj,j−1`,k =
∑
n
h1nD
j−1,j−1
`,2k−n =
∑
n
h12k−nD
j−1,j−1
`,n .
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Les filtres h0 et h1 suivis d’un sous-e´chantillonnage sur les colonnes sont ensuite applique´s
aux suites nume´riques {Cj,j−1`,k } et {Dj,j−1`,k }, ce qui permet d’obtenir les valeurs des coefficients
d’ondelette a` l’issue d’un niveau de de´composition et dont les expressions sont donne´es par :
Cj−1,j−1`,k =
∑
n
h0nC
j,j−1
`,2k−n =
∑
n
h02k−nC
j,j−1
`,n ,
V j−1,j−1`,k =
∑
n
h1nC
j,j−1
`,2k−n =
∑
n
h12k−nD
j,j−1
`,n ,
Sj−1,j−1`,k =
∑
n
h0nD
j,j−1
`,2k−n =
∑
n
h02k−nD
j,j−1
`,n ,
Dj−1,j−1`,k =
∑
n
h1nD
j,j−1
`,2k−n =
∑
n
h12k−nD
j,j−1
`,n .
En ayant initialise´ par C0,0`,k = x`,k, ce sche´ma de de´composition s’effectue de fac¸on recursive. Si
les filtres d’analyse h0 et h1 sont choisis de fac¸on a` ce que la reconstruction parfaite soit possible,
alors le signal {x`,k} peut eˆtre reconstitue´ a` partir des coefficients d’e´chelle CJ,J`,k et des coefficients
d’ondelette ou de´tails V j,j`,k , S
j,j
`,k, D
j,j
`,k (1 ≤ j ≤ J) horizontaux, verticaux et diagonaux respective-
ment. Pour cela, nous effectuons un sur-e´chantillonnage ↑ 2 sur les derniers coefficients d’ondelette
obtenus, puis les filtres de synthe`se passe-bas g0 de re´ponse impulsionnelle (g0n)n et passe-haut g
1 de
re´ponse impulsionnelle (g1n)n sont applique´s et ce de fac¸on recursive. Le signal est alors reconstitue´
a` chaque niveau comme suit :
Cj,j+1`,k =
∑
n
g0nC
j+1,j+1
l−2n,k +
∑
n
g1nV
j+1,j+1
l−2n,k
Dj,j+1`,k =
∑
n
g0nS
j+1,j+1
l−2n,k +
∑
n
g1nD
j+1,j+1
l−2n,k (1.10)
Cj,j`,k =
∑
n
g0nC
j,j+1
`,k−2n +
∑
n
g1nD
j,j+1
`,k−2n
E´tant donne´ que la reconstruction du signal image {x`,k} a` partir des coefficients d’e´chelle et de
de´tails se fait d’une fac¸on line´aire, si la de´composition en ondelette a e´te´ applique´e sur J ∈ N∗
niveaux, l’image reconstitue´e peut s’exprimer de la fac¸on suivante en fonction de ces coefficients :
C0,0`,k =
∑
n
∑
m
αJ,J`,k,m,nC
J,J
m,n +
J∑
j=1
∑
n
∑
m
βj,j`,k,m,nV
j,j
m,n +
J∑
j=1
∑
n
∑
m
γj,j`,k,m,nS
j,j
m,n +
J∑
j=1
∑
n
∑
m
λj,j`,k,m,nD
j,j
m,n (1.11)
Proposition 1.3.1 Les termes αJ,J`,k,m,n, β
J,J
`,k,m,n, γ
J,J
`,k,m,n, λ
J,J
`,k,m,n peuvent se mettre sous la forme :
αJ,J`,k,m,n = φ
J(`− 2Jm)φJ(k − 2Jn)
βj,j`,k,m,n = φ
j(`− 2jm)ψj(k − 2jn) (1.12)
γj,j`,k,m,n = ψ
j(`− 2jm)φj(k − 2jn)
λj,j`,k,m,n = ψ
j(`− 2jm)ψj(k − 2jn)
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ou` les fonctions re´elles φj et ψj sont calcule´es par les relations de re´currence :
φj+1(k) =
∑
`
φj(k − 2j`)g0` , ψj+1(k) =
∑
`
φj(k − 2j`)g1`
et en initialisant φ1(k) = g0k et ψ
1(k) = g1k.
Preuve : Soit B =
∑
m
∑
n φ
J(`−2Jm)φJ(k−2Jn)CJ,Jm,n, le premier terme du membre de droite
de l’e´quation (1.11) nous allons de´velopper cette expression compte tenu de (1.10) en fonction des
sous-bandes du niveau J + 1. Commenc¸ons par remarquer que CJ,Jm,n peut encore s’e´crire :
CJ,Jm,n =
∑
p
g0n−2pC
J,J+1
m,p +
∑
p
g1n−2pD
J,J+1
m,p
=
∑
p
g0n−2p(
∑
q
g0m−2qC
J+1,J+1
q,p +
∑
q
g1m−2qV
J+1,J+1
q,p )
+
∑
p
g1n−2p(
∑
q
g0m−2qS
J+1,J+1
q,p +
∑
q
g1m−2qD
J+1,J+1
q,p ) (1.13)
Utiliser cette dernie`re expression de CJ,Jm,n dans celle de B, nous permet d’avoir
B =
∑
p
∑
q
(
∑
m
φJ(`− 2Jm− 2J+1q)g0m)(
∑
n
φJ(k − 2Jn− 2J+1p)g0n)CJ+1,J+1q,p
+
∑
p
∑
q
(
∑
m
φJ(`− 2Jm− 2J+1q)g0m)(
∑
n
φJ(k − 2Jn− 2J+1p)g1n)V J+1,J+1q,p
+
∑
p
∑
q
(
∑
m
φJ(`− 2Jm− 2J+1q)g1m)(
∑
n
φJ(k − 2Jn− 2J+1p)g0n)SJ+1,J+1q,p
+
∑
p
∑
q
(
∑
m
φJ(`− 2Jm− 2J+1q)g1m)(
∑
n
φJ(k − 2Jn− 2J+1p)g1n)DJ+1,J+1q,p
En se servant de cette dernie`re e´quation, il devient simple de de´montrer par re´currence que (1.11)
est vrai ∀J ∈ N∗ (J repre´sente le niveau de de´composition en ondelette de l’image).
En effet, au premier rang, nous avons J = 1, en de´veloppant la dernie`re e´quation de (1.10) au
niveau de l’image reconstitue´e c’est-a`-dire j = 0, il est simple de constater que :
C0,0`,k =
∑
n
∑
m
α1,1`,k,m,nC
1,1
m,n +
∑
n
∑
m
β1,1`,k,m,nV
1,1
m,n +
∑
n
∑
m
γ1,1`,k,m,nS
1,1
m,n +
J∑
j=1
∑
n
∑
m
λ1,1`,k,m,nD
1,1
m,n (1.14)
ce qui confirme que l’e´quation (1.11) est vraie au rang J = 1. Supposons que cette dernie`re e´quation
soit vraie au rang J ∈ N∗ et montrons qu’elle reste vraie au rang J + 1. En tenant compte des
de´finitions des fonctions φj+1(k), ψj+1(k) et en les injectant dans la dernie`re expression de B, celle
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ci devient :
B =
∑
p
∑
q
φJ+1(`− 2J+1q)φJ+1(k − 2J+1p)CJ+1,J+1q,p
+
∑
p
∑
q
φJ+1(`− 2J+1q)ψJ+1(k − 2J+1p)V J+1,J+1q,p
+
∑
p
∑
q
ψJ+1(`− 2J+1q)φJ+1(k − 2J+1p)SJ+1,J+1q,p
+
∑
p
∑
q
ψJ+1(`− 2J+1q)ψJ(k − 2J+1p)DJ+1,J+1q,p
Si nous remplac¸ons le premier terme du membre de droite de l’e´quation (1.11) par la dernie`re
expression de B ci-dessus, on constate que cette e´quation est aussi vraie au rang J + 1, d’ou` la
de´monstration par re´currence du calcul des fonction re´elles φj et ψj et des termes αJ,J`,k,m,n, β
J,J
`,k,m,n,
γJ,J`,k,m,n, λ
J,J
`,k,m,n. 
Nous constatons alors que φj+1(resp ψj+1) est la convolution de φj (resp ψj) avec
la suite g0k (resp g
1
k) sur-e´chantillonne´e d’un facteur de 2, j fois.
Revenons au calcul de la distorsion apre`s une transformation en ondelette d’une composante,
une quantification scalaire uniforme est effectue´e sur les sous-bandes, un pas de quantification
quelconque e´tant assigne´ a` chaque sous-bande, de fac¸on a` respecter l’hypothe`se faible distorsion.
Apre`s la quantification, la TODI est applique´e aux coefficients d’ondelette quantifie´s. Soient X̂ la
variable ale´atoire repre´sentant l’image ainsi reconstitue´e et X, celle qui de´signe l’image originale.
Appelons ²J`,k η
j
`,k τ
j
`,k υ
j
`,k les bruits de quantification des coefficients d’e´chelles et des coefficients
de de´tails horizontaux, verticaux, et diagonaux respectifs. D’apre`s les e´quations (1.11) et (1.12), et
compte tenu de ce qui pre´ce`de, le bruit de quantification entre les variables ale´atoires X et X̂ peut
s’exprimer comme suit :
∑
m
∑
n
φJ(`− 2Jm)φJ(k − 2Jn)²J`,k +
J∑
j=1
∑
m
∑
n
φj(`− 2jm)ψj(k − 2jn)ηj`,k
+
J∑
j=1
∑
m
∑
n
ψj(`− 2jm)φj(k − 2jn)τ j`,k +
J∑
j=1
∑
m
∑
n
ψj(`− 2jm)ψj(k − 2jn)υj`,k
Sous l’hypothe`se que les bruits de quantification dans le domaine transforme´ en ondelette soient
de´corre´le´s, de moyennes nulles et de variances identiques dans chaque sous-bande, la variance du
bruit de quantification est alors obtenue par :
∑
m
∑
n
φJ(`− 2Jm)2φJ(k − 2Jn)2vJ² +
J∑
j=1
∑
m
∑
n
φj(`− 2jm)2ψj(k − 2jn)2vjη
+
J∑
j=1
∑
m
∑
n
ψj(`− 2jm)2φj(k − 2jn)2vjτ +
J∑
j=1
∑
m
∑
n
ψj(`− 2jm)2ψj(k − 2jn)2vjυ
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ou` vJ² = var(²
J
`,k), v
j
η = var(η
j
`,k), v
j
τ = var(τ
j
`,k), v
j
υ = var(υ
j
`,k), var() ici de´signant la variance. La
distorsion globale moyenne pour une image ayant L pixels peux s’e´crire comme suit :
Dglo =
LJ
L
||φJ ||4vJ² +
J∑
j=1
Lj
L
||φj ||2||ψj ||2vjη
+
J∑
j=1
Lj
L
||φj ||2||ψj ||2vjτ +
J∑
j=1
Lj
L
||ψj ||4vjυ (1.15)
Ici ||.|| de´signe la norme euclidienne, Lj repre´sente le nombre de pixels de la sous-bande j et vaut
sensiblement L/22j en supposant que ce rapport soit toujours un entier.
Les coefficients de ponde´ration de la transforme´e en ondelette de´pendent essentiellement des
filtres de synthe`se qui sont utilise´s lors de la reconstruction du signal. Ces coefficients de ponde´ration
sont facilement calculables car les suites φj(k) (resp ψj(k)) ne sont qu’une convolution de g0k ( resp
g1k) avec elle-meˆme sur-e´chantillonne´e d’un facteur 2 un certain nombre de fois.
Pour e´tablir une analogie avec l’expression entre crochets de l’e´quation (1.8), il convient de
remarquer d’une part que pim n’est rien d’autre que le rapport Lj/L, et d’autre part que la distorsion
D
(m)
i n’est rien d’autre que ce que nous avons appele´ ici v
j
η, vJ² , v
j
τ ou encore v
j
υ. Ainsi, les
coefficients de ponde´ration wm provenant de la TOD et qui interviennent dans les
formules de la distorsion de la section 1.2 valent respectivement wm = ||φJ ||4 pour la
sous-bande basse re´solution, wm = ||φj ||2||ψj ||2 pour les sous-bandes de de´tails horizontaux et
verticaux et wm = ||ψj ||4 pour les sous-bandes de de´tails diagonaux avec (1 ≤ j ≤ J).
Notons que dans [64] une telle formule de la distorsion moyenne sur une composante apre`s une
transforme´e en ondelette a e´te´ utilise´e mais sans expliciter le calcul des coefficients de ponde´ration.
Dans [76], le calcul des coefficients de ponde´ration apre`s une transforme´e en ondelette est comple`-
tement explicite´ pour un signal 1D, des indications sont donne´es pour la ge´ne´ralisation du calcul
des coefficients a` un signal 2D. Les auteurs de ce dernier article font aussi l’hypothe`se que les bruits
de quantification des diffe´rentes sous-bandes sont inde´pendants. Usevitch [73] a e´galement propose´
une me´thode de calcul de ces coefficients de ponde´ration pour une ondelette biorthogonale dans le
cadre d’une allocations optimale de bits, une e´tude similaire a e´te´ faite dans [15]. Dans les deux
derniers cas, le calcul des coefficients de ponde´ration est de´taille´ pour un signal 1D, des indications
sur l’extension a` l’image sont faites en utilisant la proprie´te´ de se´parabilite´ de l’ondelette.
Conclusion : Dans ce premier chapitre, nous avons de´fini et propose´ diffe´rents sche´mas de
compression qui ont la particularite´ d’utilise une transformation pour re´duire la redondance spatiale
et une autre pour re´duire la redondance spectrale. Dans certains cas, la transformation permettant
de re´duire la redondance spectrale permet aussi de re´duire une partie de la redondance spatiale, c’est
notamment le cas du sche´ma mixte en sous-bandes. Nous avons ensuite explicite´ une approximation
de la distorsion de ces sche´mas de compression sous certaines hypothe`ses qui ont e´te´ explicite´es et
justifie´es pour la plupart. Enfin, nous avons fait une de´monstration permettant d’avoir une formule
explicite des coefficients de ponde´rations de´pendant de la TODI qui interviennent dans ces formules
d’approximation de la distorsion, les autres coefficients de ponde´rations ayant e´te´ explicite´s sous
forme d’e´quations simples. Par la suite, nous e´tendons les notions de gains de codage et de re´duction
de debit ge´ne´ralise´s
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Chapitre 2
Gain de codage et re´duction
maximale de de´bit ge´ne´ralise´s
Dans ce chapitre, nous e´tendons les notions de gain de codage ge´ne´ralise´ et de re´duction
maximale de de´bit ge´ne´ralise´e aux transformations utilise´es pour la re´duction de la redondance
spectrale aux diffe´rents sche´mas de compression de´finis au premier chapitre. Nous expliciterons les
formules uniquement pour le sche´ma ge´ne´ral mixte en sous-bandes. Ensuite, nous donnons les pas
de quantifications de chaque sous-bande de chaque composante pour une allocation optimale de
bits a` haute re´solution toujours pour ce sche´ma. Ce chapitre s’ache`ve par un bref rappel sur les
transformations qui permettent d’optimiser ces gains de codage sous les hypothe`ses haut de´bit et
qui ont e´te´ introduites dans [51] [52] et par une e´tude de leur complexite´ algorithmique.
2.1 De´finitions des gains de codage ge´ne´ralise´s
Dans la suite, sauf mention explicite, nous parlerons des gains de codage ge´ne´ralise´s pour de´si-
gner les deux notions de gain de codage ge´ne´ralise´ et de re´duction maximale de de´bit ge´ne´ralise´e.
Soit X, une image nume´rique ayant N composantes, chaque composante Xi (1 ≤ i ≤ N) e´tant
constitue´e de L pixels, les pixels sont pris et range´s dans le sens des colonnes par exemple. L’image
X est repre´sente´e par une matrice constitue´e de N lignes et de L colonnes et, chaque ligne re-
pre´sente une composante Xi. Une de´composition en ondelette sur J ∈ N∗ niveaux est applique´e
sur chaque composante de l’image et les sous-bandes obtenues sont note´es X(m)i , 1 ≤ i ≤ N ,
1 ≤ m ≤ M = 3 × J + 1. Pour re´duire la redondance spectrale, une transformation line´aire A(m)
est ensuite applique´e a` sous-bande transforme´ per(X(m)i ) avec P = 4 (cas du sche´ma mixte en
sous-bandes), ainsi A(m) est une transformation de taille NP × NP . Apre`s les transformations
spectrales, les sous-bandes Y(m)i,` (1 ≤ ` ≤ P ) sont obtenues. Notons que les transformations utili-
se´es sont telles que le nombre de composantes de l’image devient NP , et le nombre de pixels (qui
deviennent des coefficients apre`s la transformation) par composante et par sous-bande est divise´
par P . Les sous-bandes Y(m)i,` sont ensuite quantifie´es et code´es. Notons R
(m)
i,` le de´bit moyen de
codage de la sous-bande Y(m)i,` . Ce de´bit repre´sente le nombre de bits moyen ne´cessaire pour coder
chaque coefficient transforme´ dans cette sous-bande. La quantification entraˆıne une de´gradation de
l’information, cette de´gradation peut eˆtre mesure´e par la distorsion. Notons D(m)i,` la distorsion ob-
tenue dans la sous-bande Y(m)i,` apre`s quantification, la mesure de distorsion utilise´e restant l’erreur
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quadratique moyenne.
En appliquant les transformations line´aires inverses (A(m))−1 aux sous-bandes quantifie´esYq(m)i,` ,
puis l’ope´rateur inverse per−1 par sous-bande, nous obtenons une approximation des composantes
apre`s la TOD. Enfin, en appliquant la TODI sur chaque composante, une image approche´e X̂ est
ainsi reconstitue´e. Notons Dglo = D(X, X̂), la distorsion globale moyenne obtenue sur l’image, et
R(A, Dglo) le de´bit moyen de codage obtenu pour la distorsion moyenne Dglo apre`s application de
la transformation A ou` A est constitue´e de l’ensemble des transformations A(m). Les de´finitions
mathe´matiques de la distorsion D(X, X̂) et du de´bit moyen de codage R sont donne´es par :
D(X, X̂) =
1
N
1
L
N∑
i=1
L∑
j=1
(Xi(j)− X̂i(j))2
R =
1
NP
N∑
i=1
M∑
m=1
P∑
`=1
pimR
(m)
i,`
ou` pim est le rapport entre le nombre de pixels Km de la sous-bande (m) et L, Xi(j) (respectivement
X̂i(j)) est le j e`me pixel de la composante Xi (respectivement X̂i) en ayant pre´de´fini un balayage
de l’image, colonne par colonne par exemple. Nous faisons fi des proble`mes dus aux effets de bord,
notamment lorsque le nombre de lignes ou de colonnes n’est pas un nombre pair lors du passage
d’un niveau de de´composition en ondelette m, au niveau m+1, car il est simple de de´finir une re`gle
dans ce cas pre´cis.
2.1.1 Re´duction maximale de de´bit ge´ne´ralise´e
La re´duction maximale de de´bit ge´ne´ralise´e exprime´e en bits par pixels (bpp) d’une
transformation A utilise´e pour la re´duction de la redondance spectrale se de´finit [52] comme suit :
Rmax(A, D) = min
Dglo≤D
R(A0, Dglo)− min
Dglo≤D
R(A, Dglo)
ou` R(A0, Dglo) est le de´bit global moyen de codage obtenu apre`s application d’une transformation
e´talon sur les sous-bandes, pour une distorsion Dglo, R(A, Dglo) est le de´bit global moyen de codage
obtenu apre`s application de la transformation A. La transformation e´talon devra eˆtre au pre´alable
de´finie, et une transformation e´talon possible est la transformation identite´ ( c’est-a`-dire que les
sous bandes X(m)i,` sont quantifie´es apre`s la TOD).
2.1.2 Gain de codage ge´ne´ralise´
Ge´ne´ralement, en compression d’image, la distorsion est mieux appre´cie´e lorsque celle-ci est
exprime´e en termes de PRSB. Le PRSB, rappelons le, est une quantite´ adimensionnelle qui est
exprime´ en dB. Si l’image nume´rique de de´part est code´e avec une profondeur de c bits par pixel,
pour une distorsion globale moyenne Dglo, le PRSB est de´fini par :
PRSB = 10 log10[
(2c − 1)2
Dglo
]
Le gain de codage ge´ne´ralise´ d’une transformation A utilise´e pour la re´duction de la redondance
spectrale et, exprime´ en dB, est de´fini par :
G(A, R) = max
Rglo≤R
PRSB(A, Rglo)− max
Rglo≤R
PRSB(A0, Rglo)
34
ou` PRSB(A, Rglo) est le PRSB obtenu apre`s application des transformations A(m) sur les sous-
bandes pour un de´bit moyen global Rglo et, PRSB(A0, Rglo) est le PRSB obtenu apre`s application
des transformations e´talons A(m)0 sur les sous-bandes X
(m)
i,` pour un de´bit moyen global Rglo.
La notion de gain de codage ge´ne´ralise´ est de´finie par rapport a` une transformation e´talon qui
doit eˆtre choisie. En effet, la notion de gain fait appel a` une comparaison entre deux quantite´s
de meˆme nature, d’ou` les de´finitions simples et naturelles qui ont e´te´ donne´es, et qui ne sont
rien d’autre que la diffe´rence point a` point entre les courbes de´bit versus PRSB ou vice versa, en
supposant qu’une allocation optimale de bits a e´te´ faite entre les quantificateurs. Notons qu’il existe
une dualite´ entre la re´duction maximale de de´bit ge´ne´ralise´ et le gain de codage ge´ne´ralise´, puisque
de´pendant tous les deux, des courbes de´bit versus PRSB dans le cadre d’une allocation optimale
de de´bit ou de distorsion entre les sous-bandes des diffe´rentes composantes.
2.2 Allocation optimale asymptotique de bits du sche´ma mixte en
sous-bandes
D’apre`s les de´finitions des gains de codage, il est indispensable de faire une allocation optimale
de bits ou de distorsion (ce proble`me est dual) pour e´valuer l’un ou l’autre des gains de codage.
Le proble`me d’allocation optimale de bits se pose comme suit. E´tant donne´ un budget de bits
global moyen R par pixel et par composante, comment re´partir ce budget moyen de bit entre les
diffe´rents quantificateurs pour que la distorsion globale moyenne Dglo entre l’image de de´part et
l’image reconstruite soit minimale, sous la contrainte que le de´bit global moyen effectif Rglo soit
infe´rieur ou e´gal a` R.
C’est un proble`me d’optimisation avec contrainte qui peut eˆtre re´solu en utilisant la me´thode
des multiplicateurs de Lagrange. Le proble`me d’allocation optimale de bits e´tant dual a` celui d’allo-
cation optimale de distorsion, en utilisant la me´thode des multiplicateurs de Lagrange, cela revient
a` minimiser pour le sche´ma en sous-bandes dont la formule de la distorsion est donne´e par l’e´quation
(1.7) l’expression suivante :
L = 1
NP
N∑
i=1
M∑
m=1
P∑
`=1
pimR
(m)
i,` + µ
[
1
NP
M∑
m=1
N∑
i=1
P∑
`=1
pimwmw
(m)
i,` D
(m)
i,` −D
]
(2.1)
par rapport aux distorsions D(m)i,` et aux de´bits R
(m)
i,` ou` µ est le multiplicateur de Lagrange a`
de´terminer et D une distorsion cible fixe´e. En effet, pour une transformation spectrale donne´e, les
w
(m)
i,` = ‖A(m)−1eP (i−1)+`‖2 deviennent des constantes et sont facilement calculables. Par ailleurs
il est bien connu d’apre`s la the´orie de l’information, que pour de faibles distorsions (haut de´bit),
le de´bit de codage [31] dans chaque sous bande Y(m)i,` (nous supposons que la loi de probabilite´
est la meˆme pour tous les coefficients d’ondelette dans une sous-bande d’une composante et nous
appelons Y (m)i,` la variable ale´atoire qui mode´lise ces coefficients) est donne´ par : R
(m)
i,` ' H(Y (m)i,` )−
1
2 log2[cD
(m)
i,` ] ou` H(Y
(m)
i,` ) est l’entropie diffe´rentielle de Y
(m)
i,` de´finie avec le logarithme a` base
deux et c une constante re´elle, qui dans le cas d’une quantification scalaire uniforme vaut c = 12.
Ce de´bit repre´sente le de´bit optimal de codage asymptotique sous l’hypothe`se que les coefficients
d’ondelette dans une sous-bande sont i.i.d (inde´pendants et identiquement distribue´s). Le proble`me
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de minimisation consiste de`s lors a` minimiser :
L = − 1
NP
N∑
i=1
M∑
m=1
P∑
`=1
pim
1
2
log2(D
(m)
i,` ) + µ(
1
NP
M∑
m=1
N∑
i=1
P∑
`=1
pimwmw
(m)
i,` D
(m)
i,` −D)
par rapport aux distorsions D(m)i,` et a` µ. Pour minimiser cette expression, nous calculons les de´rive´es
partielles par rapport aux D(m)i,` et a` µ et nous obtenons :
∂L
∂D
(m)
i,`
= − 1
NP
pim
1
2 log(2)D(m)i,`
+ µ
1
NP
pimwmw
(m)
i,` ;
∂L
∂µ
=
1
NP
M∑
m=1
N∑
i=1
P∑
`=1
pimwmw
(m)
i,` D
(m)
i,` −D
et en annulant ces de´rive´es partielles, l’optimum est atteint lorsque la distorsion de chaque sous-
bande de chacune des composantes est calcule´e selon l’expression :
D
(m)
i,`,opt =
D
wmw
(m)
i,`
et µopt =
1
2D log(2)
(2.2)
Cette dernie`re e´quation est tre`s inte´ressante car dans [31], il est de´montre´ que la distorsion s’es-
time en fonction du pas de quantification q(m)i,` du quantificateur de la m
e`me sous-bande de la ie`me
composante du `e`me bloc a` faibles distorsions par : D(m)i,` ' [q(m)i,` ]2/12, ainsi, pour une distor-
sion cible donne´e, nous pouvons calculer les pas de quantification optimaux a` appliquer a` chaque
quantificateur apre`s les transformations spatiales et spectrales.
Remarque :Les de´finitions des gains de codage ge´ne´ralise´s restent identiques pour les diffe´rents
sche´mas de compression de´finis au premier chapitre. La formule de la distorsion est diffe´rente pour
chaque type de sche´ma, ce qui a une influence sur le calcul de l’allocation optimale asymptotique
de bits. Nous avons choisi de de´velopper les formules d’allocation asymptotique du sche´ma mixte
en sous-bandes qui est un sche´ma ge´ne´ral, la me´thode est la meˆme pour les autres sche´mas de
compression de´crits au chapitre pre´ce´dent. Il est a` souligner ici que les de´finitions du gain de
codage ne de´pendent pas de P dans le cas du sche´ma mixte en sous-bandes, elles restent identiques
∀ P . Cependant l’estimation de la formule de la distorsion elle de´pend de P et des hypothe`ses
qui ont e´te´ formule´es pre´ce´demment pour ce dernier sche´ma. Notons toutefois que pour le cas P
quelconque du sche´ma mixte en sous-bandes, il a e´te´ de´montre´ dans le chapitre pre´ce´dent qu’il est
possible d’exprimer la distorsion globale moyenne en fonction des distorsions des sous-bandes apre`s
transformations sous certaines hypothe`ses, c’est ce que re´sume l’e´quation (1.6). Le sche´ma en sous-
bandes peut encore eˆtre vu comme un cas particulier du sche´ma mixte en sous-bandes avec P = 1.
D’autre part, pour le sche´ma mixte en sous-bandes, si l’ondelette 9/7 de Daubechies est utilise´e
(elle est quasi orthogonale), et que les transformations spectrales A(m) sont toutes orthogonales,
l’allocation optimale de bits est atteinte lorsque la distorsion de chaque sous-bande par composante
est prise comme D(m)i,l,opt =
D
wm
car dans ce cas, les coefficients de ponde´rations w(m)i,l = 1. Enfin,
toujours pour le sche´ma mixte en sous-bandes, si de plus la TOD est orthogonale cas de l’ondelette
de Haar par exemple, alors D(m)i,l,opt = D, c’est-a`-dire que la distorsion devient la meˆme pour toutes
les sous-bandes des diffe´rentes composantes.
2.3 Allocation optimale de bits a` bas de´bit
Les formules d’allocations optimales de la section 2.2 ne sont valables qu’a` faibles distorsions.
Pour e´valuer les gains de codage ge´ne´ralise´s a` bas de´bits, nous utiliserons l’algorithme bien connu
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d’allocation optimale de Shoham et Gersho qui est de´crit dans [69]. Pour appliquer cet algorithme,
nous avons besoin d’une formule d’approximation de la distorsion ainsi qu’une formule d’approxi-
mation du de´bit en fonction de la distorsion et du de´bit des diffe´rentes sous-bandes de chaque
composante.
Les formules d’approximation de la distorsion e´tablies au premier chapitre de cette partie comme
nous le ve´rifierons dans le prochain chapitre, sont tre`s bonnes et restent valables aussi bien a`
hauts de´bits qu’a` bas de´bits. Celle du de´bit est somme toute un peu plus triviale car s’exprimant
comme une somme ponde´re´e des de´bits des diffe´rentes sous bandes. L’algorithme de Shoham et
Gersho prend en entre´e un ensemble fini de points de´bit distorsion de chacune des sous-bandes
apre`s transformations, une formule d’approximation de la distorsion et du de´bit en fonction des
valeurs de ces points, ainsi qu’une valeur cible de de´bit ou de distorsion. Cet algorithme donne
en sortie, le point de´bit distorsion optimal a` prendre pour chaque sous-bande, pour atteindre le
de´bit ou la distorsion cible en se servant des multiplicateurs de Lagrange. En effet, le proble`me
d’allocation optimale de bits e´tant un proble`me de minimisation sous contrainte, ce proble`me est
ramene´ a` un proble`me de minimisation sans contrainte en utilisant un multiplicateur de Lagrange.
La particularite´ de cet algorithme est qu’il permet, d’une fac¸on simple et efficace, de trouver aussi
bien la valeur optimale du parame`tre lagrangien que celles des points de´bit distorsion permettant de
re´soudre le proble`me d’allocation optimale de bits pour un de´bit ou une distorsion cible donne´, et ce
dans un ensemble fini d’e´le´ments. Des informations sur la the´orie des multiplicateurs de Lagrange
ge´ne´ralise´s au cas de donne´es discre`tes se trouvent dans la publication d’Everett [29].
2.4 Transformations optimisant le gain de codage a` faible distor-
sion
2.4.1 Cas simplifie´
Soit X, un vecteur ale´atoire constitue´ de N composantes, et A une transformation line´aire
inversible qui transforme X en Y par Y = AX. Supposons que l’on veuille faire un codage se´pare´
des composantes de Y apre`s quantification, on aimerait savoir quelle transformation maximise le
gain de codage ge´ne´ralise´ ci-dessus de´fini dans un sche´ma de compression un peu plus simple. La
re´ponse a` cette question a e´te´ clairement donne´e dans [51]. Dans ce rapport, nous ne reprenons
pas les de´veloppements re´alise´es dans cet article, nous faisons juste un re´sume´ succinct des e´tapes
importantes qui permettent d’aboutir aux re´sultats obtenus.
L’hypothe`se de quantifications a` haute re´solution ou faible distorsion est faite a` ce niveau. Et
dans ce cas, pour une quantification scalaire uniforme d’une variable ale´atoire X, le de´bit s’estime
comme e´nonce´ ci-haut en utilisant la formule de Bennett par :
H(X)− 1
2
log2(cD)
avec H(X) l’entropie diffe´rentielle de la variable ale´atoire X, D la distorsion introduite du fait de
la quantification et qui est faible, et c e´tant une constante qui vaut 12. Ainsi, la longueur moyenne
asymptotique de codage vaut :
1
N
N∑
i=1
[H(Yi)− 12 log2(cDi)]
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ou` H(Yi) est l’entropie diffe´rentielle de Yi, et Di est la distorsion associe´e a` la quantification faite
sur Yi. La distorsion qui nous inte´resse n’est pas celle sur les coefficients transforme´s entre Y et
Yq, mais plutoˆt celle qui existe entre le vecteur original X et celui reconstitue´ X̂. L’erreur de
reconstruction peut eˆtre obtenue par :
X̂−X = A−1[Yq −Y] (2.3)
En admettant que l’hypothe`se H1 qui a e´te´ e´nonce´e et justifie´e au chapitre pre´ce´dent soient vraie,
c’est-a`-dire que les composantes du bruit de quantification sur Y sont de´corre´le´es et de moyennes
nulles, la distorsion globale moyenne sur X s’exprime alors comme suit :
Dglo =
1
N
N∑
j=1
wjDj
avec wj =
∑N
i=1(A
−1)2ij et, Dj est la distorsion moyenne sur la j
e`me composante de Yq −Y.
Le proble`me du gain de codage se pose alors de la fac¸on suivante. E´tant donne´ une distorsion
globale moyenne D, comment re´partir cette distorsion de telle sorte que la longueur moyenne de
codage
N∑
i=1
[H(Yi)− 12 log2(cDi)]
soit minimale sous la contrainte que Dglo ≤ D, ou` Dglo est la distorsion globale moyenne effective
obtenue entre le vecteur original et celui reconstitue´. La re´partition ici se fait par rapport aux
Di, (1 ≤ i ≤ N), et par rapport a` la transformation A. En d’autres termes, quelle est la transfor-
mation A qui permet de minimiser cette dernie`re e´quation sous la contrainte ci-dessus. Dans [51],
il est de´montre´ que pour A fixe´e cette minimisation conduit a` prendre Di = D/wi et le proble`me
se rame`ne donc a` la minimisation sans contrainte du crite`re :
C(A) =
N∑
i=1
[H(Yi) +
1
2
log2(wi)]
Il est facile de remarquer que wi est le ie`me terme diagonal de la matrice A−TA−1, ce qui permet
d’e´crire le crite`re pre´ce´dent comme :
C(A) =
N∑
i=1
H(Yi) +
1
2
log2 det diag(A
−TA−1) (2.4)
ou` diag est l’ope´rateur qui construit une matrice diagonale a` partir des termes diagonaux de la
matrice qui lui est passe´e en argument. Ce crite`re peut encore se mettre sous la forme C(A) =
CACI(A)+Q ou` CACI(A) =
∑N
i=1H(Yi)− log2 detA est le crite`re utilise´ pour re´soudre le proble`me
d’ACI en prenant l’information mutuelle comme crite`re a` minimiser, et Q = 12 log2
det diag(A−TA−1)
det(A−TA−1)
est un terme re´el toujours positif ou nul [51] [52]. Il est nul si et seulement si la matrice A est ortho-
gonale (en fait, il faut et il suffit que les vecteurs colonne de la matrice soient 2 a` 2 orthogonaux).
Dans [51] [52], un algorithme GCGsup que nous appellerons Ica opt et qui permet de trouver ladite
transformation A minimisant ce crite`re est de´crit. Il est e´galement de´taille´ un algorithme Ica orth
permettant de trouver la transformation A qui minimise ce crite`re sous la contrainte Q = 0. Nous
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garderons le meˆme nom pour ce dernier. L’article [51] est joint dans l’Annexe3. Notons tout de
meˆme que ces algorithmes sont obtenus en utilisant une me´thode de type Newton, qui ne´cessite le
calcul du gradient et une approximation du hessien a` chaque ite´ration. Les formules explicites du
gradient et du hessien du crite`re dans les deux cas, sont donne´es et explique´es dans [51] [52].
2.4.2 Cas du sche´ma en sous-bandes
Pour ce qui est du sche´ma de compression en sous-bandes qui a e´te´ explicite´ dans la sous-section
1.1.3, le proble`me du gain de codage se pose comme suit : soit D une distorsion globale moyenne
fixe´, comment re´partir cette distorsion entre les sous-bandes Yq(m) (1 ≤ m ≤M) de telle sorte que
la longueur moyenne de codage asymptotique
R =
1
N
N∑
i=1
M∑
m=1
pim[H(Y
(m)
i )−
1
2
log2(cD
(m)
i )] (2.5)
soit minimale sous la contrainte que Dglo ≤ D, ou` Dglo est la distorsion globale moyenne effective
obtenue entre l’image originale et celle reconstitue´e. En se servant de la formule d’approximation
de la distorsion de l’e´quation (1.7) et des re´sultats obtenus dans la section 2.2, nous de´duisons
que la re´solution asymptotique de ce proble`me de minimisation sous contrainte consiste a` prendre
D
(m)
i,opt = D/wmw
(m)
i . Et dans ce cas, la longueur moyenne de codage asymptotique devient alors :
R =
M∑
m=1
pim
[
1
N
N∑
i=1
{
H(Y (m)i ) +
1
2
log2w
(m)
i
}
+
1
2
log2wm
]
− 1
2
log2(cD) (2.6)
L’ondelette e´tant fixe´e (ici la 9/7 de Daubechies), le proble`me de la compression pour le sche´ma
en sous-bandes revient donc a` rechercher de fac¸on inde´pendante les M transformations spectrales
A(m) qui minimisent chacune le crite`re
N∑
i=1
[H(Y (m)i ) +
1
2
log2(w
(m)
i )]
avec w(m)i =
∑N
i=1(A
−1(m))2ij . Ce qui revient pour une sous-bande Y
(m) a` rechercher la transfor-
mation qui minimise le meˆme crite`re que celui de l’e´quation (2.4). Ainsi, la transformation obtenue
par l’algorithme Ica opt, applique´e sur chaque sous-bande Y(m), permet de maximiser le gain de
codage ge´ne´ralise´ a` faible distorsion du sche´ma en sous-bandes. De la meˆme fac¸on et en se servant
de ce qui pre´ce`de, nous pouvons conclure que la transformation obtenue par l’algorithme Ica orth,
applique´e sur chaque sous-bande Y(m), est la transformation orthogonale qui permet de maximiser
le gain de codage ge´ne´ralise´ a` faible distorsion du sche´ma en sous-bandes.
Discussion 1 : La formule d’approximation de la distorsion du sche´ma en sous-bandes comme
nous l’avons vue est valide sous l’hypothe`se H1. Pour le sche´ma mixte en sous-bandes, la formule
d’approximation de la distorsion a e´te´ e´tablie sous les hypothe`ses H1 et H2. Sous ces hypothe`ses, il
devient simple, en utilisant un raisonnement identique a` celui du sche´ma en sous-bandes, d’arriver
a` la meˆme conclusion, c’est-a`-dire que la transformation obtenue par l’algorithme Ica opt, appli-
que´e sur chaque sous-bande per(Y(m)), permet de maximiser le gain de codage ge´ne´ralise´ a` faible
distorsion du sche´ma mixte en sous-bandes.
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2.4.3 Cas du sche´ma se´parable
Pour le sche´ma se´parable, il est important de distinguer les deux cas, le cas ou` la transformation
spectrale s’adapte aux coefficients d’ondelette et le cas ou` elle s’adapte a` l’image brute. Dans ce
dernier cas, posons Z = AX ou` X est l’image originale et A la transformation spectrale. Pour ce
cas, ne disposant que de l’image brute, nous ne pouvons que minimiser le crite`re
N∑
i=1
[H(Zi) +
1
2
log2(wi)]
ou` Zi est la ie`me composante de Z. Cela revient a` chercher une transformation optimisant le gain de
codage dans un sche´ma de compression ou` la TOD n’intervient pas, et a` utiliser la transformation
trouve´e dans le sche´ma de compression se´parable avec adaptation dans l’espace image. Ce qui peut
se justifie dans le cas ou` l’effet de la TOD est tre`s faible. Dans le premier cas cite´, si nous minimisons
toujours le crite`re ci-dessus de´fini, mais cette fois-ci sur les composantes de Y = A(XWT ). Cela re-
vient a` ignorer la partition de ces coefficients en sous-bandes et de conside´rer qu’ils sont homoge`nes,
c’est-a`-dire que la distribution dans les diffe´rentes sous-bandes est la meˆme. Ce crite`re correspond
donc a` un sche´ma de compression ou` l’on quantifie et l’on code les coefficients d’ondelette d’une
composante de la meˆme fac¸on sans tenir compte de leur appartenance a` une sous-bande. Dans les
deux cas, en proce´dant de cette manie`re, le crite`re minimise´ n’est pas celui qui optimise le gain de
codage ge´ne´ralise´ a` faibles distorsions.
Pour maximiser le gain de codage ge´ne´ralise´ a` haute re´solution, nous devons minimiser pour
une distorsion cible donne´e Dc la longueur moyenne de codage
1
N
N∑
i=1
M∑
m=1
pim[H(Y
(m)
i )−
1
2
log2(cD
(m)
i )]
sous la contrainte que la distorsion
1
N
M∑
m=1
N∑
i=1
pimwmwiD
(m)
i ≤ Dc
Proposition 2.4.1 La longueur moyenne de codage devient plus courte en codant se´pare´ment les
sous-bandes des diffe´rentes composantes. En effet, nous avons :
H(Yi) ≥
M∑
m=1
pimH(Y
(m)
i )
avec e´galite´ si et seulement si la distribution de Yi est la meˆme dans chaque sous-bande.
Preuve : Introduisons la variable ale´atoire J indiquant la sous-bande m a` laquelle appartient
un coefficient quelconque Yi de Yi. Nous savons d’une part que l’entropie de Yi conditionnellement
a` J = m est donne´e par :
H(Y (m)i ) = −
∫
f(Yi = y|J = m) log2 f(Yi = y|J = m)dy
et d’autre part que
∑M
m=1 pimH(Y
(m)
i ) = H(Yi|J) est l’entropie de Yi sachant J . Or d’apre`s la
the´orie de l’information [27], il est de´montre´ que
40
H(Yi|J) = H(Yi, J)−H(J)
et par conse´quent H(Yi) −H(Yi|J) = H(Yi) +H(J) −H(Yi, J) = I(Yi;J) constitue l’information
mutuelle entre Yi et J qui est toujours positive ou nulle. Ainsi H(Yi) ≥ H(Yi|J) avec l’e´galite´ si et
seulement si Yi et J sont inde´pendants, c’est-a`-dire que la loi de Yi sachant J = m ne de´pend pas
de m, d’ou` la preuve. 
Dans le cas du sche´ma se´parable avec adaptation sur l’espace ondelette, la transformation
spectrale A est applique´e et adapte´e a` toutes les sous-bandes apre`s la TOD. L’allocation optimale
de bits pour A fixe´e (en se re´fe´rant a` ce qui a e´te´ fait dans la sous-section 2.2) conduit a` log2D
(m)
i =
− log2(A−TA−1)ii plus un terme constant inde´pendant de A. Ainsi, en utilisant les transformations
retourne´es par les algorithmes Ica opt et Ica orth dans ce sche´ma, le crite`re minimise´ n’est pas la
longueur de codage asymptotiquement atteignable, mais une borne supe´rieure de celle-ci comme
nous le montre la proposition 2.4.1. Le sche´ma se´parable avec adaptation dans le domaine image
est inte´ressant dans la mesure ou` c’est ce sche´ma qui a e´te´ choisie pour la compression des images
multi-composantes dans la norme JPEG2000, il nous permettra donc de faire une comparaison des
performances par rapport a` ce dernier. Disposant des algorithmes Ica opt et Ica orth, nous nous
sommes propose´s d’e´valuer leurs performances dans le cas du sche´ma se´parable.
Proposition 2.4.2 Dans le cas du sche´ma se´parable, si la transformation spectrale est la TKL
et que la TOD utilise´e est orthogonale, le re´sultat obtenu Y = AXWT est identique quelque soit
l’espace d’adaptation choisi.
Preuve
En effet, dans le cas ou` la base d’ondelette est orthogonale :
〈Xi,Xj〉 = 〈(XWT )i, (XWT )j〉 =
M∑
m=1
〈(XWT )(m)i , (XWT )(m)j 〉
ou` 〈, 〉 de´signe le produit scalaire. Donc si on ne centre pas les variables, faire la TKL avant ou apre`s
la TOD (orthogonale) aboutit a` la meˆme transformation spectrale. En pratique, les variables sont
centre´es et nous devons conside´rer la matrice de terme ge´ne´ral 〈Xi − µi1,Xj − µj1〉, ou` µi de´signe
la moyenne arithme´tique de la composante de Xi et 1 est le vecteur ligne ne comportant que des
1. Or 1WT est nul partout sauf sur la sous-bande de plus basse fre´quence (que nous appellerons
sous-bande m = 1 pour fixer les ide´es) ou` il vaut α. Par suite nous avons
〈Xi − µi1,Xj − µj1〉 = 〈(XWT )(1)i − αµi1, (XWT )(1)j − αµj1〉+
M∑
m=2
〈(XWT )(m)i , (XWT )(m)j 〉
Mais nous savons que
0 = 〈Xi − µi1,1〉 = 〈(XWT )(1)i − αµi1,1〉
et donc αµi doit eˆtre e´gal a` la moyenne arithme´tique du vecteur ligne (XWT )
(1)
i . Ainsi, faire la
TKL sur l’image initiale X conduirait a` la meˆme matrice de transformation que faire la TKL
sur XWT a` condition que la moyenne arithme´tique des sous-bandes (XWT )(m), m > 1 soit le
vecteur nul. En d’autres termes, cette dernie`re condition revient tout simplement a` dire que la
moyenne arithme´tique du vecteur ligne (XWT )(m)i est nulle pour m > 1. Parisot [56] a utilise´
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une mode´lisation ou` il suppose effectivement que les sous-bandes (excepte´ la sous-bande basse
fre´quence) apre`s une TOD ont une moyenne arithme´tique nulle. Ce n’est pas vrai en ge´ne´ral, mais
c’est approximativement vrai, car l’espe´rance mathe´matique de (XWT )(m) est nulle pour m > 1.
Pour voir cela, il suffit de remarquer que (XWT )(m) = [(X−µ1)WT ](m) pour tout vecteur colonne
constant µ et donc pour le cas particulier ou` µ est le vecteur des moyennes de X (qui ne de´pend
pas de l’indice des pixels), nous obtenons le re´sultat. Ce qui parache`ve la de´monstration de cette
proposition. 
2.4.4 Complexite´ algorithmique de Ica opt et Ica orth
Les algorithmes de minimisation permettant d’obtenir Ica opt et Ica orth sont des algorithmes
ite´ratifs de descente de type Quasi-Newton. Ils ne´cessitent a` chaque ite´ration le calcul du crite`re,
celui du gradient ainsi que celui de l’hessien. Pour avoir un ordre d’ide´e de leur complexite´ al-
gorithmique, nous allons e´valuer d’une fac¸on assez sommaire, la complexite´ algorithmique de ces
entite´s. Les de´tails sur le calcul du gradient et de l’hessien des crite`res a` minimiser pour obtenir
ce algorithmes se trouvent dans [51] [52]. Rappelons que l’article [51] est joint en Annexe3 dans sa
version originale.
Soient N le nombre de composantes du signal original X et L la taille de chacune des compo-
santes deX. Appelons r le nombre de points de discre´tisation ne´cessaire pour le calcul de la fonction
score dont l’algorithme est explicite´ dans [62]. Nous avons en ge´ne´ral r ¿ L et qui est un entier
compris dans l’intervalle [30; 60]. L’estimation de la fonction score des N composantes se fait avec
une complexite´ de l’ordre de O(NrL). L’estimation de l’entropie diffe´rentielle des N composantes
se fait avec une complexite´ algorithmique du meˆme ordre que celle de la fonction score. L’inversion
d’une matrice carre´e A de taille N se fait avec une complexite´ de l’ordre de O(N3). Le calcul
du de´terminant de cette matrice est de l’ordre de O(N3), idem pour le produit de deux matrices
carre´es de taille N . Ainsi l’estimation du crite`re de l’e´quation 2.4 se fait avec une complexite´ en
O(NrL + 2N3). L’estimation du gradient de ce crite`re qui ne´cessite le calcul de la fonction score
est faite avec une complexite´ en O(NrL + N2L). Le hessien, est estime´ avec une complexite´ en
O(NrL + 2N2L). Partant d’un point initial choisi comme solution initiale, nous devons calculer,
le gradient, une approximation du hessien et le crite`re a` chaque ite´ration, puis trouver le pas ide´al
pour faire la mise a` jour du point courant qui devient la solution finale recherche´e lorsqu’une condi-
tion de´finie au de´part est atteinte. En ge´ne´ral, pour passer d’une ite´ration a` une autre nous avons
besoin de calculer ces trois entite´s une seule fois, il arrive pour certaines ite´rations que l’algorithme
aient besoin de les calculer deux ou trois fois. Cela de´pend du pas d’ajustement λ qui est utilise´
pour la mise a` jour de la solution xk = xk−1 − λδx, δx de´pendant du gradient et de l’hessien en
xk−1.
Soient p l’entier repre´sentant le nombre d’ite´rations au bout duquel l’algorithme converge, cet
entier de´pend de la condition initiale mais en ge´ne´ral, nous avons constate´ que l’algorithme converge
au bout de p ∈ [20; 60] ite´rations. Finalement, l’algorithme Ica opt converge vers sa solution avec
une complexite´ en O(3NprL + 2pN3 + 3pN2L). L’algorithme Ica orth a une complexite´ de calcul
similaire a` Ica opt.
Conclusion : Dans ce chapitre, nous avons e´tendu la notion des gains de codage ge´ne´ralise´s
introduites dans [51] aux sche´mas de compression de´fini dans le premier chapitre dans le cadre d’un
codage se´pare´ des composantes. Par la suite, en prenant en exemple le sche´ma mixte en sous-bandes,
nous avons e´value´ les pas de quantification optimaux a` appliquer a` chaque sous-bande de chaque
composante a` haute re´solution. Enfin, nous avons fait un rappel sur les transformations modifie´es a`
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base d’ACI qui ont e´te´ mis a` jour par Narozny [52] [51], et nous avons fait une e´tude simple de leur
complexite´ algorithmique en ayant au pre´alable de´montre´ que ces transformations permettent de
maximiser le gain de codage ge´ne´ralise´ non seulement du sche´ma en sous-bandes, mais aussi celui
du sche´ma mixte en sous-bandes. Par la suite, nous re´alisons une e´tude expe´rimentale pour e´valuer
les gains de codage ge´ne´ralise´s de quelques images multi-composantes.
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Chapitre 3
Evaluation des performances sur
quelques images multi composantes
Disposant d’une base de donne´es constitue´e d’images multi spectrales et hyper spectrales, nous
avons e´value´ les performances des syste`mes de compression qui ont e´te´ de´crits dans le premier cha-
pitre de cette partie. Dans le pre´sent chapitre, nous de´finissons les images multi composantes qui
constituent notre base de donne´es. Apre`s avoir ve´rifie´ la validite´ des formules d’approximation de la
distorsion e´tablies au premier chapitre de cette partie, nous donnons les re´sultats des performances
en termes de courbes de´bit vs PRSB de ces images a` partir des syste`mes de compression que nous
avons de´crits et nous de´duisons les gains de codage ge´ne´ralise´s a` partir de ces courbes. Une com-
paraison des re´sultats obtenus est faite par rapport a` l’e´tat de l’art qui de nos jours est le nouveau
standard de compression d’images JPEG2000. Nous abordons aussi le proble`me de de´registration
et de son impact sur le niveau des performances des transformations utilise´es.
3.1 Description de la base de donne´es d’images
Nous disposons d’une base de donne´es constitue´e d’images multi spectrales dont la plupart nous
ont e´te´ gracieusement fournies par le CNES1 et qui pour certaines, repre´sentent des portions de
villes de France. Nous disposons e´galement de portions d’images de plusieurs villes du monde que
nous avons extraites sous Matlab dans le Toolbox Image. Les images hyper spectrales proviennent
pour certaines du site web de la NASA2 et ont e´te´ obtenues gratuitement, certaines graˆce a` l’apport
du CNES. Les quatre images extraites sous Matlab sont celles de Rio, Paris, Colorado et Tokyo.
Ce sont des images Landsat qui contiennent six composantes mono-chromatiques. Elles ont pour
re´solution NL = NC = 512 et ont une profondeur de 8 bpp. Nous re´sumons les caracte´ristiques de
ces images dans les tableaux 3.1, 3.2 et 3.3.
Outre ces images, nous avons aussi teste´ les performances des syste`mes de compression sur des
images naturelles connues et souvent utilise´es dans la communaute´ de la compression d’image. Il
s’agit des images couleur Lena, Mandrill et Peppers qui sont toutes de taille 512×512 et constitue´es
des trois composantes rouge, vert et bleu.
Les images multi spectrales des villes de Toulouse et Montpellier ont e´te´ de´cale´es de respec-
tivement 0, 2, 0, 35 et 0, 5 pixel par rapport a` l’image de re´fe´rence, nous nous servirons de ces
1Centre National d’Etudes Spatiales de Toulouse
2National Aeronautics and Space Administration
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Nom image
Nombre
composantes
Re´solution
en bpp
Nombre
lignes
Nombre
colonnes
Moissac 4 12 3152 320
Strasbourg 4 12 3272 352
Vannes 4 12 3736 352
Port debouc 4 12 1376 320
Toulouse1 3 8 1024 1024
Toulouse2 3 8 1024 1024
Fort France 6 8 1024 1024
Tab. 3.1 – Images multi spectrales fournies par le CNES
Nom image
Nombre
composantes
Re´solution
en bpp
Nombre
lignes
Nombre
colonnes
Montpellier ref 4 12 2448 296
Toulouse ref 4 12 3672 352
Tab. 3.2 – Images multi spectrales de re´fe´rence fournies par le CNES
Nom image
Nombre
composantes
Re´solution
en bpp
Nombre
lignes
Nombre
colonnes
Hyper 224 16 512 614
Hyper1 224 16 512 614
Hawai 224 12 512 680
Hawai2 224 12 512 680
Maine 224 12 512 680
Maine2 224 12 512 680
Jasper 224 16 512 512
Moffett 224 16 512 512
Cuprite 224 16 512 512
Tab. 3.3 – Images hyperspectrales AVIRIS fournies par la NASA
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images pour e´tudier l’impact de la de´registration et du de´calage des images sur les performances.
Les images de´cale´es ont les meˆmes caracte´ristiques que celles de re´fe´rence a` savoir : meˆme re´solu-
tion, meˆme profondeur et meˆme nombre de composantes. Ces images sont des simulations d’images
PLEIADES3. Les images Toulouse1 et Toulouse2 quant a` elles sont des images SPOT54.
Les images hyper spectrales AVIRIS5 sont ge´ne´ralement de dimensions 224×614×512. Certaines
ont e´te´ tronque´es en 224× 512× 512 (Jasper, Moffett et Cuprite) pour permettre une comparaison
des performances avec les autres partenaires travaillant dans le cadre du projet ACI2M dont fait
partie cette the`se. Les autres images hyper spectrales utilise´es sont constitue´es de 224 bandes
spectrales, chacune ayant une re´solution de 680 × 512 et une amplitude de 12 bpp. En Annexe2,
nous illustrons une composante de quelques-unes de ces images. Soulignons que seuls les re´sultats
des images hyper-spectrales de Moffett, Jasper et Cuprite seront pre´sente´s dans ce rapport, les
simulations n’ayant pas e´te´ re´alise´es d’une fac¸on comple`te pour les autres images.
3.2 Validation des formules d’approximation de la distorsion
Pour e´valuer la validite´ des formules d’approximation de la distorsion que nous avons obte-
nues au premier chapitre, nous avons re´alise´ la simulation simple suivante : apre`s avoir applique´ la
transformation (spatiale et spectrale) sur l’image, nous affectons a` chaque sous-bande de chaque
composante, un pas de quantification de fac¸on ale´atoire, mais de manie`re a` rester sous les hypothe`ses
hautes re´solutions (distorsions relativement faibles). Puis nous e´valuons d’une part la distorsion,
en la calculant graˆce aux formules d’approximations par rapport aux distorsions des sous-bandes
des diffe´rentes composantes, et d’autre part, nous e´valuons la distorsion re´elle en appliquant les
transformations inverses et en reconstruisant une image approche´e. Appelons Dreel la distorsion
re´elle ainsi obtenue et Dapp la distorsion obtenue en utilisant la formule d’approximation. Le PRSB
est ensuite obtenu a` partir de la distorsion re´elle, et nous appelons distorsion relative, le rapport
Dr =
Dapp
Dreel
. En faisant plusieurs tirages ale´atoires pour diffe´rents pas de quantification, nous obte-
nons un ensemble de points pour Dreel et Dapp, ce qui nous permet de tracer le nuage de points Dr
en fonction du PRSB.
Nous avons choisi sans aucune raison particulie`re, de pre´senter les re´sultats obtenus avec l’image
de Vannes pour les diffe´rents cas suivant :
– Le schema se´parable .
– Le sche´ma en sous-bandes.
– Le sche´ma mixte en sous-bandes avec P = 4.
Les transformations e´tudie´es sont l’identite´, la TKL, Ica orth et Ica opt. Pour chacun des cas, nous
avons mis le nuage de points des diffe´rentes transformations sur une seule figure. L’erreur relative
moyenne pour chacune des transformations s’obtient en calculant la moyenne arithme´tique des
erreurs d’approximation. L’erreur d’approximation ² e´tant ici de´finie par ² = |1−Dr|. En effet, la
valeur ide´ale de la distorsion relative vaut 1 c’est-a`-dire lorsque l’approximation de la distorsion
coincide avec la distorsion re´elle.
3http ://smsc.cnes.fr/PLEIADES/Fr/
4http ://smsc.cnes.fr/SPOT/Fr/
5http ://aviris.jpl.nasa.gov/html/aviris.freedata.html
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Fig. 3.1 – Distorsion relative en fonction du PRSB de l’image Vannes : cas du sche´ma en sous-bandes
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Fig. 3.2 – Distorsion relative en fonction du PRSB de l’image Vannes : cas du sche´ma se´parable
avec adaptation dans l’espace ondelette
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Fig. 3.4 – Distorsion relative en fonction du PRSB de l’image Vannes : cas du sche´ma mixte en
sous-bandes avec P = 4
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En observant les diffe´rentes figures 3.1 a` 3.4, on se rend compte que la formule d’approxima-
tion permet d’avoir une tre`s bonne estimation de la distorsion : l’erreur moyenne d’approximation
dans les diffe´rents cas de figure reste sensiblement tre`s faible. Ces formules d’approximation de la
distorsion permettent de valider le fait que la transforme´e en ondelette utilise´e, a` savoir la 9/7 de
Daubechies, est quasi orthogonale dans la mesure ou` cette hypothe`se est faite pour estimer la distor-
sion en utilisant ces formules dans le cas du sche´ma mixte en sous-bandes. Par conse´quent, il devient
le´gitime d’utiliser ces formules d’approximation pour avoir une bonne estimation de la distorsion
lors de la phase d’allocation optimale de bits. Par la suite, en utilisant ces formules d’approximation,
nous e´valuons les performances des diffe´rents sche´mas de compression de´finis au premier chapitre et
nous en de´duisons les gains de codage ge´ne´ralise´s associe´s aux diffe´rentes transformations e´tudie´es.
3.3 E´valuation des gains de codage ge´ne´ralise´s
Nous avons e´value´ les gains de codage ge´ne´ralise´s des images multi-spectrales pour le sche´ma
de compression se´parable, le sche´ma en sous-bandes et le sche´ma mixte en sous-bandes. Les trans-
formations spectrales e´tudie´es ici sont Ica opt, Ica orth et la TKL. Comme transformation de
re´fe´rence, nous avons choisi d’une part la transformation Identite´, et d’autre part la TKL dont les
performances sont compare´es avec celles des nouvelles transformations a` base d’ACI.
Pour le cas particulier des images hyper-spectrales qui sont constitue´es de 224 bandes spectrales,
pour des proble`mes lie´s a` la complexite´ de calcul, nous avons dans certains cas, subdivise´ l’image
en blocs de taille N1 = 20 ou N1 = 45 sur le plan spectral6, puis nous avons e´value´ les courbes
de´bit distorsion sur chaque bloc, avant de moyenner sur les diffe´rents blocs pour avoir la courbe
debit distorsion globale de l’image. Pour le cas N1 = 20, le dernier bloc contient N2 = 24 bandes
spectrales. Pour le cas N1 = 45, le dernier bloc contient N2 = 44 bandes spectrales. Soit Rc(k),
(1 ≤ k ≤ K) un ensemble fini de de´bits fixe´s, et Nb le nombre de blocs de l’image qui a e´te´ de´coupe´e
sur le plan spectral. Notons (Rc(k), Di(k)) les points de la courbe de´bit distorsion du ie`me bloc de
l’image hyper spectrale, les images e´tant de´coupe´es en blocs sur le plan spectral. La courbe de´bit vs
distorsion globale de l’image hyper-spectrale peut eˆtre obtenue par les points (Rc(k), Dg(k)), avec
Dg(k) =
∑
i
αiDi(k) (3.1)
ou` αi = Ni/N , N e´tant le nombre total de bandes spectrales de l’image, et Ni e´tant le nombre
de bandes spectrales du ie`me bloc. Cette me´thode utilisant une moyenne ponde´re´e pour avoir la
distorsion globale est loin d’etre optimale dans la mesure ou` la plage des valeurs des de´bits Rc(k)
varie conside´rablement d’un bloc a` un autre, les e´carts se situant entre les valeurs les plus basses
et les plus hautes. Cela e´tant du au fait que les diffe´rents blocs ont des caracte´ristiques diffe´rentes
aussi bien en terme d’e´nergie qu’en termes de de´tails contenus dans les composantes d’un bloc.
Dans [9] nous avons pre´sente´ des re´sultats utilisant cette me´thode d’allocation pour obtenir la courbe
de´bit vs PRSB finale des images hyper-spectrales Hyper et Hyper1. Dans cet article, l’allocation
optimale de de´bit est faite pour tous les de´bits en utilisant les approximations asymptotiques qui
peuvent eˆtre mises en de´faut lorsque l’on s’inte´resse a` des faibles de´bits. Une autre me´thode tre`s
inte´ressante consiste a` utiliser l’algorithme de Shoham et Gersho [69] qui est une me´thode utilisant
des multiplicateurs lagrangiens sur un ensemble fini de points. Disposant des points (Rc(k), Di(k))
6Pour les images hyper spectrales, un bloc de´signe un groupe de N1 bandes spectrales contigue¨s et n’a donc rien
a` voir avec le de´coupage par blocs de P coefficients dans une composante.
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de chaque bloc de l’image hyper-spectrale, nous appliquons l’algorithme de Shoham et Gersho sur
cet ensemble fini de points, en utilisant la formule de l’e´quation (3.1) pour la distorsion globale
moyenne. Le debit global moyen lui est estime´ par la formule suivante
Rg(k) =
∑
i
αiRi(k) (3.2)
ou` Ri(k) est le de´bit du ie`me bloc de l’image de´coupe´e en bloc sur son axe spectral. C’est cette
dernie`re me´thode que nous avons retenue pour obtenir la courbe de´bit vs distorsion globale d’une
image hyper-spectrale, les re´sultats des simulations qui seront pre´sente´s ont e´te´ obtenues suivant
cette me´thode.
Pour la partie codage, nous avons dans un premier temps utilise´ un estimateur de l’entropie
d’ordre 1 pour calculer le de´bit, puis nous avons utilise´ le VM9 (Verification Model version 9)
de´crit dans [43] et qui utilise le codeur EBCOT de JPEG2000. L’utilisation d’un estimateur de
l’entropie d’ordre 1 pour avoir le de´bit se justifie par le fait que des codeurs simples comme le
codeur de Huffman ou encore le codeur arithme´tique qui offre des performances meilleures que le
premier cite´, permettent d’atteindre des performances (en terme de de´bit obtenu apre`s le codage)
tre`s proches de cette estimation. Dans l’annexe2, nous explicitons le calcul de cet entropie d’ordre
1 pour une image. Afin de mieux illustrer les re´sultats, notamment les gains de codage ge´ne´ralise´s,
nous trac¸ons d’abord pour une image donne´e, les courbes de´bit vs distorsion et de´bit vs PRSB,
et de cette dernie`re courbe, nous de´duisons les gains de codage ge´ne´ralise´s qui ont e´te´ de´finis
dans le deuxie`me chapitre. Nous montrons ces courbes pour quelques images multi-composantes, et
pour les autres images, les valeurs des points de la courbe de´bit vs PRSB sont re´sume´es dans des
tableaux, pour des de´bits ge´ne´ralement utilise´s dans la communaute´ de la compression des images.
Ces tableaux se trouvent pour la plupart dans l’Annexe1 de ce rapport.
3.3.1 Re´sultats obtenus en utilisant un estimateur de l’entropie
Nous avons choisi de pre´senter les re´sultats en termes de courbe de´bit vs PRSB pour une partie
des images, les re´sultats obtenus sur les autres images sont re´sume´s dans des tableaux re´capitulatifs.
Nous avons choisi de pre´senter sans aucune raison particulie`re les re´sultats pour les images multi-
spectrales de Vannes et Moissac, ainsi que pour les images de re´fe´rences et les images de´cale´es
de Montpellier. Pour ce qui est des images hyper-spectrales, les re´sultats seront pre´sente´s pour
l’image de Jasper notamment pour le cas du sche´ma en sous-bandes. Nous montrons les courbes
de´bit vs PRSB des diffe´rentes transformations e´tudie´es, ainsi que la courbe donnant le gain de
codage ge´ne´ralise´ en fonction du de´bit. Le gain de codage ge´ne´ralise´ est e´value´ par rapport a` la
transformation identite´ prise comme transformation e´talon d’une part sur un premier graphe et
par rapport a` la TKL (prise comme transformation e´talon) d’autre part dans un autre graphe.
Nous pre´sentons les courbes du PRSB en fonction du de´bit d’une part parce qu’elles permettent
d’e´valuer les performances des diffe´rents syste`mes de compression e´tudie´s, et d’autre part, nous
montrons le gain de codage ge´ne´ralise´ pour avoir une ide´e en dB du gain que l’on ferait en utilisant
une transformation spectrale par rapport a` une autre. Notre objectif ici e´tant en partie de comparer
les performances des transformations spectrales a` base d’ACI a` celles de la TKL. Toutefois, comme
nous l’avons de´montre´ au chapitre 2, les transformations obtenues par la algorithmes Ica orth et
Ica opt ne sont pas optimales dans le cas du sche´ma se´parable.
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3.3.1.1 Cas du sche´ma en sous-bandes
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Fig. 3.5 – Courbe de´bit vs PRSB de l’image Moissac : cas du sche´ma en sous-bandes
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Fig. 3.6 – Gain de codage ge´ne´ralise´ de l’image Moissac : cas du sche´ma en sous-bandes
54
0 1 2 3 4 5 6 7 8
30
40
50
60
70
80
90
PS
NR
 
en
 
dB
Debit en bpp
Courbe debit PSNR de multi_vannes pour les differentes transformations étudiées
 
 
Original
KLT
ICA_ORTH
ICA_OPT
Fig. 3.7 – Courbe de´bit vs PRSB de l’image Vannes : cas du sche´ma en sous-bandes
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Fig. 3.8 – Gain de codage ge´ne´ralise´ de l’image Vannes : cas du sche´ma en sous-bandes
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Fig. 3.9 – Courbe de´bit vs PRSB de l’image de re´fe´rence de Montpellier : cas du sche´ma en sous-
bandes
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Fig. 3.10 – Courbe de´bit vs PRSB de Montpellier de´cale´e de 0.2 pixel : cas du sche´ma en sous-
bandes
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Courbe debit PSNR de multi_montpellier_crop_Deca-035 pour les differentes transformations étudiées
 
 
Original
KLT
ICA_ORTH
ICA_OPT
Fig. 3.11 – Courbe de´bit vs PRSB de Montpellier de´cale´e de 0.35 pixel : cas du sche´ma en sous-
bandes
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Fig. 3.12 – Courbe de´bit vs PRSB de Montpellier de´cale´e de 0.5 pixel : cas du sche´ma en sous-
bandes
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Fig. 3.13 – Courbe de´bit vs PRSB de l’image hyper-spectrale Jasper avec N1 = 45, N2 = 44 : cas
du sche´ma en sous-bandes
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Fig. 3.14 – Gain de codage ge´ne´ralise´ de l’image hyper-spectrale Jasper avec N1 = 45, N2 = 44 :
cas du sche´ma en sous-bandes
60
3.3.1.2 Sche´ma mixte en sous-bandes avec P = 4
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Fig. 3.15 – Courbe de´bit vs PRSB de l’image Moissac : cas du sche´ma mixte en sous-bandes avec
P = 4
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Fig. 3.16 – Gain de codage ge´ne´ralise´ de l’image Moissac : cas du sche´ma mixte en sous-bandes
avec P = 4
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Fig. 3.17 – Courbe de´bit vs PRSB de l’image Vannes : cas du sche´ma mixte en sous-bandes avec
P = 4
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Fig. 3.18 – Gain de codage ge´ne´ralise´ de l’image Vannes : cas du sche´ma mixte en sous-bandes avec
P = 4
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3.3.1.3 Schema se´parable avec adaptation sur l’espace ondelette
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Fig. 3.19 – Courbe de´bit vs PRSB de l’image Moissac : cas du sche´ma se´parable avec adaptation
sur l’espace ondelette
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Fig. 3.20 – Gain de codage ge´ne´ralise´ de l’image Moissac : cas du sche´ma se´parable avec adaptation
sur l’espace ondelette
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Fig. 3.21 – Courbe de´bit vs PRSB de l’image Vannes : cas du sche´ma se´parable avec adaptation
sur l’espace ondelette
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Fig. 3.22 – Gain de codage ge´ne´ralise´ de l’image Vannes : cas du sche´ma se´parable avec adaptation
sur l’espace ondelette
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3.3.1.4 Sche´ma se´parable avec adaptation sur l’espace image
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Fig. 3.23 – Courbe de´bit vs PRSB de l’image Moissac : cas du sche´ma se´parable avec adaptation
sur l’espace image
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Fig. 3.24 – Gain de codage ge´ne´ralise´ de l’image Moissac : cas du sche´ma se´parable avec adaptation
sur l’espace image
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Fig. 3.25 – Courbe de´bit vs PRSB de l’image Vannes : cas du sche´ma se´parable avec adaptation
sur l’espace image
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Fig. 3.26 – Gain de codage ge´ne´ralise´ de l’image Vannes : cas du sche´ma se´parable avec adaptation
sur l’espace image
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3.3.2 Re´sultats obtenus en utilisant le VM9
3.3.2.1 cas du sche´ma se´parable avec adaptation sur l’espace image
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Fig. 3.27 – Courbe de´bit vs PRSB de l’image Moissac : sche´ma se´parable avec adaptation dans sur
l’espace image + EBCOT
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Fig. 3.28 – Gain de codage ge´ne´ralise´ de l’image Moissac : sche´ma se´parable avec adaptation sur
l’espace image + EBCOT
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Fig. 3.29 – Courbe de´bit vs PRSB de l’image Vannes : sche´ma se´parable avec adaptation sur
l’espace image + EBCOT
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Fig. 3.30 – Gain de codage ge´ne´ralise´ de l’image Vannes : sche´ma se´parable avec adaptation sur
l’espace image + EBCOT
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3.3.3 Discussion et interpre´tations des re´sultats
3.3.3.1 Sche´ma se´parable
Dans cette partie, nous nous inte´ressons uniquement au cas ou` le de´bit a e´te´ e´value´ en utilisant un
estimateur de l’entropie d’ordre 1. En annexe2, nous avons rappele´ la formule permettant d’estimer
l’entropie d’ordre 1 d’une image. Les valeurs de de´bits que nous donnons dans ces tableaux ont une
pre´cision de ∆d = 0.01 bpp. En effet, nous avons limite´ et tronque´ le nombre de de´cimales a` 2 en
faisant un arrondi au rationnel le plus proche. Cette erreur de pre´cision du de´bit entraˆıne une erreur
de pre´cision sur les valeurs du PRSB correspondant. Il est bien connu [31] qu’a` haute re´solution,
en utilisant une quantification scalaire uniforme comme dans notre cas, un accroissement du de´bit
de 1 bpp provoque un accroissement du PRSB de 6.02 dB. Nous pouvons donc de´duire qu’a` haute
re´solution, le PRSB est donne´ avec une erreur de pre´cision de ∆P = 0.0602 dB. Ces pre´cisions
restent identique dans tous les cas ou` le de´bit est estime´ en utilisant un estimateur de l’entropie
d’ordre 1.
En observant les tableaux correspondants au sche´ma se´parable a` l’annexe1 pour les images
qui ont une profondeur de 8 bpp, nous constatons dans un premier temps et ce qui est somme
toute e´vident que pour la transformation spectrale identite´, les re´sultats obtenus dans le cas du
sche´ma se´parable avec adaptation dans l’espace image sont identiques a` ceux obtenus pour le
sche´ma se´parable avec adaptation dans l’espace ondelette. En effet, dans ces deux cas, lorsque la
transformation spectrale est la transformation identite´, le sche´ma de compression se re´duit juste a`
faire une TOD sur chaque composante. Les images ayant de fortes re´gions d’homoge´ne´ite´ comme
l’image Fort France (que nous appelons image Raw dans les tableaux) permettent d’avoir un PRSB
plus e´leve´ a` de´bit e´gal que les images comme celles de la ville de Toulouse, qui pre´sentent une grande
he´te´roge´ne´ite´ de par la diversite´ de la structure de la ville et de la texture de ces images. Dans le cas
du sche´ma se´parable avec adaptation dans l’espace ondelette, les transformations d’ACI modifie´es
ont en ge´ne´ral des performances meilleures que celles de la TKL et qui varient selon les images.
Dans les tableaux 3.4 et 3.5 nous avons e´value´ le gain de codage ge´ne´ralise´ moyen par rapport a`
la transformation identite´ des images de notre base de donne´es ayant une profondeur de 8 bpp
pour diffe´rents de´bits. Comme nous l’avons de´montre´ dans la section 2.4, les transformations d’ACI
modifie´es ne sont pas optimales dans ce cas dans la mesure ou` elles n’optimisent pas la maximisation
du gain de codage ge´ne´ralise´. C’est ce qui justifie les re´sultats obtenus pour le sche´ma se´parable
avec adaptation dans l’espace image ou` dans certains cas, la TKL a des performances meilleures
que celles des transformations modifie´es d’ACI. Les performances des transformations spectrales
dans le cas du sche´ma se´parable avec adaptation dans l’espace image sont en ge´ne´ral le´ge`rement
meilleures que dans le cas du sche´ma se´parable avec adaptation dans le domaine ondelette a` bas et
moyens de´bits (de´bits ≤ 2 bpp). Ce qui n’est plus le cas a` hauts de´bits ou` les transformations a` base
d’ACI modifie´es ont des performances le´ge`rement meilleures dans le cas du sche´ma se´parable avec
adaptation dans l’espace ondelette. Dans les deux cas, nous notons un gain de codage ge´ne´ralise´
moyen des transformations modifie´es d’ACI par rapport a` la TKL de 0.36 dB pour Ica orth et de
0.41 dB pour Ica opt pour le sche´ma se´parable avec adaptation dans l’espace ondelette. Lorsque
l’adaptation est faite dans l’espace image, ce gain demeure, mais devient infe´rieur a` 0.1 dB, la
moyenne arithme´tique ici e´tant faite sur les de´bits choisis pour la pre´sentation des re´sultats.
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Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Gain TKL 1.80 2.17 2.37 2.48 2.62 2.70 2.68 2.62
Gain Ica orth 2.08 2.51 2.74 2.86 2.98 3.05 3.05 3.01
Gain Ica opt 2.12 2.56 2.79 2.93 3.04 3.10 3.10 3.07
Tab. 3.4 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 8 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette
Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Gain TKL 2.37 2.69 2.86 2.93 2.95 2.93 2.84 2.81
Gain Ica orth 2.40 2.74 2.92 2.99 3.00 3.00 2.94 2.90
Gain Ica opt 2.40 2.75 2.95 3.04 3.05 3.03 2.98 2.93
Tab. 3.5 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 8 bpp du sche´ma se´parable avec adaptation dans l’espace image
Pour les images ayant une profondeur de 12 bpp, nous constatons que le sche´ma se´parable avec
adaptation dans le domaine image semble en moyenne le´ge`rement meilleur que le sche´ma se´parable
avec adaptation dans le domaine ondelette pour la TKL, La diffe´rence de performances atteignant
parfois 1 dB (Image de Moissac a` 0.75 bpp). Les transformations modifie´es a` base d’ACI, bien que
ne minimisant pas vraiment le gain de codage ge´ne´ralise´, permettent ne´anmoins d’avoir de bonnes
performances par rapport a` la TKL, surtout pour le sche´ma se´parable avec adaptation dans le
domaine ondelette ou` le gain de codage de Ica orth et de Ica opt par rapport a` la TKL est a` peu
pre`s de 0.40 dB en moyenne pour tous les de´bits e´tudie´s. Nous constatons que pour les images qui
ont subi un le´ger de´calage par rapport a` l’image de re´fe´rence, les performances sont quasi-identiques
(en terme de debt vs PRSB) lorsqu’aucune transformation spectrale n’est applique´e. Par contre,
les performances des transformations spectrales subissent une de´croissance importante au fur et a`
mesure que le de´calage devient important. Nous constatons une de´croissance moyenne du gain de
codage de 1 dB a` bas et moyens de´bits, et a` hauts de´bits, ce gain de´croˆıt en moyenne de 2 dB.
Pour les deux sche´mas e´tudie´s ici, le gain de codage ge´ne´ralise´ des transformations d’ACI modifie´s
par rapport a` la TKL ne subit pas de variation significative avec le de´calage pour les diffe´rents
de´bits. Ce qui nous fait croire que le de´calage de l’image a une influence sur les performances des
transformations spectrales, et par conse´quent sur le gain de codage par rapport a` la transformation
identite´. Cette influence devient ne´gligeable lorsque l’on s’inte´resse pour ces images (decale´es et
de refe´rence) au gain de codage des transformations modifie´es d’ACI par rapport a` la TKL. Nous
pouvons donc conclure dans ce cas, qu’il est important et ne´cessaire lors des post-traitements au sol,
de pouvoir recaler le images pour qu’elles soient aussi proche que possible de l’image de re´fe´rence
ide´ale. Les tableaux re´capitulatifs du gain de codage ge´ne´ralise´ moyen de ces images pour certains
de´bits sont illustre´s ci-apre`s.
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Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Gain TKL 1.45 1.71 2.05 2.34 2.76 2.98 2.98 2.93 2.89 2.94
Gain Ica orth 1.64 1.99 2.39 2.74 3.20 3.41 3.40 3.35 3.33 3.41
Gain Ica opt 1,.65 2.02 2.43 2.78 3.24 3.45 3.44 3.40 3.40 3.47
Tab. 3.6 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 12 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette
Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Gain TKL 1.82 2.08 2.47 2.79 3.14 3.30 3.27 3.18 3.15 3.18
Gain Ica orth 1.87 2.17 2.58 2.92 3.27 3.41 3.37 3.27 3.26 3.28
Gain Ica opt 1.90 2.22 2.65 3.00 3.36 3.48 3.43 3.34 3.32 3.35
Tab. 3.7 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 12 bpp du sche´ma se´parable avec adaptation dans l’espace image
Les images hyper-spectrales AVIRIS qui ont une profondeur de 16 bpp ont subi des post-
traitements. Ces images ont initialement une profondeur de 12 bpp. C’est l’une des raisons pour
lesquelles nous avons des PRSB e´leve´s meˆme a` 0.25 bpp. Lorsque la transformation spectrale est
applique´e sur les N1 = 224, nous avons a` bas de´bits (de´bits infe´rieurs a` 1 bpp) un accroissement
moyen du PRSB de 2 dB par rapport au de´coupage en blocs (sur l’axe spectral) avec N1 = 20. Ce
qui est sans doute normale dans la mesure ou` la redondance spectrale dans le premier cas cite´ est
diminue´e sur toutes les bandes spectrales, ce qui est sans doute meilleur qu’une diminution par blocs
sur l’axe spectral. Ce cas peut par ailleurs s’ave´rer eˆtre complexe a` mettre en oeuvre car ne´cessitant
de grosses ressources physiques. Le cas de l’image Moffett pour N1 = 224 nous confirme ce que nous
avions de´ja` de´montre´, a` savoir que les transformations modifie´es d’ACI ne maximisent pas dans ce
cas le gain de codage ge´ne´ralise´, ce qui justifie le fait que la TKL ait de meilleures performances en
ge´ne´ral que Ica orth. Les performances de la TKL pour les deux sche´mas se´parables sont semblables
et diffe`rent de moins de 0.1 dB en moyenne en faveur du sche´ma se´parable avec adaptation dans
l’espace image pour tous les de´bits, ce qui justifie d’une certaine fac¸on ce qui a e´te´ de´montre´ au
deuxie`me chapitre a` travers la proposition 2.4.2. La diffe´rence entre les deux sche´mas reste du
meˆme ordre pour les transformations modifie´es d’ACI. Les transformations d’ACI modifie´es ne
permettent pas d’ame´liorer d’une fac¸on significative les performances de la TKL, dans certains
cas, la TKL a des performances meilleures que ces dernie`res, cela provenant du fait que ce n’est
pas exactement le gain de codage ge´ne´ralise´ que ces transformations maximisent. Les tableaux
ci-dessous re´capitulent les gains de codage ge´ne´ralise´s moyens obtenus pour les de´bits choisis.
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 17.46 18.28 17.88 17.52 16.95 16.29 15.19 14.79 14.48 14.21
Gain Ica orth 17.30 18.24 17.85 17.52 16.96 16.30 15.20 14.79 14.47 14.21
Gain Ica opt 17.70 18.46 18.05 17.69 17.11 16.43 15.33 14.92 14.61 14.35
Tab. 3.8 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
hyper-spectrales de 16 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette pour
N1 = 20
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Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 17.72 18.35 17.95 17.58 17.02 16.37 15.26 14.85 14.52 14.28
Gain Ica orth 17.68 18.32 17.91 17.55 17.00 16.35 15.23 14.80 14.48 14.23
Gain Ica opt 17.76 18.40 17.98 17.62 17.06 16.40 15.28 14.86 14.54 14.30
Tab. 3.9 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
hyper-spectrales de 16 bpp du sche´ma se´parable avec adaptation dans l’espace image pour N1 = 20
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 20.84 20.16 19.57 18.91 18.13 17.38 16.28 15.89 15.57 15.40
Gain Ica orth 19.58 19.50 18.96 18.36 17.52 16.70 15.57 15.18 14.91 14.72
Gain Ica opt 20.31 19.89 19.35 18.69 17.85 17.06 15.97 15.59 15.31 15.13
Tab. 3.10 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
hyper-spectrales de 16 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette pour
N1 = 224
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 20.78 20.16 19.58 18.96 18.20 17.47 16.33 15.93 15.60 15.47
Gain Ica orth 20.25 19.71 19.15 18.56 17.84 17.10 15.95 15.53 15.21 15.05
Gain Ica opt 20.90 20.22 19.67 19.02 18.23 17.48 16.34 15.94 15.62 15.48
Tab. 3.11 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
hyper-spectrales de 16 bpp du sche´ma se´parable avec adaptation dans l’espace image pour N1 = 224
Dans tous les cas de figure, nous constatons qu’il est important, voire meˆme primordial, d’ap-
pliquer une transformation spectrale pour avoir de bonnes performances en compression, aussi bien
pour les images multi-spectrales que pour les images hyper-spectrales, le gain de codage des trans-
formations spectrales (TKL, Ica orth et Ica opt) par rapport a` la transformation Identite´ de´passant
parfois les 20 dB.
3.3.3.2 Sche´ma en sous-bandes
Pour les images ayant une profondeur initiale de 8 bpp, les transformations spectrales a` base
d’ACI font tre`s le´ge`rement mieux que la TKL, le gain de codage ge´ne´ralise´ moyen par rapport a`
cette dernie`re e´tant respectivement de l’ordre de 0.047 dB et 0.068 dB pour Ica orth et Ica opt.
Les performances de Ica orth sont tre`s proches de celles de Ica opt, ce qui tend a` montrer que
la transformation optimale qui minimise le gain de codage n’est pas tre`s loin d’eˆtre orthogonale.
Nous constatons dans ce cas, que les performances sont le´ge`rement meilleures que celles du
sche´ma se´parable avec adaptation dans le domaine image aussi bien pour la TKL que pour les
transformations a` base d’ACI, l’ame´lioration moyenne au niveau du PRSB pour un de´bit fixe´
e´tant de l’ordre de 0.36 dB. Le tableau ci-apre`s donne une estimation du gain de codage ge´ne´ralise´
moyen pour diffe´rents de´bits.
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Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Gain TKL 2.53 2.95 3.18 3.31 3.43 3.42 3.33 3.25
Gain Icaorth 2.54 2.98 3.22 3.36 3.49 3.48 3.40 3.31
Gain Icaopt 2.55 2.99 3.23 3.37 3.50 3.50 3.43 3.36
Tab. 3.12 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 8 bpp du sche´ma en sous-bandes
Pour les images de 12 bpp, nous confirmons encore ce que nous avons constate´ pour le sche´ma
se´parable, notamment que les performances des transformations spectrales de´croissent avec le
de´calage, phe´nome`ne que nous observons sur les images de re´fe´rence et les images de´cale´es de
Montpellier et de Toulouse. Les transformations a` base d’ACI permettent d’ame´liorer le´ge`rement
celles de la TKL, l’ame´lioration e´tant plus sensibles a` moyens et hauts de´bits, ou` l’on obtient
parfois des gains de codage ge´ne´ralise´s de l’ordre de 0.5 dB. Pour les de´bits infe´rieurs a` 1 bpp,
ce gain de codage demeure en ge´ne´ral en dec¸a` de 0.1 dB. Le constat fait pour les images de 8
bpp semble ici se ge´ne´raliser, c’est-a`-dire que ce sche´ma ame´liore le´ge`rement les performances du
sche´ma se´parable, notamment celui du sche´ma se´parable avec adaptation dans l’espace image,
l’ame´lioration e´tant plus sensible pour les transformations a` base d’ACI et allant jusqu’a` 0.2 dB
en moyenne. Ce qui est bien normal, dans ce cas les transformations modifie´es a` base d’ACI
permettent effectivement de maximiser le gain de codage ge´ne´ralise´ sur chaque sous-bande.
Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Gain TKL 1.82 2.19 2.60 2.94 3.30 3.43 3.39 3.30 3.26 3.32
Gain Ica orth 1.86 2.28 2.74 3.12 3.53 3.67 3.63 3.54 3.50 3.54
Gain Ica opt 1.88 2.31 2.78 3.16 3.57 3.71 3.68 3.58 3.55 3.59
Tab. 3.13 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 12 bpp du sche´ma en sous-bandes
Pour les images hyper-spectrales, nous constatons d’une part que les performances des trans-
formations spectrales de´croissent lorsque le nombre de bandes spectrales sur lesquelles elles sont
estime´es de´croˆıt (la de´croissance moyenne e´tant de l’ordre de 2 dB a` bas de´bits lorsque l’on passe
de N1 = 224 a` N1 = 20). L’influence de la taille de N1 est mise en exergue ici avec 3 valeurs
diffe´rents et nous confirmons bien que pour un de´bit fixe´, le PRSB de´croˆıt lorsque N1 diminue ce
qui est somme toute normale. D’autre part, malgre´ le fait que les transformations d’ACI modifie´es
aient des performances tre`s proches de celles de la TKL mais le´ge`rement supe´rieures (le gain de
codage ge´ne´ralise´ moyen par rapport a` la TKL e´tant de 0.15 dB), ce sche´ma en sous-bandes per-
met d’avoir des performances meilleures que celles du sche´ma se´parable avec adaptation dans le
domaine image. Cette ame´lioration atteignant parfois 1 dB (image moffett avec N1 = 224 pour la
transformation Ica opt) et de´croissant lorsque le de´bit croit. Ci-apre`s, nous donnons une estimation
du gain de codage ge´ne´ralise´ moyen des images hyper-spectrales a` certains de´bits pour les diffe´rents
cas e´tudie´s.
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Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 21.46 20.58 19.99 19.26 18.46 17.74 16.61 16.22 15.90 15.74
Gain Ica orth 21.64 20.74 20.13 19.37 18.54 17.83 16.70 16.30 16.00 15.84
Gain Ica opt 21.67 20.75 20.15 19.38 18.56 17.84 16.71 16.31 16.01 15.86
Tab. 3.14 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 16 bpp du sche´ma en sous-bandes avec N1 = 224
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 19.89 19.59 19.08 18.54 17.83 17.14 16.03 15.69 15.67 15.42
Gain Ica orth 20.01 19.66 19.16 18.61 17.90 17.20 16.09 15.76 15.74 15.45
Gain Ica opt 20.03 19.68 19.18 18.62 17.91 17.21 16.11 15.77 15.76 15.48
Tab. 3.15 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 16 bpp du sche´ma en sous-bandes avec N1 = 45
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 18.06 18.60 18.17 17.78 17.19 16.51 15.42 15.01 14.70 14.42
Gain Ica orth 18.12 18.65 18.22 17.84 17.24 16.56 15.46 15.05 14.74 14.47
Gain Ica opt 18.14 18.67 18.23 17.85 17.25 16.57 15.47 15.06 14.75 14.48
Tab. 3.16 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 16 bpp du sche´ma en sous-bandes avec N1 = 20
3.3.3.3 Sche´ma mixte en sous-bandes pour P = 4
Le sche´ma mixte en sous-bandes est inte´ressant dans la mesure ou` non seulement il permet de
re´duire la redondance spectrale entre les composantes, mais aussi, il permet de re´duire la redondance
spatiale remanente entre coefficients voisins apre`s la TOD.
Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Gain TKL 2.59 2.90 3.11 3.25 3.36 3.35 3.27 3.18
Gain Ica orth 2.66 2.98 3.21 3.36 3.47 3.46 3.39 3.31
Gain Ica opt 2.69 3.00 3.23 3.38 3.50 3.49 3.42 3.36
Tab. 3.17 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 8 bpp du sche´ma mixte en sous-bandes
Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Gain TKL 2.02 2.45 2.82 3.12 3.47 3.58 3.53 3.45 3.40 3.48
Gain Ica orth 2.11 2.61 3.05 3.39 3.81 3.93 3.89 3.80 3.74 3.82
Gain Ica opt 2.13 2.66 3.12 3.48 3.88 4.02 3.97 3.88 3.83 3.92
Tab. 3.18 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 12 bpp du sche´ma mixte en sous-bandes
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Dans ce cas, nous constatons que meˆme pour la transformation identite´ (ou` l’ame´lioration est
tre`s le´ge`re) les performances des transformations spectrales sont nettement meilleures que dans le
cas du sche´ma en sous-bandes aussi bien pour les images de 8 bpp que pour les autres images. Au
niveau de la transformation identite´, cela s’explique par le fait que le de´bit est estime´ non plus dans
une sous-bande comple`te comme pour le sche´ma en sous-bandes, mais sur chacun des P = 4 blocs
de chacune des sous-bandes. L’ame´lioration des performances des transformations spectrales est
surtout sensible a` bas et a` moyens de´bits et est de l’ordre de 0.5 dB par rapport au sche´ma en sous-
bandes pour les diffe´rentes transformations spectrales e´tudie´s ici. Cependant, le gain de codage
des transformations a` base d’ACI par rapport a` la TKL reste du meˆme ordre pour une image
donne´e en comparaison au sche´ma en sous-bandes, ce qui nous permet de dire que le sche´ma mixte
en sous-bandes permet une ame´lioration globale des performances des transformations spectrales
par rapport au sche´ma en sous-bandes, mais ne permet pas une ame´lioration du gain de codage
ge´ne´ralise´ des transformations a` base d’ACI par rapport a` la TKL.
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 18.01 18.49 17.99 17.59 16.99 16.33 15.22 14.79 14.46 14.20
Gain Ica orth 18.13 18.56 18.04 17.65 17.05 16.38 15.28 14.85 14.53 14.29
Gain Ica opt 18.15 18.57 18.07 17.67 17.06 16.39 15.29 14.87 14.55 14.30
Tab. 3.19 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 16 bpp du sche´ma mixte en sous-bandes avec N1 = 20
3.3.3.4 Sche´ma se´parable avec adaptation dans l’espace image + VM9
Dans ce cas, nous n’avons pas pu avoir des re´sultats inte´ressants pour les images de 8 bpp, la
difficulte´ e´tant lie´e au bon parame´trage du VM9 pour ce type d’images.
Pour les images de 12 bpp, nous constatons que l’effet du de´calage n’a pas d’influence sur les
performances lorsque le codeur EBCOT du VM9 est inse´re´ dans la chaˆıne de compression. Ce qui
se justifie en partie par le fait que EBCOT est un codeur complexe qui effectue une mode´lisation
de contexte sur un voisinage proche des coefficients d’ondelette apre`s la TOD, il semble que cette
mode´lisation inhibe l’effet du de´calage car le PRSB de l’image de re´fe´rence varie de moins de 0.04
par rapport a` celui des images de´cale´es pour un de´bit fixe´. Notons que les performances du VM9
a` bas et moyens de´bits permettent d’avoir une ame´lioration moyenne du PRSB de 0.70 dB pour
un de´bit fixe´ par rapport au meˆme sche´ma ou` le de´bit est estime´ par l’entropie d’ordre 1. Cette
ame´lioration est moins importante pour les de´bits supe´rieurs a` 2 bpp. A l’exception de l’image
de Vannes qui permet d’avoir un gain de codage moyen des transformations a` base d’ACI par
rapport a` la TKL de l’ordre de 0.4 dB, les performances de la TKL en valeurs absolues restent
sensiblement identiques a` celles de ces transformations pour les autres images. Le codeur du VM9
exploitant la redondance re´siduelle entre les coefficients apre`s la TOD dans une sous-bande, il est
difficile d’appre´cier l’apport re´elle de la transformation spectrale. A bas de´bits, les transformations
spectrales permettent d’avoir un gain de codage ge´ne´ralise´ de l’ordre de 3 dB par rapport a` la
transformation identite´ pour un de´bit de 1 bpp. Ce gain de codage ge´ne´ralise´ devient quelquefois
plus important au dela` de 1 bpp. Le tableau ci-apre`s re´sume les valeurs moyennes du gain de codage
ge´ne´ralise´ de ces images pour diffe´rents de´bits.
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Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Gain TKL 1.83 2.23 2.55 2.77 3.01 3.05 2.99 2.85 2.69 2.51
Gain Ica orth 1.89 2.33 2.69 2.93 3.18 3.23 3.16 3.01 2.84 2.66
Gain Ica opt 1.89 2.35 2.73 2.99 3.24 3.28 3.20 3.05 2.88 2.7
Tab. 3.20 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 12 bpp du sche´ma se´parable avec adaptation dans l’espace image + VM9
Pour les images hyper-spectrales, le gain apporte´ par EBCOT par rapport a` l’entropie d’ordre 1
diminue, notamment pour l’image de Jasper ou` l’on constate que pour la transformation identite´, le
gain de codage de EBCOT par rapport a` l’entropie d’ordre 1 est infe´rieure a` 0.5 dB en moyenne. Le
PRSB estime´ en utilisant un estimateur de l’entropie d’ordre 1 est meilleur que celui du VM9 pour
les transformations spectrales a` base d’ACI ou la TKL pour les autres images. Cela se justifie par le
fait que EBCOT pendant la phase de codage pour un de´bit donne´, effectue plusieurs ite´rations en
codant et de´codant l’image et en re´alisant l’allocation optimale de bits entre les sous-bandes par la
me´thode des multiplicateurs de Lagrange. Des simplifications existent a` ce niveau sur le codeur pour
diminuer la complexite´ et le temps de calcul et pour optimiser l’utilisation des ressources physiques
( notamment de la me´moire vive). Ces simplifications s’accompagnent naturellement d’une perte
de performances, ce qui justifie ces e´carts. Dans nos simulations, lorsque nous estimons le de´bit par
l’entropie d’ordre 1, nous faisons fi de ces pre´occupations sur l’utilisation des ressources physiques
et sur le temps de calcul.
Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Gain TKL 19.39 18.67 17.88 17.11 16.30 15.53 14.12 13.46 12.89 11.74
Gain Ica orth 19.23 18.53 17.74 16.98 16.17 15.38 13.96 13.32 12.74 11.62
Gain Ica opt 19.56 18.80 18.01 17.22 16.38 15.57 14.13 13.49 12.90 11.75
Tab. 3.21 – Gain de codage ge´ne´ralise´ moyen par rapport a` la transformation Identite´ des images
de 16 bpp du sche´ma se´parable avec adaptation dans l’espace image + VM9 pour N1 = 224
Conclusion : Dans cette premie`re partie, nous avons propose´ et de´fini des sche´mas de compres-
sion des images multi-composantes associant une transformation pour la re´duction de la redondance
spatiale par composante et une autre pour la re´duction de la redondance spectrale. Notons que des
sche´mas de compressions similaires utilisant plusieurs transformations avaient de´ja` e´te´ propose´s et
e´tudie´s dans [28] [75] avec la TKL comme transformation spectrale. Une e´tude similaire comparant
le sche´ma sche´ma se´parable avec adaptation dans le domaine image et le sche´ma en sous-bandes
a e´te´ pre´sente´e dans [9] en incorporant aussi bien la TKL que les transformations a` base d’ACI
pour la re´duction de la redondance spectrale. Ces re´sultats diffe`rent de ceux qui sont pre´sente´s ici
dans la mesure ou` l’allocation optimale de bits qui n’est valable qu’a` haute re´solution a e´te´ utilise´e
pour tous les de´bits dans cet article. Des formules d’approximation de la distorsion ont e´te´ de´duites
pour les diffe´rentes sche´mas de compression sous certaines hypothe`ses qui ont e´te´ justifie´es et pre´-
cise´es. Ces formules d’approximation de la distorsion sont ne´cessaires pour l’allocation optimale de
bits aussi bien a` haut de´bit qu’a` bas de´bit ou` l’algorithme de Shoham et Gersho est utilise´. Ces
formules d’approximation font intervenir des coefficients de ponde´rations dont nous avons explicite´
et de´taille´ les expressions. Nous avons enfin e´value´ les performances des diffe´rents cas de figure
propose´s d’abord en calculant le de´bit avec un estimateur de l’entropie d’ordre 1, et dans un autre
cas, nous avons utilise´ le VM9 dans la chaˆıne de compression pour avoir une estimation du de´bit
84
par le codeur EBCOT de JPEG2000. Les re´sultats obtenus nous montrent qu’il y’a une ne´cessite´
d’appliquer des transformations pour la re´duction de la redondance spectrale. Les performances
des transformations a` base d’ACI modifie´es introduites par Narozny [52] [51] permettent en ge´ne´ral
d’avoir des performances le´ge`rement meilleures que celles de la TKL en terme de gain de codage
ge´ne´ralise´ par rapport a` la transformation Identite´. Dans certains cas, ce gain de codage devient
assez significatif.
Les sche´mas de compression propose´s dans cette partie ne´cessitent l’application de deux types
de transformations, l’une et l’autre e´tant inde´pendantes et permettant de re´duire un type de re-
dondance chacune (sauf pour les cas mixtes ou la redondance spectrales permet aussi de re´duire
une partie de la redondance spatiale). Nous avons re´fle´chi a` la possibilite´ d’utiliser une trans-
formation unique qui permettrait de re´duire au mieux les redondances spatiales et spectrales en
compression. L’utilisation d’une transformation de se´paration de´convolution aveugle modifie´e pour
la compression, pourrait eˆtre une solution a` ce dernier proble`me. L’e´tude et l’inte´gration d’une telle
transformation dans un syste`me de compression fait l’objet de la deuxie`me partie de cette the`se.
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Deuxie`me partie
E´tude et e´valuation des performances
d’un syste`me de compression utilisant
des transformations de
se´paration-de´convolution
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Introduction
Notre objectif dans cette the`se est d’e´tudier et de proposer de nouvelles transformations permet-
tant d’avoir de bonnes performances en compression d’images multi composantes. Dans la premie`re
partie, nous avons propose´ et e´tudie´ un syste`me de compression ge´ne´ral utilisant une transforma-
tion pour la re´duction de la redondance spatiale et une autre pour la re´duction de la redondance
spectrale. Ces deux transformations inde´pendantes e´tant applique´es l’une apre`s l’autre a` l’image,
nous avons e´tudie´ plusieurs sce´narios de´pendant de l’ordre dans lequel ces transformations sont ap-
plique´es. Bien que l’une et l’autre des transformations utilise´es pour la re´duction des redondances
spatiales (TOD pour la re´duction de la redondance spatiale dans une composante) et spectrales
(Transformations a` base d’ACI ou la TKL) permettent chacune de bien re´duire un type de redon-
dance, il n’est pas assure´ que leur association permette de re´duire les redondances dans une image
multi-composante de fac¸on optimale.
Dans cette partie, nous nous proposons de rechercher une transformation unique permettant de
re´duire de fac¸on optimale a` haute re´solution, les redondances spatiales et spectrales. Un mode`le de
me´lange qui parait bien adapte´ de par la ge´ome´trie d’une image multi composante est un mode`le
de me´lange convolutif. Un tel mode`le permettrait de re´aliser a` la fois la se´paration (dans le sens ou`
l’on re´duirait la redondance spectrale entre les composantes de l’image) et la de´convolution (dans
le sens ou` l’on re´duirait la redondance spatiale dans chaque composante) dans une image multi
composante et ce, d’une fac¸on bien adapte´e a` la compression.
Le premier chapitre de cette partie pose le proble`me de la se´paration-de´convolution applique´e a`
la compression des images en utilisant un mode`le de me´lange convolutif et met a` jour un nouveau
crite`re a` minimiser. Le deuxie`me chapitre quant a` lui est base´ sur la mise au point d’un algorithme
permettant de minimiser ce crite`re en se servant de son gradient et d’une approximation de son
hessien. Une e´tude de la complexite´ de l’algorithme y est faite. Cette deuxie`me partie s’ache`ve par
une e´tude des performances obtenues en inte´grant cette nouvelle transformation dans un sche´ma
de compression. Nous comparons les performances obtenues avec celles des sche´mas de compression
de la premie`re partie.
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Chapitre 4
De´finition du crite`re en compression
pour un mode`le de me´lange convolutif
Dans ce chapitre nous posons le proble`me de la compression d’une image multi-composante
en utilisant un mode`le de me´lange convolutif. Apre`s quelques rappels sur le mode`le convolutif en
se´paration aveugle de sources, nous posons le proble`me de la compression en utilisant ce mode`le
dans un sche´ma de compression assez simple. Une formule de la distorsion est ensuite e´tablie, ce
qui nous permet de mettre a` jour et de de´finir un nouveau crite`re en compression. Enfin, nous
e´tablissons une relation entre ce nouveau crite`re, et le crite`re a` minimiser en ACI, pour un mode`le
de me´lange convolutif.
4.1 Rappels sur le mode`le convolutif
Soit X une image nume´rique constitue´e de N composantes, chaque composante Xi (1 ≤ i ≤ N)
e´tant une image 2D comprenant NL lignes et NC colonnes. Nous notons :
X(k1, k2) = [X1(k1, k2), X2(k1, k2), . . . , XN (k1, k2)]T
un multi-pixel, 1 ≤ k1 ≤ NL, 1 ≤ k2 ≤ NC , constitue´ des pixels a` la position (k1, k2) de toutes les
composantes prises sur l’axe spectral. Supposons que le signal nume´rique X repre´sentant l’image
multi-composante soit obtenu a` partir d’un mode`le de me´lange convolutif comme suit :
X(k1, k2) =
∑
`1
∑
`2
M(`1, `2)S(k1 − `1, k2 − `2) (4.1)
ou` {M(`1, `2)} est une suite de matrices carre´es de taille N ×N et
S(k1, k2) = [S1(k1, k2), S2(k1, k2), . . . , SN (k1, k2)]T
est un multi-coefficient du signal source S. Supposons que les sources et les observations soient de
meˆme dimension, c’est-a`-dire que S est constitue´ de N composantes et que chaque composante Si
(1 ≤ i ≤ N) est un sinal 2D comprenant NL lignes et NC colonnes. Nous faisons les hypothe`ses
suivantes :
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Fig. 4.1 – Sche´ma ge´ne´ral d’un syste`me de compression simplifie´
H3 : Les composantes de S sont mutuellement inde´pendantes c’est-a`-dire que Si est inde´pendant
de Sj pour i 6= j.
H4 : Dans une composante de l’image multi composante source, les coefficients sont inde´pen-
dants entre eux, en d’autres termes nous avons Si(j, k) et Si(p, q) qui sont inde´pendants pour j 6= p
ou k 6= q.
Ces deux hypothe`ses traduisent le fait que les composantes de l’image source sont de´convolue´es
dans le sens que dans une composante de l’image source les coefficients sont inde´pendants les uns
des autres, et que celles-ci sont mutuellement inde´pendantes. Partant des observations dont nous
disposons et qui constituent le signal X, nous voulons retrouver des composantes Y ve´rifiant autant
que possible les hypothe`ses H3 et H4 ci-dessus. Ceci est re´alise´ par application d’une ope´ration de
convolution comme suit :
Y(k1, k2) =
∑
`1
∑
`2
W(`1, `2)X(k1 − `1, k2 − `2) (4.2)
ou` Y est un signal de meˆme dimension que X et {W(`1, `2)} est une suite de matrices carre´es
de taille N × N . Des mode`les similaires pour la se´paration de sources applique´es aux images ont
e´te´ utilise´s dans [22] [17] pour la de´convolution ou le de´bruitage des images. Supposons enfin que
l’ensemble des matrices {W(`1, `2)} non nulles soit fini, c’est-a`-dire que pour `1 > L1 et `2 > L2,
W(`1, `2) = ON , ON e´tant la matrice carre´e nulle d’ordre N . L’objectif de ce que nous appellerons
par abus de langage l’ACI convolutif, est donc de trouver les L1 × L2 matrices W(`1, `2) de taille
N ×N qui satisfont l’e´quation (4.2) et qui ve´rifient autant que faire se peut les hypothe`ses H3 et
H4.
4.2 Description du sche´ma de compression, formule de la distor-
sion
Soit le sche´ma de compression ge´ne´ral de la figure 4.1 ou` la transformation utilise´e est une
transformation de se´paration et de´convolution. L’image originale X est transforme´e en Y par une
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transformation convolutive suivant le mode`le de l’e´quation (4.2), les composantes Yi obtenues
sont ensuite quantifie´es et code´es se´pare´ment. Apre`s quantification de l’image transforme´e, nous
obtenons une image transforme´e quantifie´e note´e Yq. Nous utilisons une quantification scalaire
uniforme par composante et un codeur entropique simple comme le codeur arithme´tique ou le
codeur de Huffman qui permettent d’avoir des performances proches de celle de l’entropie d’ordre
1. En appliquant le sche´ma de compression inverse, nous pouvons reconstituer une image approche´e
X̂ de X. Nous nous inte´ressons a` la distorsion entre le signal original X et le signal reconstitue´ X̂,
la mesure de distorsion e´tant l’erreur quadratique moyenne. Par la suite nous utilisons les notations
vectorielles par souci de simplification et nous notons k = (k1, k2), ` = (`1, `2) les coordonne´es
spatiales d’une image ou d’une suite de matrices.
Rappelons que l’ope´ration de codage est une ope´ration re´versible et sans perte, la distorsion
n’intervenant que par le fait de la quantification. Soient {W(`)}, le filtre matriciel utilise´ pour
transformer l’image X en Y et {V(`)} son inverse (le filtre matriciel inverse), utilise´ pour reconsti-
tuer X̂ a` partir de Yq. L’ope´ration de convolution qui n’est rien d’autre qu’une ope´ration de filtrage
est traduite dans l’un et l’autre cas par les e´quations
Y(k) =
∑
`
W(`)X(k− `) (4.3)
pour la transformation directe et
X̂(k) =
∑
`
V(`)Yq(k− `) (4.4)
pour la transformation inverse. La distorsion entre l’image originale et celle reconstitue´e est par
de´finition :
D(X, X̂) =
1
NNLNC
∑
k
[X(k)− X̂(k)]T [X(k)− X̂(k)] (4.5)
Elle peut encore s’e´crire plus simplement comme
D(X, X̂) =
1
N
N∑
i=1
D(Xi, X̂i) (4.6)
ou` D(Xi, X̂i) est la distorsion de la ie`me composante de X et est de´finie par
D(Xi, X̂i) =
1
NLNC
∑
k
(Xi(k)− X̂i(k))2 (4.7)
Le bruit de quantification du signal sur l’image X est donne´ par :
X(k)− X̂(k) =
∑
`
V(`){Y(k− `)−Yq(k− `)} (4.8)
Partant de cette expression, on de´duit que le bruit de quantification de la ie`me composante de X
est obtenu par
Xi(k)− X̂i(k) =
∑
`
∑
j
Vij(`){Yj(k− `)− Y qj (k− `)}
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ou` Vij(`) de´signe l’e´le´ment (i, j) de la matriceV(`). Si de plus l’hypothe`seH1 est admise (hypothe`se
qui a e´te´ justifie´e dans la section 1.2.1) c’est-a`-dire que les composantes du bruit de quantification
b(k) = Y(k)−Yq(k) sont de´corre´le´es et de moyennes nulles, alors la distorsion D(Xi, X̂i) devient :
D(Xi, X̂i) =
∑
`
∑
j
V 2ij(`)Dj (4.9)
ou` Dj de´signe la distorsion de la composante Yj de Y. De cette dernie`re e´quation, on de´duit que
la distorsion de l’image D(X, X̂) s’obtient suivant l’expression
D(X, X̂) =
1
N
N∑
i=1
∑
`
∑
j
V 2ij(`)Dj
=
1
N
N∑
j=1
wjDj (4.10)
avec wj =
∑
i
∑
`V
2
ij(`). Cette dernie`re expression est tre`s inte´ressante dans la mesure ou` elle nous
permet, sous l’hypothe`se H1 (qui est tre`s re´aliste et somme toute tre`s peu restrictive), d’e´crire la
distorsion de l’image X comme une somme ponde´re´e des distorsions des composantes de l’image
transforme´e Y, les coefficients de ponde´ration de´pendant essentiellement du filtre de la transfor-
mation inverse.
Nous constatons une ade´quation avec la formule de la distorsion qui a e´te´ obtenue dans la
section 1.2 pour un mode`le line´aire qui suppose un me´lange instantane´. La forme des coefficients
de ponde´ration change ne´anmoins et ne´cessite le calcul du filtre inverse. Dans le cas d’un me´lange
instantane´, le calcul de ces coefficients de ponde´ration ne´cessite simplement le calcul de l’inverse de
la matrice de transformation. Par la suite, nous verrons qu’il est possible, a` partir uniquement du
filtre de la transformation directe, de calculer la valeur de ces coefficients de ponde´ration.
4.3 Le crite`re a` optimiser en compression
Notre e´tude concerne le sche´ma de compression qui a e´te´ de´crit dans la section pre´ce´dente.
Nous nous inte´ressons au codage se´pare´ des composantes de Y. A haute re´solution ou faible dis-
torsion, la longueur moyenne de codage, ou de´bit, d’une variable ale´atoire X est donne´e d’apre`s la
formule d’approximation de Bennett par H(X)− 12 log2(cD), ou` D est la distorsion introduite par
la quantification et c est une constante qui de´pend du type de quantification. Dans le cas d’une
quantification scalaire uniforme, nous avons c = 12.
Se pose le proble`me d’allocation optimale de bits ou de distorsion quand plusieurs quantificateurs
sont utilise´s. E´tant donne´ un budget de bits total Rc par pixel, comment re´partir ce nombre de
bits entre les composantes Yj pour que la distorsion globale entre X et X̂ soit minimale sous la
contrainte que le de´bit final moyen obtenu R soit tel que R ≤ Rc. Les proble`mes d’allocation de
bits et de distorsions e´tant duaux, il est e´quivalent de savoir, pour une distorsion cible fixe´e Dc,
comment minimiser le de´bit global moyen par pixel, dont l’expression a` haute re´solution est
1
N
N∑
j=1
[H(Yj)− 12 log2(cDj)]
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sous la contrainte que la distorsion effective
∑
j wjDj/N soit telle que
∑
j wjDj ≤ NDc, par
rapport aux distorsions Dj et aux matrices V(`) du filtre inverse. Pour des matrices V(`) fixe´es,
la re´solution de ce proble`me d’allocation revient a` prendre (comme cela a e´te´ de´montre´ dans la
section 2.2) Dj = Dc/wj . Le proble`me en compression finalement revient pour Dc fixe´, a` minimiser
l’expression
N∑
j=1
[H(Yj) +
1
2
log2(wj)] (4.11)
avec, rappelons le, wj =
∑
i
∑
`V
2
ij(`). Le terme wj est le j
eme terme diagonal de la matrice∑
`V(`)
TV(`). Compte tenu des proprie´te´s ge´ne´rales de la fonction logarithmique, l’expression de
l’e´quation (4.11) peut aussi s’e´crire comme
N∑
j=1
H(Yj) +
1
2
log2(
N∏
j=1
wj) (4.12)
En utilisant le fait que le terme wj est le j e`me terme diagonal de la matrice
∑
`V(`)
TV(`), le
proble`me en compression, en utilisant un mode`le de me´lange convolutif, revient donc a` minimiser
C =
N∑
j=1
H(Yj) +
1
2
log2 det{diag(
∑
`
V(`)TV(`))} (4.13)
ou` diag() est l’ope´rateur qui construit une matrice diagonale a` partir des termes diagonaux de son
argument. Le crite`re de l’e´quation (4.13) de´pend a` la fois du filtre de la transformation {W(`)}
(ne´cessaire pour le calcul de l’image transforme´e Y) et de son inverse {V(`)}.
En pratique, partant des observations qui constituent le signal original X, nous recherchons le
signal source Y sous la forme de l’e´quation (4.2), ce qui signifie que nous recherchons uniquement
la se´quence des matrices W(`) qui constituent le filtre de se´paration et de de´convolution que
nous appellerons par la suite le filtre de se´paration. La question pose´e a` ce niveau est de savoir
comment faire pour de´terminer d’une fac¸on simple les matricesV(`) (qui constituent le filtre inverse
du filtre de se´paration) en fonction des matrices W(`) ? En d’autres termes, quelles relations lient
les matrices V(`) aux matrices W(`) ? C’est a` cette question que nous essayerons de donner des
e´le´ments de re´ponse par la suite.
4.3.1 Relations entre le filtre de se´paration et son inverse
Le sche´ma de compression que nous avons de´crit dans la section 4.2 est assez simple et nous
avons suppose´ que le filtre de se´paration utilise´ pour la transformation re´duisant la redondance est
totalement inversible, d’ou` la relation :
X(k) =
∑
`
V(`)Y(k− `) (4.14)
En remplac¸ant dans cette dernie`re e´quation l’expression de Y(k) par celle de l’e´quation (4.3), nous
pouvons encore e´crire cette premie`re comme
X(k) =
∑
`
∑
n
V(`)W(n)X(k− `− n)
=
∑
m
[
∑
`
V(`)W(m− `)]X(k−m) (4.15)
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En observant l’expression de cette dernie`re e´quation, il apparaˆıt qu’une relation liant les matrices
V(`) aux matrices W(`) est : ∑
`
V(`)W(m− `) = δm (4.16)
ou`
δm =
{
IN si m = (0, 0)
0N sinon
Une autre relation entre les matrices V(`) et W(`) et qui est une conse´quence directe de (4.16)
est : V˜(z)W˜(z) = IN , ou` V˜(z) =
∑
`V(`)z
−` et W˜(z) =
∑
`W(`)z
−` sont les transforme´es en z
des se´quences de matrices {V(`)} et {W(`)} respectivement, avec z = (z1, z2). Notons ici que nous
ne nous soucions pas des proble`mes d’inversibilite´ de W(z) et de V(z), nous supposons que ces
deux filtres sont parfaitement inversibles. Dans [22] et dans [61], les conditions d’inversibilite´ des
filtres matriciels sont e´nonce´es et discute´es dans une certaine mesure. Des discussions plus e´labore´es
et plus comple`tes sur les filtres en ge´ne´ral, et sur les conditions d’inversibilite´ en particulier se
trouvent dans [74]. Il devient donc le´gitime de penser que le crite`re a` minimiser peut s’exprimer
comme une fonction de´pendant uniquement de la se´quence de matrices {W(`)}. Avant d’en arriver
a` l’expression finale du crite`re, faisons d’abord quelques rappels.
D’une part, il est connu que la norme au carre´e de Frobenius d’une matrice complexe A est de´fi-
nie comme : ||A||2F = tr(AHA) ou` H de´signe la transpose´e hermitienne et tr() de´signe la trace d’une
matrice. D’autre part, il est tout aussi bien connu d’apre`s l’e´galite´ de Parseval qu’il y’a conservation
d’e´nergie d’un signal en passant du domaine temporel ou spatial au domaine fre´quentiel, en d’autres
termes la relation suivante est ve´rifie´e pour le filtre constitue´ par la se´quence de matrices {V(`)} :
∑
`
VT (`)V(`) =
1
(2pi)2
∫ 2pi
0
∫ 2pi
0
V˜
H
(e−iλ)V˜(e−iλ)dλ
avec
V˜(e−iλ) =
∑
`
V(`)e−i`λ
V˜(e−iλ) est la transforme´e de Fourier de la se´quence de matrices {V(`)}. Par la suite, pour simplifier
les notations, nous utiliserons V˜(λ) au lieu de V˜(e−iλ) pour de´signer cette transforme´e de Fourier.
Soulignons ici que nous utilisons les notations vectorielles pour les variables d’indice spatial et
fre´quentiel pour la clarte´ et la facilite´ de notation. Ainsi, on a λ = (λ1, λ2) et dλ = dλ1dλ2. Dans
la suite, sauf cas exceptionnel que nous pre´ciserons, nous adoptons et utilisons ces notations. Une
conse´quence de la relation liant les matrices V(`) aux W(`) est que nous avons V˜(λ) = W˜
−1
(λ),
avec W˜(λ) =
∑
`W(`)e
−i`λ. Nous en de´duisons alors
∑
`
VT (`)V(`) =
1
(2pi)2
∫ 2pi
0
∫ 2pi
0
W˜
−H
(λ)W˜
−1
(λ)dλ (4.17)
4.3.2 De´finition du crite`re a` minimiser
Dans la section pre´ce´dente, nous avons de´fini un crite`re traduit par l’e´quation (4.13) a` minimiser
en compression d’image en supposant que nous avons un mode`le de me´lange convolutif. Ce crite`re
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de´pend du filtre de transformation inverse. En se servant de l’e´quation (4.17), ce crite`re peut encore
s’e´crire comme
C({W(`)}) =
N∑
j=1
H(Yj) +
1
2
log2 det diag[
∫ 2pi
0
∫ 2pi
0
W˜
−H
(λ)W˜
−1
(λ)
dλ
(2pi)2
] (4.18)
Ce crite`re est une fonction qui de´pend essentiellement des matrices W(`). En effet, connaissant
le filtre de se´paration, il devient simple de calculer l’image transforme´e en se servant de l’e´quation
(4.3). L’entropie diffe´rentielle e´tant une caracte´ristique propre a` une variable ale´atoire, le crite`re
de´pend donc essentiellement du filtre recherche´ constitue´ par la se´quence des matrices {W(`)}. Ce
crite`re a` e´te´ mis a` jour dans [8] ou` nous avons de´fini et explicite´ le calcul de son gradient.
Dans le cas de la se´paration-de´convolution aveugle (cas qui ne nous inte´resse pas en compres-
sion), il est de´montre´ dans [61] que le crite`re a` minimiser en ne se basant que sur la re´duction de
l’information mutuelle (aussi bien entre coefficients transforme´s dans une composante deY qu’entre
les diffe´rentes composantes de celle-ci) est donne´ par :
CICA({W(`)}) =
N∑
j=1
H(Yj)−
∫ 2pi
0
∫ 2pi
0
log2 |detW˜(λ)|
dλ
(2pi)2
(4.19)
Par la suite, nous e´tablissons une relation, entre ce crite`re et celui de´fini a` l’e´quation (4.18).
4.3.3 Lien avec le crite`re de se´paration-de´convolution base´ sur l’information
mutuelle
Le crite`re de´fini par l’e´quation (4.18) peut encore s’e´crire de la fac¸on suivante :
C =
N∑
j=1
H(Yj)−
∫ 2pi
0
∫ 2pi
0
log2 |detW˜(λ)|
dλ
(2pi)2
+
1
2
log2 det diag[
∫ 2pi
0
∫ 2pi
0
W˜
−H
(λ)W˜
−1
(λ)
dλ
(2pi)2
]− (4.20)
1
2
∫ 2pi
0
∫ 2pi
0
log2 det[W˜
−H
(λ)W˜
−1
(λ)]
dλ
(2pi)2
Ainsi ce crite`re peut se mettre sous la forme C = CICA + P avec :
P =
1
2
log2 det diag
[∫ 2pi
0
∫ 2pi
0
W˜
−H
(λ)W˜
−1
(λ)
dλ
(2pi)2
]
−
1
2
∫ 2pi
0
∫ 2pi
0
log2 det[W˜
−H
(λ)W˜
−1
(λ)]
dλ
(2pi)2
(4.21)
Proposition 4.3.1 Le terme P de´finie dans (4.21) est un nombre re´el positif ou nul et n’est nul
que si et seulement si W˜
−H
(λ)W˜
−1
(λ) est une matrice diagonale et constante, inde´pendante de λ.
De´monstration :
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Soit X une variable ale´atoire re´elle, il est connu en se basant sur l’ine´galite´ de Jensen [27] (page
25) que pour toute fonction f convexe on a :
E(f(X)) ≥ f(E(X)) (4.22)
avec e´galite´ si et seulement si f(X) est constante. Conside´rons le premier terme P1 dans l’expression
de P de (4.21), il peut encore se mettre sous la forme :
P1 =
1
2
N∑
j=1
log2
∫ 2pi
0
∫ 2pi
0
[W˜
−H
(λ)W˜
−1
(λ)]jj
dλ
(2pi)2
(4.23)
avec [W˜
−H
(λ)W˜
−1
(λ)]jj le j e`me terme diagonal de la matrice W˜
−H
(λ)W˜
−1
(λ). Cette nouvelle
expression se de´duit facilement en utilisant la proprie´te´ des fonctions logarithmiques qui transforme
le logarithme d’un produit d’e´le´ments en une somme des logarithmes de ces e´le´ments. Si nous
appliquons l’ine´galite´ de Jensen a` la fonction − log2, nous obtenons l’ine´galite´ suivante :
log2
∫ 2pi
0
∫ 2pi
0
[W˜
−H
(λ)W˜
−1
(λ)]jj
dλ
(2pi)2
≥
∫ 2pi
0
∫ 2pi
0
log2[W˜
−H
(λ)W˜
−1
(λ)]jj
dλ
(2pi)2
(4.24)
avec l’e´galite´ si et seulement si [W˜
−H
(λ)W˜
−1
(λ)]jj est une constante. Afin appliquer l’ine´galite´ de
(4.22), nous avons pose´ X = [W˜
−H
(Λ)W˜
−1
(Λ)]jj , ou` Λ est un vecteur de loi uniforme sur [0, 2pi]2.
Nous pouvons alors de´duire que le premier terme P1 de P ve´rifie l’ine´galite´ suivante :
P1 ≥ 12
∫ 2pi
0
∫ 2pi
0
log2 det diag[W˜
−H
(λ)W˜
−1
(λ)]
dλ
(2pi)2
(4.25)
Cette ine´galite´ sur P1 est inte´ressante dans la mesure ou` elle nous permet de lui donner une limite
infe´rieure. En se servant de cette ine´galite´, nous de´duisons aussi que :
P ≥ 1
2
∫ 2pi
0
∫ 2pi
0
log2 det{diag[W˜
−H
(λ)W˜
−1
(λ)]} dλ
(2pi)2
− 1
2
∫ 2pi
0
∫ 2pi
0
log2 det{[W˜
−H
(λ)W˜
−1
(λ)]} dλ
(2pi)2
(4.26)
Cette dernie`re ine´galite´ se re´duit plus simplement en
P ≥ 1
2
∫ 2pi
0
∫ 2pi
0
log2
{
det diag[W˜
−H
(λ)W˜
−1
(λ)]
det[W˜
−H
(λ)W˜
−1
(λ)]
}
dλ
(2pi)2
(4.27)
Cette nouvelle e´criture est plus simple et nous permet d’appliquer l’ine´galite´ d’Hadamard [27]
(page 502) qui stipule que pour toute matrice M hermitienne semi-de´finie positive, on a det(M) ≤
det diag(M) avec e´galite´ si et seulement si M est une matrice diagonale. Nous en de´duisons donc
que P ≥ 0 car :
det diag[W˜
−H
(λ)W˜
−1
(λ)]
det[W˜
−H
(λ)W˜
−1
(λ)]
≥ 1,
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d’ou` la de´monstration de la premie`re partie de la proposition qui stipule que le terme P est un re´el
toujours positif ou nul.
Le cas particulier P = 0 n’intervient que lorsque la matrice W˜
−H
(λ)W˜
−1
(λ) est diagonale
et constante, c’est-a`-dire inde´pendante de λ. Dans ce cas en effet, l’ine´galite´ d’Hadamard se
transforme en une e´galite´ et, det diag[W˜
−H
(λ)W˜
−1
(λ)] = det[W˜
−H
(λ)W˜
−1
(λ)]. Ce qui parache`ve
la de´monstration de la proposition 4.3.1. 
La solution dans le cas particulier P = 0 peut eˆtre recherche´e parmi les filtres passe-tout. Les
filtres passe-tout sont aussi appele´s filtres para-unitaires. En effet, d’apre`s [74] (page 23), le filtre
constitue´ par l’ensemble des matricesW(`) est dit para-unitaire si l’une des conditions e´quivalentes
suivantes est satisfaite :
–
∑
W(`)W(`− k)H = δkId
– W˜(λ)W˜(λ)H = Id
Nous pouvons ainsi faire un paralle`le avec les travaux de Narozny [51] [52] dans lesquels il a
de´montre´ que le crite`re a` minimiser en compression e´tait lie´ au crite`re de l’ACI (en prenant l’in-
formation mutuelle comme crite`re a` minimiser) en utilisant un mode`le de me´lange instantane´ (voir
section 2.4). La proposition ci-dessus de´montre´e est tre`s inte´ressante et nous montre qu’un algo-
rithme de se´paration-deconvolution tel que celui de´fini dans [61] n’est pas adapte´ a` la compression
des images multi-composantes. La relation obtenue ici est similaire a` celle obtenue en supposant un
me´lange instantane´, c’est-a`-dire que le crite`re a` minimiser en compression peut s’e´crire comme le
crite`re utilise´ dans le cadre de l’ACI convolutif (en prenant l’information mutuelle comme crite`re
a` minimiser) auquel s’ajoute un terme re´el qui est toujours positif ou nul. Ce dernier terme dans
notre cas correspond a` une sorte de distance a` la “para-unitarite´” du filtre.
4.3.4 Invariance du crite`re
The´ore`me 4.3.1 Le crite`re de´fini par l’e´quation (4.18) est invariant par multiplication a` gauche
de son argument par une matrice diagonale re´elle de de´terminant non nul.
De´monstration : Soit D une matrice carre´e diagonale, notons di le ie`me e´le´ment diagonal
de cette matrice et supposons que ∀i = 1 . . . N, di 6= 0. Soient {W(`)} et {R(`)} deux se´quences
matricielles telles que R(`) = DW(`). Nous allons de´montrer que C({W(`)}) = C({R(`)}).
Soient Y(k) =
∑
`W(`)X(k− `) et Z(k) =
∑
`R(`)X(k− `), les images transforme´es obtenues
apre`s filtrage de l’image X par les se´quences {W(`)} et {R(`)} respectives. D e´tant une matrice
diagonale, nous pouvons encore e´crire tout simplement que Z(k) = DY(k), en d’autres termes,
nous avons Zi(k) = diYi(k). Ce qui nous permet d’avoir une relation entre les entropies marginales
des composantes de Z et de Y et qui se traduit par :
N∑
i=1
H(Zi) =
N∑
i=1
H(Yi) +
N∑
i=1
log2 |di| (4.28)
Le second terme du crite`re de l’e´quation (4.18) pour le filtre {R(`)} est :
A =
1
2
log2 det diag
[∫ 2pi
0
∫ 2pi
0
R˜
−H
(λ)R˜
−1
(λ)
dλ
(2pi)2
]
(4.29)
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Appelons A0 son homologue pour le filtre {W(`)} et qui est de´fini par :
A0 =
1
2
log2 det diag
[∫ 2pi
0
∫ 2pi
0
W˜
−H
(λ)W˜
−1
(λ)
dλ
(2pi)2
]
Compte tenu du fait que R˜(λ) = DW˜(λ), nous pouvons e´crire l’expression de A comme A =
A0− 12 log2
∏N
i=1 d
2
i , et qui peut encore se mettre sous la forme A = A0−
∑N
i=1 log2 |di|. En regroupant
cette dernie`re expression qui nous donne le second terme du crite`re de l’e´quation (4.18) avec celle
de l’e´quation (4.28), nous obtenons
C({R(`)}) =
N∑
i=1
H(Yi) +
N∑
i=1
log2 |di|+A0 −
N∑
i=1
log2 |di| (4.30)
=
N∑
i=1
H(Yi) +A0 (4.31)
= C({W(`)}) (4.32)
ce qui parache`ve la de´monstration du the´ore`me. 
Le fait que le crite`re soit invariant par multiplication a` gauche de son argument nous montre
que la minimisation du crite`re ne fournit pas a` une solution unique, ce qui cre´e une ambigu¨ıte´ pour
la recherche d’une solution minimisant le crite`re. Cependant, il est toujours possible d’ajouter des
contraintes pour que la solution du proble`me devienne unique.
Conclusion : Dans ce chapitre, nous avons de´fini un syste`me de compression assez simple
utilisant une transformation de type convlutif, et nous avons mis a` jour un nouveau crite`re adapte´
a` la compression des images. Ce nouveau crite`re est invariant par multiplication a` gauche de son
argument par une matrice diagonale re´elle non singulie`re, ce qui exclut l’unicite´ de la solution
pour la minimisation de ce crite`re. Nous avons trouve´ une relation simple entre ce crite`re et le
crite`re utilise´ dans [61] pour la se´paration-de´convolution aveugle. Par la suite, nous proposons un
algorithme permettant de minimiser ce crite`re en utilisant une variante de la me´thode de descente
du gradient de Newton.
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Chapitre 5
Minimisation du crite`re
Afin de minimiser le crite`re de´fini par l’e´quation (4.18), nous nous proposons d’utiliser la me´-
thode BFGS du nom de ces auteurs Broyden-Fletcher -Goldfarb-Shanno qui est une variante de la
me´thode de descente du gradient de Newton. Pour cela, nous avons besoin d’e´valuer le gradient
de ce crite`re. Dans ce chapitre, nous commenc¸ons par faire un de´veloppement de Taylor du crite`re
avec pour objectif, le calcul de son gradient. Par la suite, nous explicitons deux algorithmes, l’un
minimisant le crite`re dans le cas ge´ne´ral, l’autre minimisant le crite`re sous une contrainte que nous
de´finirons. Enfin, nous faisons une e´tude de la complexite´ de ces algorithmes.
5.1 Calcul du gradient du crite`re
Soient C1 et C2 le premier et le deuxie`me terme du membre de droite de l’e´quation (4.18) qui
de´finit le crite`re a` minimiser. Nous allons effectuer un de´veloppement au second ordre de Taylor de
ces deux termes pour de´terminer le gradient du crite`re. Nous justifierons par la suite, les raisons
du choix d’une me´thode BFGS ou` une estimation utilisant des formules empiriques de l’hessien est
faite a` chaque ite´ration.
5.1.1 De´veloppement de Taylor au second ordre de C1
Nous rappelons que : C1({W(`)}) =
∑N
j=1H(Yj). Soit X une variable ale´atoire et ∆ un petit
incre´ment de X, dans [62], il est de´montre´ que le de´veloppement au second ordre de l’entropie
diffe´rentielle de X +∆ est obtenu par l’e´quation :
H(X+∆) ≈ H(X)+ 1
log 2
E[∆ψX(X)]+
1
2 log 2
E{[∆−E(∆|X)]2ψ′X(X)−
1
log 2
[E(∆|X)]′2} (5.1)
avec H(.) l’entropie diffe´rentielle d’une variable ale´atoire, et ψX = −(log fX)′ est la fonction score
de X, fX e´tant la densite´ de probabilite´ de X. Si les matrices W(`) subissent une le´ge`re variation
δW(`), cela se traduit au niveau de Y par une variation δY(k) =
∑
` δW(`)X(k− `). Soit δWij(`)
l’e´le´ment (i, j) de la matrice δW(`). La variation de la j e`me composante de Y est obtenue par
δYj(k) =
∑
`
∑
i δWji(`)Xi(k− `).
Par la suite, nous ne reprendrons pas totalement ces de´veloppements, nous utiliserons les re´sul-
tats des de´veloppements explicite´s en de´tails dans [61]. Si nous supposons la proprie´te´ de station-
narite´ dans chacune des composantes Yj , alors la densite´ de probabilite´ fYj ne de´pend pas de la
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position spatiale qui ici est k. Ainsi le de´veloppement de Taylor au premier ordre deH(Yj+δYj) est :
1
log 2
∑
`
∑N
i=1E{ψj [Yj(0, 0)]δWji(`)Xi(−`)}. Nous en de´duisons que le de´veloppement au premier
ordre du terme C1 vaut :
1
log 2
tr
∑
`
δW(`)E{X(−`)ψ[Y(0)]T } (5.2)
ou` ψ[Y(0)] est le vecteur de composantes ψ1[Y1(0)], ψ2[Y2(0)], . . . , ψN [YN (0)]T et ψi est la fonction
score associe´e a` Yi.
Compte tenu du fait que E{X(`)ψ[Y(0)]T } = ∫ 2pi0 ∫ 2pi0 ΓX,ψ(Y)(λ)eilλdλ ou`
ΓX,ψ(Y)(λ) =
1
(2pi)2
∑
`
E{X(`)ψ[Y(0)]T }e−i`λ
est l’interspectre entre les processus {X(`)} et {ψ[Y(`)]}, nous pouvons encore e´crire l’expression
de l’e´quation (5.2) comme
1
log 2
∫ 2pi
0
∫ 2pi
0
tr[δW˜(λ)ΓX,ψ(Y)(λ)]dλ (5.3)
Sachant que ΓX,ψ(Y)(λ) = W˜
−1
(λ)ΓY,ψ(Y)(λ) de part l’ope´ration de convolution qui lie X et Y,
ou` ΓY,ψ(Y)(λ) est l’interspectre entre les processus {Y(`)} et {ψ[Y(`)]}, l’expression de l’e´quation
(5.3) vaut finalement
1
log 2
∫ 2pi
0
∫ 2pi
0
tr[δW˜(λ)W˜
−1
(λ)ΓY,ψ(Y)(λ)]dλ
Le terme du second ordre e´tant assez complique´, pour simplifier les de´veloppements, nous sup-
posons que les hypothe`ses H3 et H4 sont ve´rifie´es c’est-a`-dire que nous avons a` la fois une inde´-
pendance spectrale entre les composantes de Y, mais aussi une inde´pendance spatiale, entre les
coefficients d’une composante Yi, 1 ≤ i ≤ N . Ceci est ve´rifie´ lorsque la solution obtenue est proche
de celle de la se´paration-de´convolution aveugle, proche au sens ou` ces deux hypothe`ses sont valides.
La se´quence {V(`)} e´tant l’inverse de {W(`)} au sens convolutif du terme, d’apre`s [62], le terme
du second ordre de H(Yj + δYj) est :
1
2 log 2
Eψ
′
j(Yj)
N∑
k=1
E(Y 2k )
∫ 2pi
0
∫ 2pi
0
|[δW˜(λ)W˜−1(λ)]jk|2 dλ(2pi)2−
1
2 log 2
{E(Y 2j )E[ψ
′
(Yj)]+1}(δWW−1)2jj
avec (δWW−1)jj = [δW(`) ?V(`)]jj(0) =
∫ 2pi
0
∫ 2pi
0 [δW˜(λ)W˜
−1
(λ)]jj dλ(2pi)2 , ? ici de´signant l’ope´ra-
tion de convolution entre les se´quences de matrices. Partant de la`, nous pouvons finalement e´crire
le de´veloppement au second ordre du terme C1 du crite`re comme :
C1(W˜+ δW˜) = C1(W˜) +
1
log 2
∫ 2pi
0
∫ 2pi
0
tr{δW˜(λ)W˜−1(λ)ΓY,ψ(Y)(λ)}dλ+
1
2 log 2
N∑
j,k=1
∫ 2pi
0
∫ 2pi
0
E[ψ
′
j(Yj)]E(Y
2
k )|[δW˜(λ)W˜
−1
(λ)]jk|2 dλ(2pi)2 −
1
2 log 2
N∑
j=1
{E[ψ′j(Yj)]E(Y 2j ) + 1}(δWW−1)2jj (5.4)
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Il est facile de ve´rifier (une de´monstration est faite dans [44] en pp 33 − 34) en faisant une
inte´gration par partie, que E[ψ
′
j(Yj)] = E[ψ
2
j (Yj)], ce qui n’est rien d’autre que l’information de
Fischer. Ce de´veloppement de Taylor au second ordre de C1 nous sera utile par la suite, nous nous
servirons des termes au premier ordre pour de´terminer le gradient de notre crite`re a` minimiser.
5.1.2 De´veloppement de Taylor au second ordre de C2
Nous rappelons ici que le deuxie`me terme C2 du crite`re est de´fini par
C2({W(`)}) = 12 log2 det diag[
∫ 2pi
0
∫ 2pi
0
W˜
−H
(λ)W˜
−1
(λ)
dλ
(2pi)2
] (5.5)
Cette expression peut se mettre sous la forme suivante :
C2({W(`)}) = 12
N∑
j=1
log2
∫ 2pi
0
∫ 2pi
0
[W˜
−H
(λ)W˜
−1
(λ)]jj
dλ
(2pi)2
}
Supposons avoir fait subir une petite variation δW˜(λ) = ε˜(λ)W˜(λ) a` W˜(λ) comme suit :
W˜(λ)←− W˜(λ) + ε˜(λ)W˜(λ)
Le de´veloppement de Taylor ici est fait en supposant une petite variation sur le plan spectral.
Il est facile de basculer du plan spatial au plan spectral et vice versa de par les proprie´te´s de la
transformation de Fourier. Nous utilisons le plan spectral car il permet de simplifier les de´velop-
pements et les e´quations. En posant M˜(λ) = W˜
−H
(λ)W˜
−1
(λ), le de´veloppement de l’expression
dans la double inte´grale de l’e´quation (5.5) est donne´ par :
[W˜(λ) + ε˜(λ)W˜(λ)]−H [W˜(λ) + ε˜(λ)W˜(λ)]−1 = [I+ ε˜H(λ)]−1M˜(λ)[I+ ε˜(λ)]−1
En faisant un de´veloppement du membre de droite de cette dernie`re expression au second ordre
nous obtenons :
M˜(λ)− M˜(λ)ε˜(λ)− ε˜H(λ)M˜(λ) + ε˜H(λ)M˜(λ)ε˜(λ) + M˜(λ)ε˜2(λ) + ε˜2H(λ)M˜(λ) (5.6)
Le j e`me terme diagonal de la matrice obtenu par l’expression de l’e´quation (5.6) vaut :
M˜jj(λ) −
N∑
k=1
M˜jk(λ)ε˜kj(λ)−
N∑
k=1
M˜kj(λ)ε˜∗kj(λ) +
N∑
i,k=1
ε˜∗ij(λ)M˜ik(λ)ε˜kj(λ) +
N∑
i,k=1
ε˜∗ij(λ)ε˜
∗
ki(λ)M˜kj(λ) +
N∑
i,k=1
M˜jk(λ)ε˜ki(λ)ε˜ij(λ)
L’objectif dans cette section est de pouvoir exprimer le de´veloppement de Taylor au second ordre
du terme C2 ci-dessus et de´fini du crite`re de l’e´quation (4.18). Pour arriver a` nos fins, nous appelons
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Aj , δA1,j et δA2,j les expressions suivantes :
Aj =
∫ 2pi
0
∫ 2pi
0
M˜jj(λ)
dλ
(2pi)2
δA1,j = −
∫ 2pi
0
∫ 2pi
0
{
N∑
k=1
M˜jk(λ)ε˜kj(λ) +
N∑
k=1
M˜kj(λ)ε˜∗kj(λ)}
dλ
(2pi)2
δA2,j =
∫ 2pi
0
∫ 2pi
0
{
N∑
i,k=1
ε˜∗ij(λ)M˜ik(λ)ε˜kj(λ) +
N∑
i,k=1
ε˜∗ij(λ)ε˜
∗
ki(λ)M˜kj(λ)
+
N∑
i,k=1
M˜jk(λ)ε˜ki(λ)ε˜ij(λ)} dλ(2pi)2
En observant les e´le´ments de δA1,j , on remarque que les termes dans la double inte´grale sont le
conjugue´ l’un de l’autre ; d’autre part, la double inte´grale est faite sur le plan spectral entre 0 et
2pi, et nous savons que dans ce domaine la`, les e´le´ments sont le conjugue´ l’un de l’autre entre 0
et 2pi par syme´trie autour de pi puisque notre signal de de´part X est a` valeurs re´elles. Ainsi, les
expressions de δA1,j et δA2,j se simplifient et deviennent :
δA1,j = −2
∫ 2pi
0
∫ 2pi
0
N∑
k=1
M˜jk(λ)ε˜kj(λ)
dλ
(2pi)2
δA2,j =
∫ 2pi
0
∫ 2pi
0
{
N∑
i,k=1
ε˜∗ij(λ)M˜ik(λ)ε˜kj(λ) + 2
N∑
i,k=1
M˜jk(λ)ε˜ki(λ)ε˜ij(λ)} dλ(2pi)2
Pour obtenir le de´veloppement de Taylor au second ordre de C2({W(`)}), nous supposons avoir
eu une petite variation δAj de Aj , avec δAj = δA1,j + δA2,j . Les termes δA1,j et δA2,j repre´sentent
respectivement les petites variations au premier et au second ordre autour de Aj . Ainsi, en s’arreˆtant
au second ordre, nous avons le de´veloppement de Taylor suivant :
log2(Aj + δAj) = log2(Aj) +
1
log 2
δAj
Aj
− 1
2 log 2
δA21,j
A2j
Ce qui nous permet de de´duire que le de´veloppement de Taylor au second ordre du terme C2 est :
C2(W˜+ δW˜) = C2(W˜) +
1
2 log 2
N∑
j=1
δA1,j
Aj
+
1
2 log 2
N∑
j=1
δA2,j
Aj
− 1
4 log 2
N∑
j=1
δA21,j
A2j
(5.7)
5.1.3 Calcul du gradient du crite`re
D’apre`s ce qui pre´ce`de, il est possible the´oriquement de calculer le gradient et le hessien de notre
crite`re car nous avons pu avoir son de´veloppement de Taylor au second ordre. Si nous observons
les de´veloppements de Taylor au second ordre des deux termes C1 et C2, nous constatons que les
expressions des termes au second ordre sont assez complexes et font intervenir les termes croise´s
des matrices ε˜(λ). Au lieu d’utiliser une me´thode de minimisation quasi-Newton qui ne´cessite le
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calcul effectif du gradient et du hessien a` chaque ite´ration, nous utilisons la me´thode BFGS, qui
permet d’avoir de tre`s bonnes performances pour la minimisation d’un crite`re en ge´ne´ral. Cette
me´thode ne ne´cessite pas le calcul effectif du hessien, ce dernier est estime´ de fac¸on empirique.
Ainsi, nous aurons juste besoin de calculer le gradient par la suite pour de´finir l’algorithme BFGS
nous permettant de minimiser le crite`re de´fini a` l’e´quation (4.18). De ce qui pre´ce`de, il ressort que
le de´veloppement de Taylor du crite`re C(W˜) dans le cadre ge´ne´ral en ne tenant compte que des
e´le´ments au premier ordre est :
C(W˜+ δW˜) = C(W˜) +
1
log 2
∫ 2pi
0
∫ 2pi
0
tr{δW˜(λ)W˜−1(λ)ΓY,ψ(Y)(λ)}dλ−
1
log 2
N∑
j=1
∫ 2pi
0
∫ 2pi
0
∑N
k=1 M˜jk(λ)ε˜kj(λ)
dλ
(2pi)2∫ 2pi
0
∫ 2pi
0 M˜jj(λ)
dλ
(2pi)2
(5.8)
En se rappelant des relations entre les interspectres, nous savons que ΓX,ψ(Y)(λ) =
W˜
−1
(λ)ΓY,ψ(Y)(λ). Ainsi le deuxie`me terme du membre de droite de l’e´quation (5.8) peut encore
se mettre sous la forme suivante :
1
log 2
∫ 2pi
0
∫ 2pi
0
tr{δW˜(λ)ΓX,ψ(Y)(λ)}dλ
Pour mieux comprendre les simplifications et de´veloppements qui vont suivre, rappelons
quelques de´finitions.
De´finitions : Soient X(n) et Y (n) deux signaux nume´riques re´els mutuellement stationnaires au
sens large. La fonction d’inter-corre´lation entre X et Y note´e RXY se de´finit par :
RXY (k) = E[X(n)Y (n− k)]
L’interspectre entre X et Y , qui n’est rien d’autre que la transforme´e de Fourier discre`te de la
fonction d’inter-corre´lation est de´finie par :
ΓXY (λ) =
1
(2pi)2
∑
k
RXY (k)e−ikλ
Compte tenu des de´finitions pre´ce´dentes, par transforme´ de Fourier inverse applique´e au
deuxie`me terme du membre de droite de l’equation (5.8), nous obtenons :
1
log 2
∫ 2pi
0
∫ 2pi
0
tr{δW˜(λ)ΓX,ψ(Y)(λ)}dλ =
1
log 2
tr
∑
`
δW(`)RX,ψ(Y)(−`) (5.9)
Notons D = diag[
∫ 2pi
0
∫ 2pi
0 M˜(λ)
dλ
(2pi)2
] la matrice diagonale dont le j e`me terme diagonal est∫ 2pi
0
∫ 2pi
0 M˜jj(λ)
dλ
(2pi)2
. En l’inse´rant dans le troisie`me et dernier terme du membre de droite de
l’e´quation (5.8), celui-ci devient :
− 1
log 2
∫ 2pi
0
∫ 2pi
0
tr[D−1M˜(λ)ε˜(λ)]
dλ
(2pi)2
(5.10)
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Nous rappelons ici que nous avons pre´alablement pose´ ε˜(λ) = δW˜(λ)W˜
−1
(λ), en tenant compte
de cette e´galite´ dans l’expression de (5.10), cette dernie`re devient :
− 1
log 2
∫ 2pi
0
∫ 2pi
0
tr[D−1M˜(λ)δW˜(λ)W˜
−1
(λ)]
dλ
(2pi)2
Par la suite, nous appliquons la proprie´te´ sur la trace d’un produit de matrices carre´es tr(ABC) =
tr(BCA) = tr(CAB) a` l’expression pre´ce´dente et celle-ci se transforme alors en :
− 1
log 2
∫ 2pi
0
∫ 2pi
0
tr[δW˜(λ)W˜
−1
(λ)D−1M˜(λ)]
dλ
(2pi)2
Par de´finition de la transforme´e de Fourier, il est bien connu que δW˜(λ) =
∑
` δW(`)e
−i`Tλ ; ce
qui nous permet finalement d’e´crire l’expression de l’e´quation(5.10) comme suit :
− 1
log 2
tr
∑
`
δW(`)[
∫ 2pi
0
∫ 2pi
0
W˜
−1
(λ)D−1M˜(λ)e−i`
Tλ dλ
(2pi)2
] (5.11)
En remplac¸ant les expressions des deuxie`me et troisie`me membres de droite de l’e´quation (5.8) par
celles de (5.9) et de (5.11) dans le de´veloppement de Taylor a` l’ordre 1 du crite`re, cela nous permet
d’e´crire la premie`re e´quation cite´e comme :
C(W˜+ δW˜) ' C(W˜) + 1
log 2
tr
∑
`
δW(`)RX,ψ(Y)(−`) (5.12)
− 1
log 2
tr
∑
`
δW(`)[
∫ 2pi
0
∫ 2pi
0
W˜
−1
(λ)D−1M˜(λ)e−i`
Tλ dλ
(2pi)2
]
Ce de´veloppement du premier ordre peut encore se mettre sous la forme plus inte´ressante
C(W˜+ δW˜) = C(W˜) +
∑
`
tr[δW(`)GT (`)]
avec
G(`) =
1
log 2
RTX,ψ(Y)(−`)−
1
log 2
∫ 2pi
0
∫ 2pi
0
M˜
T
(λ)D−1W˜
−T
(λ)e−i`
Tλ dλ
(2pi)2
(5.13)
{G(`)} n’e´tant rien d’autre que le gradient de notre crite`re a` minimiser. Nous venons ainsi de
calculer, d’une fac¸on simple et explicite, le gradient du crite`re de l’e´quation (4.18). Par la suite,
nous allons de´finir le crite`re sous la contrainte D = I et calculer le gradient sous cette contrainte.
5.2 De´finition du crite`re sous contrainte, calcul de son gradient
5.2.1 De´finition du crite`re sous contrainte
La matrice diagonale D est inte´ressante a` juste titre car les termes diagonaux de cette matrice
ne sont rien d’autre que les coefficients de ponde´ration wj permettant d’avoir une approximation
de la formule de la distorsion de l’image originale comme le montre les e´quations (4.10), (4.13) et
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(4.18) par rapport a` la distorsion de l’image transforme´e. Re´soudre le proble`me de minimisation
du crite`re en compression sous la contrainte que la matrice D est la matrice identite´ est e´quivalent
a` imposer que la distorsion calcule´e sur l’image transforme´e Y est la meˆme que celle sur l’image
de de´part X, du moins lorsque la contrainte est atteinte. Ce qui facilite e´galement l’allocation
optimale de bits a` haute re´solution ou` la distorsion comme nous l’avons de´montre´ devient la meˆme
pour chaque composante pour une distorsion cible Dc. D’autre part, la minimisation du crite`re sous
cette contrainte nous affranchit de l’ambigu¨ıte´ sur la non unicite´ de la solution lie´e au fait que le
crite`re est invariant par multiplication a` gauche de son argument par une matrice diagonale non
singulie`re. De fac¸on plus pre´cise, C({∆W(`)}) = C({W(`)}) pour toute matrice diagonale ∆ non
singulie`re. Soit maintenant une fonction F : {W(`)} 7→ F ({W(`)}) telle que pour toute se´quence
{W(`)} nous ayons
min
∆ diagonal
F ({∆W(`)}) = min
{W′(`)}
F ({W′(`)})
Dans ce cas, la se´quence de matrices {W∗(`)} qui minimise C({W(`)})+F ({W(`)}) minimise e´ga-
lement a` la fois C({W(`)}) et F ({W(`)}). En effet, si {W∗(`)} ne minimise pas C({W(`)}), il existe
une se´quence de matrice {W(`)} 6= {W∗(`)} telle que C({W∗(`)}) > C({W(`)}) et d’apre`s la pro-
prie´te´ de F , il existe une matrice diagonale ∆ telle que F ({∆W(`)}) = min{W′(`)} F ({W′(`)}) ≤
F ({W∗(`)}). Par suite C({W∗(`)})+F ({W∗(`)}) > C({∆W(`)})+F ({∆W(`)}), ce qui contredi-
rait le fait que {W∗(`)} minimise C({W(`)})+F ({W(`)}). De meˆme, si {W∗(`)} ne minimise pas
F ({W(`)}, il existe une matrice diagonale ∆ telle que F ({∆W∗(`)}) = min{W(`)} F ({W(`)}) <
F ({W∗(`)}) et donc C({∆W∗(`)})+F ({∆W∗(`)}) < C({W∗(`)})+F ({W∗(`)}), ce qui conduirait
encore a` une contradiction.
Le re´sultat pre´ce´dent montre que minimiser C({W(`)}) + F ({W(`)}) revient a` minimiser
C({W(`)}) sous la contrainte que {W(`)} appartient a` l’ensemble de points minimisant F .
Un choix inte´ressant de la fonction F serait F ({W(`)}) = [tr(D) − log det(D)]/(2 log 2) ou`
D = diag
∫ 2pi
0
∫ 2pi
0 M˜(λ)dλ/(2pi)
2. On ve´rifie que F satisfait la condition requise, car F ({∆W(`)}) =
[tr(∆−2D)− log det(∆−2D)]/(2 log 2) et que tr(D)− log detD est minimum quand D est la matrice
identite´. L’ensemble des points minimisant F ({W(`)}) n’est autre que l’ensemble des se´quences
{W(`)}, tel que la matrice D associe´e est la matrice identite´. Par la suite, nous de´finissons le
crite`re sous contrainte par Ccontrainte({W(`)}) = C({W(`)}) + F ({W(`)}), ce qui nous donne au
final
Ccontrainte({W(`)}) =
N∑
j=1
H(Yj) +
1
2 log 2
tr(D) (5.14)
Ce crite`re a l’air bien plus simple que le crite`re initial car il est bien plus simple de manipuler
la trace d’une matrice que le logarithme de son de´terminant.
5.2.2 Calcul du gradient du crite`re Ccontrainte
Soient Ccontrainte1 et Ccontrainte2 les premier et deuxie`me termes respectifs du membre de droite
de l’e´quation (5.14), en se servant des de´veloppements de la section 5.1 il devient simple de faire le
de´veloppement de Taylor a` l’ordre 1 du crite`re Ccontrainte({W(`)}). En effet, Ccontrainte1 = C1 et son
de´veloppement de Taylor a e´te´ fait pre´ce´demment, il ne nous reste plus qu’a` faire le de´veloppement
de Taylor a` l’ordre 1 de Ccontrainte2 =
1
2 log 2 tr(D). Comme dans la sous-section 5.1.2, nous supposons
une petite variation de W˜(λ) comme suit : W˜(λ)←− W˜(λ)+ ε˜(λ)W˜(λ) avec δW˜(λ) = ε˜(λ)W˜(λ).
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Il a e´te´ de´montre´ dans cette sous section que le j e`me terme diagonal du de´veloppement de Taylor
de l’expression dans la double inte´grale de D au 1er ordre vaut :
M˜jj(λ)−
N∑
k=1
M˜jk(λ)ε˜kj(λ)−
N∑
k=1
M˜kj(λ)ε˜∗kj(λ)
Nous en de´duisons donc le de´veloppement de Taylor de ce deuxie`me terme qui est donne´ par
Ccontrainte2(W˜+ δW˜) = Ccontrainte2(W˜)−
1
log 2
∫ 2pi
0
∫ 2pi
0
tr[M˜(λ)ε˜(λ)]
dλ
(2pi)2
(5.15)
En utilisant d’une part le fait que ε˜(λ) = δW˜(λ)W˜
−1
(λ), et d’autre part la de´finition de la transfor-
me´e de Fourrier de la se´quence de matrice {W(`)} que nous rappelons ici δW˜(λ) =∑` δW(`)e−i`Tλ,
l’e´quation (5.15) devient finalement
Ccontrainte2(W˜+ δW˜) = Ccontrainte2(W˜)−
1
log 2
tr
∑
`
δW(`)[
∫ 2pi
0
∫ 2pi
0
W˜
−1
(λ)M˜(λ)e−i`
Tλ dλ
(2pi)2
]
(5.16)
En regroupant ce re´sultat avec celui de l’e´quation (5.4) et en ne tenant compte que des termes au
1er ordre, nous obtenons le de´veloppement de Taylor du crite`re sous contrainte Ccontrainte au 1er
ordre dont l’expression est re´duite a` :
Ccontrainte(W˜+ δW˜) = Ccontrainte(W˜) +
1
log 2
tr
∑
`
δW(`)RX,ψ(Y)(−`)− (5.17)
1
log 2
tr
∑
`
δW(`)[
∫ 2pi
0
∫ 2pi
0
W˜
−1
(λ)M˜(λ)e−i`λ
dλ
(2pi)2
]
Cette dernie`re expression peut encore se mettre sous la forme simplifie´e
Ccontrainte(W˜+ δW˜) = Ccontrainte(W˜) +
∑
`
tr[δW(`)GTcontrainte(`)]
avec
Gcontrainte(`) =
1
log 2
RTX,ψ(Y)(−`)−
1
log 2
∫ 2pi
0
∫ 2pi
0
M˜
T
(λ)W˜
−T
(λ)e−i`
Tλ dλ
(2pi)2
, (5.18)
qui constitue le gradient du crite`re Ccontrainte.
5.3 Estimation empirique du gradient et du crite`re
Le calcul nume´rique effectif du crite`re de´fini par l’e´quation (4.18) ainsi que de son gradient sont
des ope´rations tre`s complexes faisant intervenir des doubles inte´grations et ne´cessite la connaissance
exacte des densite´s de probabilite´s des signaux. En re´alite´, la densite´ de probabilite´ des signaux
est rarement connue dans un cas pratique ou` nous supposons que les observations ont e´te´ obtenues
a` partir d’un me´lange convolutif comme nous l’avons fait ici. En pratique afin de mettre au point
un algorithme de minimisation, nous utilisons non pas les expressions mathe´matiques re´elles du
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gradient et du crite`re, mais plutoˆt une estimation de ces dernie`res. Pour cela, la double inte´grale
est remplace´e par une double somme de Riemann, la fonction score et l’entropie sont estime´es comme
cela est sugge´re´ dans [59] et la fonction d’inter-corre´lation est estime´e en remplac¸ant l’espe´rance
par une moyenne empirique. Le crite`re est estime´ de fac¸on empirique par :
Ĉ({W(`)}) =
N∑
j=1
Ĥ(Yj) +
1
2
log2{det(D̂)} (5.19)
avec
D̂ =
1
T1T2
T1−1∑
m=0
T2−1∑
n=0
diag[M˜(λm,n)] (5.20)
ou` pour la clarte´ et la simplicite´ des expressions, nous avons choisi d’utiliser les notations vectorielles
et la variable fre´quentielle discre`te note´e λm,n est de´finie par λm,n = (2pimT1 ,
2pin
T2
). Nous choisirons
T1 et T2 assez grands de telle sorte que l’erreur d’approximation des inte´grales par la somme
de Riemann est faible, mais il ne faut pas non plus prendre des valeurs tre`s grandes car elles
n’ame´lioreraient pas d’une fac¸on significative les estimations des inte´grales mais, augmenteraient
la complexite´ de calcul. Le de´veloppement de Taylor au premier ordre de ce crite`re estime´ peut se
mettre sous la forme suivante :
Ĉ(W˜+ δW˜) = Ĉ(W˜) +
∑
`
tr[δW(`)Ĝ
T
(`)] (5.21)
avec
Ĝ(`) =
1
log 2
R̂
T
X, bψ(Y)(−`)− 1log 2
1
T1T2
T1−1∑
m=0
T2−1∑
n=0
M˜
T
(λm,n)D̂
−1
W˜
−T
(λm,n)e
−i2pi(ml1
T1
+
nl2
T2
) (5.22)
Ĝ(`) est le gradient du crite`re empirique de (5.19). La fonction d’inter-corre´lation estime´e
R̂
X, bψ(Y)(`) entre X et ψ̂(Y) est donne´e par :
R̂
X, bψ(Y)(`) = 1NLNC
(NL−1,NC−1)∑
k=(0,0)
X(k)ψ̂T [Y(k− `)] (5.23)
Le crite`re sous la contrainte D = I est estime´ de fac¸on empirique par :
Ĉcontrainte({W(`)}) =
N∑
j=1
Ĥ(Yj) +
1
2 log 2
tr(D̂) (5.24)
avec D̂ de´finie de la meˆme fac¸on qu’a` l’e´quation (5.20). Son gradient lui est estime´ par l’expression
Ĝcontrainte(`) =
1
log 2
R̂
T
X, bψ(Y)(−`)− 1log 2
1
T1T2
T1−1∑
m=0
T2−1∑
n=0
M˜
T
(λm,n)W˜
−T
(λm,n)e
−i2pi(ml1
T1
+
nl2
T2
)
(5.25)
ou` R̂
T
X, bψ(Y)(`) est une estimation de la fonction d’inter-corre´lation entreX et ψ̂(Y) dont la de´finition
est donne´e par l’e´quation (5.23).
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Les estimations empiriques du gradient et du crite`re avec et sans contrainte sont ne´cessaires dans
la mesure ou` elles permettent de pouvoir mettre en place un algorithme nume´rique. Dans le cas de
la minimisation sous contrainte, celle-ci devient D̂ = I. En utilisant les de´finitions des estimations
du crite`re et du gradient, nous explicitons par la suite des algorithmes permettant de minimiser ce
crite`re avec ou sans contrainte. Nous appellerons Ica conv opt l’algorithme qui minimise le crite`re
ge´ne´ral et Ica conv orth celui qui minimise le crite`re sous la contrainte D = I.
5.4 Algorithmes BFGS pour la minimisation de C et Ccontrainte
Nous utilisons une me´thode de minimisation BFGS du nom de ces auteurs Broyden-Fletcher -
Goldfarb-Shanno qui est une me´thode ite´rative, base´e sur l’estimation du gradient et une ap-
proximation empirique du hessien. Le gradient est e´value´ a` chaque e´tape en utilisant les formules
d’estimations de la section 5.3 et de´pend de la solution courante. L’hessien, lui, est estime´ a` chaque
e´tape, en se basant sur sa valeur pre´ce´dente et en l’actualisant selon une certaine fac¸on qui est a`
l’origine de cette me´thode. La fac¸on de mettre a` jour la valeur du hessien d’une ite´ration a` l’autre
ressemble fortement a` celle de la me´thode DFP du nom de ces auteurs Davidson-Fletcher -Powell,
qui est de´crite et de´taille dans [80]. Dans [63], on y trouve les de´tails lie´s aux diffe´rences entre
ces deux me´thodes d’optimisation, ainsi qu’une implantation de la me´thode BFGS dans un cadre
ge´ne´ral. La diffe´rence majeure entre ces deux me´thodes re´sulte en la mise a` jour du hessien estime´
sur la solution courante. En ge´ne´ral, la me´thode BFGS converge mieux que la me´thode DFP, ce qui
justifie le fait que nous l’ayons choisie pour minimiser notre crite`re. Nous rappelons ici les grandes
lignes de cet algorithme en l’adaptant a` notre proble`me.
Nous allons utiliser, dans l’espace des matrices carre´es d’ordre N les ope´rateurs vec et mat qui
ont e´te´ de´finis a` la section 1.1.1 du premier chapitre et qui permettent de transformer respectivement
une matrice en un vecteur et un vecteur en une matrice. L’objectif e´tant de rechercher un ensemble
fini de matriceW(`), nous fixons au pre´alable le nombre de matrices en faisant l’hypothe`se suivante
∀ ` = (`1, `2), W(`) = ON si |`1| > L1 ou |`2| > L2
ce qui a pour conse´quence de limiter la se´quence des matrices {W(`)} a` rechercher au
nombre de Nw = (2L1 + 1)(2L2 + 1) matrices de taille N × N . Introduisons les vecteurs
g et x de dimension NwN2 et qui sont respectivement de´finis par : g = vec({Ĝ(`)}) =
[vec(Ĝ(`1))T , . . . , vec(Ĝ(`Nw))T ]T et x = vec({W(`)}) = [vec(W(`1))T , . . . , vec(W(`Nw))T ]T . Le
vecteur g est constitue´ par l’ensemble des matrices Ĝ(`) transforme´es en vecteurs par l’ope´rateur
vec et prises dans un ordre pre´de´fini. Il repre´sente le gradient au point x qui lui est constitue´
par l’ensemble des matrices W(`) transforme´es en vecteurs par l’ope´rateur vec et prises dans le
meˆme ordre que dans le cas de g. Le vecteur x repre´sente une solution courante. Enfin, appelons
f(x) la fonction de´finie sur RNwN2 par : f(x) = Ĉ({W(`)}) dans le cas sans contrainte et par
f(x) = Ĉcontrainte({W(`)}) dans le cas de la minimisation sous contrainte.
Par la suite, pour des raisons de simplicite´ et d’adaptabilite´, nous allons re´soudre notre proble`me
en minimisant le crite`re de´fini a` l’e´quation (4.18) par rapport au vecteur x. Cela revient au meˆme
que de le faire sur la se´quence de matrice {W(`)} tout en sachant qu’a` tout moment, il est tre`s
facile a` partir du vecteur x de reconstituer la se´quence {W(`)} en utilisant l’ope´rateur mat et en
l’appliquant aux Nw vecteurs disjoints de longueur N2 constitue´s en prenant a` chaque fois N2
e´le´ments successifs de x. L’algorithme BFGS de´crit dans [63] nous permettant de re´soudre notre
proble`me de minimisation se re´sume alors comme suit :
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1. Choisir une solution arbitraire initiale que l’on note x0 = vec({W(`)}0), un choix possible
est W0(`) = 0N si `1 6= 0 et `2 6= 0, et W0(0, 0) = IN . On ne s’inte´resse qu’aux Nw matrices
W0(`) non nulles et la taille du vecteur x0 est NwN2. Notons g0 = ∇f(x0) le gradient
estime´ au point x0 et H0 une matrice carre´e quelconque de taille NwN2×NwN2, syme´trique
de´finie positive et qui est une estimation empirique de l’inverse de l’hessien du crite`re, nous
choisissons naturellement et simplement d’initialiser comme pre´conise´ pour cette me´thode
BFGS H0 = INwN2 .
2. Pour v = 0, 1, 2, . . ., faire
(a) sv = Hvgv,
(b) αv = minα[f(xv − αsv)],
(c) xv+1 = xv − αvsv, gv+1 = ∇f(xv+1),
(d) Hv+1 = Hv +Pv +Qv +Ev
3. Continuer jusqu’a` ce que ||gv|| < ².
avec
Pv = −αvs
v(sv)T
(∆gv)T sv
, (5.26)
Qv = −
Hv∆gv(∆gv)THv
(∆gv)THv∆gv
(5.27)
Ev = [(∆gv)THv∆gv]uv(uv)T (5.28)
ou`
uv =
sv
(sv)T∆gv
− Hv∆g
v
(∆gv)THv∆gv
(5.29)
et
∆gv = gv+1 − gv (5.30)
5.5 Complexite´ algorithmique
Pour e´valuer la complexite´ de ces deux algorithmes, nous recherchons la complexite´ de calcul du
gradient et du crite`re a` chaque ite´ration. Les autres e´le´ments qui interviennent dans la de´finition
de l’algorithme de´pendant fortement de l’estimation de ces deux quantite´s, notamment du hessien
qui est mis a` jour d’une fac¸on empirique et qui est propre a` la me´thode de minimisation BFGS.
Soient N le nombre de composantes de l’image de de´part, T1 et T2 les nombres d’intervalles des
subdivisions des deux axes de fre´quences spatiales associe´es aux sommes de Riemann mentionne´es
ci-dessus, NL et NC la taille d’une composante en nombre de lignes et de colonnes avec L = NLNC ,
et Nw le nombre de matrices carre´es de taille N×N recherche´es par la transformation Ica conv opt.
Nous allons e´valuer la complexite´ d’une ite´ration et nous de´duirons la complexite´ de l’algorithme
en fonction du nombre d’ite´rations.
Appelons m le nombre de points de discre´tisation ne´cessaires pour le calcul de la fonction score
dont l’algorithme est explicite´ dans [62]. Nous avons en ge´ne´ral m¿ L et qui est un entier compris
dans l’intervalle [30; 60]. L’estimation de la fonction score des N composantes se fait avec une
complexite´ de l’ordre de O(NmL). L’estimation de l’entropie diffe´rentielle des N composantes se
fait avec une complexite´ algorithmique du meˆme ordre que celle de la fonction score. Le calcul de
l’estimation de la fonction d’inter-corre´lation de l’e´quation (5.23) se fait avec une complexite´ en
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O(N2NwL). Si nous observons les e´le´ments intervenant dans le deuxie`me terme du membre de droite
de l’e´quation (5.22), W˜(λm,n) a une complexite´ en O(NwN2), sachant que le calcul de l’inverse d’une
matrice carre´ d’ordre N se fait en O(N3) et que le produit de deux matrices carre´es d’ordre N se
fait e´galement en O(N3), la matrice M˜(λm,n) = W˜
−H
(λm,n)W˜
−1
(λm,n) a une complexite´ de calcul
en O(NwN2 + 2N3) alors que D̂ qui ne´cessite le calcul de T valeurs de M˜(λm,n) a une complexite´
de calcul en O(NwTN2 + 2TN3). On de´duit alors que le calcul du deuxie`me terme du membre de
droite de l’e´quation (5.22) se fait en O(4N3T +NwN2T ). Ainsi, le calcul du gradient de l’e´quation
(5.22) pour les L matrices recherche´es se fait en O([Nm + N2Nw]L + [4N3Nw + N2wN
2]T ). Le
nombre de composantes N des images multi spectrales est tel que N ∈ {3, 4, 6}, et le terme Nm
dans ce cas n’est pas ne´gligeable devant N2Nw. Le calcul du crite`re estime´ de fac¸on empirique de
l’e´quation (5.19) se fait en O(NmL), car nous avons de´ja` inclus la complexite´ de D̂ dans le calcul
du gradient empirique. La mise a` jour de l’inverse de l’hessien apre`s avoir calcule´ le gradient et
le crite`re au point courant se fait avec une complexite´ en O(2(N2Nw)3). En effet, comme nous
l’avons dit ci-haut, durant la phase pratique de la mise en oeuvre de l’algorithme, le crite`re est
minimise´ par rapport au vecteur x dont la longueur est de N2Nw et qui repre´sente les valeurs des
Nw matrices recherche´es par l’algorithme de minimisation. La mise a` jour de l’hessien peut encore
se mettre sous la forme d’un produit de trois matrices carre´es de taille N2L×N2L auquel s’ajoute
une matrice carre´e de taille identique, ce qui justifie sa complexite´ donne´e pre´ce´demment.
Pour une ite´ration, nous e´valuons au pre´alable le crite`re et le gradient au point courant, puis
le crite`re et le gradient de la solution mise a` jour avant de mettre a` jour la valeur de l’hessien.
Cela revient a` calculer le crite`re et le gradient une fois avant de mettre a` jour l’hessien. Certaines
ite´rations ne´cessitent de faire plusieurs estimations du crite`re pour la recherche de αv, surtout au
de´but de l’algorithme. Toutefois, ce nombre reste infe´rieur a` cinq en ge´ne´ral a` chaque ite´ration.
En supposant que l’algorithme converge au bout de p ite´rations (p e´tant de l’ordre de la centaine),
nous pouvons conclure que l’algorithme Ica_conv_opt a une complexite´ en O([Nm+N2Nw]pL+
[4N3Nw + N2wN
2]pT ). Dans la pratique, nous choisirons T1 = NL et T2 = NC , ce qui re´duit la
complexite´ algorithmique a` O([Nm + N2Nw + 4N3Nw + N2wN
2]pT ). La minimisation du crite`re
sous contrainte se fait avec une complexite´ a` peu pre`s du meˆme ordre.
Conclusion : Ce deuxie`me chapitre propose et explicite un algorithme de minimisation BFGS
du crite`re mis a` jour au premier chapitre de cette partie. Pour cela, nous avons calcule´ le gradient
du crite`re et, nous avons de´duit les expressions des estimations empiriques du gradient et du crite`re
d’abord dans le cas ge´ne´ral, puis dans le cas particulier ou` le crite`re est minimise´ sous la contrainte
D̂ = Id. Enfin, nous avons e´value´ d’une fac¸on assez sommaire la complexite´ de calcul de ces deux
algorithmes. Par la suite, nous pre´sentons les performances en terme de courbes de´bit vs PRSB
obtenues par ces algorithmes.
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Chapitre 6
Evaluation des performances des
transformations convolutives
Ce dernier chapitre pre´sente et propose une discussion sur les performances obtenues par les
transformations convolutives qui ont e´te´ de´finies et explicite´es dans les pre´ce´dents chapitres de
cette deuxie`me partie. Nous nous focaliserons uniquement sur la transformation convolutive sans
contrainte, l’autre transformation n’ayant pour inte´reˆt que la pre´servation de la distorsion apre`s
transformation. Le sche´ma de compression e´tudie´ e´tant celui pre´sente´ en 4.1 ou` la transformation
est ici la transformation convolutive obtenue par l’algorithme permettant de minimiser le crite`re
de l’e´quation (4.18) et que nous appellerons Ica conv opt. La base de donne´es des images reste la
meˆme que celle de´finie et pre´sente´ au chapitre 3 de la premie`re partie et nous utilisons quelques
unes de ces images pour re´aliser les simulations.
6.1 Evaluation des Performances de la transformation
Ica conv opt
Nous nous inte´ressons ici au sche´ma de compression pre´sente´ dans 4.1. L’image originale ici e´tant
une sous-bande X(m) obtenue apre`s application d’une TOD sur chaque composante de l’image
X. Par la suite, nous conside´rons donc une sous bande quelconque X(m) (1 ≤ m ≤ M) comme
une image originale et nous allons appliquer plusieurs transformations diffe´rentes pour re´duire
la redondance spectrale (dans certains cas la redondance spectrale aussi est re´duite dans chaque
composante) entre les composantes deX(m). Avant cela, nous ve´rifions sur quelques image la validite´
de la formule d’approximation de la distorsion de l’e´quation (4.10).
6.1.1 Validation de la formule d’approximation de la distorsion
Pour e´valuer la validite´ de la formule d’approximation de la distorsion obtenue dans cette partie,
nous appliquons la transformation convolutive obtenue par l’algorithme Ica conv opt sur une sous-
bande X(m) de l’image, puis nous affectons un pas de quantification a` chaque composante X(m)i
de fac¸on a` toujours eˆtre sous les hypothe`ses faibles distorsion. Puis nous e´valuons d’une part la
distorsion, en la calculant graˆce aux formules d’approximations par rapport aux distorsions des
composantes Y(m)i obtenues apre`s la transformation, et d’autre part, nous e´valuons la distorsion
re´elle en appliquant la transformation convolutive inverse et en reconstruisant une image approche´e
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X̂
(m)
. Appelons Dreel la distorsion re´elle ainsi obtenue et Dapp la distorsion obtenue en utilisant
la formule d’approximation. Le PRSB est ensuite obtenu a` partir de la distorsion re´elle, et nous
appelons distorsion relative, le rapport Dr = Dapp/Dreel. En faisant plusieurs tirages ale´atoires
pour diffe´rents pas de quantification, nous obtenons un ensemble de points pour Dreel et Dapp, ce
qui nous permet de tracer le nuage de points Dr en fonction du PRSB. Pour chaque sous-bande,
nous calculons l’erreur relative moyenne qui s’obtient en calculant la moyenne arithme´tique des
erreurs d’approximation. L’erreur d’approximation ² e´tant ici de´finie par ² = |1−Dr|.
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Fig. 6.1 – Distorsion relative en fonction du PRSB des sous-bandes de l’image Vannes
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Fig. 6.2 – Distorsion relative en fonction du PRSB de l’image Toulouse de´cale´e de 0.2 pixel
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Fig. 6.3 – Distorsion relative en fonction du PRSB de l’image Toulouse de´cale´e de 0.5 pixel
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Nous avons pre´sente´ les re´sultats obtenus en utilisant les sous-bandes HH3, HL3 et LH3 des
images de Vannes, de re´fe´rence Toulouse et de Toulouse de´cale´e de 0.5 pixel comme image originale.
Ces sous-bandes repre´sentent les coefficients de de´tails horizontaux, verticaux et diagonaux apre`s
trois niveaux de de´composition en ondelette. Pour chacune des figures, nous e´valuons l’erreur relative
moyenne. L’erreur relative moyenne est obtenue en calculant la moyenne arithme´tique du carre´ des
erreurs d’approximation. L’erreur d’approximation ² e´tant ici de´finie par ² = 1 − Dr. En effet, la
valeur ide´ale de la distorsion relative vaut 1 c’est-a`-dire lorsque l’approximation de la distorsion
coincide avec la distorsion re´elle.
Nous constatons en analysant ces figures que la formule d’approximation de la distorsion de
l’e´quation (4.10) est bonne car tre`s proche de la valeur ide´ale et ce d’autant plus que la mesure de
l’erreur moyenne d’approximation est toujours tre`s faible. Nous avons eu des re´sultats similaires
en e´valuant la distorsion par cette formule d’approximation pour les diffe´rentes sous-bandes non
seulement de ces images sur lesquelles nous avons effectue´ cette simulation, mais aussi sur d’autres
images de notre bas de donne´es. Ce qui conforte et justifie le fait que nous utilisions cette formule
d’approximation par la suite lors de l’allocation optimale de bits pour l’e´valuation des courbes
debits vs PRSB en utilisant la transformation retourne´e par l’algorithme Ica conv opt.
6.1.2 Evaluation et comparaison des gains de codage ge´ne´ralise´s
Pour e´valuer les performances de l’algorithme Ica conv opt, nous avons applique´ la transforma-
tion convolutive issue de cet algorithme aux images originales (ici une sous bande X(m)), puis nous
avons quantifie´ et code´ les diffe´rentes composantes en faisant une allocation optimale de bits entre
les diffe´rentes composantes au moyen de l’algorithme de Shoham et Gersho [69]. Nous avons dans
nos simulations limite´ la se´quence des matrices recherche´es de telle sorte que W(`1, `1) = ON si
|`1| > 1 ou |`2| > 1, ce qui limite la taille de la se´quence de matrices recherche´e a` 9 matrices carre´es
de taille N . Afin d’e´valuer la distorsion, il est ne´cessaire de calculer la transformation inverse de
Ica conv opt. Cette e´valuation est fastidieuse et complexe dans la mesure ou` le filtre matriciel ob-
tenu par Ica conv opt est a` support spatial fini et par conse´quent son inverse a un support spatial
infini. Pour contourner ce proble`me, nous avons travaille´ sur le plan spectral ou`, il est possible de
reconstituer exactement le signal original si aucune quantification n’est faite sur les composantes
apre`s la transformation. Ainsi, apre`s la quantification du signal Y(m)), nous appliquons la FFT
(Fast Fourier Transform) pour avoir une repre´sentation du signal sur le plan fre´quentiel. Le fait de
travailler sur le plan spectral est inte´ressant dans la mesure ou` l’ope´ration de convolution sur le
plan spatial est transforme´ par une multiplication sur le plan spectral, ce qui simplifie conside´ra-
blement les calculs et nous e´vite d’avoir a` calculer de fac¸on explicite le filtre matriciel inverse sur le
plan spatial. Notons Z˜(λ) = V˜(λ)Y˜
q(m)
(λ), l’image obtenue sur le plan fre´quentiel et qui est une
approximation de l’image originale sur le plan fre´quentiel. L’image approche´e finale X̂
(m)
de X(m)
est obtenue simplement en appliquant la IFFT (Inverse Fast Fourier Transform) a` l’image Z˜(λ).
Rappelons enfin ici que les relations liant le filtre de se´paration-deconvolution et son inverse sont
donne´es dans la sous-section 4.3.1.
Le de´bit est e´value´ par un estimateur de l’entropie d’ordre 1 et la distorsion est l’erreur qua-
dratique moyenne. Les courbes debit vs PRSB ainsi que les gains de codage ge´ne´ralise´s de quelques
images sont illustre´s non seulement pour la transformation convolutive modifie´e pour la compres-
sion, mais aussi, pour les transformations spectrales e´tudie´es dans la premie`re partie de ce rapport,
notamment pour le sche´ma en sous-bandes (en utilisant comme transformation spectrale la TKL et
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les transformations d’ACI modifie´es), et le sche´ma mixte en sous-bandes avec P = 4 (en utilisant
la transformation retourne´e par l’algorithme Ica opt comme transformation spectrale) ce qui nous
permet d’avoir une premie`re comparaison visuelle des performances de ces diffe´rentes transforma-
tions.
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Fig. 6.4 – Gain de codage ge´ne´ralise´ de la sous-bande HH2 de Montpellier de´cale´e de 0.2 pixel
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Fig. 6.5 – Gain de codage ge´ne´ralise´ de la sous-bande HH2 de Montpellier de´cale´e de 0.2 pixel
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Fig. 6.6 – Gain de codage ge´ne´ralise´ de la sous-bande HL2 de Toulouse de´cale´e de 0.5 pixel
117
0 1 2 3 4 5 6
0
0.5
1
1.5
2
2.5
3
3.5
Gain de codage généralisé de la sous-bande HL2 de toulouse_crop_Deca-050 par rapport à l'identité
Débit en bpp
Ga
in d
e 
co
da
ge 
gén
éra
lisé
 
en
 
dB
 
 
Ica_orth
TKL
Ica_opt
Ica_opt_P=4
Ica_conv
0 1 2 3 4 5 6
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Gain de codage généralisé de la sous-bande HL2 de toulouse_crop_Deca-050 par rapport à la TKL
Débit en bpp
Ga
in d
e 
co
da
ge 
gén
éra
lisé
 
en
 
dB
 
 
Ica_orth
Ica_opt
Ica_opt_P=4
Ica_conv
Fig. 6.7 – Gain de codage ge´ne´ralise´ de la sous-bande HL2 de Toulouse de´cale´e de 0.5 pixel
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Fig. 6.8 – Gain de codage ge´ne´ralise´ de la sous-bande LH2 de vannes
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Fig. 6.9 – Gain de codage ge´ne´ralise´ de la sous-bande LH2 de Vannes
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Fig. 6.10 – Gain de codage ge´ne´ralise´ de la sous-bande HH1 de Moissac
121
0 1 2 3 4 5 6
0.5
1
1.5
2
2.5
3
3.5
Gain de codage généralisé de la sous-bande HH1 de moissac par rapport à l'identité
Débit en bpp
Ga
in d
e 
co
da
ge 
gén
éra
lisé
 
en
 
dB
 
 
Ica_orth
TKL
Ica_opt
Ica_opt_P=4
Ica_conv
0 1 2 3 4 5 6
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
Gain de codage généralisé de la sous-bande HH1 de HH1 par rapport à la TKL
Débit en bpp
Ga
in d
e 
co
da
ge 
gén
éra
lisé
 
en
 
dB
 
 
Ica_orth
Ica_opt
Ica_opt_P=4
Ica_conv
Fig. 6.11 – Gain de codage ge´ne´ralise´ de la sous-bande HH1 de Moissac
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6.1.3 Interpre´tations et discussions des re´sultats
En observant les re´sultats ci-dessous obtenus qui nous donnent les gains de codage ge´ne´ralise´s
obtenus sur plusieurs images (une image ici est une sous-bande apre`s la TOD), nous constatons qu’en
utilisant la transformation convolutive obtenue par l’algorithme Ica conv, nous obtenons un gain
de codage ge´ne´ralise´ qui est bien pus e´leve´ que celui obtenu en utilisant les autres transformations
spectrales. Ce qui e´tait pre´visible dans la mesure ou` la transformation convolutive permet de re´duire
a` la fois les redondances spatiales et spectrales entre l’image. La valeur du gain de codage obtenue
ici de´pend de l’image. Nous avons re´alise´ cette e´valuation du gain de codage en utilisant plusieurs
images de notre base de donne´es initiales (en nous servant des diffe´rentes sous-bandes obtenues
apre`s application de la TOD sur les images de notre base de donne´es), le constat est le meˆme,
la transformation convolutive permet d’ame´liorer les performances (en termes de courbe debit vs
PRSB) des transformations spectrales utilise´es dans la premie`re premie`re partie de ce rapport de
the`se, notamment pour le sche´ma en sous-bandes.
Nous avons constate´ que le gain de codage de la transformation convolutive par rapport a` la
transformation identite´ (et aussi par rapport aux autres transformations spectrales) obtenu e´tait
plus important dans la sous-bande basse fre´quence LL3 que dans les autres sous-bandes. Cela s’ex-
plique par le fait qu’apre`s la TOD, les coefficients d’ondelette sont bien de´corre´le´s dans toutes les
sous-bandes, excepte´ dans la sous-bande basse-fre´quence ou` il demeure une redondance importante
entre coefficients. Ainsi, la transformation convolutive dans ce cas, permet de minimiser non seule-
ment la redondance spatiale remanente, mais aussi la redondance spectrale entre les composantes.
Ce qui justifie que ce gain de codage ge´ne´ralise´ e´leve´ obtenu dans les sous-bandes basse fre´quence.
Notons enfin, que nous avons e´galement essaye´ d’appliquer la transformation convolutive a`
l’image brute de de´part qui n’a subi aucune transformation. En comparant les courbes de´bit vs
PRSB obtenus dans ce cas, nous constatons qu’elles ont des performances qui sont en dec¸a` de celles
des sche´mas de compressions e´tudie´s dans la premie`re partie, notamment le sche´ma en sous-bandes.
Nous avons choisi de ne pas pre´senter ces re´sultats dans cette the`se et de continuer a` explorer cette
voie avant de tirer des conclusions partielles ou de´finitives.
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Conclusion ge´ne´rale
L’objet de cette the`se est de faire une e´tude sur l’application des transformations d’ACI en
compression d’images multi-composantes. Ce travail s’inscrit dans la suite des travaux de Na-
rozny [52] [51] qui a essaye´ de comprendre et d’expliquer les performances de transformations d’ACI
en compression en ge´ne´ral, et pour la compression des images en particulier. A l’issu de ces travaux,
deux transformations d’ACI modifie´es ont e´te´ mises au point et sont optimales en compression a`
haute re´solution pour une compression se´pare´e des composantes. Dans la premie`re partie de ce rap-
port, nous avons e´tudie´ plusieurs sce´narios de compression incorporant une TOD par composante
pour la minimisation de la redondance spatiale et une transformation line´aire pour la minimisation
de la redondance spectrale. Nous avons compare´ les performances des diffe´rents cas e´tudie´s d’abord
en e´valuant le de´bit graˆce a` un estimateur de l’entropie d’ordre 1, ensuite en incorporant le VM9
dans la chaˆıne de compression. Les re´sultats obtenus ont permis de voir que les nouvelles transfor-
mations d’ACI modifie´es, permettent en ge´ne´ral d’avoir des performances meilleures que la TKL
qui est utilise´e et bien connue dans la communaute´ de la compression d’images. Nous avons aussi
mis en e´vidence le besoin d’appliquer une transformation spectrale pour ame´liorer les performances
en termes de courbes de´bit vs PRSB aussi bien a` bas de´bits qu’a` hauts de´bits. Enfin, notre e´tude a
permis de voir que la de´re´gistration a un impact ne´gatif sur les performances des transformations
spectrales en termes de courbes de´bit vs PRSB, cet impact tend a` disparaˆıtre lorsqu’un codeur
comme celui du VM9 de JPEG2000 est utilise´e.
Dans la deuxie`me partie de cette the`se, nous avons propose´ une transformation base´e sur un
mode`le convolutif et qui a e´te´ modifie´e pour la compression. Apre`s avoir montre´ qu’une telle trans-
formation e´tait lie´e de par le crite`re a` une transformation de se´paration-de´convolution en se´para-
tion de sources (en utilisant l’information mutuelle comme crite`re a` minimiser), nous avons propose´
deux algorithmes permettant de minimiser le crite`re obtenu en utilisant et en supposant un tel
mode`le de me´lange. Les premiers re´sultats montrent que la transformation convolutive permet
d’avoir de meilleures performances que les transformations modifie´es d’ACI pour une image (ici,
une multi sous-bande apre`s la TOD) lorsque celle-ci est utilise´e pour re´duire la redondance spec-
trale. D’autre part, la transformation convolutive utilise´e toute seule pour re´duire les redondances
spatio-spectrales dans un sche´ma de compression, ne permet pas d’avoir des performances meilleures
que celles des sche´mas de compression ou` deux transformations inde´pendantes et diffe´rentes sont
utilise´es pour re´duire chacune une de ces deux redondances. Afin de tirer des conclusions de´finitives
sur l’utilisation d’une transformation convolutive en compression d’images, il nous parait utile et
important d’explorer d’autres voies, l’une e´tant de ne plus utiliser une me´thode BFGS, mas plutoˆt
une me´thode quasi-Newton base´e sur une estimation re´elle du hessien a` partir du de´veloppement de
Taylor a` l’ordre 2 du crite`re obtenu, l’autre e´tant de rechercher d’autres me´thodes de minimisation
du crite`re. Ces diffe´rentes voies constituent des pistes a` explorer et qui pourraient permettre d’avoir
des conclusions un peu plus e´labore´es. Il nous parait aussi inte´ressant de voir dans la continuite´ de
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ces travaux de the`se, si les transformations de se´paration-de´convolution pourraient avoir une autre
utilite´ que la compression, nous pensons notamment au proble`me de de´bruitage des images. Enfin,
il nous parait aussi utile, pour les sche´mas de la premie`re partie, de rechercher les transformations
modifie´es a` base d’ACI qui permettent effectivement de maximiser le gain de codage ge´ne´ralise´
pour le sche´ma se´parable adaptatif. Ces pistes pourraient permettre d’avoir une meilleure ide´e sur
l’application des transformations a` base d’ACI a` la compression des images multi-composantes.
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Annexe1
Dans cette annexe, nous pre´sentons les tableaux re´capitulant le PRSB pour des valeurs parti-
culie`res de de´bits pour les diffe´rents cas de figure e´tudie´es. Les tableaux sont donne´es par groupe
d’images ayant la meˆme profondeur pour un type de sche´ma de compression. Les images Montp-ref
et Toul-ref repre´sentent les images de refe´rences des villes de Montpellier et de Toulouse. Pour les
images de´cale´es de ces images de refe´rence, nous les avons appele´es Toul-020, Toul-035, Toul-050
pour de´signer les images de´cale´es de 0.2, 0.35 et 0.5 pixel de l’image de refe´rence de Toulouse, idem
pour celles de Montpellier. Id repre´sente le PRSB pour la transformation Identite´, Klt celui de la
TKL, Icaorth et Icaopt repe´sentent le PRSB pour les transformtions ICA orth et ICA opt. Nous
avons appele´ l’image Fort France Raw et l’image de Port debouc dans le tableaux est note´e Pgx.
Nous avons choisi ces noms simplifie´s qui repre´sentent l’extension de ces images originales.
Pour ce qui est des images hyper-spectrales,nous de´signerons par Jasper 224 l’image qui a e´te´
de´coupe´ sur l’axe spectral en blocs de N1 = 224 images (c’est-a`-dire toutes les bandes spectrales),
Jasper 20 repre´sente l’image de Jasper qui a e´te´ de´coupe´ sur l’axe spectral en blocs de taille N1 = 20
bandes spectrales contigue¨s a` partir de la premie`re bande, la dernie`re contenant N2 = 24 bandes
spectrales. Nous appellerons Jasper 45 l’image de´coupe´e en blocs de N1 = 45 bandes spectrales
contigue¨s, la dernier bloc contenant N2 = 44 bandes. Nous utilisons les meˆmes notations pour les
images Moffett et Cuprite.
Le de´bit est estime´ en faisant une estimation de l’entropie d’ordre 1, sauf dans certains cas qui
sont pre´cise´s, ou` nous utilisons le VM9 dans la chaˆıne de codage et de de´codage.
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Id 30.24 33.28 35.44 37.27 40.46 43.39 46.31 49.23
Klt 35.80 39.57 41.97 43.86 46.88 49.69 52.44 55.40
Colorado Icaorth 35.78 39.59 42.02 43.93 46.96 49.79 52.54 55.50
Icaopt 35.80 39.59 42.02 43.94 46.99 49.80 52.59 55.53
Id 34.82 37.21 39.00 40.63 43.61 46.59 49.51 52.52
Klt 37.67 40.71 42.87 44.65 47.61 50.38 53.29 56.25
Rio Icaorth 37.68 40.76 42.93 44.72 47.67 50.44 53.36 56.31
Icaopt 37.69 40.76 42.94 44.71 47.67 50.49 53.36 56.37
Id 29.84 31.97 33.58 35.06 37.94 40.81 43.91 46.94
Klt 32.48 35.33 37.65 39.64 43.02 46.04 49.04 51.99
Paris Icaorth 32.49 35.39 37.73 39.71 43.09 46.09 49.09 52.03
Icaopt 32.49 35.40 37.74 39.75 43.13 46.10 49.14 52.06
Id 37.10 38.87 40.38 41.78 44.57 47.53 50.56 53.74
Klt 39.19 41.71 43.68 45.28 48.10 50.93 53.90 56.94
Tokyo Icaorth 39.19 41.72 43.68 45.30 48.13 50.97 53.93 56.96
Icaopt 39.19 41.72 43.69 45.31 48.16 50.98 53.92 57.02
Id 31.91 34.51 36.07 37.43 40.11 42.93 45.99 48.98
Klt 33.65 35.89 37.45 38.90 41.52 44.15 47.22 50.36
Lena Icaorth 33.65 35.89 37.46 38.91 41.52 44.16 47.24 50.37
Icaopt 33.65 35.91 37.47 38.91 41.53 44.19 47.28 50.41
Id 21.99 23.95 25.66 27.10 29.85 32.76 35.76 38.78
Klt 23.67 26.23 27.99 29.46 32.04 34.70 37.77 40.84
Mandrill Icaorth 23.67 26.24 28.00 29.46 32.04 34.72 37.79 40.84
Icaopt 23.71 26.26 28.01 29.48 32.06 34.73 37.81 40.86
Id 32.64 36.38 38.43 40.10 43.03 45.63 48.51 51.60
Klt 34.85 38.56 41.00 42.99 46.83 50.10 52.57 55.03
Peppers Icaorth 34.84 38.64 41.11 43.18 47.10 50.34 52.93 55.29
Icaopt 34.86 38.65 41.11 43.18 47.11 50.36 52.95 55.30
Id 39.60 42.80 44.86 46.49 49.21 51.94 54.81 57.86
Klt 43.57 46.70 48.29 49.43 51.75 54.37 57.43 60.40
Raw Icaorth 43.57 46.76 48.33 49.47 51.80 54.45 57.52 60.47
Icaopt 43.65 46.80 48.38 49.51 51.84 54.52 57.61 60.69
Id 30.55 33.33 35.37 37.14 40.26 43.15 46.00 48.92
Klt 31.78 35.13 37.41 39.37 42.75 45.64 48.29 51.20
Toulouse1 Icaorth 31.81 35.15 37.43 39.39 42.76 45.64 48.30 51.22
Icaopt 31.81 35.13 37.43 39.39 42.76 45.66 48.33 51.24
Id 30.77 33.61 35.66 37.46 40.59 43.47 46.33 49.26
Klt 32.12 35.54 37.92 39.96 43.42 46.37 49.01 51.89
Toulouse2 Icaorth 32.12 35.55 37.92 39.96 43.43 46.37 49.02 51.89
Icaopt 32.11 35.55 37.93 39.96 43.43 46.37 49.02 51.89
Tab. 6.1 – PRSB des images de 8 bpp du sche´ma en sous-bandes
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Id 29.79 33.03 35.37 37.33 40.82 43.99 47.09 50.14 53.14 56.17
Klt 32.64 36.84 39.96 42.51 46.60 49.98 53.02 55.89 58.71 61.74
Pgx Icaorth 32.71 36.93 40.11 42.74 46.96 50.30 53.28 56.13 58.96 62.05
Icaopt 32.72 36.99 40.22 42.85 47.07 50.44 53.42 56.24 59.15 62.16
Id 35.41 38.77 40.98 42.85 46.13 49.12 52.05 54.97 58.03 61.02
Klt 37.53 41.40 44.20 46.62 50.71 53.91 56.59 59.39 62.44 65.56
Moissac Icaorth 37.59 41.55 44.38 46.79 50.88 54.04 56.71 59.53 62.56 65.68
Icaopt 37.61 41.59 44.44 46.85 50.92 54.09 56.76 59.58 62.63 65.75
Id 30.20 33.61 36.02 38.07 41.67 44.96 48.05 50.99 53.92 56.85
Klt 31.82 35.85 38.83 41.46 45.93 49.57 52.59 55.30 58.11 61.19
Strasbourg Icaorth 31.81 35.86 38.89 41.55 46.09 49.77 52.77 55.44 58.25 61.36
Icaopt 31.80 35.88 38.91 41.58 46.14 49.81 52.82 55.48 58.30 61.40
Id 37.88 41.51 44.00 46.11 49.73 52.76 55.60 58.45 61.4 64.46
Klt 40.02 44.41 47.37 49.72 53.20 55.75 58.38 61.39 64.51 67.60
Vannes Icaorth 40.16 44.61 47.59 49.93 53.37 55.90 58.55 61.56 64.67 67.77
Icaopt 40.23 44.70 47.66 49.99 53.42 55.93 58.64 61.62 64.77 67.86
Id 35.81 38.78 41.05 43.01 46.54 49.71 52.67 55.61 58.51 61.53
Klt 37.55 41.05 43.87 46.35 50.71 54.47 57.56 60.20 62.99 66.16
Montp-ref Icaorth 37.55 41.12 44.07 46.66 51.18 54.84 57.90 60.50 63.33 66.45
Icaopt 37.58 41.16 44.12 46.71 51.22 54.87 57.93 60.55 63.38 66.49
Id 35.81 38.78 41.04 43.01 46.53 49.70 52.67 55.61 58.51 61.54
Klt 37.42 40.71 43.26 45.49 49.32 52.67 55.73 58.54 61.44 64.46
Montp-020 Icaorth 37.44 40.80 43.46 45.75 49.66 53.01 56.05 58.87 61.78 64.76
Icaopt 37.46 40.83 43.50 45.78 49.69 53.04 56.08 58.90 61.82 64.78
Id 35.80 38.78 41.04 43.01 46.53 49.70 52.66 55.61 58.50 61.54
Klt 37.24 40.34 42.76 44.89 48.57 51.82 54.80 57.73 60.58 63.62
Montp-035 Icaorth 37.27 40.43 42.92 45.08 48.83 52.10 55.09 57.99 60.82 63.91
Icaopt 37.28 40.46 42.94 45.10 48.84 52.12 55.11 58.01 60.84 63.93
Id 35.8 38.78 41.04 43.00 46.53 49.69 52.66 55.61 58.5 61.53
Klt 37.06 40.07 42.43 44.48 48.05 51.22 54.23 57.12 60.07 63.03
Montp-050 Icaorth 37.09 40.12 42.53 44.61 48.24 51.44 54.43 57.34 60.24 63.22
Icaopt 37.10 40.14 42.54 44.62 48.26 51.45 54.44 57.36 60.25 63.23
Id 34.14 36.97 38.95 40.71 43.95 46.98 50.01 52.98 56.00 58.96
Klt 35.98 39.36 41.90 44.11 47.75 50.96 54.00 56.88 59.83 62.83
Toul-ref Icaorth 36.04 39.45 42.02 44.24 47.93 51.24 54.26 57.13 60.08 63.06
Icaopt 36.05 39.48 42.05 44.29 48.01 51.31 54.34 57.25 60.16 63.16
Id 34.15 36.98 38.95 40.71 43.95 46.98 50.00 52.95 56.00 58.93
Klt 36.13 39.20 41.63 43.74 47.23 50.38 53.32 56.26 59.17 62.24
Toul-020 Icaorth 36.17 39.28 41.74 43.87 47.40 50.62 53.65 56.53 59.49 62.47
Icaopt 36.18 39.29 41.77 43.89 47.43 50.65 53.68 56.56 59.53 62.51
Id 34.15 36.98 38.95 40.71 43.95 46.98 50.00 52.95 56.00 58.92
Klt 35.90 38.75 40.97 42.94 46.31 49.36 52.35 55.27 58.28 61.25
Toul-035 Icaorth 35.94 38.80 41.04 43.03 46.42 49.54 52.53 55.51 58.46 61.46
Icaopt 35.95 38.81 41.06 43.05 46.45 49.56 52.56 55.54 58.48 61.48
Id 34.15 36.98 38.96 40.71 43.95 46.97 50.00 52.95 56.00 58.92
Klt 35.62 38.29 40.37 42.27 45.51 48.56 51.54 54.49 57.48 60.49
Toul-050 Icaorth 35.66 38.36 40.49 42.41 45.68 48.75 51.77 54.72 57.74 60.68
Icaopt 35.67 38.37 40.51 42.43 45.69 48.77 51.80 54.73 57.76 60.71
Tab. 6.2 – PRSB des images de 12 bpp du sche´ma en sous-bandes
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Images Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Id 60.57 64.10 66.76 69.09 71.25 73.29 77.01 78.73 80.40 83.51
Klt 79.98 82.54 84.77 86.35 87.73 89.10 91.75 93.19 94.64 97.76
Cuprite 224 Icaorth 80.05 82.60 84.82 86.39 87.76 89.13 91.78 93.22 94.68 97.81
Icaopt 80.05 82.61 84.83 86.40 87.76 89.13 91.79 93.22 94.69 97.81
Id 57.74 62.30 65.65 68.44 70.90 73.17 77.26 79.16 80.95 84.17
Klt 79.28 82.60 85.12 87.02 88.48 89.85 92.64 94.04 95.47 98.42
Moffett 224 Icaorth 79.66 82.93 85.43 87.24 88.66 90.02 92.83 94.20 95.65 98.61
Icaopt 79.70 82.96 85.46 87.27 88.69 90.04 92.85 94.23 95.68 98.66
Id 55.85 59.35 62.08 64.44 66.58 68.57 72.32 74.10 75.83 79.18
Klt 79.27 82.36 84.56 86.37 87.90 89.32 92.05 93.42 94.78 97.91
Jasper 224 Icaorth 79.39 82.43 84.64 86.43 87.95 89.36 92.09 93.47 94.83 97.96
Icaopt 79.41 82.45 84.65 86.44 87.96 89.37 92.10 93.48 94.84 97.98
Id 60.19 64.01 66.72 69.07 71.24 73.29 77.01 78.72 80.39 83.51
Klt 77.22 80.76 83.20 85.17 86.69 88.03 90.72 92.09 93.59 96.60
Cuprite 20 Icaorth 77.24 80.77 83.21 85.19 86.70 88.03 90.73 92.10 93.59 96.61
Icaopt 77.25 80.77 83.22 85.19 86.71 88.04 90.74 92.10 93.60 96.61
Id 57.27 62.22 65.62 68.41 70.89 73.16 77.26 79.15 80.95 84.17
Klt 75.93 80.77 83.40 85.69 87.37 88.77 91.58 92.98 94.36 97.30
Moffett 20 Icaorth 76.08 80.90 83.51 85.82 87.49 88.89 91.68 93.08 94.46 97.43
Icaopt 76.11 80.92 83.53 85.84 87.51 88.91 91.69 93.10 94.47 97.45
Id 55.45 59.26 62.05 64.44 66.57 68.56 72.31 74.09 75.82 79.18
Klt 73.95 79.76 82.31 84.41 86.20 87.75 90.54 91.92 93.31 96.23
Jasper 20 Icaorth 73.96 79.78 82.33 84.43 86.22 87.77 90.56 91.94 93.32 96.25
Icaopt 73.99 79.79 82.34 84.44 86.23 87.78 90.57 91.94 93.33 96.26
Id 60.26 64.06 66.74 69.08 71.25 73.28 76.93 78.32 79.36 80.40
Klt 78.83 81.60 84.01 85.75 87.19 88.52 91.21 92.54 93.82 95.93
Cuprite 45 Icaorth 78.86 81.62 84.04 85.77 87.21 88.54 91.23 92.56 93.85 95.96
Icaopt 78.87 81.63 84.05 85.78 87.21 88.54 91.24 92.57 93.85 95.96
Id 57.41 62.27 65.63 68.41 70.90 73.17 77.28 79.09 80.43 81.69
Klt 77.63 81.71 84.30 86.45 88.00 89.41 92.09 93.29 94.39 95.96
Moffett 45 Icaorth 77.84 81.87 84.46 86.61 88.15 89.55 92.23 93.42 94.53 96.21
Icaopt 77.88 81.90 84.49 86.63 88.17 89.57 92.25 93.45 94.56 96.35
Id 55.53 59.31 62.05 64.44 66.58 68.56 72.30 73.92 75.21 76.46
Klt 76.42 81.09 83.35 85.34 87.03 88.48 91.29 92.58 93.80 96.02
Jasper 45 Icaorth 76.52 81.14 83.40 85.38 87.07 88.52 91.33 92.63 93.84 96.09
Icaopt 76.54 81.15 83.41 85.39 87.08 88.52 91.34 92.63 93.85 96.10
Tab. 6.3 – PRSB des images de 16 bpp du sche´ma en sous-bandes
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Id 30.24 33.28 35.44 37.27 40.46 43.39 46.31 49.23
Klt 34.96 38.72 41.16 43.13 46.36 49.25 51.99 54.87
Colorado Icaorth 35.27 39.08 41.57 43.54 46.69 49.60 52.34 55.27
Icaopt 35.32 39.11 41.60 43.56 46.71 49.61 52.38 55.29
Id 34.82 37.21 39.00 40.63 43.61 46.59 49.51 52.52
Klt 36.89 39.85 41.92 43.71 46.80 49.74 52.63 55.59
Rio Icaorth 37.39 40.33 42.34 44.04 47.05 50.03 52.93 55.92
Icaopt 37.48 40.54 42.69 44.46 47.42 50.32 53.24 56.25
Id 29.84 31.97 33.58 35.06 37.94 40.81 43.91 46.94
Klt 31.97 34.80 37.03 39.00 42.35 45.42 48.48 51.44
Paris Icaorth 32.31 35.22 37.56 39.54 42.90 45.92 48.92 51.89
Icaopt 32.34 35.25 37.59 39.58 42.94 45.94 48.97 51.90
Id 37.10 38.87 40.38 41.78 44.57 47.53 50.56 53.74
Klt 38.73 41.23 43.18 44.86 47.79 50.62 53.59 56.62
Tokyo Icaorth 38.81 41.27 43.19 44.87 47.82 50.66 53.63 56.64
Icaopt 38.81 41.28 43.20 44.89 47.82 50.70 53.62 56.69
Id 31.91 34.51 36.07 37.43 40.11 42.93 45.99 48.98
Klt 32.36 34.63 36.12 37.55 40.30 43.12 46.26 49.39
Lena Icaorth 32.81 35.07 36.69 38.14 40.87 43.74 46.89 50.09
Icaopt 32.83 35.07 36.67 38.12 40.84 43.75 46.93 50.10
Id 21.99 23.95 25.66 27.10 29.85 32.76 35.76 38.78
Klt 23.58 26.10 27.81 29.26 31.86 34.57 37.64 40.70
Mandrill Icaorth 23.61 26.13 27.88 29.35 31.95 34.62 37.68 40.74
Icaopt 23.60 26.14 27.88 29.35 31.95 34.62 37.68 40.73
Id 32.63 36.38 38.42 40.08 43.02 45.63 48.51 51.57
Klt 33.44 37.50 39.91 41.95 45.66 48.87 51.65 54.27
Peppers Icaorth 33.62 37.86 40.33 42.50 46.53 49.69 52.35 54.81
Icaopt 33.67 37.86 40.37 42.56 46.62 49.75 52.33 54.84
Id 39.60 42.80 44.86 46.49 49.21 51.94 54.81 57.86
Klt 42.14 45.73 47.80 49.07 51.32 53.98 57.06 60.08
Raw Icaorth 42.17 45.82 47.85 49.09 51.36 54.09 57.23 60.24
Icaopt 42.32 45.95 47.95 49.19 51.41 54.16 57.31 60.32
Id 30.55 33.33 35.37 37.14 40.26 43.15 46.00 48.92
Klt 31.14 34.01 36.15 38.02 41.51 44.74 47.61 50.44
Toulouse1 Icaorth 31.65 34.67 36.85 38.72 42.05 45.23 48.12 51.11
Icaopt 31.66 34.66 36.85 38.73 42.04 45.23 48.14 51.14
Id 30.77 33.61 35.66 37.46 40.59 43.47 46.33 49.26
Klt 31.50 34.49 36.75 38.71 42.33 45.60 48.38 51.22
Toulouse2 Icaorth 31.93 35.07 37.31 39.27 42.72 45.97 48.82 51.80
Icaopt 31.93 35.07 37.31 39.27 42.72 45.97 48.82 51.80
Tab. 6.4 – PRSB des images de 8 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Id 29.79 33.03 35.37 37.33 40.82 43.99 47.09 50.14 53.14 56.17
Klt 32.34 36.44 39.49 42.03 46.25 49.83 52.90 55.75 58.57 61.59
Pgx Icaorth 32.43 36.61 39.69 42.29 46.57 50.12 53.15 55.98 58.80 61.89
Icaopt 32.43 36.65 39.79 42.38 46.71 50.25 53.24 56.05 58.96 62.00
Id 35.41 38.77 40.98 42.85 46.13 49.12 52.05 54.97 58.03 61.02
Klt 36.82 40.51 43.23 45.69 50.16 53.58 56.31 59.07 62.12 65.23
Moissac Icaorth 37.20 40.95 43.62 45.98 50.34 53.86 56.61 59.42 62.46 65.59
Icaopt 37.18 41.00 43.67 46.01 50.36 53.88 56.64 59.45 62.50 65.62
Id 30.20 33.61 36.02 38.07 41.67 44.96 48.05 50.99 53.92 56.85
Klt 31.40 35.44 38.34 40.90 45.36 49.15 52.28 55.03 57.83 60.90
Strasbourg Icaorth 31.56 35.58 38.53 41.12 45.65 49.46 52.53 55.27 58.10 61.20
Icaopt 31.58 35.60 38.55 41.16 45.71 49.52 52.59 55.33 58.16 61.28
Id 37.88 41.51 44.00 46.11 49.73 52.76 55.60 58.45 61.40 64.46
Klt 39.24 43.16 45.87 48.11 52.13 55.11 57.73 60.69 63.86 66.93
Vannes Icaorth 39.61 43.72 46.55 48.88 52.83 55.61 58.21 61.38 64.51 67.62
Icaopt 39.66 43.81 46.60 48.91 52.83 55.62 58.25 61.44 64.59 67.71
Id 35.81 38.78 41.05 43.01 46.54 49.71 52.67 55.61 58.51 61.53
Klt 37.28 40.69 43.45 45.87 50.16 53.88 56.99 59.75 62.52 65.63
Montp-ref Icaorth 37.42 40.96 43.86 46.43 50.93 54.63 57.71 60.34 63.22 66.40
Icaopt 37.44 40.97 43.90 46.49 50.96 54.67 57.75 60.41 63.31 66.47
Id 35.81 38.78 41.04 43.01 46.53 49.70 52.67 55.61 58.51 61.54
Klt 37.09 40.25 42.74 44.88 48.67 52.02 55.06 57.98 60.81 63.90
Montp-020 Icaorth 37.27 40.60 43.23 45.50 49.36 52.70 55.75 58.59 61.54 64.62
Icaopt 37.32 40.62 43.25 45.53 49.40 52.74 55.81 58.65 61.61 64.68
Id 35.80 38.78 41.04 43.01 46.53 49.70 52.66 55.61 58.50 61.54
Klt 36.94 39.92 42.24 44.24 47.82 51.08 54.17 57.06 60.03 62.97
Montp-035 Icaorth 37.08 40.23 42.69 44.81 48.49 51.74 54.74 57.70 60.61 63.74
Icaopt 37.11 40.25 42.72 44.84 48.52 51.78 54.78 57.73 60.65 63.79
Id 35.80 38.78 41.04 43.00 46.53 49.69 52.66 55.61 58.50 61.53
Klt 36.75 39.57 41.79 43.70 47.13 50.35 53.38 56.33 59.25 62.30
Montp-050 Icaorth 36.90 39.90 42.27 44.28 47.83 50.98 54.03 56.95 59.99 63.02
Icaopt 36.93 39.92 42.29 44.31 47.85 51.01 54.05 56.97 60.01 63.05
Id 34.14 36.97 38.95 40.71 43.95 46.98 50.01 52.98 56.00 58.96
Klt 35.72 39.06 41.55 43.74 47.43 50.70 53.79 56.71 59.63 62.62
Toul-ref Icaorth 35.91 39.31 41.87 44.08 47.76 51.05 54.10 57.00 59.94 62.93
Icaopt 35.92 39.34 41.91 44.13 47.83 51.16 54.20 57.13 60.07 63.07
Id 34.15 36.98 38.95 40.71 43.95 46.98 50.00 52.95 56.00 58.93
Klt 35.84 38.86 41.26 43.35 46.85 50.02 53.00 55.99 58.89 61.96
Toul-020 Icaorth 36.00 39.13 41.59 43.70 47.22 50.47 53.49 56.43 59.39 62.39
Icaopt 36.02 39.14 41.60 43.72 47.25 50.49 53.53 56.46 59.43 62.42
Id 34.15 36.98 38.95 40.71 43.95 46.98 50.00 52.95 56.00 58.92
Klt 35.69 38.53 40.76 42.73 46.09 49.18 52.23 55.19 58.21 61.17
Toul-035 Icaorth 35.80 38.64 40.87 42.85 46.22 49.33 52.37 55.37 58.36 61.34
Icaopt 35.81 38.65 40.89 42.87 46.25 49.35 52.38 55.39 58.38 61.36
Id 34.15 36.98 38.96 40.71 43.95 46.97 50.00 52.95 56.00 58.92
Klt 35.43 38.08 40.19 42.07 45.31 48.37 51.38 54.41 57.41 60.42
Toul-050 Icaorth 35.52 38.18 40.29 42.18 45.43 48.50 51.52 54.54 57.56 60.54
Icaopt 35.53 38.20 40.31 42.21 45.45 48.52 51.54 54.56 57.58 60.56
Tab. 6.5 – PRSB des images de 12 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette
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Images Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Id 60.19 64.01 66.72 69.07 71.24 73.29 77.01 78.72 80.39 83.51
Klt 76.67 80.49 82.93 84.94 86.47 87.82 90.51 91.88 93.36 96.39
Cuprite 20 Icaorth 76.05 80.24 82.67 84.72 86.26 87.63 90.33 91.71 93.17 96.22
Icaopt 76.71 80.56 83.01 85.01 86.54 87.87 90.56 91.94 93.42 96.46
Id 57.27 62.22 65.62 68.41 70.89 73.16 77.26 79.15 80.95 84.17
Klt 75.33 80.42 83.07 85.42 87.13 88.55 91.35 92.75 94.16 97.09
Moffett 20 Icaorth 75.35 80.52 83.20 85.58 87.28 88.68 91.47 92.87 94.27 97.21
Icaopt 75.70 80.73 83.34 85.70 87.38 88.79 91.57 92.98 94.37 97.33
Id 55.45 59.26 62.05 64.44 66.57 68.56 72.31 74.09 75.82 79.18
Klt 73.30 79.41 82.03 84.13 85.94 87.51 90.29 91.69 93.07 96.00
Jasper 20 Icaorth 73.40 79.44 82.09 84.20 86.01 87.59 90.37 91.75 93.13 96.07
Icaopt 73.60 79.59 82.18 84.29 86.08 87.65 90.43 91.81 93.20 96.13
Id 60.57 64.10 66.76 69.09 71.25 73.29 77.01 78.73 80.40 83.51
Klt 79.52 82.14 84.40 86.04 87.43 88.74 91.45 92.85 94.33 97.41
Cuprite 224 Icaorth 78.19 81.44 83.78 85.43 86.75 88.00 90.65 92.09 93.65 96.69
Icaopt 78.62 81.63 83.98 85.65 86.99 88.25 90.95 92.37 93.92 96.97
Id 57.74 62.30 65.65 68.44 70.90 73.17 77.26 79.16 80.95 84.17
Klt 78.68 82.19 84.71 86.68 88.16 89.53 92.29 93.74 95.14 98.16
Moffett 224 Icaorth 77.35 81.45 84.03 86.19 87.56 88.82 91.60 93.05 94.43 97.45
Icaopt 78.37 82.10 84.66 86.65 88.02 89.33 92.14 93.62 95.01 98.05
Id 55.85 59.35 62.08 64.44 66.58 68.57 72.32 74.10 75.83 79.18
Klt 78.47 81.89 84.10 85.97 87.53 88.92 91.69 93.06 94.42 97.49
Jasper 224 Icaorth 77.34 81.38 83.56 85.42 86.98 88.31 91.04 92.39 93.84 96.87
Icaopt 78.11 81.68 83.88 85.75 87.28 88.63 91.41 92.78 94.17 97.24
Tab. 6.6 – PRSB des images de 16 bpp du sche´ma se´parable avec adaptation dans l’espace ondelette
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Id 30.24 33.28 35.44 37.27 40.46 43.39 46.31 49.23
Klt 35.69 39.37 41.68 43.52 46.56 49.28 52.02 54.99
Colorado Icaorth 35.68 39.40 41.74 43.59 46.65 49.40 52.11 55.09
Icaopt 35.69 39.46 41.86 43.75 46.75 49.46 52.20 55.19
Id 34.82 37.21 39.00 40.63 43.61 46.59 49.51 52.52
Klt 37.58 40.62 42.77 44.55 47.45 50.26 53.13 56.13
Rio Icaorth 37.59 40.62 42.77 44.55 47.45 50.26 53.14 56.14
Icaopt 37.57 40.58 42.71 44.49 47.38 50.20 53.08 56.06
Id 29.84 31.97 33.58 35.06 37.94 40.81 43.91 46.94
Klt 32.44 35.31 37.63 39.56 42.84 45.86 48.86 51.82
Paris Icaorth 32.42 35.29 37.63 39.59 42.87 45.88 48.87 51.83
Icaopt 32.41 35.28 37.62 39.59 42.86 45.86 48.86 51.81
Id 37.10 38.87 40.38 41.78 44.57 47.53 50.56 53.74
Klt 39.14 41.56 43.45 45.05 47.89 50.71 53.73 56.74
Tokyo Icaorth 39.13 41.64 43.58 45.18 47.94 50.75 53.80 56.81
Icaopt 39.10 41.63 43.57 45.17 47.94 50.75 53.79 56.81
Id 31.91 34.51 36.07 37.43 40.11 42.93 45.99 48.98
Klt 33.39 35.53 36.91 38.16 40.65 43.43 46.53 49.70
Lena Icaorth 33.33 35.48 36.85 38.09 40.57 43.35 46.46 49.60
Icaopt 33.34 35.52 36.92 38.19 40.70 43.49 46.58 49.75
Id 21.99 23.95 25.66 27.10 29.85 32.76 35.76 38.78
Klt 23.32 25.73 27.45 28.89 31.54 34.30 37.29 40.40
Madrill Icaorth 23.32 25.68 27.39 28.84 31.44 34.21 37.20 40.32
Icaopt 23.28 25.77 27.61 29.11 31.75 34.44 37.39 40.50
Id 32.64 36.38 38.43 40.10 43.03 45.63 48.51 51.60
Klt 33.95 37.56 39.78 41.54 44.69 47.61 50.13 52.95
Peppers Icaorth 34.23 37.89 40.12 41.91 45.20 48.20 50.96 53.58
Icaopt 34.27 37.94 40.18 41.97 45.28 48.24 50.99 53.61
Id 39.60 42.80 44.86 46.49 49.21 51.94 54.81 57.86
Klt 43.33 46.38 48.03 49.18 51.31 54.02 57.10 60.12
Raw Icaorth 43.51 46.56 48.15 49.30 51.38 54.16 57.30 60.37
Icaopt 43.53 46.54 48.11 49.22 51.30 54.10 57.23 60.31
Id 30.55 33.33 35.37 37.14 40.26 43.15 46.00 48.92
Klt 31.96 35.13 37.43 39.38 42.74 45.63 48.27 51.15
Toulouse1 Icaorth 31.96 35.12 37.42 39.37 42.70 45.60 48.24 51.12
Icaopt 31.96 35.13 37.42 39.36 42.70 45.59 48.24 51.13
Id 30.77 33.61 35.66 37.46 40.59 43.47 46.33 49.26
Klt 32.27 35.54 37.91 39.94 43.40 46.32 48.98 51.90
Toulouse2 Icaorth 32.27 35.54 37.91 39.93 43.39 46.31 48.97 51.90
Icaopt 32.27 35.54 37.91 39.93 43.38 46.31 48.97 51.89
Tab. 6.7 – PRSB des images de 8 bpp du sche´ma se´parable avec adaptation dans l’espace image
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Id 29.79 33.03 35.37 37.33 40.82 43.99 47.09 50.14 53.14 56.17
Klt 32.62 36.76 39.82 42.35 46.44 49.81 52.81 55.64 58.50 61.51
Pgx Icaorth 32.52 36.53 39.49 41.99 46.03 49.42 52.44 55.22 58.12 61.07
Icaopt 32.51 36.55 39.55 42.08 46.18 49.58 52.55 55.36 58.25 61.26
Id 35.41 38.77 40.98 42.85 46.13 49.12 52.05 54.97 58.03 61.02
Klt 37.77 41.43 44.26 46.68 50.76 53.98 56.55 59.27 62.41 65.52
Moissac Icaorth 37.79 41.49 44.30 46.70 50.74 53.92 56.45 59.17 62.36 65.46
Icaopt 37.80 41.52 44.34 46.74 50.78 53.96 56.52 59.26 62.43 65.55
Id 30.20 33.61 36.02 38.07 41.67 44.96 48.05 50.99 53.92 56.85
Klt 32.00 35.86 38.89 41.53 46.05 49.70 52.72 55.40 58.21 61.26
Strasbourg Icaorth 31.94 35.78 38.82 41.48 46.01 49.67 52.69 55.37 58.17 61.22
Icaopt 31.98 35.83 38.87 41.53 46.06 49.71 52.73 55.40 58.21 61.26
Id 37.88 41.51 44.00 46.11 49.73 52.76 55.60 58.45 61.40 64.46
Klt 39.91 43.93 46.92 49.32 52.89 55.47 57.99 61.00 64.19 67.22
Vannes Icaorth 40.32 44.40 47.35 49.68 53.13 55.64 58.20 61.28 64.41 67.49
Icaopt 40.36 44.48 47.43 49.75 53.16 55.65 58.21 61.30 64.42 67.51
Id 35.81 38.78 41.05 43.01 46.54 49.71 52.67 55.61 58.51 61.53
Klt 37.54 41.00 43.80 46.27 50.66 54.49 57.61 60.23 63.01 66.17
Montp-ref Icaorth 37.45 40.86 43.60 46.06 50.45 54.28 57.46 60.12 62.88 66.04
Icaopt 37.54 41.14 44.08 46.66 51.13 54.79 57.85 60.47 63.30 66.42
Id 35.81 38.78 41.04 43.01 46.53 49.70 52.67 55.61 58.51 61.54
Klt 37.39 40.63 43.14 45.34 49.19 52.59 55.67 58.51 61.38 64.38
Montp-020 Icaorth 37.39 40.76 43.40 45.68 49.54 52.88 55.90 58.72 61.65 64.62
Icaopt 37.42 40.79 43.43 45.70 49.57 52.90 55.93 58.76 61.68 64.64
Id 35.80 38.78 41.04 43.01 46.53 49.70 52.66 55.61 58.50 61.54
Klt 37.19 40.17 42.51 44.54 48.13 51.38 54.46 57.39 60.27 63.24
Montp-035 Icaorth 37.22 40.38 42.83 44.95 48.63 51.85 54.82 57.75 60.60 63.65
Icaopt 37.24 40.38 42.84 44.95 48.62 51.84 54.82 57.74 60.60 63.65
Id 35.80 38.78 41.04 43.00 46.53 49.69 52.66 55.61 58.50 61.53
Klt 36.96 39.80 42.05 43.98 47.42 50.65 53.70 56.58 59.53 62.51
Montp-050 Icaorth 37.04 40.04 42.39 44.39 47.92 51.06 54.07 56.92 59.90 62.85
Icaopt 37.04 40.02 42.37 44.37 47.89 51.03 54.04 56.90 59.87 62.83
Id 34.14 36.97 38.95 40.71 43.95 46.98 50.01 52.98 56.00 58.96
Klt 36.12 39.28 41.83 44.03 47.68 50.98 54.04 56.89 59.84 62.79
Toul-ref Icaorth 36.21 39.44 42.01 44.23 47.89 51.17 54.21 57.06 60.02 62.97
Icaopt 36.23 39.45 42.03 44.27 47.94 51.23 54.28 57.16 60.10 63.06
Id 34.15 36.98 38.95 40.71 43.95 46.98 50.00 52.95 56.00 58.93
Klt 36.06 39.15 41.59 43.71 47.23 50.46 53.45 56.38 59.32 62.33
Toul-020 Icaorth 36.14 39.26 41.72 43.84 47.37 50.58 53.59 56.50 59.46 62.44
Icaopt 36.16 39.27 41.74 43.86 47.38 50.60 53.61 56.51 59.47 62.46
Id 34.15 36.98 38.95 40.71 43.95 46.98 50.00 52.95 56.00 58.92
Klt 35.84 38.69 40.90 42.86 46.23 49.31 52.34 55.3 58.30 61.25
Toul-035 Icaorth 35.91 38.77 41.00 42.97 46.34 49.43 52.45 55.41 58.39 61.37
Icaopt 35.92 38.79 41.02 42.99 46.35 49.44 52.46 55.42 58.40 61.38
Id 34.15 36.98 38.96 40.71 43.95 46.97 50.00 52.95 56.00 58.92
Klt 35.51 38.17 40.23 42.08 45.29 48.35 51.33 54.34 57.29 60.32
Toul-050 Icaorth 35.62 38.31 40.41 42.29 45.52 48.59 51.60 54.58 57.58 60.56
Icaopt 35.63 38.32 40.42 42.30 45.53 48.60 51.61 54.58 57.59 60.56
Tab. 6.8 – PRSB des images de 12 bpp du sche´ma se´parable avec adaptation dans l’espace image
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Images Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Id 60.19 64.01 66.72 69.07 71.24 73.29 77.01 78.72 80.39 83.51
Klt 76.95 80.59 82.99 84.97 86.52 87.86 90.55 91.92 93.40 96.43
Cuprite 20 Icaorth 76.99 80.62 83.04 85.01 86.55 87.89 90.58 91.94 93.42 96.45
Icaopt 77.01 80.63 83.04 85.02 86.56 87.9 90.59 91.95 93.43 96.46
Id 57.27 62.23 65.62 68.41 70.89 73.18 77.29 79.19 81.01 84.17
Klt 75.51 80.45 83.19 85.51 87.25 88.70 91.50 92.90 94.27 97.23
Moffett 20 Icaorth 75.34 80.33 82.99 85.35 87.14 88.58 91.34 92.71 94.11 97.05
Icaopt 75.58 80.55 83.19 85.55 87.30 88.73 91.49 92.88 94.26 97.23
Id 55.45 59.26 62.05 64.44 66.57 68.56 72.31 74.09 75.82 79.18
Klt 73.62 79.49 82.07 84.18 85.98 87.56 90.34 91.73 93.11 96.03
Jasper 20 Icaorth 73.62 79.51 82.10 84.21 86.01 87.59 90.37 91.75 93.13 96.06
Icaopt 73.63 79.52 82.11 84.22 86.02 87.60 90.38 91.76 93.14 96.07
Id 57.74 62.30 65.65 68.44 70.91 73.19 77.29 79.20 81.02 84.18
Klt 78.39 82.12 84.64 86.73 88.24 89.63 92.37 93.80 95.21 98.23
Moffett 224 Icaorth 76.78 80.68 83.22 85.42 87.11 88.48 91.19 92.56 94.00 96.95
Icaopt 78.67 82.16 84.75 86.77 88.24 89.57 92.31 93.76 95.18 98.21
Id 60.57 64.10 66.76 69.09 71.25 73.28 77.01 78.73 80.40 83.50
Klt 79.54 82.14 84.43 86.09 87.48 88.81 91.50 92.89 94.37 97.46
Cuprite 224 Icaorth 79.71 82.30 84.56 86.18 87.55 88.87 91.55 92.96 94.44 97.54
Icaopt 79.73 82.31 84.58 86.19 87.56 88.89 91.56 92.98 94.45 97.56
Id 55.85 59.35 62.08 64.44 66.58 68.57 72.33 74.11 75.83 79.19
Klt 78.56 81.96 84.16 86.05 87.62 89.02 91.77 93.14 94.49 97.57
Jasper 224 Icaorth 78.41 81.89 84.15 86.04 87.6 88.99 91.74 93.11 94.45 97.52
Icaopt 78.47 81.92 84.18 86.07 87.63 89.02 91.76 93.13 94.48 97.55
Tab. 6.9 – PRSB des images de 16 bpp du sche´ma se´parable avec adaptation dans l’espace image
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00
Id 30.26 33.30 35.46 37.30 40.48 43.42 46.35 49.31
Klt 36.24 39.88 42.23 44.08 47.15 49.96 52.79 55.84
Colorado Icaorth 36.28 39.95 42.36 44.23 47.29 50.12 52.94 55.97
Icaopt 36.27 39.97 42.35 44.22 47.29 50.13 52.95 55.95
Id 34.84 37.23 39.02 40.65 43.64 46.61 49.55 52.57
Klt 37.99 40.96 43.14 44.89 47.84 50.65 53.56 56.52
Rio Icaorth 38.06 41.08 43.27 45.04 47.96 50.79 53.68 56.65
Icaopt 38.06 41.10 43.29 45.06 47.96 50.81 53.68 56.69
Id 29.85 31.98 33.59 35.07 37.96 40.84 43.94 46.98
Klt 32.68 35.66 37.99 40.00 43.30 46.34 49.37 52.28
Paris Icaorth 32.76 35.78 38.12 40.14 43.44 46.44 49.50 52.38
Icaopt 32.76 35.78 38.15 40.18 43.46 46.47 49.49 52.43
Id 37.11 38.88 40.39 41.80 44.59 47.55 50.59 53.79
Klt 39.42 42.00 43.92 45.53 48.34 51.21 54.16 57.18
Tokyo Icaorth 39.47 42.05 44.00 45.61 48.44 51.34 54.25 57.28
Icaopt 39.47 42.07 44.01 45.62 48.47 51.35 54.26 57.35
Id 31.94 34.53 36.09 37.45 40.14 42.97 46.06 49.09
Klt 34.00 36.15 37.68 39.13 41.69 44.33 47.46 50.59
Lena Icaorth 34.08 36.20 37.76 39.23 41.76 44.40 47.55 50.66
Icaopt 34.09 36.22 37.76 39.22 41.76 44.40 47.58 50.67
Id 22.00 23.96 25.67 27.12 29.87 32.78 35.79 38.82
Klt 24.06 26.57 28.31 29.77 32.36 35.08 38.12 41.15
Mandrill Icaorth 24.09 26.60 28.34 29.81 32.38 35.14 38.16 41.22
Icaopt 24.10 26.60 28.34 29.81 32.38 35.14 38.17 41.21
Id 32.76 36.44 38.50 40.16 43.10 45.70 48.61 51.76
Klt 35.41 39.01 41.57 43.83 47.88 51.01 53.53 55.97
Peppers Icaorth 35.61 39.20 41.84 44.11 48.16 51.29 53.85 56.38
Icaopt 35.79 39.27 41.88 44.18 48.27 51.40 54.03 56.62
Id 39.62 42.81 44.88 46.51 49.23 51.98 54.86 57.94
Klt 44.04 46.97 48.60 49.82 52.16 54.74 57.88 60.86
Raw Icaorth 44.15 47.08 48.70 49.91 52.27 54.89 57.99 60.98
Icaopt 44.17 47.12 48.73 49.92 52.29 54.93 58.03 61.11
Id 30.55 33.34 35.37 37.15 40.26 43.15 46.01 48.92
Klt 32.04 35.18 37.48 39.42 42.76 45.67 48.31 51.22
Toulouse1 Icaorth 32.12 35.27 37.57 39.52 42.87 45.78 48.40 51.30
Icaopt 32.13 35.29 37.61 39.57 42.92 45.81 48.45 51.37
Id 30.77 33.62 35.67 37.46 40.60 43.48 46.35 49.29
Klt 32.32 35.55 37.91 39.92 43.37 46.32 48.96 51.87
Toulouse2 Icaorth 32.41 35.66 38.04 40.05 43.49 46.43 49.08 51.99
Icaopt 32.44 35.71 38.09 40.10 43.55 46.47 49.11 52.02
Tab. 6.10 – PRSB des images de 8 bpp du sche´ma mixte en sous-bandes pour P = 4
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Id 29.79 33.04 35.38 37.34 40.84 44.00 47.12 50.19 53.19 56.25
Klt 32.96 37.02 40.09 42.67 46.75 50.15 53.16 56.05 58.87 61.98
Pgx Icaorth 33.00 37.15 40.32 42.95 47.16 50.55 53.50 56.34 59.20 62.29
Icaopt 32.96 37.23 40.44 43.10 47.31 50.70 53.66 56.49 59.39 62.49
Id 35.66 38.78 41.01 42.90 46.14 49.13 52.07 54.98 58.07 61.04
Klt 37.94 41.62 44.38 46.78 50.84 54.04 56.69 59.54 62.55 65.72
Moissac Icaorth 38.16 41.90 44.70 47.10 51.12 54.25 56.93 59.78 62.80 66.00
Icaopt 38.19 41.95 44.76 47.18 51.17 54.30 56.97 59.81 62.84 66.04
Id 30.42 33.62 36.03 38.08 41.67 44.97 48.05 50.99 53.94 56.85
Klt 32.23 36.06 39.00 41.56 45.94 49.55 52.60 55.31 58.12 61.17
Strasbourg Icaorth 32.26 36.13 39.13 41.75 46.21 49.85 52.87 55.56 58.35 61.45
Icaopt 32.26 36.17 39.19 41.86 46.33 49.99 52.98 55.63 58.46 61.60
Id 38.12 41.51 44.01 46.14 49.73 52.77 55.60 58.46 61.42 64.48
Klt 40.63 44.70 47.57 49.88 53.29 55.82 58.44 61.44 64.60 67.74
Vannes Icaorth 40.93 45.05 47.94 50.25 53.55 56.05 58.73 61.77 64.88 68.07
Icaopt 41.01 45.17 48.07 50.36 53.63 56.12 58.82 61.89 64.98 68.14
Id 35.80 38.76 41.03 43.00 46.51 49.68 52.66 55.60 58.51 61.55
Klt 37.71 41.30 44.08 46.53 50.87 54.55 57.63 60.26 63.07 66.26
Montp-ref Icaorth 37.75 41.41 44.31 46.87 51.36 54.99 58.03 60.66 63.52 66.64
Icaopt 37.78 41.49 44.41 46.98 51.44 55.08 58.11 60.73 63.62 66.71
Id 35.80 38.76 41.02 43.00 46.51 49.68 52.65 55.60 58.51 61.55
Klt 37.59 41.00 43.52 45.72 49.51 52.89 55.95 58.76 61.70 64.69
Montp-020 Icaorth 37.64 41.12 43.74 46.03 49.95 53.34 56.36 59.20 62.09 65.10
Icaopt 37.68 41.18 43.82 46.11 50.03 53.41 56.43 59.28 62.14 65.18
Id 35.79 38.76 41.02 42.99 46.51 49.68 52.65 55.60 58.51 61.55
Klt 37.44 40.66 43.04 45.14 48.82 52.11 55.09 58.01 60.86 64.00
Montp-035 Icaorth 37.51 40.79 43.26 45.44 49.18 52.49 55.52 58.35 61.25 64.31
Icaopt 37.53 40.84 43.32 45.52 49.26 52.56 55.59 58.42 61.33 64.39
Id 35.79 38.76 41.02 42.98 46.51 49.68 52.64 55.60 58.51 61.55
Klt 37.27 40.39 42.72 44.78 48.36 51.57 54.55 57.50 60.37 63.40
Montp-050 Icaorth 37.34 40.52 42.93 45.05 48.71 51.96 54.94 57.85 60.69 63.78
Icaopt 37.35 40.55 42.97 45.10 48.76 52.01 54.99 57.89 60.75 63.87
Id 34.15 36.98 38.96 40.72 43.95 46.98 50.02 52.96 56.02 58.95
Klt 36.27 39.62 42.12 44.26 47.90 51.04 54.07 56.92 59.95 62.88
Toul-ref Icaorth 36.34 39.73 42.28 44.41 48.17 51.41 54.40 57.30 60.23 63.20
Icaopt 36.36 39.77 42.35 44.50 48.27 51.53 54.55 57.46 60.36 63.40
Id 34.15 36.98 38.96 40.72 43.96 46.98 50.01 52.96 56.02 58.95
Klt 36.20 39.42 41.82 43.84 47.30 50.44 53.38 56.31 59.27 62.32
Toul-020 Icaorth 36.28 39.57 42.02 44.06 47.63 50.81 53.84 56.70 59.71 62.67
Icaopt 36.29 39.61 42.07 44.12 47.71 50.89 53.89 56.79 59.78 62.75
Id 34.15 36.98 38.96 40.72 43.96 46.98 50.01 52.96 56.02 58.95
Klt 36.00 38.98 41.17 43.06 46.44 49.49 52.42 55.40 58.38 61.41
Toul-035 Icaorth 36.07 39.13 41.38 43.31 46.74 49.87 52.82 55.82 58.74 61.82
Icaopt 36.08 39.15 41.42 43.36 46.79 49.93 52.91 55.89 58.84 61.89
Id 34.15 36.99 38.96 40.72 43.96 46.98 50.01 52.97 56.02 58.95
Klt 35.76 38.59 40.71 42.56 45.86 48.86 51.85 54.75 57.83 60.80
Toul-050 Icaorth 35.83 38.74 40.92 42.79 46.14 49.19 52.20 55.12 58.16 61.11
Icaopt 35.84 38.75 40.96 42.84 46.18 49.24 52.25 55.20 58.22 61.20
Tab. 6.11 – PRSB des images de 12 bpp du sche´ma mixte en sous-bandes pour P = 4
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Images Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Id 60.33 64.45 67.20 69.53 71.68 73.67 77.34 79.05 80.70 83.88
Klt 76.85 80.85 83.22 85.19 86.72 88.07 90.80 92.19 93.67 96.71
Cuprite 20 Icaorth 76.94 80.89 83.26 85.23 86.75 88.10 90.84 92.22 93.71 96.76
Icaopt 76.96 80.89 83.26 85.23 86.75 88.11 90.85 92.24 93.72 96.78
Id 57.42 62.56 66.05 68.94 71.51 73.85 78.08 80.05 81.88 85.14
Klt 76.18 80.96 83.59 85.91 87.64 89.09 91.89 93.30 94.67 97.71
Moffett 20 Icaorth 76.38 81.08 83.68 86.03 87.76 89.20 92.00 93.42 94.81 97.86
Icaopt 76.42 81.10 83.73 86.07 87.77 89.22 92.02 93.44 94.83 97.87
Id 55.47 59.27 62.06 64.46 66.59 68.59 72.36 74.15 75.89 79.27
Klt 74.22 79.94 82.48 84.60 86.38 87.93 90.75 92.14 93.53 96.48
Jasper 20 Icaorth 74.28 79.99 82.51 84.63 86.41 87.96 90.78 92.18 93.56 96.53
Icaopt 74.29 80.00 82.52 84.64 86.42 87.97 90.79 92.19 93.57 96.54
Tab. 6.12 – PRSB des images de 16 bpp du sche´ma mixte en sous-bandes pour P = 4
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Images Debit 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Id 30.37 33.69 36.15 38.26 41.94 45.28 48.44 51.53 54.51 57.41
Klt 33.47 37.74 40.89 43.45 47.53 50.89 53.82 56.53 59.17 61.80
Pgx Icaorth 33.32 37.46 40.56 43.09 47.18 50.57 53.53 56.24 58.84 61.46
Icaopt 33.34 37.51 40.62 43.15 47.26 50.65 53.59 56.29 58.90 61.52
Id 36.38 39.60 41.94 43.89 47.23 50.17 52.94 55.68 58.44 61.27
Klt 38.61 42.40 45.25 47.64 51.51 54.49 56.98 59.44 62.02 64.68
Moissac Icaorth 38.66 42.49 45.33 47.70 51.52 54.46 56.93 59.40 62.01 64.68
Icaopt 38.65 42.53 45.39 47.77 51.57 54.51 57.00 59.48 62.09 64.76
Id 30.96 34.30 36.83 39.00 42.79 46.19 49.30 52.23 55.03 57.80
Klt 32.60 36.69 39.86 42.57 47.08 50.65 53.58 56.13 58.65 61.28
Strasbourg Icaorth 32.55 36.63 39.82 42.55 47.08 50.67 53.60 56.15 58.67 61.30
Icaopt 32.57 36.66 39.85 42.58 47.12 50.70 53.63 56.18 58.70 61.34
Id 39.41 43.05 45.82 48.13 51.91 54.95 57.67 60.32 63.00 65.78
Klt 41.52 45.85 48.91 51.23 54.47 56.91 59.33 61.90 64.50 67.05
Vannes Icaorth 41.93 46.29 49.28 51.54 54.67 57.08 59.55 62.12 64.71 67.26
Icaopt 41.98 46.37 49.35 51.59 54.68 57.09 59.55 62.12 64.71 67.25
Id 36.32 39.38 41.75 43.81 47.41 50.61 53.54 56.34 59.08 61.85
Klt 38.07 41.64 44.48 46.94 51.23 54.86 57.92 60.51 62.94 65.41
Montp-ref Icaorth 37.96 41.48 44.25 46.70 50.98 54.66 57.74 60.37 62.81 65.28
Icaopt 37.91 41.56 44.56 47.18 51.57 55.17 58.17 60.73 63.17 65.63
Id 36.32 39.37 41.74 43.81 47.42 50.61 53.54 56.34 59.09 61.85
Klt 37.88 41.22 43.78 45.98 49.79 53.13 56.15 58.89 61.48 64.04
Montp-020 Icaorth 37.89 41.40 44.12 46.43 50.33 53.64 56.58 59.27 61.85 64.40
Icaopt 37.92 41.42 44.14 46.45 50.33 53.64 56.58 59.27 61.86 64.41
Id 36.31 39.38 41.74 43.81 47.42 50.61 53.54 56.34 59.08 61.86
Klt 37.65 40.75 43.15 45.22 48.83 52.05 55.02 57.79 60.44 63.06
Montp-035 Icaorth 37.70 40.99 43.56 45.73 49.45 52.67 55.58 58.29 60.92 63.53
Icaopt 37.72 41.00 43.55 45.72 49.43 52.65 55.56 58.28 60.90 63.52
Id 36.32 39.38 41.74 43.81 47.42 50.61 53.54 56.34 59.09 61.86
Klt 37.41 40.38 42.69 44.67 48.19 51.35 54.30 57.06 59.75 62.40
Montp-050 Icaorth 37.51 40.66 43.11 45.19 48.80 51.95 54.84 57.57 60.22 62.87
Icaopt 37.51 40.64 43.09 45.17 48.77 51.92 54.81 57.53 60.19 62.83
Id 34.38 37.18 39.28 41.10 44.37 47.40 50.33 53.21 56.05 58.90
Klt 36.42 39.74 42.31 44.49 48.18 51.42 54.39 57.16 59.84 62.48
Toul-ref Icaorth 36.52 39.89 42.51 44.71 48.42 51.66 54.62 57.38 60.05 62.68
Icaopt 36.54 39.88 42.50 44.71 48.44 51.70 54.67 57.44 60.12 62.76
Id 34.38 37.19 39.28 41.10 44.37 47.41 50.34 53.20 56.05 58.9
Klt 36.36 39.58 42.05 44.14 47.73 50.89 53.83 56.62 59.35 62.03
Toul-020 Icaorth 36.44 39.69 42.20 44.29 47.87 51.03 53.97 56.78 59.48 62.16
Icaopt 36.44 39.69 42.19 44.28 47.88 51.03 53.98 56.77 59.49 62.16
Id 34.38 37.19 39.28 41.10 44.37 47.40 50.33 53.20 56.05 58.90
Klt 36.13 39.09 41.37 43.33 46.72 49.78 52.70 55.54 58.32 61.04
Toul-035 Icaorth 36.18 39.18 41.49 43.44 46.84 49.9 52.82 55.64 58.41 61.15
Icaopt 36.18 39.18 41.48 43.43 46.83 49.89 52.81 55.63 58.41 61.14
Id 34.38 37.19 39.28 41.10 44.37 47.40 50.33 53.20 56.05 58.90
Klt 35.79 38.54 40.68 42.54 45.83 48.82 51.72 54.55 57.36 60.13
Toul-050 Icaorth 35.89 38.70 40.88 42.75 46.05 49.06 51.96 54.80 57.60 60.36
Icaopt 35.89 38.70 40.87 42.74 46.05 49.06 51.96 54.79 57.60 60.36
Tab. 6.13 – PRSB des images de 12 bpp du sche´ma se´parable avec adaptation dans l’espace image
+ VM9
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Images Debit 0.25 0.50 0.75 1.00 1.25 1.50 2.00 2.25 2.50 3.00
Id 61.25 64.73 67.38 69.68 71.77 73.71 77.27 78.92 80.49 83.45
Klt 79.06 81.73 83.82 85.43 86.8 88.04 90.36 91.47 92.55 94.56
Cuprite 224 Icaorth 79.24 81.90 83.96 85.54 86.88 88.11 90.42 91.53 92.60 94.60
Icaopt 79.25 81.92 83.99 85.56 86.90 88.13 90.43 91.54 92.62 94.59
Id 59.57 64.49 68.10 71.07 73.64 75.92 79.95 81.75 83.42 86.40
Klt 78.35 81.85 84.27 86.20 87.72 89.03 91.39 92.48 93.50 95.35
Moffett 224 Icaorth 77.65 81.19 83.61 85.60 87.15 88.46 90.81 91.91 92.97 94.90
Icaopt 78.65 82.00 84.43 86.32 87.78 89.04 91.34 92.42 93.46 95.33
Id 56.33 59.82 62.56 64.91 67.03 69.00 72.67 74.41 76.10 79.34
Klt 77.92 81.47 83.60 85.36 86.84 88.16 90.51 91.59 92.62 94.51
Jasper 224 Icaorth 77.97 81.55 83.69 85.45 86.91 88.21 90.54 91.61 92.64 94.53
Icaopt 77.94 81.52 83.67 85.44 86.90 88.20 90.52 91.59 92.62 94.51
Tab. 6.14 – PRSB des images de 16 bpp du sche´ma se´parable avec adaptation dans l’espace image
+ VM9
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Annexe2
Cette deuxie`me et dernie`re annexe illustre d’une part une composante de quelques-unes des
images que nous avons utilise´es pour notre e´tude durant cette the`se, d’autre part nous explicitons
le calcul de l’entropie d’ordre 1 d’une image tel que nous l’avons fait pour obtenir les re´sultats des
simulations.
Fig. 6.12 – A gauche Image de Paris, a` droite image de Colorado.
Fig. 6.13 – A gauche Image de Tokyo, a` droite image de Rio.
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Fig. 6.14 – A gauche Image de Toulouse1, a` droite image de Toulouse2.
Fig. 6.15 – A gauche Image Jasper, a` droite image de Raw.
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Fig. 6.16 – A gauche Image de Moffett, a` droite image de Cuprite.
Fig. 6.17 – De gauche a` droite, Moissac, Strasbourg, Vannes, Pgx.
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Estimation de l’entropie d’ordre 1 d’une image
SoitX une image nume´rique constitue´e d’une seule composante et dont la re´solution estNL×NC .
Soit Nb la profondeur de cette image. Ces pixels sont des valeurs entie`res appartenant a` l’intervalle
[0; 2Nb − 1]. Notons Nk le nombre de pixels dont la valeur est l’entier naturel k, et pk = Nk/L
(L=NL ×NC) une estimation de la probabilite´ discre`te d’avoir un pixel dont la valeur est l’entier
k. Nous mode´lisons ainsi l’image comme une variable ale´atoire discre`te dont les re´alisations sont
inde´pendantes et identiquement distribue´es. L’estimation de l’entropie d’ordre 1 de cette image est
donne´e par :
r = −
∑
k
pk log2 pk (6.1)
ou` k est un entier naturel tel que k ∈ [0; 2Nb − 1]. Pour nos simulations, nous estimons l’entropie
d’ordre 1 de l’image (sous-bandes ou composante entie`re) apre`s une quantification scalaire uniforme
et, il est bien connu dans ce cas que l’image apre`s quantification peut-eˆtre repre´sente´e entie`rement
par des entiers relatifs connaissant q le pas de quantification.
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Abstract
The Karhunen-Loe`ve transform (KLT) has long been
viewed as the best available block transform for a sys-
tem that orthogonally transforms a Gaussian vector source,
scalar quantizes the components of the transformed vec-
tor using optimal bit allocation, and then inverse trans-
forms the vector. This paper treats variable-rate orthogo-
nal and non-orthogonal transform codes of non-Gaussian
sources. This approach uses a uniform scalar quantizer
followed by an optimal entropy code, and each quantized
component is encoded separately. In this paper, we pro-
vide two new algorithms for finding both the optimal lin-
ear transform and the optimal orthogonal transform to be
used in a high-rate transform coding system employing
entropy-constrained uniform quantization. Both algorithms
are based on modified versions of an independent compo-
nent analysis (ICA) algorithm by Pham. Experiments were
carried out on both artificial and real data in order to com-
pare the performances of the transforms returned by our
new algorithms with that of the KLT. Results show that, on
artificial data, the new optimal transforms outperformed the
KLT, while no significant improvements were observed on
the real data.
1. Introduction
Common sources such as speech and images have con-
siderable “redundancy” that scalar quantization cannot ex-
ploit. Strictly speaking the term “redundancy” refers to the
statistical correlation or dependence between the samples
of such sources and is usually referred to as memory in the
information theory literature. It is well known that “remov-
ing the redundancy” in the data before scalar quantizing it
leads to much improved codes. In transform coding, the
redundancy is reduced by using a transform between the
data before a scalar quantization. Generally the transform
is linear. In this type of transform coding, an input vector
X of size N is transformed into another vector S of the
same dimension; the components Si, i = 1, . . . , N , of that
vector are then described to the decoder using independent
scalar quantizers on the coefficients. High resolution theory
shows that the Karhunen-Loe`ve transform (KLT) is optimal
for Gaussian sources [1], and the asymptotic low resolution
analysis does likewise [2]. Transform coding has been ex-
tensively developed for coding images and video (for exam-
ple, H.261, H.263, JPEG, and MPEG), where the discrete
cosine transform (DCT) is most commonly used because of
its computational simplicity and its good performance. Spe-
cial transform codes are subband codes which decompose
an image into separate images by using a set of linear fil-
ters. The resulting subbands can then be quantized, e.g., by
scalar quantizers. The discrete wavelet transform (DWT) is
a particular subband code, which is used in the new image
compression standard JPEG 2000.
The basic idea that leads to the use of linear pre-
processing before coding lies in the de-correlation effect be-
tween the pixel values that allows the use of simple source
encoders. Yet appealing, this idea is hampered by the fact
that linear processing alone may not achieve total indepen-
dence in the case of non-Gaussian sources. This explains
why most of the compression methods (JPEG, JPEG 2000)
that perform well use linear pre-processing and some form
of context modeling. Through context modeling it is possi-
ble to extract the dependencies remaining in the data after
linear pre-processing in order to improve the compression
performance.
For non Gaussian data, the linear transform that performs
the best in high rate transform coding does not decorrelate
the data in general, and this result remains valid when the
transform is constrained to be orthogonal. Hence, the KLT
is not the best linear transform in high rate transform cod-
ing for non Gaussian data.In [4], Narozny and Barret show
that the optimal linear transform for a high-rate linear trans-
form coding system employing entropy-constrained uni-
form quantization is the one that minimizes a contrast C
which is equal to the sum of the mutual information be-
tween the transform coefficients and another term which
may be interpreted as a kind of distance to orthogonality
of the transform.
In this paper, we propose an algorithm for the minimiza-
tion of the contrast C. This algorithm consists of a modi-
fied version of the mutual information based ICA algorithm
by Pham called ICAinf [5]. Furthermore, the algorithm
ICAinf can also be modified in order to find the orthogo-
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nal matrix that minimizes the contrast C.
The remainder of the paper is organized as follows: Sec-
tion 2 gives a description of the coding structure under con-
sideration and a brief review of the main results presented
in [4]. Section 3 gives a presentation of independent com-
ponent analysis. Section 4 elaborates on the link between
transform coding and ICA. The new algorithms are both
presented in section 5, and section 6 lists our main exper-
imental results.
2. Generalized coding gain in transform coding
The class of signals to be encoded is represented by
a random vector X = (X1, . . . , XN )
T of size N . Let
(Ω, E , P ) be the probability space associated to X : Ω →
R
N . A transform coder applies an invertible transform
A : RN → RN to X in order to obtain a random vector
S better suited to coding thanX . To construct a finite code,
each coefficient Si is approximated by a quantized variable
Ŝi. We concentrate on scalar quantizations, which are most
often used for transform coding. The decoder then applies
a transformation B to Ŝ = (Ŝ1, . . . , ŜN )
T in order to ob-
tain an approximation X̂ of X . In this paper we assume
B = A−1 and the transform A is linear.
2.1. Entropy-constrained scalar quantization
A scalar quantizer Q approximates a random variable Z
by a quantized variable Ẑ. It is a mapping from the source
alphabet R to a reproduction codebook {ẑk}k∈K ⊂ R,
where K is an arbitrary countable index set. Quantization
can be decomposed into two operations, 1) the lossy en-
coder α : R → K is specified by a partition of R into par-
tition cells Sk = {z ∈ R |α(z) = k}, k ∈ K, 2) the repro-
duction decoder β : K → R is specified by the codebook
{ẑk}k∈K. We denote pk = Pr{Z ∈ Sk} = Pr{Ẑ = ẑk}.
The Shannon theorem [6] proves that the entropy
H(Ẑ) = −
∑
k
pk log2 pk (1)
is a lower bound of the average number of bits per symbol
used to encode the values of Ẑ. Arithmetic entropy cod-
ing achieves an average bit rate that can be arbitrarily close
to the entropy lower bound (see e. g., [12]); therefore, we
shall consider that this lower bound is reached. An entropy
constrained scalar quantizer is designed to minimizeH(Ẑ)
for a fixed mean square distorsion D = E[(Z − Ẑ)
2
],
where E[Z] denotes the expectation of Z. Consider Z˜ =
(Z−E[Z])/σ the normalized random variable associated to
Z, with σ2 its variance, and let h(Z˜) be the differential en-
tropy of Z˜, h(Z˜) = −
∫ +∞
−∞
p(z˜) log2 p(z˜)dz˜, where p(z˜)
denotes the probability density function (pdf) of Z˜. A re-
sult from high resolution quantization theory (see e.g., [6])
is that the quantizer performance is described by
D ≃ c σ2 2−2R, with c =
22h(Z˜)
12
, (2)
where R = H(Ẑ) is the minimum average bit rate, and the
constant c depends only on the pdf shape.
2.2. Generalized coding gain
Coding (quantizing and entropy coding) each transform
coefficient Si separately splits the total number of bits a-
mong the transform coefficients in some manner. This bit
allocation problem can be stated this way: one is given a set
of quantizers described by their high rate-distorsion perfor-
mances asDi ≃ ci σ
2
i 2
−2Ri , i = 1, 2, . . . ,N . The problem
is to minimize the end-to-end distorsion
D =
1
N
N∑
i=1
E
[(
Xi − X̂i
)2]
(3)
given a maximum average rate R = N−1
∑N
i=1 Ri.
In [4], the authors show that when the linear transform
A is used, the minimum value of the end-to-end distorsion
can be approximated as follows
DA(R) ≃
(
N∏
i=1
wici
)1/N ( N∏
i=1
σ2i
)1/N
2−2R, (4)
where σ2i is the variance of Si, the constant ci—defined in
the relation (2)—is associated with the normalized variable
of Si, and the weightwi corresponds to the square euclidean
norm of the ith column of A−1.
Let I, σ⋆2i and c
⋆
i be respectively the identity transform,
the variance ofXi and the constant associated with the nor-
malized random variable ofXi according to the relation (2).
The distorsion rate (??) was then used to define a figure of
merit called the generalized coding gain
G⋆ =
DI(R)
DA(R)
=
(
N∏
i=1
c⋆i
wici
) 1
N
(
N∏
i=1
σ⋆2i
σ2i
) 1
N
. (5)
The generalized coding gain is the factor by which the dis-
torsion is reduced because of the linear transform A, assum-
ing high rate and optimal bit allocation.
2.3. Optimal transform for coding
In [4], the authors show that finding the matrix A which
maximizes G⋆ is the same problem as finding the matrix A
which minimizes the contrast
C(A)=I(S1; . . . ;SN ) +
1
2
log2
detDiag[A−TA−1]
detA−TA−1
, (6)
where the first term of (6) is the mutual information between
the random variables S1, . . . , SN :
I(S1; . . . ;SN ) =
∫
R
N
p(s) log2
p(s)
p(s1) · · · p(sN )
ds (7)
and for any square matrix C,Diag(C) denotes the diagonal
matrix having the same main diagonal as C. The mutual
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information of S1, . . . , SN is a measure of the statistical
dependence between the transform coefficients Si: it is al-
ways non-negative, and zero if and only if the variables are
statistically independent. As for the second term in (6), it is
always non-negative, and zero if and only if A−1 is a trans-
form with orthogonal columns. The columns may not be
of unit euclidean norm. In other words, the second term of
the contrast C(A) can be interpreted as a kind of distance
to orthogonality for the transform A. Furthermore, if D is
a diagonal matrix, one can verify that C(DA) = C(A), i.e.,
the contrast is scale invariant. As a consequence, normal-
izing the rows to have an orthogonal transform and using
equal quantizer step sizes is optimal.
3. Independent component analysis
A common problem encountered in a variety of disci-
plines, including statistical pattern matching, data analysis,
signal processing, neural network research and compres-
sion, is finding a suitable representation of multivariate data.
For computational and conceptual simplicity, such a repre-
sentation is often sought as a linear transformation of the
original data. Well-known linear transformation methods
include, for example, principal component analysis (PCA).
A recently developed linear transformation method is the
independent component analysis, in which the desired rep-
resentation is the one that minimizes the statistical depen-
dence of the components of the representation. Although
non-linear forms of ICA also exist, we shall only consider
the linear case here.
3.1. Definition
In the literature, at least three different basic defini-
tions of linear ICA can be found [7, 8]. In [9], Hyva¨rinen
gives the following definition for the noise-free ICA model,
which is of primary interest in our study
Definition 1 (Noise-free ICA model) ICA of a random
vector X of size N consists of estimating the following gen-
erative model for the data:
X = BS (8)
where B is a constant N × M “mixing” matrix, the
latent variables (components) Si in the vector S =
(S1, . . . , SM )
T are assumed independent.
The identifiability of the noise-free ICA model has been
treated in [7]. By imposing the following fundamental re-
strictions (in addition to the basic assumption of statistical
independence), the identifiability of the model can be as-
sured.
1. All the independent components Si, with the possible
exception of one component, must be non-Gaussian.
2. The number N of observed linear mixtures must be at
least as large as the number M of independent compo-
nents, i.e., M ≤ N .
3. The matrix B must be of full column rank.
Under these assumptions, the independent components and
the columns of B can only be estimated up to a multiplica-
tive constant, because any constant multiplying an indepen-
dent component in (8) could be canceled by dividing the
corresponding column of the mixing matrix B by the same
constant. Furthermore, the definition of the noise-free ICA
model implies no ordering of the independent components,
which is in contrast to, e.g., PCA.
In the following, we make the assumption that the di-
mension of the observed data equals the number of the in-
dependent components, i.e., N = M .
3.2. Estimation of the ICA model
The estimation of the data model of ICA is usually per-
formed by formulating an objective function and then min-
imizing or maximizing it. The mutual information is a nat-
ural measure of the dependence between random variables.
Finding a transform that minimizes the mutual information
between the components Si is a very natural way of estimat-
ing the ICA model [7]. The problem with mutual informa-
tion is that it is difficult to estimate. One needs a good esti-
mate of the density. This problem has severely restricted the
use of mutual information in ICA estimation. Some authors
have used approximations of mutual information based on
polynomial density expansions [7, 10], which lead to the
use of higher-order cumulants. More recently, in [5], Pham
has proposed fast algorithms to perform ICA based on the
use of mutual information.
4. Link between transform coding and ICA
The criterion (6) may be decomposed into
C(A) = CICA(A) + CO(A), (9)
where CICA(A) = I(S1; . . . ;SN ), and
CO(A) =
1
2
log2
[
det Diag(A−TA−1)
detA−TA−1
]
. (10)
The first term CICA(A) corresponds to the mutual informa-
tion criterion in ICA. The second term CO(A) measures a
pseudo-distance to orthogonality of the transform A. In
general, the optimal transform Aopt in transform coding,
i.e., the transform which minimizes the contrast defined in
the relation (6), will be different from thatAICA which min-
imizes the first term of (6), i.e., the solution of the ICA prob-
lem. Note that the contrast C(A) is always non-negative,
and that it is equal to zero if and only if A is a transform
with orthogonal columns which produces independent com-
ponents. Therefore, when such a transform exists, it is both
the solution of the compression problem and that of the ICA
problem. Unfortunately, for most sources, it is very un-
likely to find orthogonal transforms that produce indepen-
dent components.
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It is important to notice here that the classical assump-
tion made in blind source separation problems, that is the
observations are obtained from a linear mixing of indepen-
dent sources, is not necessary in order to derive the expres-
sion of the contrast in (6), i.e., for finding the transform that
maximizes the generalized coding gain.
The expression of the contrast (6) depends on the defi-
nition of the distorsion. In this work, we measure the dis-
torsion as mean squared error (MSE). Therefore, it is not
surprising that orthogonal transforms are favored over other
linear transforms since they are energy-preserving.
5. Modified ICA algorithms for coding
In this section, we propose two algorithms for the min-
imization of the contrast (6). The first algorithm, called
GCGsup for Generalized Coding Gain Supremum, consists
of a modified version of the mutual information based ICA
algorithm by Pham [5] called ICAinf. The second term
of (6) has been incorporated in ICAinf in order to find the
optimal linear transformAopt which minimizes the contrast
(6). In the second new algorithm, called ICAorth for In-
dependent Composent Analysis Orthogonal, the algorithm
ICAinf has been modified in order to find the optimal or-
thogonal matrix Aorth that minimizes the contrast C(A).
5.1. Algorithm GCGsup
The minimization of the criterion (6) can be done
through a gradient descent algorithm, but a much faster
method is the Newton algorithm (which amounts to using
the natural gradient [11]). As in [5], because of the multi-
plicative structure of our optimization problem, we use mul-
tiplicative increment of the parameter E rather than additive
increment. Starting with a current estimator Â, it consists
of expanding C(Â + EÂ) with respect to the matrix E up
to second order and then minimizing the resulting quadratic
form in E to obtain a new estimate. Note that the parameter
E is a matrix of orderN . This method requires the computa-
tion of the Hessian1 of C(Â + EÂ)with respect to E , which
is quite involved. For this reason, we will approximate it by
the relative Hessian of C(Â+EÂ), computed under the as-
sumption that the transform coefficients Ŝi are independent.
The method is then referred to as quasi-Newton.
Although those simplifications result in a slower conver-
gence speed about the solution, they cause the robustness
of the algorithm to be improved by reducing the risk of di-
vergence when the initial estimator Â0 is far from the final
solution. Note that the final solution is the same as that
obtained without simplification since the algorithm con-
sists of cancelling the first order terms in the expansion of
C(A + EA).
Given that (see e. g., [12]) h(X) =
∑N
i=1 h(Xi) −
I(X1; . . . ;XN ), h(S) =
∑N
i=1 h(Si) − I(S1; . . . ;SN ),
1The Hessian of a function of several variables is the matrix of its sec-
ond partial derivatives.
h(S) = h(X) + log2 |detA|, and the term h(X) does not
depend on A, minimizing the contrast (6) is the same as
minimizing C˜ICA(A) = CO(A) + C˜ICA(A) where
C˜ICA(A) =
N∑
i=1
h(Si) − log2 |detA|. (11)
It has been shown in [13] that the Taylor expansion of
C˜ICA(A+EA) up to second order may be approximated as
follows
C˜ICA(A + EA) = C˜ICA(A) +
∑
1≤i 6=j≤N
E[ψSi(Si)Sj ]Eij+
+
1
2
∑
1≤i 6=j≤N
{E[ψ2Si(Si)] E[S
2
j ]E
2
ij + EijEji} + · · · , (12)
where the function ψSi is equal to the derivative of
− log2 p(si) and is known as the score function, which can
be viewed as the gradient of the entropy functional. This
approximation lies essentially in the assumption of inde-
pendent transform coefficients, which may not be valid if
the solution of the ICA problem is far from an orthogonal
transform, i.e., from the solution that minimizes the contrast
(6).
Now letM = A−T A−1. One may verify that the Taylor
expansion of CO(A + EA) with respect to E and around
E = 0, up to second order, is given by
CO(A + EA) = CO(A) −
∑
1≤i 6=j≤N
Mji
Mii
Eji −
1
2
∑
1≤i 6=j≤N
EijEji
+
∑
1≤i,j,k≤N
j 6=i and k 6=i
[(
Mjk
2Mii
−
MijMik
M2ii
)
EjiEki +
Mkj
Mkk
EjiEik
]
+
∑
1≤i 6=j≤N
Mji
Mjj
EiiEji + · · · (13)
The quadratic form associated with the above expansion is
quite involved and is not positive. One possible approx-
imation consists in neglecting the non diagonal elements
of M, which amounts to assuming that the optimal linear
transform is close to an orthogonal transform. Under this
hypothesis, one may verify that
CO(A + EA)≈ CO(A) −
∑
1≤i 6=j≤N
Mji
Mii
Eji +
+
1
2
∑
1≤i 6=j≤N
[
Mjj
Mii
E2ji + EjiEij
]
+ · · · (14)
Furthermore, the quadratic form associated with the above
expansion is positive, but not positive definite. However,
this is a sufficient condition for the matrix associated with
the quadratic form of the Taylor expansion of C˜(A) to be
positive definite, which ensures the stability of the iterative
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algorithm. Finally we have
C˜(A + EA) ≈ C˜(A) +
∑
1≤i 6=j≤N
Eij
[
E[ψSi(Si)Sj ]−
Mij
Mjj
]
+
+
1
2
∑
1≤i 6=j≤N
{[
E[ψ2Si(Si)]E[S
2
j ] +
Mii
Mjj
]
E2ij + 2EijEji
}
+ · · · (15)
Explicitly, the iteration consists of solving the linear equa-
tions[
E[ψ2Si(Si)]E[S
2
j ] +
Mii
Mjj
2
2 E[ψ2Sj(Sj)]E[S
2
i ] +
Mjj
Mii
][
Eij
Eji
]
=
[
Mij
Mjj
− E[ψSi(Si)Sj ]
Mji
Mii
− E[ψSj(Sj)Si]
]
. (16)
The indeterminate diagonal terms Eii are arbitrarily fixed to
zero. Then the estimator Â is left multiplied by I + E in
order to update it. In this expression, the probability den-
sity functions being unknown, the score function ψSi(si) is
replaced by an estimation (see [5]) and the expectations are
estimated by empirical means.
5.2. Algorithm ICAorth
In this section, we propose a modified version of the
mutual information based ICA algorithm by Pham [5] in
order to find the orthogonal transform that minimizes the
contrast (6). Finding the orthogonal transform which min-
imizes the contrast (6) amounts to finding the orthogonal
transform which minimizes the first term of (6), or equiv-
alently, finding the orthogonal transform which minimizes
C˜ICA(A). If the matrix A is orthogonal, so is A + EA,
providing that I + E be orthogonal. This last condition will
be satisfied up to second order if E is anti-symmetric, since
(I+E)T (I+E) = I+ETE differs from the identity only by
second order terms. Let E be anti-symmetric. The Taylor
expansion of C˜ICA(A + EA) becomes
C˜ICA(A + EA) = C˜ICA(A)+
+
∑
1≤i<j≤N
{
E[ψSi(Si)Sj ]− E[ψSj (Sj)Si]
}
Eij +
+
1
2
∑
1≤i<j≤N
E2ij
[
E[ψ2Si(Si)]E[S
2
j ] + E[ψ
2
Sj
(Sj)]E[S
2
i ]− 2
]
+ · · · , (17)
and the minimization of the second term in the above ex-
pansion yields
Eij =
E[ψSj (Sj)Si]− E[ψSi(Si)Sj ]
E[ψ2Si(Si)] E[S
2
j ] + E[ψ
2
Sj
(Sj)] E[S2i ]− 2
. (18)
6. Simulation results
In this section, we are interested in comparing the perfor-
mances of Aopt, Aorth, AICA, and the KLT for the indepen-
dent coding ofN information sources which are both statis-
tically dependent and non-Gaussian. Our objective metric
to measure the performance of a transform is the general-
ized coding gain (5). Given both N sources and a trans-
form, the estimation of (5) requires good estimates of the
pdfs of each source as well as each transformed component,
which may be very difficult to obtain. In the next section,
we shall elaborate on a more “practical” way of evaluating
(5) which consists in actually coding the transformed com-
ponents and measuring both the actual bit-rate (i.e., the first
order entropy of quantized data) and the actual end-to-end
distortion.
6.1. Evaluation methodology
We carried out our experiments on N informa-
tion sources. These sources are either 1D signals or
multidimensional-like images. In the latter, each image
is first converted into a 1D-signal by scanning vertically
column by column. The multidimensional signal X =
(X1, . . . , XN )
T resulting from this pre-processing is then
linearly transformed using an invertible linear transform A
to produce the vector S = (S1, . . . , SN )
T whose com-
ponents are coded separately. The i-th component Si is
first high-rate quantized with a uniform scalar quantizer
of quantization step qi. This gives Ŝi. The bit-rate Ri is
then estimated by computing the empirical first order en-
tropy of Ŝi and the inverse transform A
−1 is applied to
Ŝ = (Ŝ1, . . . , ŜN )
T in order to reconstruct an approxima-
tion X̂ = (X̂1, . . . , X̂N )
T of X . The distorsion is the end-
to-end one, given in the relation (3) and the total average
rate is the empirical mean of the N rates Ri (1 ≤ i ≤ N).
It is well known that under the high-resolution hypotheses
the optimal allocation of rates between the transform coef-
ficients results in equal weighted distortions wiDi (see e.g.,
[4]). Moreover, using uniform scalar quantizers, bit alloca-
tion amounts to choosing a quantization step qi for each of
the N components, and for small qi (i.e., satisfying the hy-
pothesis of high resolution quantization for Si, [6]) the dis-
tortion Di may be well approximated by q
2
i /12. Therefore,
the equal-weighted distortion property of the analytical bit
allocation solution gives a simple rule (for high bit-rate):
let c be a constant, then make all the quantization steps
q1, . . . , qN such that wiDi = c. This gives qi =
√
12c
wi
,
for i = 1, . . . , N . When the constant c varies (under the
assumption of high resolution quantization for each compo-
nent) we obtain the classical asymptotical curve (distorsion
versus bit-rate, or equivalently bit-rate versus distorsion). In
our tests, we consider that the hypothesis of high resolution
quantization is valid when for each component Si, the rel-
ative deviation between the actual distorsion E[(Si − Ŝi)
2]
(where the expectation is estimated by empirical mean) and
q2i /12 is not greater than 5%. For a given high bit-rate, the
ratio between the end-to-end distortion read on the asymp-
totical curve obtained using the identity transform and that
read on the asymptotical curve obtained using A yields the
generalized coding gain of A.
We have tested two kinds of data, one consists in synthet-
ical memoryless sources and the sources of the second are
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wavelet coefficients in the same sub-band (HH sub-band) of
a multispectral satellite image Landsat.
In the first test, we have N = 6 and the data size is 216.
First we produce a white vector (S˜′
1
, . . . , S˜′N )
T = S˜′ whose
the i-th component is the normalized random variable asso-
ciated to S′i = Sign(Yi).|Yi|
α, where (Y1, . . . , YN )
T is a
normalized white Gaussian random vector. The exponent
α is an arbitrary positive real number. When α > 1 (resp.
α < 1), S˜′i is super- (resp. sub-) Gaussian. Then, the vec-
tor X is obtained by the operation X = MS˜′, where M is
an arbitrary orthogonal matrix. The random vector X be-
ing white, the KLT does nothing on it and the generalized
coding gain G⋆ of the KLT is equal to 0 dB. However, the
components of X are not independent, and any algorithm
among GCGsup, ICAorth and ICAinf gives the same
result: the components Si are independent, and the gen-
eralized coding gain G⋆ is the same for AICA, Aort and
Aopt. In Tab. 1 we present G
⋆ for different values of α.
We remark that when α increases the hypothesis of high-
α 0.5 1 1.5 2 2.5
G⋆ (dB) 1.4 0.0 1.65 3.2 4.8
Table 1. Generalized coding gain of Aort.
resolution quantization is satisfied for an increasing rate
(e. g., when α = 2.5, the rate must be greater than about
7 bits per coefficient).
The second test deals with real data, obtained from a
satellite multispectral image Landsat of dimension 512 ×
512× 6 and coded with 8 bits per pixel. Each component is
decomposed in wavelet coefficients using the Daubechies 9-
7 DWT. In our test, N = 6 and the six information sources
we use are the six HH-subbands obtained by this way.
KLT Aorth Aopt AICA
G⋆ (dB) 3.05 3.05 3.1 1.55
Table 2. Generalized coding gain when the
sources are sub-band signals.
7. Conclusion
In this paper we have presented two new algorithms that
compute the linear optimal transform for high-rate trans-
form coding, in the general case of non Gaussian data when
the distorsion is measured with the mean square error and
the rate measured by the empirical first order entropy of
quantized transform coeficients. One algorithm computes
the optimal orthogonal transform, and the other the optimal
linear transform. These algorithms are both derived from
an algorithm by D. T. Pham that minimizes the mutual in-
formation of the transformed components. Comparison of
the performances in high-rate transform coding between the
classical Karhunen-Loe`ve Transform (KLT) and the trans-
forms returned by our algorithms are given. On synthetical
data, the transforms given by the new algorithms perform
significantly better that the KLT, however on real data all
the transforms, included KLT, give roughly the same cod-
ing gain.
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