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GRU¨SS TYPE DISCRETE INEQUALITIES IN NORMED LINEAR
SPACES, REVISITED
SEVER S. DRAGOMIR
Abstract. Some sharp inequalities of Gru¨ss type for sequences of vectors
in real or complex normed linear spaces are obtained. Applications for the
discrete Fourier and Mellin transform are given. Estimates for polynomials
with coefficients in normed spaces are provided as well.
1. Introduction
The following Gru¨ss type inequalities for vectors in normed linear spaces are
known.
Theorem 1. Let (X, ‖·‖) be a normed linear space over the real or complex number
field K (K = R,C) , α = (α1, . . . , αn) ∈ R
n, p = (p1, . . . , pn) ∈ R
n
+ with
∑n
i=1 pi =
1 and x = (x1, . . . , xn) ∈ X
n. Then one has the inequalities:
0 ≤
∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥(1.1)
≤


[
n∑
i=1
i2pi −
(
n∑
i=1
ipi
)2]
max
1≤j≤n−1
|∆αj | max
1≤j≤n−1
‖∆xj‖ , [2];
1
2
n∑
i=1
pi (1− pi)
n−1∑
j=1
|∆αj |
n−1∑
j=1
‖∆xj‖ , [3];
∑
1≤j<i≤n
pipj (i− j)
(
n−1∑
k=1
|∆αj |
p
) 1
p
(
n−1∑
k=1
‖∆xk‖
q
) 1
q
if p > 1, 1
p
+ 1
q
= 1, [4].
The constant 1 in the first branch, 1
2
in the second branch and 1 in the third branch
are best possible in the sense that they cannot be replaced by smaller constants.
The following corollary providing some inequalities for unweighted means holds
as well.
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Corollary 1. Let (X, ‖·‖) , α ∈ Kn and x ∈ Xn be as in Theorem 1. Then one
has the inequalities
0 ≤
∥∥∥∥∥ 1n
n∑
i=1
αixi −
1
n
n∑
i=1
αi ·
1
n
n∑
i=1
xi
∥∥∥∥∥(1.2)
≤


1
12
(
n2 − 1
)
max
1≤j≤n−1
|∆αj | max
1≤j≤n−1
‖∆xj‖ , [2];
1
2
(
1−
1
n
)
n−1∑
j=1
|∆αj |
n−1∑
j=1
‖∆xj‖ , [3];
1
6
·
n2 − 1
n
(
n−1∑
k=1
|∆αk|
p
) 1
p
(
n−1∑
k=1
‖∆xk‖
q
) 1
q
if p > 1, 1
p
+ 1
q
= 1, [4].
The constants 1
12
, 1
2
and 1
6
are best possible in the sense that they cannot be replaced
by smaller constants.
In this paper, some new inequalities of Gru¨ss type for sequences of vectors in
normed linear spaces subject of some boundedness conditions are provided. Appli-
cations for discrete Fourier and Mellin transforms and for vector-valued polynomials
are pointed out as well.
2. Some Analytic Inequalities
The following result holds.
Theorem 2. Let (X, ‖·‖) be a normed linear space over the real or complex number
field K (K = R,C) , α = (α1, . . . , αn) ∈ R
n, p = (p1, . . . , pn) ∈ R
n
+ with
∑n
i=1 pi =
1 and x = (x1, . . . , xn) ∈ X
n.
If αi ∈ D (α,R) := {z ∈ K| |z − α| ≤ R} for some α ∈ K and i ∈ {1, . . . , n} ,
R > 0, then we have the inequality:
(2.1)
∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤ R
n∑
i=1
pi
∥∥∥∥∥∥xi −
n∑
j=1
pjxj
∥∥∥∥∥∥ .
The constant c = 1 in the right hand side of the inequality is sharp in the sense
that it cannot be replaced by a smaller constant.
Proof. It is easy to see that, the following identity holds true
(2.2)
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi =
n∑
i=1
pi (αi − α)

xi − n∑
j=1
pjxj

 .
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Taking the norm in (2.2), using the generalised triangle inequality and the fact that
αi ∈ D (α,R) , i = 1, . . . , n; we deduce∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤
n∑
i=1
pi |αi − α|
∥∥∥∥∥∥xi −
n∑
j=1
pjxj
∥∥∥∥∥∥(2.3)
≤ R
n∑
i=1
pi
∥∥∥∥∥∥xi −
n∑
j=1
pjxj
∥∥∥∥∥∥ ,
and the inequality (2.1) is proved.
Now, assume that (2.1) holds with a constant C > 0, i.e.,
(2.4)
∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤ CR
n∑
i=1
pi
∥∥∥∥∥∥xi −
n∑
j=1
pjxj
∥∥∥∥∥∥ ,
for α, p and x as in the hypothesis of the theorem.
For n = 2, we have
2∑
i=1
piαixi −
2∑
i=1
piαi ·
2∑
i=1
pixi = p2p1 (α2 − α1) (x2 − x1)
and
2∑
i=1
pi
∥∥∥∥∥∥xi −
2∑
j=1
pjxj
∥∥∥∥∥∥ = 2p2p1 ‖x2 − x1‖ ,
and thus, by (2.4), we deduce
(2.5) p2p1 |α2 − α1| ‖x2 − x1‖ ≤ 2CRp2p1 ‖x2 − x1‖ .
If we choose p2, p1 > 0, x1 6= x2, α1 = α−R, α2 = α+R ∈ D (α,R) , then by (2.5)
we deduce C ≥ 1 showing that c0 = 1 is the best possible constant in (2.1).
The following lemma holds.
Lemma 1. For the complex numbers z, a, A ∈ C, the following statements are
equivalent
(i) Re [(A− z) (z − a)] ≥ 0;
(ii)
∣∣z − a+A
2
∣∣ ≤ 1
2
|A− a| .
Proof. Define
I1 := Re [(A− z) (z − a)] = −Re (Aa)− |z|
2
+Re [za+ zA]
and
I2 :=
1
4
|A− a|
2
−
∣∣∣∣z − a+A2
∣∣∣∣
2
=
|A|
2
− 2Re (Aa) + |a|
2
4
−
(
|z|
2
− Re
[
z
(
a+A
)]
+
|A+ a|
2
4
)
= −Re [Aa]− |z|
2
+Re (za) + Re
(
zA
)
= −Re [Aa]− |z|
2
+Re (za) + Re (zA) ,
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since, obviously Re
(
zA
)
= Re
(
zA
)
.
Consequently,
(2.6) Re [(A− z) (z − a)] =
1
4
|A− a|2 −
∣∣∣∣z − a+A2
∣∣∣∣
2
,
and the lemma is thus proved.
Remark 1. For the real numbers z, a, A ∈ R (with A ≥ a), the following statements
are obviously equivalent:
Corollary 2. (i) a ≤ z ≤ A;
(ii)
∣∣z − a+A
2
∣∣ ≤ A−a
2
.
The following result of Gru¨ss type for vectors in complex normed linear spaces
holds.
Theorem 3. Let (X, ‖·‖) be a normed linear space over the complex number field
C, α = (α1, . . . , αn) ∈ C
n, p = (p1, . . . , pn) ∈ R
n
+ with
∑n
i=1 pi = 1 and x =
(x1, . . . , xn) ∈ X
n.
If there exists the complex numbers a,A ∈ C such that
(2.7) Re [(A− αi) (αi − a)] ≥ 0 for each i ∈ {1, . . . , n}
or, equivalently,
(2.8)
∣∣∣∣αi − a+A2
∣∣∣∣ ≤ 12 |A− a| for each i ∈ {1, . . . , n} ,
then one has the inequality:
(2.9)
∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤ 12 |A− a|
n∑
i=1
pi
∥∥∥∥∥∥xi −
n∑
j=1
pjxj
∥∥∥∥∥∥ .
The constant 1
2
in the right hand side of the inequality is best possible in the sense
that it cannot be replaced by a smaller constant.
Proof. Follows by Theorem 2 on choosing α = a+A
2
and R = 1
2
|A− a| . The best
constant may be shown in a similar way as in the proof of Theorem 2. We omit
the details.
The case of real normed linear spaces is embodied in the following corollary.
Corollary 3. Let (X, ‖·‖) be a normed linear space over the real number field
R, α = (α1, . . . , αn) ∈ R
n, p = (p1, . . . , pn) ∈ R
n
+ with
∑n
i=1 pi = 1 and x =
(x1, . . . , xn) ∈ X
n.
If there exists the real numbers m ≤M such that
(2.10) −∞ < m ≤ ai ≤M <∞ for each i ∈ {1, . . . , n} ,
then one has the inequality
(2.11)
∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤ 12 (M −m)
n∑
i=1
pi
∥∥∥∥∥∥xi −
n∑
j=1
pjxj
∥∥∥∥∥∥ .
The constant 1
2
is best possible in the sense mentioned above.
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Remark 2. If X = R, ‖.‖ = |.| , then from (2.11) we obtain the inequality for real
numbers established for the first time in [1].
The dual result where some boundedness conditions for the sequence of vectors
are known, also holds.
Theorem 4. Let X, α, p and x be as in Theorem 2.
If xi ∈ B (x,R) := {y ∈ X | ‖y − x‖ ≤ R} for some x ∈ X and i ∈ {1, . . . , n} ,
R > 0, then we have the inequality:
(2.12)
∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤ R
n∑
i=1
pi
∣∣∣∣∣∣αi −
n∑
j=1
pjαj
∣∣∣∣∣∣ .
The constant c = 1 is sharp in the sense mentioned above.
Proof. It follows in a similar manner to the one in Theorem 2 on using the following
identity
(2.13)
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi =
n∑
i=1
pi

αi − n∑
j=1
pjαj

 (xi − x) .
We omit the details.
Remark 3. Using the Buniakowsky-Schwarz inequality for real numbers, we may
state that
n∑
i=1
pi
∣∣∣∣∣∣αi −
n∑
j=1
pjαj
∣∣∣∣∣∣ ≤

 n∑
i=1
pi
∣∣∣∣∣∣αi −
n∑
j=1
pjαj
∣∣∣∣∣∣
2


1
2
=

 n∑
i=1
pi |αi|
2
−
∣∣∣∣∣
n∑
i=1
piαi
∣∣∣∣∣
2


1
2
,
and then, by (2.12) we may deduce the coarser bound∥∥∥∥∥
n∑
i=1
piαixi −
n∑
i=1
piαi ·
n∑
i=1
pixi
∥∥∥∥∥ ≤ R
n∑
i=1
pi
∣∣∣∣∣∣αi −
n∑
j=1
pjαj
∣∣∣∣∣∣(2.14)
≤ R

 n∑
i=1
pi |αi|
2
−
∣∣∣∣∣
n∑
i=1
piαi
∣∣∣∣∣
2


1
2
.
The following inequality for complex numbers, which is also interesting in itself,
holds.
Proposition 1. Let α = (α1, . . . , αn) ∈ C
n, p = (p1, . . . , pn) ∈ R
n
+ with
∑n
i=1 pi =
1.
Theorem 5. If there exists the complex numbers a,A ∈ C such that (2.4), or,
equivalently (2.5) holds, then one has the inequality
(2.15) 0 ≤
n∑
i=1
pi |αi|
2
−
∣∣∣∣∣
n∑
i=1
piαi
∣∣∣∣∣
2
≤
1
4
|A− a|
2
.
6 SEVER S. DRAGOMIR
The constant 1
4
is best possible in the sense that it cannot be replaced by a smaler
constant.
Proof. We apply Theorem 3 for the choiceX = C, ‖·‖ = |·| and xi = αi (i = 1, . . . , n) .
Then we get
0 ≤

 n∑
i=1
pi |αi|
2
−
∣∣∣∣∣
n∑
i=1
piαi
∣∣∣∣∣
2


≤
1
2
|A− a|
n∑
i=1
pi
∣∣∣∣∣∣αi −
n∑
j=1
pjαj
∣∣∣∣∣∣
=
1
2
|A− a|
n∑
i=1
pi
∣∣∣∣∣∣αi −
n∑
j=1
pjαj
∣∣∣∣∣∣
≤
1
2
|A− a|

 n∑
i=1
pi |αi|
2
−
∣∣∣∣∣
n∑
i=1
piαi
∣∣∣∣∣
2


1
2
giving the desired result.
The fact that 1
4
is the best possible constant may be proved in a similar manner
to the one incorporated in the proof of Theorem 2.
Another similar result for complex numbers also golds.
Proposition 2. With the assumptions of Proposition 1 for the complex sequence
α, one has the inequality
(2.16) 0 ≤
∣∣∣∣∣∣
n∑
i=1
piα
2
i −
(
n∑
i=1
piαi
)2∣∣∣∣∣∣ ≤
1
4
|A− a|
2
.
The constant 1
4
is best possible.
The proof follows by Theorem 3 and Remark 3 on choosing X = C, ‖·‖ = |·| and
xi = αi (i = 1, . . . , n) .
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Remark 4. Using the above results, we may state the following sequence of in-
equalities of Gru¨ss type for sequences of complex numbers
0 ≤
∣∣∣∣∣
n∑
i=1
piαiβi −
n∑
i=1
piαi ·
n∑
i=1
piβi
∣∣∣∣∣(2.17)
≤
1
2
|A− a|
n∑
i=1
pi
∣∣∣∣∣∣βi −
n∑
j=1
pjβj
∣∣∣∣∣∣
(provided
∣∣∣∣αi − a+A2
∣∣∣∣ ≤ 12 |A− a| for each i ∈ {1, . . . , n} )
≤
1
2
|A− a|

 n∑
i=1
pi |βi|
2
−
∣∣∣∣∣
n∑
i=1
piβi
∣∣∣∣∣
2


1
2
≤
1
4
|A− a| |B − b|
(provided
∣∣∣∣βi − b+B2
∣∣∣∣ ≤ 12 |B − b| for each i ∈ {1, . . . , n} ).
The constants 1
2
and 1
4
are best possible in (2.17).
3. Application for Discrete Fourier Transforms
Let (X, ‖·‖) be a normed linear space over C and let x = (x1, . . . , xn) be a
sequence of vectors in X.
For a given w ∈ R, define the discrete Fourier transform [4]
(3.1) Fω (x) (m) :=
n∑
k=1
exp (2ωimk) · xk, m = 1, . . . , n;
where i2 = −1.
The following approximation result for the Fourier transform (3.1) holds.
Theorem 6. If xi ∈ B (x,R) := {y ∈ X | ‖y − x‖ ≤ R} , i ∈ {1, . . . , n} , for some
x ∈ X and R > 0, then we have the inequality:
(3.2)
∥∥∥∥∥Fω (x) (m)− sin (ωmn)sin (ωm) exp [ω (n+ 1) im] · 1n
n∑
k=1
xk
∥∥∥∥∥
≤ R
n∑
k=1
∣∣∣∣exp (2ωimk)− 1n · sin (ωmn)sin (ωm) exp [ω (n+ 1) im]
∣∣∣∣ ,
for all m ∈ {1, . . . , n} and w ∈ R, w 6= ℓ
m
π, ℓ ∈ Z.
Proof. From the inequality (2.12) of Theorem 4, we have the inequality
(3.3)
∥∥∥∥∥
n∑
i=1
αkxk −
n∑
i=1
αk ·
1
n
n∑
i=1
xk
∥∥∥∥∥ ≤ R
n∑
k=1
∣∣∣∣∣αk − 1n
n∑
p=1
αp
∣∣∣∣∣ ,
for any αk ∈ C and xk ∈ B (x,R) , k = 1, . . . , n.
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We may choose in (3.3) αk = exp (2wimk) to obtain
(3.4)
∥∥∥∥∥Fω (x) (m)−
n∑
k=1
exp (2ωimk) ·
1
n
n∑
k=1
xk
∥∥∥∥∥
≤ R
n∑
k=1
∣∣∣∣∣exp (2ωimk)− 1n
n∑
p=1
exp (2ωimp)
∣∣∣∣∣
for all m ∈ {1, . . . , n} .
Since, see for example [4, p. 164], by simple calculation we have
n∑
k=1
exp (2ωimk) =
sin (ωmn)
sin (ωm)
exp [ω (n+ 1) im] ,
for w 6= ℓ
m
π, ℓ ∈ Z, then by (3.4) we deduce the desired inequality (3.2).
The following corollary is obvious.
Corollary 4. If x = (x1, . . . , xn) ∈ C
n and there exists x,X ∈ C such that
(3.5) Re [(X − xi) (xi − x)] ≥ 0 for i ∈ {1, . . . , n}
or, equivalently,
(3.6)
∣∣∣∣xi − x+X2
∣∣∣∣ ≤ 12 |X − x| for i ∈ {1, . . . , n} ,
then we have the inequality
(3.7)
∣∣∣∣∣Fω (x) (m)− sin (ωmn)sin (ωm) exp [ω (n+ 1) im] · 1n
n∑
k=1
xk
∣∣∣∣∣
≤
1
2
|X − x|
n∑
k=1
∣∣∣∣exp (2ωimk)− 1n · sin (ωmn)sin (ωm) exp [ω (n+ 1) im]
∣∣∣∣ ,
for each m ∈ {1, . . . , n} and w ∈ R, w 6= ℓ
m
π, ℓ ∈ Z.
Remark 5. If x ∈ Rn and there exists a,A ∈ R such that a ≤ xi ≤ A for
i ∈ {1, . . . , n} then
(3.8)
∣∣∣∣∣Fω (x) (m)− sin (ωmn)sin (ωm) exp [ω (n+ 1) im] · 1n
n∑
k=1
xk
∣∣∣∣∣
≤
1
2
(A− a)
n∑
k=1
∣∣∣∣exp (2ωimk)− 1n · sin (ωmn)sin (ωm) exp [ω (n+ 1) im]
∣∣∣∣
for each m ∈ {1, . . . , n} and w ∈ R, w 6= ℓ
m
π, ℓ ∈ Z.
4. Application for the Discrete Mellin Transform
Let (X, ‖·‖) be a normed linear space over K (K = C or K = R) and let x =
(x1, . . . , xn) be a sequence of vectors in X.
Define the Mellin transform [4]
(4.1) M (x) (m) :=
n∑
k=1
km−1xk, m = 1, . . . , n,
GRU¨SS TYPE INEQUALITIES 9
where the sequence x ∈ Xn.
The following approximation result holds.
Theorem 7. If xi ∈ B (x,R) , i ∈ {1, . . . , n} for some x ∈ X and R > 0, then we
have the inequality:
(4.2)
∥∥∥∥∥M (x) (m)− Sm−1 (n) · 1n
n∑
k=1
xk
∥∥∥∥∥ ≤ R
n∑
k=1
∣∣∣∣km−1 − 1nSm−1 (n)
∣∣∣∣ ,
where Sp (n) , p ∈ R, n ∈ N is the p−powered sum of the first n natural numbers,
i.e.,
Sp (n) :=
n∑
k=1
kp.
Proof. We apply the inequality (3.3) for αk = k
m−1 to obtain
(4.3)
∥∥∥∥∥
n∑
k=1
km−1xk −
n∑
k=1
km−1 ·
1
n
n∑
k=1
xk
∥∥∥∥∥ ≤ R
n∑
k=1
∣∣∣∣∣km−1 − 1n
n∑
l=1
lm−1
∣∣∣∣∣ ,
giving the desired result (4.2).
For m = 2, we have
n∑
k=1
∣∣∣∣k − 1nS1 (n)
∣∣∣∣ =
n∑
k=1
∣∣∣∣k − n+ 12
∣∣∣∣
=
[n+12 ]∑
k=1
(
n+ 1
2
− k
)
+
k∑
k=[ n+12 ]+1
(
k −
n+ 1
2
)
=: I,
where [a] is the integer part of a ∈ R.
Observe that
[n+12 ]∑
k=1
(
n+ 1
2
− k
)
=
n+ 1
2
[
n+ 1
2
]
−
[
n+1
2
] ([
n+1
2
]
+ 1
)
2
and
n∑
k=[ n+12 ]+1
(
k −
n+ 1
2
)
=
n∑
k=1
k −
[n+12 ]∑
k=1
k −
n+ 1
2
(
n−
[
n+ 1
2
])
=
n+ 1
2
[
n+ 1
2
]
−
[
n+1
2
] ([
n+1
2
]
+ 1
)
2
,
thus
I = (n+ 1)
[
n+ 1
2
]
−
[
n+ 1
2
]([
n+ 1
2
]
+ 1
)
=
[
n+ 1
2
](
n−
[
n+ 1
2
])
.
Now, if we consider a particular value of the Mellin transform
µ (x) :=
n∑
k=1
kxk,
then we may state the following.
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Corollary 5. With the assumptions of Theorem 7, we have
(4.4)
∥∥∥∥∥µ (x)− n+ 12
n∑
k=1
xk
∥∥∥∥∥ ≤ R ·
[
n+ 1
2
](
n−
[
n+ 1
2
])
.
Remark 6. Assume that x = (x1, . . . , xn) ∈ C
n are such that there exists x,X ∈ C
such that (3.5) or, equivalently, (3.6) holds. Then we have the inequality
(4.5)
∣∣∣∣∣M (x) (m)− Sm−1 (n) · 1n
n∑
k=1
xk
∣∣∣∣∣ ≤ 12 |X − x|
n∑
k=1
∣∣∣∣km−1 − 1nSm−1 (n)
∣∣∣∣ .
In particular, we have the inequality
(4.6)
∣∣∣∣∣µ (x)− n+ 12
n∑
k=1
xk
∣∣∣∣∣ ≤ 12 |X − x|
[
n+ 1
2
](
n−
[
n+ 1
2
])
.
Remark 7. Assume that x = (x1, . . . , xn) ∈ R
n such that there exists a,A ∈ R
with a ≤ xi ≤ A, i ∈ {1, . . . , n} . Then we have the inequality
(4.7)
∣∣∣∣∣M (x) (m)− Sm−1 (n) · 1n
n∑
k=1
xk
∣∣∣∣∣ ≤ 12 (A− a)
n∑
k=1
∣∣∣∣km−1 − 1nSm−1 (n)
∣∣∣∣
in particular, we have the inequality
(4.8)
∣∣∣∣∣µ (x)− n+ 12
n∑
k=1
xk
∣∣∣∣∣ ≤ 12 (A− a)
[
n+ 1
2
](
n−
[
n+ 1
2
])
.
5. Application for Polynomials
Let (X, ‖·‖) be a normed linear space over C and let c = (c0, . . . , cn) be a
sequence of vectors in X.
Define the polynomial P : C→X with the coefficients c = (c0, . . . , cn) by
P (z) = c0 + zc1 + z
2c2 + · · ·+ z
ncn, z ∈ C, cn 6= 0.
The following approximation holds.
Theorem 8. If ci ∈ B (x0, R) , i ∈ {0, . . . , n} for some x0 ∈ X and R > 0, then
we have the inequality
(5.1)
∥∥∥∥∥P (z)− z
n+1 − 1
z − 1
·
1
n+ 1
n∑
k=0
ck
∥∥∥∥∥ ≤ R
n∑
k=0
∣∣∣∣zk − 1n+ 1 · z
n+1 − 1
z − 1
∣∣∣∣
for all z ∈ C, z 6= 1.
Proof. The proof follows by the inequality (3.3) on choosing αk = z
k, and xk = ck,
k = 0, . . . , n and we omit the details.
The following corollary concerning the location of P (zk) , where zk are the com-
plex roots of the unity holds.
Corollary 6. Let zk = cos
(
kπ
n+1
)
+ i sin
(
kπ
n+1
)
, where k ∈ {0, . . . , n} , be the
complex (n+ 1)−roots of the unity. Then we have the inequality
(5.2) ‖P (zn)‖ ≤ (n+ 1)R, z ∈ {1, . . . , n} ,
where the coefficients ci (i ∈ {0, . . . , n}) satisfy the assumptions of Theorem 8.
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Proof. Follows by (5.1) on choosing z = zn, k ∈ {1, . . . , n} and taking into account
that zn+1k = 1 and |zk|
k = 1 for k ∈ {1, . . . , n} .
Remark 8. Assume that c = (c0, . . . , cn) ∈ C
n+1 are such that there exists w,W ∈
C with the property
(5.3) Re [(W − ci) (ci − w)] ≥ 0 for i ∈ {0, . . . , n}
or, equivalently,
(5.4)
∣∣∣∣ci − w +W2
∣∣∣∣ ≤ 12 |W − w| for i ∈ {0, . . . , n} .
Then we have the inequality
(5.5)
∣∣∣∣∣P (z)− z
n+1 − 1
z − 1
·
1
n+ 1
n∑
k=0
ck
∣∣∣∣∣ ≤ 12 |W − w|
n∑
k=0
∣∣∣∣zk − 1n+ 1 · z
n+1 − 1
z − 1
∣∣∣∣
for any z ∈ C, z 6= 1.
If zk, k ∈ {0, . . . , n} are the (n+ 1)−roots of the unity, then
(5.6) |P (zk)| ≤
1
2
|W − w| (n+ 1) , z ∈ {1, . . . , n} ,
provided the complex coefficients of P (z) satisfy either (5.3) or (5.4).
Remark 9. Assume that the coefficients ci (i ∈ {0, . . . , n}) are real numbers with
the property that there exists a,A ∈ R such that a ≤ ci ≤ A, i ∈ {0, . . . , n} . Then
we have the inequality
(5.7)
∣∣∣∣∣P (z)− z
n+1 − 1
z − 1
·
1
n+ 1
n∑
k=0
ck
∣∣∣∣∣ ≤ 12 (A− a)
n∑
k=0
∣∣∣∣zk − 1n+ 1 · z
n+1 − 1
z − 1
∣∣∣∣
for any z ∈ C, z 6= 1.
In particular, if zk, k ∈ {0, . . . , n} are the (n+ 1)−roots of the unity and the
coefficients of P (z) satisfy the above assumption, then
(5.8) |P (zk)| ≤
1
2
(A− a) (n+ 1) .
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