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Abstract
We study the commutant L
ŝl2
(n, 0)c of L
ŝl2
(n, 0) in the vertex operator algebra
L
ŝl2
(1, 0)⊗n, for n ≥ 2. The main results include a complete classification of all
irreducible L
ŝl2
(n, 0)c-modules and that L
ŝl2
(n, 0)c is a rational vertex operator al-
gebra. As a consequence, every irreducible L
ŝl2
(n, 0)c-module arises from the coset
construction as conjectured in [LS].
2000MSC:17B69
1 Introduction
The Goddard-Kent-Olive coset construction is a construction of certain irreducible lowest
weight unitary modules for the Virasoro algebra using standard modules for affine Lie
algebras [GKO1], [GKO2]. The coset construction was later generalized in [FZ]. It has
been proved in [FZ] that under suitable conditions the centralizer of a vertex operator
algebra is a vertex operator subalgebra. Coset constructions have been used to give many
important conformal field theories associated with Kac-Moondy affine algebras(see for
examples [BEHHH], [DL], [GZ], [KR], [DLY2], [DLWY], [DW1], [DW2], [ALY], [X1],
[X2], etc).
Let g be a simple finite-dimensional Lie algebra over C and ĝ the affine Kac-Moondy
Lie algebra associated with g. For a positive integer l, let Lĝ(l, 0) be the simple vertex
operator algebra corresponding to ĝ and l. Then the vertex operator algebra Lĝ(l, 0) is
regular [DLM1], [LL]. It is well known that Lĝ(l, 0) plays a very important role in the
theory of vertex operator algebras. For n ≥ 2, n ∈ Z+, let V = Lĝ(l, 0)⊗n be tensor
powers of Lĝ(l, 0). Then V is still a regular vertex operator algebra and Lĝ(nl, 0) can
be naturally regarded as a vertex operator subalgebra of V [GKO2], [LL], [K]. The
centralizer (also called commutant) Lĝ(nl, 0)
c of Lĝ(nl, 0) in V is also called the coset
vertex operator algebra associated to the pair (V, Lĝ(l, 0)). Although rational affine vertex
1Supported by China NSF grants 10931006, 11371245, China RFDP grant 2010007310052, and the
Innovation Program of Shanghai Municipal Education Commission (11ZZ18)
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operator algebras and their representations have been well understood, the coset vertex
operator algebra Lĝ(nl, 0)
c is usually very complicated and little has been known. In this
paper we focus on the case g = sl2(C) and l = 1.
By the Goddard-Kent-Olive coset construction, L
ŝl2
(n + 1, 0)c for n ≥ 1 contains a
rational vertex operator algebra L = ⊗ni=1L(ci, 0) and the direct sum decomposition of
L
ŝl2
(n + 1, 0)c into irreducible L-submodules are known explicitly (see also [LY], [LS]).
Here ci = 1− 6(i+2)(i+3) and L(ci, 0) is the rational simple Virasoro vertex operator algebra
with central charge ci, 1 ≤ i ≤ n. For simplicity, we setM (n) = Lŝl2(n+1, 0)c in this paper.
For n = 2, the commutant M (2) is one of vertex operator algebras studied in [CL] and its
structure, representations and ratonality have been established completely. It was proved
in [KLY] ( see also [KMY] and [DLMN]) that the centralizer M (3) is isomorphic to the
simple vertex operator algebra V +√
2A2
, whose irreducible modules have been classified in
[ADL]. While the rationality of M (3) follows from a general result obtained in [DJL]. For
n ≥ 4, the structure of M (n) remains elusive. Based on the work of [LY], the commutant
M (n) was studied in [LS] regarded as the commutant subalgebra of the parafermion vertex
operator subalgebra inside V√2An. It was shown in [LS] that M
(n) is generated by its
weight two subspace. Irreducible modules from the coset construction have also been
studied deeply in [LS]. It was conjectured in [LS] that each irreducible M (n)-modules
should arise from the coset construction. The main goal of this paper is to classify all
irreducible M (n)-modules (Theorem 4.16) and then use the classification to prove that
M (n) is a rational vertex operator algebra for all n (Theorem 5.5). As a consequence the
above conjecture is true.
To prove the main results, the Zhu algebra A(M (n)) of M (n) plays an important role.
By first giving a spanning set ofM (n), we prove that the Zhu algebra A(M (n)) is generated
by the elements in weight two subspace. To classify the irreducible modules of M (n),
we use the structure of the Zhu algebra A(M (n)) and the known results on M (2) and
M (3) to show that irreducible modules of M (n) can be divided into two types. We find
a one-to-one correspondence between the first type irreducible modules of M (n) and the
irreducible modules of a quotient of the group algebra C[Sn+1] corresponding to partitions
of n+1 of at most two parts. They are also in one-to-one correspondence with irreducible
representations of certain Schur algebra S(2, n + 1). The structures of the second type
irreducible modules of M (n) are a little more complicated. We have to do more technical
analysis.
It is widely believed that if both a vertex operator algebra V and its subalgebra U
are rational, then the commutant U c of U in V is rational. In this paper we prove that
this is true for L
ŝl2
(n + 1, 0)c = M (n). We achieve this by two steps. The first step is to
show that the Zhu algebra A(M (n)) is a finite-dimensional semi-simple associative algebra.
The proof uses generating sets and conditions of A(M (n)) established in Section 4 and
the established isomorphisms from some quotients of A(M (n)) to some quotients of the
semi-simple associative algebra C[Sn+1] (cf. Lemma 4.8) to prove that every admissible
M (n)-module is completely reducible. By the semi-simplicity of A(M (n)), if two irreducible
modules of M (n) have the same lowest weight, the extension of one module by the other
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is trivial. The next step is to show that ExtM (n)(M
2,M1) = 0 for any two irreducible
admissible M (n)-modules M1 and M2. Thus every admissible module is semi-simple (cf.
[A]).
To compute the extensions, we choose a suitable rational vertex operator subalgebra
U of M (n) with the same Virasoro vector. Using the fusion rule of rational Virasoro
vertex operator algebras and inductive assumption, we prove that for any U -submodules
N,N1, N2 of M (n),M1,M2 respectively, the fusion rule IU
(
N1
N N2
)
= 0. Then it
follows from a lemma given in [DJL] that ExtM (n)(M
2,M1) = 0. We expect that our
results and methods used in this paper can be some help in studying Lĝ(1, 0)
⊗(n+1) for
general finite-dimensional Lie algebra g.
This paper is organized as follows: In Section 2, we recall some basic notations and
facts on vertex operator algebras. In Section 3, we first list some known results on the
commutantM (n) obtained in [LS] and [LY]. We next construct a spanning set (Lemma 3.5)
and generators of the Zhu algebra of M (n) (Theorem 3.6). Section 4 is dedicated to the
classification of irreducible modules of M (n). The rationality of M (n) is established in
Section 5.
2 Preliminaries
Let V = (V, Y, 1, ω) be a vertex operator algebra [B], [FLM]. We review various notions
of V -modules and the definition of rational vertex operator algebras and some basic facts
(cf. [FLM], [Z], [DLM3], [DLM4]). We also recall intertwining operator, fusion rules and
some consequences following [FHL], [ADL], [W], [DMZ], [A], [DJL].
Definition 2.1. A weak V module is a vector space M equipped with a linear map
YM : V → End(M)[[z, z−1]]
v 7→ YM(v, z) =
∑
n∈Z vnz
−n−1, vn ∈ End(M)
satisfying the following:
1) vnw = 0 for n >> 0 where v ∈ V and w ∈M
2) YM(1, z) = IdM
3) The Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− z−10 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12 δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2). (2.1)
Definition 2.2. An admissible V module is a weak V module which carries a Z+-grading
M =
⊕
n∈Z+ M(n), such that if v ∈ Vr then vmM(n) ⊆M(n + r −m− 1).
Definition 2.3. An ordinary V module is a weak V module which carries a C-grading
M =
⊕
l∈CMl, such that:
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1) dim(Ml) <∞,
2) Ml+n = 0 for fixed l and n << 0,
3) L(0)w = lw = wt(w)w for w ∈ Ml where L(0) is the component operator of
YM(ω, z) =
∑
n∈Z L(n)z
−n−2.
Remark 2.4. It is easy to see that an ordinary V -module is an admissible one. If W is
an ordinary V -module, we simply call W a V -module.
We call a vertex operator algebra rational if the admissible module category is semisim-
ple. We have the following result from [DLM3] (also see [Z]).
Theorem 2.5. If V is a rational vertex operator algebra, then V has finitely many irre-
ducible admissible modules up to isomorphism and every irreducible admissible V -module
is ordinary.
Suppose that V is a rational vertex operator algebra and let M1, ...,Mk be the irre-
ducible modules such that
M i = ⊕n≥0M ili+n
where li ∈ Q [DLM4], M ili 6= 0 and each M ili+n is finite dimensional.
A vertex operator algebra is called C2-cofinite if C2(V ) has finite codimension where
C2(V ) = 〈u−2v|u, v ∈ V 〉 ([Z]).
Remark 2.6. If V is a vertex operator algebra satisfying C2-cofinite property, V has only
finitely many irreducible admissible modules up to isomorphism [DLM3], [L], [Z].
We now recall the notion of intertwining operators and fusion rules from [FHL].
Definition 2.7. Let V be vertex operator algebra and M1, M2, M3 be weak V -modules.
An intertwining operator Y(·, z) of type
(
M3
M1 M2
)
is a linear map
Y(·, z) : M1 → Hom(M2,M3){z}
v1 7→ Y(v1, z) =
∑
n∈C
v1nz
−n−1
satisfying the following conditions:
(1) For any v1 ∈M1, v2 ∈M2and λ ∈ C, v1n+λv2 = 0 for n ∈ Z sufficiently large.
(2) For any a ∈ V, v1 ∈M1,
z−10 δ(
z1 − z2
z0
)YM3(a, z1)Y(v1, z2)− z−10 δ(
z1 − z2
−z0 )Y(v
1, z2)YM2(a, z1)
= z−12 δ(
z1 − z0
z2
)Y(YM1(a, z0)v1, z2).
(3) For v1 ∈M1, d
dz
Y(v1, z) = Y(L(−1)v1, z).
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All of the intertwining operators of type
(
M3
M1 M2
)
form a vector space denoted
by IV
(
M3
M1 M2
)
. The dimension of IV
(
M3
M1 M2
)
is called the fusion rule of type(
M3
M1 M2
)
for V .
We now have the following result which was essentially proved in [ADL].
Theorem 2.8. Let V 1, V 2 be rational vertex operator algebras. Let M1,M2,M3 be V 1-
modules and N1, N2, N3 be V 2-modules such that
dimIV 1
(
M3
M1 M2
)
<∞, dimIV 2
(
N3
N1 N2
)
<∞.
Then the linear map
σ : IV 1
(
M3
M1 M2
)
⊗ IV 2
(
N3
N1 N2
)
→ IV 1⊗V 2
(
M3 ⊗N3
M1 ⊗N1 M2 ⊗N2
)
Y1(·, z)⊗ Y2(·, z) 7→ (Y1 ⊗ Y2)(·, z)
is an isomorphism, where (Y1 ⊗ Y2)(·, z) is defined by
(Y1 ⊗Y2)(·, z)(u1 ⊗ v1, z)(u2 ⊗ v2) = Y1(u1, z)u2 ⊗Y2(v1, z)v2.
For m, r, s ∈ Z+ such that 1 ≤ r ≤ m+ 1 and 1 ≤ s ≤ m+ 2, let
cm = 1− 6
(m+ 2)(m+ 3)
and
h(m)r,s =
[r(m+ 3)− s(m+ 2)]2 − 1
4(m+ 2)(m+ 3)
.
Recall that L(cm, 0),m = 1, 2, · · · are rational (see [W], [DMZ] and [FF]) and L(cm, h(m)r,s )
1 ≤ r ≤ m + 1, 1 ≤ s ≤ m + 2 are exactly all the irreducible modules of L(cm, 0). The
fusion rules for these modules are given in [W] (see also [DMZ], [FF]).
The following lemma can be easily checked (see [LS]).
Lemma 2.9. For m ∈ Z+, we have
(1) h
(m)
r,s = h
(m)
m+2−r,m+3−s;
(2) For any (p, q) 6= (r, s) and (p, q) 6= (m+ 2− r,m+ 3− s), we have
h(m)r,s 6= h(m)p,q ;
(3) For all (r, s) 6= (1, m+ 2) and (r, s) 6= (m+ 1, 1),
h(m)r,s < h
(m)
1,m+2.
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Let m ∈ Z+. An ordered triple of pairs of integers ((r, s), (r′, s′), (r′′, s′′)) is called
admissible, if 1 ≤ r, r′, r′′ ≤ m + 1, 1 ≤ s, s′, s′′ ≤ m + 2, r + r′ + r′′ ≤ 2m + 3,
s+ s′+ s′′ ≤ 2m+5, r < r′+ r′′, r′ < r+ r′′, r′′ < r+ r′, s < s′+ s′′, s′ < s+ s′′, s′′ < s+ s′,
and both r + r′ + r′′ and s + s′ + s′′ are odd. The following result comes from [W] ( for
c1 =
1
2
, also see [DMZ]).
Theorem 2.10. Let m ∈ Z+. Denote
N
(r′′,s′′)
(r,s),(r′,s′) = dimIL(cm,0)
(
L(cm, h
(m)
r′′,s′′)
L(cm, h
(m)
r,s ) L(cm, h
(m)
r′,s′)
)
.
Then N
(r′′,s′′)
(r,s),(r′,s′) = 1 if and only if ((r, s), (r
′, s′), (r′′, s′′)) is admissible; otherwise, N (r
′′,s′′)
(r,s),(r′,s′)
= 0. In particular,
dimIL( 1
2
,0)
(
L(1
2
, 0)
L(1
2
, 1
2
) L(1
2
, 1
2
)
)
= 1, IL( 1
2
,0)
(
L(1
2
, a)
L(1
2
, 1
2
) L(1
2
, 1
2
)
)
= 0, a =
1
2
,
1
16
,
dimIL( 1
2
,0)
(
L(1
2
, 1
16
)
L(1
2
, 1
2
) L(1
2
, 1
16
)
)
= 1, IL( 1
2
,0)
(
L(1
2
, a)
L(1
2
, 1
2
) L(1
2
, 1
16
)
)
= 0, a = 0,
1
2
.
Corollary 2.11. For n ≥ 1, 0 ≤ 2k, 2l, 2p ≤ n, 0 ≤ 2l1, 2l2 ≤ n+ 1 such that l1 6= l2,
IL(cn,0)
(
L(cn, h
(n)
2p+1,2l1+1
)
L(cn, h
(n)
2k+1,1) L(cn, h
(n)
2l+1,2l2+1
)
)
= 0.
Proof Since l1 6= l2, by the definition of admissible triple of pairs and (1) of Lemma 2.9,
((2k + 1, 1), (2l + 1, 2l2 + 1), (2p + 1, 2l1 + 1)) can not be an admissible triple. Then the
corollary follows from Theorem 2.10.
Now let V be a vertex operator algebra and M1,M2 be weak V -modules, we call a
weak V -module M an extension of M2 by M1 if there is a short exact sequence
0→ M1 →M → M2 → 0.
Then we could define the equivalence of two extensions, and then define the extension
group Ext1V (M
2,M1). Recall that V is called C2-cofinite if the subspace C2(V ) of V
spanned by u−2v for u, v ∈ V has finite codimension. We have the following result from
[A].
Theorem 2.12. Let V be a C2-cofinite vertex operator algebra, then V is rational if and
only if Ext1V (N,M) = 0 for any pair of irreducible V -modules M and N .
We will also need the following lemma which was proved in [DJL].
Lemma 2.13. Let V be a vertex operator algebra and U a rational vertex operator subalge-
bra of V with the same Virasoro element. Let M1,M2 be irreducible V -modules. Assume
that
IU
(
N1
N N2
)
= 0
for any irreducible U-submodules N1, N,N2 of M1, V,M2, respectively. Then
Ext1V (M
2,M1) = 0.
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3 The Zhu algebra of M (n)
From this section, we always assume that g = sl2(C). Let ĝ be the corresponding affine
Lie algebra. For l ∈ C, let Lĝ(l, 0) be the simple vertex operator algebra associated to
the level l irreducible highest weight representation of ĝ. Then Lĝ(1, 0) ∼= VA1 , where VA1
is the lattice vertex operator algebra associated to the lattice A1 = Zα with (α, α) = 2.
Let An+11 = Zα
0 ⊕ Zα1 ⊕ · · · ⊕ Zαn be the orthogonal sum of n + 1 copies of A1 and
VAn+11 the lattice vertex operator algebra associated with the lattice A
n+1
1 . Then as a
vertex operator algebra, we have
VAn+11
∼= VA1 ⊗ VA1 ⊗ · · · · · · ⊗ VA1
∼= Lĝ(1, 0)⊗ Lĝ(1, 0)⊗ · · · ⊗ Lĝ(1, 0)
= ⊕0≤2l≤n+1Lĝ(n + 1, 2l)⊗M0n+1(2l).
It is known that the commutator M0
n+1
(0) of Lĝ(n + 1, 0) in VAn+11 is a simple vertex
operator algebra and M0
n+1
(2l), 0 ≤ 2l ≤ n + 1 are irreducible modules of M0n+1(0).
Furthermore, for a = (a0, a1, · · · , an) ∈ Zn+12 and γa = 12
n∑
i=0
aiα
i, we have
Vγa+An+11
∼= Lĝ(1, a0)⊗ Lĝ(1, a1)⊗ · · · ⊗ Lĝ(1, an)
= ⊕0≤l≤n+1,l−|γa|∈2ZLĝ(n+ 1, l)⊗Mγa(l),
andMγa(l) are also irreducible modules ofM0
n+1
(0), where |γa| =
n∑
i=0
ai. For short denote
M (n) = M0
n+1
(0).
Let
Q = spanZ{α0 − α1, α1 − α2, · · · , αn − αn+1},
and
Φ = {±(α
i − αj)√
2
|0 ≤ i < j ≤ n}.
Then Q is isomorphic to the lattice
√
2An and Φ is a root system of type An. For
0 ≤ i, j ≤ n, i 6= j, let
ωij =
1
16
(αi − αj)(−1)(αi − αj)(−1)1− 1
4
(eα
i−αj + e−α
i+αj ).
It is obvious that ωij = ωji. The following lemma was obtained in [LS].
Lemma 3.1. (1) For 0 ≤ i < j ≤ n, ωij are conformal vectors of central charge 1
2
in
M (n).
(2) The vertex operator algebra M (n) is generated by ωij, 0 ≤ i < j ≤ n.
(3) ω = 4
n+3
∑
0≤i<j≤n
ωij is the Virasoro vector of M (n).
(4) M (n) is C2-cofinite and simple.
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As in [LS], for any δ = (δ0, · · · , δn−1) ∈ Zn2 and 0 ≤ k ≤ n + 1, define
δ′ =
{
(δ0, · · · , δn−1, 0), if |δ| − k ∈ 2Z
(δ0, · · · , δn−1, 1), if |δ| − k ∈ 2Z+ 1
and define
M δ(k) = M δ
′
(k), (3.1)
where M δ
′
(k) is defined as above. Then we have the following lemma from [LS]
Lemma 3.2. Let δ, σ ∈ Zn2 , 1n = (1, 1, · · · , 1) ∈ Zn2 and 0 ≤ k, l ≤ n + 1. Then
M δ(k) ∼= Mσ(l) if and only if either δ = σ and k = l or l = n+ 1− k and σ = δ + 1n.
For 0 ≤ i < j < l ≤ n, let M (ijl) be the vertex operator subalgebra of M (n) generated
by ωij, ωjl, ωil. Then M (ijl) is isomorphic to the vertex operator algebra
L(
7
10
, 0)⊗ L(1
2
, 0)⊕ L( 7
10
,
3
2
)⊗ L(1
2
,
1
2
)
studied in [CL]. It was pointed out in [CL] thatM (ijl) is rational and has eight inequivalent
irreducible modules including one whose lowest weight space is two-dimensional. The
following lemma is easy to check (see also [CL]).
Lemma 3.3. Denote by W i, 1 ≤ i ≤ 8 the lowest weight spaces of the inequivalent
irreducible modules of M (ijl) such that W 1 is two-dimensional and W i, 2 ≤ i ≤ 8 are
one-dimensional. Then there is a basis of W (1) such that the matrices of ωij, ωil, ωjl are[
0 0
0 1
2
] [
3
8
1
8
3
8
1
8
] [
3
8
−1
8
−3
8
1
8
]
respectively and the action of (ωij, ωil, ωjl) on W i, 2 ≤ i ≤ 8 are
(0, 0, 0), (0,
1
16
,
1
16
), (
1
16
, 0,
1
16
), (
1
16
,
1
16
, 0), (
1
2
,
1
16
,
1
16
), (
1
16
,
1
2
,
1
16
), (
1
16
,
1
16
,
1
2
)
respectively. In particular, ωpq(ωpq − 1
2
) = 0 on W 1, where pq = ij, jl or il.
Recall that [LS], [LY]
ω =
4
n+ 3
∑
0≤i<j≤n
ωij.
For distinct 0 ≤ i, j, l ≤ n, denote
ωijl =
4
5
(ωij + ωjl + ωil).
The following lemma can be checked directly.
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Lemma 3.4. For distinct 0 ≤ i, j, l, k ≤ n, we have
(ω, ωij) = (ωijl, ωij) = (ωij, ωij) =
1
4
; (3.2)
(ωijl, ωijl) =
3
5
, (ωjl, ωij) =
1
32
; (3.3)
ωij1 ω
jl =
1
4
[ωij + ωjl − ωil]; (3.4)
ωij1 (ω
il − ωjl) = 1
2
(ωil − ωjl), ωijp (ωil − ωjl) = 0, p ≥ 2; (3.5)
ωijp (ω
ijl − ωij) = 0, p ≥ 0; (3.6)
ωij0 ω
ij = L(−1)ωij = ωijl0 ωij; (3.7)
(ωij0 (ω
il − ωjl))0ωij = [−4
3
ωij−1 +
3
2
L(−1)ωij0 −
1
2
L(−1)2](ωil − ωjl). (3.8)
Lemma 3.5. M (n) is linearly spanned by
ωi1j1n1 ω
i2j2
n2
· · ·ωisjsns 1, (3.9)
where s ≥ 0, nk ≤ 0 and 0 ≤ ik < jk ≤ n, k = 1, 2, · · · , s.
Proof We denote by M ′(n) the subspace of M (n) linearly spanned by (3.9). It suffices
to prove that M (n) ⊆ M ′(n). By Proposition 4.6 in [LS], M (n) is generated by ωij, where
0 ≤ i < j ≤ n. So it is enough to prove that for any homogeneous u ∈M (n) such that
u = ωi1j1n1 ω
i2j2
n2
· · ·ωimjmnm 1,
we have u ∈ M ′(n), where m ≥ 1, n1 ≥ 1, nl ≤ 0, 2 ≤ l ≤ m and 0 ≤ ik < jk ≤ n,
k = 1, 2, · · · , m. Denote
y1 = ωi2j2n2 · · ·ωimjmnm 1.
We prove this by induction on wt(y1). Obviously, if wt(y1) = 2, then u ∈ M ′(n). Assume
for all such homogeneous u satisfying wt(y1) < N , u ∈M ′(n). Now suppose that wt(y1) =
N . By Jacobi identity,
ωi1j1n1 ω
i2j2
n2
· · ·ωimjmnm 1
= ωi2j2n2 ω
i1j1
n1
ωi3j3n3 · · ·ωimjmnm 1+
n1∑
q=0
(
n1
q
)
(ωi1j1q ω
i2j2)n1+n2−qω
i3j3
n3
· · ·ωimjmnm 1.
Note that n1 ≥ 1 and for q ≥ 1, ωi1j1q ωi2j2 ∈ V2+ V0 and wt(ωi3j3n3 · · ·ωimjmnm 1) ≤ wt(y1), by
inductive assumption,
ωi1j1n1 ω
i3j3
n3
· · ·ωimjmnm 1 ∈M ′(n), (ωi1j1q ωi2j2)n1+n2−qωi3j3n3 · · ·ωimjmnm 1 ∈M ′(n), q ≥ 1.
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So we only need to prove that
(ωi1j10 ω
i2j2)n1+n2ω
i3j3
n3
· · ·ωimjmnm 1 ∈M ′(n). (3.10)
If n2 < 0, then
(ωi1j10 ω
i2j2)n1+n2ω
i3j3
n3
· · ·ωimjmnm 1
= ωi1j10 ω
i2j2
n1+n2ω
i3j3
n3
· · ·ωimjmnm 1− ωi2j2n1+n2ωi1j10 ωi3j3n3 · · ·ωimjmnm 1
Then wt(ωi1j10 ω
i3j3
n3
· · ·ωimjmnm 1) < wt(y1) = N . Obviously, (ωi3j3n3 · · ·ωimjmnm 1) < N , so by
inductive assumption,
ωi2j2n1+n2ω
i1j1
0 ω
i3j3
n3
· · ·ωimjmnm 1 ∈M ′(n), ωi1j10 ωi2j2n1+n2ωi3j3n3 · · ·ωimjmnm 1 ∈M ′(n).
Therefore we may assume that n2 = 0. That is, it suffices to prove that
(ωi1j10 ω
i2j2)n1ω
i3j3
n3
· · ·ωimjmnm 1 ∈M ′(n). (3.11)
For short, we denote i = i1, j = j1. Recall that for 0 ≤ l ≤ n such that l 6= i, j,
ωijl = 4
5
(ωij + ωjl + ωil). By the fact that the weight two subspace M
(n)
2 is linearly
spanned by ωpq, 0 ≤ p, q ≤ n, p 6= q, it is easy to see that for fixed 0 ≤ i 6= j ≤ n, M (n)2 is
linearly spanned by
Ωij = {ωij, ωijl − ωij, ωil − ωjl, ωkl, | 0 ≤ k 6= l ≤ n, k, l 6= i, j}.
Let L(ij)(1
2
, 0) be the Virasoro vertex operator algebra generated by ωij. For k, l 6= i, j,
by Lemma 3.4, ωijl − ωij, ωkl generate irreducible modules of L(ij)(1
2
, 0) isomorphic to
itself respectively, and ωil − ωjl generates an irreducible L(ij)(1
2
, 0)-module isomorphic to
L(1
2
, 1
2
). Note that for k, l 6= i, j,
ωij0 (ω
ijl − ωij) = ωij0 (ωkl) = 0,
and for any m ∈ Z,
(ωij0 ω
ij)m = −mωijm−1.
Then it is enough to prove that
(ωij0 (ω
il − ωjl))n1x3n3 · · ·xmnm1 ∈M ′(n),
where n1, · · · , nm are the same as above, and x3, · · · , xm ∈ Ωij .
Denote
y2 = x3n3 · · ·xmnm1.
Obviously, wt(y2) < N . Let W be the L(1
2
, 0)-submodule of M (n) generated by y2. Then
W ij = span{ωijk1 · · ·ωijktx3n3 · · ·xmnm1|t ≥ 0, kp ∈ Z, 1 ≤ p ≤ t, k1 ≤ k2 ≤ · · · ≤ kt}.
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Note that W ij is a direct sum of irreducible L(ij)(1
2
, 0)-modules. Then we may assume
that
y2 =
t∑
q=1
vq,
for some t ≥ 1, where for 1 ≤ q ≤ t, vq is a non-zero element in an irreducible L(ij)(1
2
, 0)-
module generated by a lowest weight vector v′q. By inductive assumption,
W ij ⊆M ′(n).
Therefore v′q, vq ∈ M ′(n) and wt(v′q) < N , wt(vq) < N , q = 1, 2, · · · , t. So by inductive
assumption, for k ∈ Z,
(ωil − ωjl)kvq ∈M ′(n), (ωil − ωjl)kv′q ∈M ′(n). (3.12)
For 1 ≤ q ≤ t, if vq /∈ Cv′q, then vq is a linear combination of elements of the form:
ωij−a1 · · ·ωij−akv′q,
where k ≥ 1, a1, · · · , ak ≥ 0. Since
(ωij0 (ω
il − ωjl))n1ωij−a1 · · ·ωij−akv′q
= ωij−a1(ω
ij
0 (ω
il − ωjl))n1ωij−a2 · · ·ωij−akv′q + ((ωij0 (ωil − ωjl))0ωij)n1−a1ωij−a2 · · ·ωij−akv′q
+
n1∑
r=1
(
n1
r
)
((ωij0 (ω
il − ωjl))rωij)n1−a1−rωij−a2 · · ·ωij−akv′q,
by inductive assumption and (3.8), we see that ((ωij0 (ω
il − ωjl))n1vq ∈M ′(n).
If vq ∈ Cv′q, we may assume that vq = v′q. Then vq is a lowest weight vector of the
Virasoro vertex operator algebra L(ij)(1
2
, 0) such that
ωij1 v
q = avq,
where a = 0, 1
2
or 1
16
(Actually, a = 0 or 1
2
by using fusion rules of the vertex operator
algebra L(ij)(1
2
, 0)). For r ∈ Z, r ≤ wt(vq) + 1, set
U r = span{ωij−k1 · · ·ωij−kb(ωil − ωjl)kvq,
ωij−k1 · · ·ωij−kb(ω
ij
0 (ω
il − ωjl))k+1vq|b ≥ 0, k1 ≥ · · · ≥ kb ≥ 0, k ≥ r}.
Since ωij0 ω
ij
0 (ω
il − ωjl) = 4
3
ωij−1(ω
il − ωjl), it is easy to check that U r is an L(ij)(1
2
, 0)-
submodule of M (n). It is obvious that U r+1 ⊆ U r, for r ∈ Z, r ≤ wt(vq)+ 1. We have the
following claim.
Claim For r ≤ wt(vq) + 1,
U r = span{ωij−k1 · · ·ωij−kb(ωil − ωjl)kvq, |b ≥ 0, k1 ≥ · · · ≥ kb ≥ 0, k ≥ r}.
Proof of the claim Let h ≤ wt(vq) + 1 be such that
(ωil − ωjl)hvq 6= 0, (ωil − ωjl)h+kvq = 0, k ≥ 1.
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Then
ωij1 (ω
il − ωjl)h+kvq = 0, k ≥ 1.
On the other hand, for k ≥ 1,
ωij1 (ω
il − ωjl)h+kvq
=
1∑
r=0
(
1
r
)
((ωijr (ω
il − ωjl))h+k+1−rvq + (ωil − ωjl)h+kωij1 vq
= (ωij0 (ω
il − ωjl))h+k+1vq + (12 + a)(ωil − ωjl)h+kvq.
So we have
(ωij0 (ω
il − ωjl))h+kvq = 0, k ≥ 2.
Then for k ≥ 2,
ωijk (ω
il − ωjl)hvq
=
k∑
r=0
(
k
r
)
((ωijr (ω
il − ωjl))h+k−rvq
= (ωij0 (ω
il − ωjl))h+kvq + k2 (ωil − ωjl)h+k−1vq
= 0.
This means that (ωil − ωjl)hvq is a lowest weight vector of L(ij)(12 , 0). So
ωij1 (ω
il − ωjl)hvq = a(h)(ωil − ωjl)hvq,
for some a(h) ∈ {0, 1
2
, 1
16
}. Note that
ωij1 (ω
il − ωjl)hvq = (ωij0 (ωil − ωjl))h+1vq + (
1
2
+ a)(ωil − ωjl)hvq.
So
(ωij0 (ω
il − ωjl))h+1vq = (a(h) − 1
2
− a)(ωil − ωjl)hvq,
where a is the same as above. We have shown that the claim holds for r ≥ h. Now assume
that for r + 1, the claim is true. Then
U r+1 = span{ωij−k1 · · ·ωij−kb(ωil − ωjl)kvq|b ≥ 0, k1 ≥ · · · ≥ kb ≥ 0, k ≥ r + 1}.
We will prove that the claim is true for r. Consider the L(ij)(1
2
, 0)-module U r/U r+1. Since
ωij2 (ω
il − ωjl)rvq = (ωij0 (ωil − ωjl))r+2vq + (ωil − ωjl)r+1vq ∈ U r+1
and
ωij3 (ω
il − ωjl)rvq = (ωij0 (ωil − ωjl))r+3vq +
3
2
(ωil − ωjl)r+2vq ∈ U r+1,
it follows that the image of (ωil−ωjl)rvq in U r/U r+1 is a lowest weight vector of L(ij)(12 , 0).
So there exists v ∈ U r+1 such that
ωij1 (ω
il − ωjl)rvq = a(r)(ωil − ωjl)rvq + v.
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where a(r) = 0 or 1
2
. On the other hand,
ωij1 (ω
il − ωjl)rvq = (ωij0 (ωil − ωjl))r+1vq + (
1
2
+ a)(ωil − ωjl)rvq.
We deduce that
(ωij0 (ω
il − ωjl))r+1vq ∈ span{ωij−k1 · · ·ωij−kb(ωil − ωjl)kvq|b ≥ 0, k1 ≥ · · · ≥ kb ≥ 0, k ≥ r}.
This shows that the claim holds for r, since for k ≥ 2, (ωij0 (ωil − ωjl))r+kvq ∈ U r+1. The
proof of the claim is complete.
Now in the claim let r = n1 − 1, then
(ωij0 (ω
il − ωjl))n1vq ∈ Un1−1.
By the claim
(ωij0 (ω
il−ωjl))n1vq ∈ span{ωij−k1 · · ·ωij−kb(ωil−ωjl)kvq|b ≥ 0, k1 ≥ · · · ≥ kb ≥ 0, k ≥ n1−1}.
By (3.12), (ωij0 (ω
il − ωjl))n1vq ∈ M ′(n). Therefore u ∈ M ′(n). We complete the proof of
the lemma.
Let A(M (n)) be the Zhu algebra of M (n). We denote the multiplication in A(M (n)) by
∗. For u ∈M (n), we denote the image of u in A(M (n)) by [u]. For distinct 0 ≤ i, j, k, l ≤ n,
by Lemma 3.4, we have
[ωij] ∗ [ωkl] = [ωkl] ∗ [ωij]. (3.13)
Theorem 3.6. The Zhu algebra A(M (n)) is generated by [ωij], 0 ≤ i, j ≤ n.
Proof Let A′ be the subalgebra of A(M (n)) generated by [ωij], 0 ≤ i < j ≤ n. It
suffices to show that for every homogeneous u ∈ M (n), [u] ∈ A′. We will approach it by
induction on the weight of u. If wt(u) = 2, it is obvious that [u] ∈ A′. Suppose that for
all homogeneous u such that wt(u) ≤ m− 1, we have [u] ∈ A′. Now suppose wt(u) = m.
By Lemma 3.5, we may assume that
u = ωi1j1n1 ω
i2j2
n2
· · ·ωisjsns 1,
for some nk ≤ 0 and 0 ≤ ik < jk ≤ n, k = 1, 2, · · · , s. Since for p ≥ 0, [ωi1j1−p−2 + 2ωi1j1−p−1 +
ωi1j1−p )ω
i2j2
n2
· · ·ωisjsns 1] = [0], we may assume that −1 ≤ n1 ≤ 0. Denote u2 = ωi2j2n2 · · ·ωisjsns 1.
Then by inductive assumption, [u2], [ωi1j11 u
2] ∈ A′. Since
[(ωi1j10 + ω
i1j1
1 )u
2] = [ωi1j1] ∗ [u2]− [u2] ∗ [ωi1j1],
it follows that [ωi1j10 u
2] ∈ A′. Then by the fact that
[ωi1j1 ] ∗ [u2] = [(ωi1j1−1 + 2ωi1j10 + ωi1j11 )u2],
we have [u] ∈ A′. Therefore A(M (n)) = A′.
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4 Classification of irreducible modules of M (n)
In this section, we will classify all irreducible modules of M (n). It turns out all the
inequivalent irreducible modules of M (n) are the ones given in [LS].
For N ≥ 1, let SN be the N -symmetric group generated by the transpositions si =
(i, i+ 1), i = 1, 2, · · · , N − 1. Denote si,j = (i, j). Let C[SN ] be the group algebra of SN .
For N ≥ 3, let JN be the two-sided ideal of C[SN ] generated by (si+si+1+si+1sisi+1)(si+
si+1 + si+1sisi+1 − 3), 1 ≤ i ≤ N − 1. If N = 1, 2, let JN = 0. Define
TN = C[SN ]/J
N .
It is known that C[SN ] is semi-simple and the number of minimal ideals of C[SN ]
equals the number of partitions of N ( see [J]). Let λ = (λ1, · · · , λk) be a partition of N
with λ1 ≥ λ2 ≥ · · · ≥ λk. We still use λ to denote the associated Young Diagram, which
is a frame with λi boxes in the i-th row and the rows of boxes lined up on the left. A
λ-tableau t is the Young diagram with each box filled with a number from {1, 2, · · · , N}
without any repetition. Given a tableau t, we define two subgroups of SN as follows:
Rt = {σ ∈ SN | σ permutes the numbers in each row of t}
and
Ct = {σ ∈ SN | σ permutes the numbers in each column of t}.
Introduce two elements corresponding to the two subgroups as follows:
at =
∑
σ∈Rt
σ, bλ =
∑
σ∈Ct
sgn(σ)σ.
Here the sign sgn(σ) of a permutation σ is defined to be 1 if σ is even and −1 if σ is odd.
Set
ct = btat.
The following result is well known (see [J]). For each fixed λ-tableau t, the left ideal
C[SN ]at is isomorphic to the Young submodule M
λ as described in [J, 4.2] (we consider
left C[SN ]-modules here). The Specht module (thus simple module) S
λ is isomorphic to
a left ideal generated by btat ([J, 4.5]). Since C[SN ] is semi simple, it follows that
C[SN ] = ⊕λIλ.
Here Iλ is the minimal two-sided ideal of C[SN ] containing a left ideal which is isomorphic
to the simple module Sλ, by using
Lemma 4.1. [J, 4.5] For any λ-tableau t, ct generates the minimal ideal I
λ of C[SN ].
We note that SN is a Coxeter group with generating set {s1, · · · , sN−1}. We now fix
a (standard) λ-tableau tλ for which the numbers {1, 2, · · · , N} are placed into the Young
diagram λ in the order of top-down in each column starting from the first column. Then
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the subgroup Ctλ is a standard parabolic subgroup of SN . Note that Ctλ is also a Coxeter
group.
For any Coxeter group (W,S), each element σ ∈ W can be written as a product of a
minimal number of generating elements in S. We denote by ℓ(σ) the minimal length.
For any parabolic subgroupWI generated by elements in I ⊆ S, letW I be the minimal
coset representatives such that each element w ∈ W is of the form τρ with τ ∈ W I , ρ ∈ WI
and ℓ(σ) = ℓ(τ) + ℓ(ρ). If W is finite, then we have in C[W ],∑
w∈W
(−1)ℓ(w)w = (
∑
τ∈W I
(−1)ℓ(τ)τ)(
∑
ρ∈WI
(−1)ℓ(ρ)ρ). (4.1)
Recall that for any partition λ = (λ1 ≥ · · · ≥ λk > 0), k = l(λ) is called the length or
the number of parts of λ.
Lemma 4.2. If λ has at least three parts, then Iλ ⊆ JN . In particular, JN ⊇ ⊕λ,l(λ)≥3Iλ.
Proof Since k ≥ 3, then {1, 2, 3} appears in the first column of tλ. Let µ = (N − 2, 1, 1)
a partition of N with exactly three parts. The standard tableau tµ has {1, 2, 3} in the
first column and the rest appearing in the first row. Note that
Ctµ = S3 × 1× · · · × 1
is a parabolic subgroup of Ctλ . Applying (4.1) to the pair W = Ctλ and WI = Ctµ we
see that btλ = dbtµ for some d ∈ C[Ctλ]. This shows that ctλ is contained in the 2-sided
ideal 〈btµ〉 in C[SN ]. Now the lemma will follow if we show that btµ ∈ JN . In fact, let
e = s1 + s2 + s1s2s1 = (12) + (23) + (13). Here we are writing the element in SN using
cycle decompositions. A direct computation shows that
e(e− 3) = 3[1 + (123) + (132)− (12)− (23)− (13)] = 3btµ .
Thus btµ ∈ JN .
Proposition 4.3. For N = 2M or 2M + 1, C[SN ]/J
N has at most M + 1 inequivalent
irreducible modules.
Proof. By the lemma above, the only possible irreducible representations of C[SN ]/J
N
are those Sλ with λ = (λ1 ≥ λ2), which is determined by λ2 = 0, · · · , [N2 ] =M .
The following lemma follows from the rationality of the Virasoro vertex operator al-
gebra L(1
2
, 0) and the fact that L(1
2
, 0) has three inequivalent irreducible modules L(1
2
, 0),
L(1
2
, 1
2
) and L(1
2
, 1
16
).
Lemma 4.4. Let W be an A(M (n))-module, then for 0 ≤ i < j ≤ n, [ωij]([ωij]− 1
2
)([ωij]−
1
16
) = 0 on W .
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For δ ∈ Zn2 , let M δ(k), 0 ≤ k ≤ n + 1 with |δ′| − k ∈ 2Z be the irreducible modules
of M (n) given in the above section ( also see [LS]). We denote by W δ(k) the irreducible
module of the Zhu algebra A(M (n)) associated to M δ(k). Recall from (3.1) that M δ(k) =
M δ
′
(k). So we also denote W δ
′
(k) = W δ(k).
By [KLY] ( see also [KMY] and [DLMN]), for n = 3, M (3) is isomorphic to V +√
2A2
.
Then by [DJL] and [ADL], M (3) is rational and has 20 inequivalent irreducible modules
which are given through M δ
′
(k). Furthermore, we have
Lemma 4.5. Let n = 3. Then
(1) If δ′ = (0, 0, 0, 0), then on W δ
′
(k) with k = 0, 2, 4 we have
[ωij]([ωij]− 1
2
) = 0,
for 0 ≤ i < j ≤ 3.
(2) If δ′ = (a0, · · · , a3) ∈ Z42 with |δ| = 1 and ar = 1 for some 0 ≤ r ≤ 3, then on
W δ
′
(k) with k = 1, 3, we have
[ωri] =
1
16
, [ωij]([ωij]− 1
2
) = 0,
for 0 ≤ i 6= j ≤ 3 with i 6= r 6= j.
(3) If δ′ = (a0, · · · , a3) ∈ Z42 with |δ′| = 2 and ai = aj = 1 for some 0 ≤ i < j ≤ 3.
Then we have
(a) W δ
′
(0) is one-dimensional with basis e
αi−αj
2 − e−αi+αj2 and on W δ′(0), we have
[ωij] =
1
2
, [ωkl] = 0, [ωpq] =
1
16
;
(b) W δ
′
(2) is one-dimensional with basis e
αi+αj
2 + e
−αi−αj
2 and on W δ
′
(2), we have
[ωij] = 0, [ωkl] = 0, [ωpq] =
1
16
;
(c) W δ
′
(4) is one-dimensional with basis (e
αi+αj
2
+αk + e
−αi−αj
2
−αk) − (eα
i+αj
2
+αl +
e
−αi−αj
2
−αl) and on W δ
′
(4), we have
[ωij] = 0, [ωkl] =
1
2
, [ωpq] =
1
16
;
where k, l ∈ {0, 1, 2, 3} \ {i, j} with k 6= l, p ∈ {i, j}, q ∈ {k, l}.
More generally we have
Lemma 4.6. (1) If δ′ = (0, · · · , 0) ∈ Zn+12 , 0 ≤ 2k ≤ n + 1 and 0 ≤ i < j ≤ n, then on
W δ
′
(2k),
[ωij]([ωij]− 1
2
) = 0.
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(2) If δ′ = (a0, a1, · · · , an) ∈ Zn+12 such that ai1 = ai2 = · · · = aiN = 1 and |δ′| = N
for some 1 ≤ N ≤ n+1
2
and 0 ≤ i1 < · · · < iN ≤ n. Then on W δ′(N − 2k) with
0 ≤ N − 2k ≤ N ,
[ωij] =
1
16
, [ωpq]([ωpq]− 1
2
) = 0, [ωkl] = 0,
and on W δ
′
(N + 2k) with N < N + 2k ≤ n+ 1,
[ωij] =
1
16
, [ωpq] = 0, [ωkl]([ωkl]− 1
2
) = 0,
where i ∈ {i1, i2, · · · , iN}, j ∈ {0, 1, · · · , n} \ {i1, i2, · · · , iN}, p, q ∈ {i1, · · · , iN} with
p 6= q, k, l ∈ {0, 1, · · · , n} \ {i1, · · · , iN} with k 6= l.
Let In be the two-sided ideal of A(M (n)) generated by [ωij]([ωij]− 1
2
), 0 ≤ i < j ≤ n.
We have the following result.
Lemma 4.7. For n + 1 = 2M or 2M + 1, A(M (n))/In has at least M + 1 inequivalent
irreducible modules.
Proof We consider the decomposition:
VZα0 ⊗ VZα1 ⊗ · · · ⊗ VZαn =
∑
0≤2k≤n+1
Lĝ(n + 1, 2k)⊗M0(2k).
Then it is easy to check that W 0(2k), 0 ≤ 2k ≤ n + 1, 0 = (0, 0, · · · , 0) ∈ Zn2 are
inequivalent irreducible modules of A(M (n))/In.
We are now in a position to state the following lemma.
Lemma 4.8. A(M (n))/In is isomorphic to the associative algebra T n+1 and W 0(2k),
0 ≤ 2k ≤ n + 1, 0 = (0, 0, · · · , 0) ∈ Zn2 are all the inequivalent irreducible modules of
A(M (n))/In.
Proof For [u] ∈ A(M (n)), denote its image in A(M (n))/I by [u]. Let
λij = 1− 4ωij, 0 ≤ i < j ≤ n.
Then for 0 ≤ i 6= j ≤ n, by the fact that [ωij]([ωij]− 1
2
) = 0, we have
([λij])2 = 1.
Let si = [λi−1,i], i = 1, 2, · · · , n. By (3.13) and Lemma 3.3, we have
sisj = sjsi, |i− j| ≥ 2,
sisi+1si = si+1sisi+1 = [λi−1,i+1], i = 1, 2, · · · , n− 1.
By Lemma 3.3, it is easy to check that
(si + si+1 + si+1sisi+1)(si + si+1 + si+1sisi+1 − 3) = 0, 1 ≤ i ≤ n− 1.
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Define ψ : C[Sn+1]→ A(M (n))/I by
si+1,j+1 7→ [λij].
In particular,
si 7→ si.
Then A(M (n))/In is isomorphic to a quotient of C[Sn+1]/J
n+1. The lemma follows from
Proposition 4.3 and Lemma 4.7.
Let N ∈ Z such that 1 ≤ N ≤ n. For 0 ≤ i1 < i2 < · · · < iN ≤ n. Denote
{i1, i2, · · · , iN}c = {0, 1, 2, · · · , n} \ {i1, i2, · · · , iN}.
Let I(i1, i2, · · · , iN) be the two-sided ideal of A(M (n)) generated by [ωij]− 116 , [ωkl]([ωkl]−
1
2
), where i ∈ {i1, i2, · · · , iN}, j ∈ {i1, i2, · · · , iN}c, k < l, and k, l ∈ {i1, · · · , iN} or
k, l ∈ {i1, · · · , iN}c. Let P (N) be the complex commutative polynomial algebra with
variables xij , i = 1, 2, · · · , N ; j = N+1, N+2, · · · , n+1 and P¯ (N) the quotient algebra of
P (N) by the ideal generated by xij− 1
16
, where i = 1, 2, · · · , N ; j = N+1, N+2, · · · , n+1.
Remark 4.9. Obviously, we may assume that 1 ≤ N ≤ n+1
2
.
We have the following lemma.
Lemma 4.10. The associative algebra A(M (n))/I(i1, i2, · · · , iN) is isomorphic to a quo-
tient of the associative algebra TN ⊗ T n+1−N ⊗ P¯ (N).
Proof For [u] ∈ A(M (n)), we denote its image in A(M (n))/I(i1, i2, · · · , iN) by [u]. Define
a linear map φ : C[SN ]⊗ C[Sn+1−N ]⊗ P (N)→ A(M (n))/I(i1, · · · , IN) by
spq ⊗ 1⊗ 1 7→ [ωipiq ], 1⊗ skl ⊗ 1 7→ [ωiN+kiN+l], 1⊗ 1⊗ xrm 7→ [ωirim ],
for p, q = 1, 2, · · · , N, p < q, k, l = 1, 2, · · · , n + 1 − N, k < l, r = 1, 2, · · · , N,m =
N + 1, N + 2, · · · , n+ 1. It is easy to check that φ is an algebra homomorphism and
φ(JN ⊗ 1⊗ 1) = φ(1⊗ Jn+1−N ⊗ 1) = 0, φ(1⊗ 1⊗ (xij − 1
16
)) = 0.
The lemma follows.
Lemma 4.11. Let W be an irreducible module of A(M (n)). For fixed 0 ≤ i < j ≤ n, if
there exists u ∈ W such that [ωij]u = 1
16
u, then [ωij] acts on W as 1
16
.
Proof By Lemma 3.3 we may assume that
W =W 1 ⊕W 2
such that [ωij]u = 1
16
u, for u ∈ W 1, and ([ωij])([ωij] − 1
2
) = 0 on W 2. We will prove
that W 1 is an A(M (n))-submodule of W . By Theorem 3.6, it suffices to prove that W 1
is invariant under actions of [ωij], for all 0 ≤ i < j ≤ n. By (3.13), W 1 is invariant
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under the action of [ωkl] for 0 ≤ k, l ≤ n such that k, l 6= i, j. We now consider ωjl, ωil,
for 0 ≤ l ≤ n. Decompose W into direct sum of irreducible modules of the algebra
A(ijl) = C[ωij] ⊕ C[ωjl] ⊕ C[ωil]. By Lemma 3.3, W 1 is a direct sum of irreducible one-
dimensional A(ijl)-modules such that [ωij] acts as 1
16
. SoW 1 is invariant under A(ijl). This
deduces thatW 1 is a module of A(M (n)). Since W is irreducible, it follows thatW 1 = W .
We complete the proof.
Lemma 4.12. Let W be an irreducible module of A(M (n)). If there exists ωpq such that
[ωpq]([ωpq] − 1
2
)W 6= 0. Then there exist 1 ≤ N ≤ n+1
2
and 0 ≤ i1 < i2 < · · · < iN ≤ n
such that W is an irreducible module of A(M (n))/I(i1, · · · , iN).
Proof By the assumption and Lemma 4.4, [ωpq] has an eigenvector with eigenvalue
1
16
in W . By Lemma 4.11, [ωpq] = 1
16
on W . For 0 ≤ r ≤ n different from p and
q, by Lemma 3.3, Lemma 4.4 and Lemma 4.11, [ωpr] = 1
16
and [ωqr]([ωqr] − 1
2
) = 0
or [ωqr] = 1
16
and [ωpr]([ωpr] − 1
2
) = 0. Then there exist N ≥ 1 and distinct 0 ≤
i1, i2, · · · , iN , j1, j2, · · · , jn+1−N ≤ n such that
[ωpik ] =
1
16
, [ωqjs] =
1
16
, k = 1, 2, · · · , N, s = 1, 2, · · · , n + 1−N.
Obviously, p ∈ {j1, · · · , jn+1−N}, q ∈ {i1, i2, · · · , iN} and {j1, · · · , jn+1−N} = {i1, · · · , iN}c.
So we have
[ωqik ]([ωqik ]− 1
2
) = 0, [ωpjs]([ωpjs]− 1
2
) = 0, k = 1, 2, · · · , N, s = 1, 2, · · · , n + 1−N,
and therefore
[ωirjs] =
1
16
, r = 1, 2, · · · , N, s = 1, 2, · · · , n+ 1−N.
Note that for 1 ≤ k 6= l ≤ N ,
[ωqik ]([ωqik ]− 1
2
) = [ωqil]([ωqil]− 1
2
) = 0,
so for 1 ≤ k 6= l ≤ N , we have
[ωikil]([ωikil]− 1
2
) = 0.
Similarly, for 1 ≤ k 6= l ≤ n+ 1−N , we have
[ωjkjl]([ωjkjl]− 1
2
) = 0.
We prove that W is an A(M (n))/I(i1, · · · , iN)-module.
Definition 4.13. Let W be an A(M (n))-module. If for any 0 ≤ i 6= j ≤ n, [ωij]([ωij] −
1
2
) = 0 on W , then W is called a type-(I) module. If there exist 1 ≤ N ≤ n and
0 ≤ i1 < i2 < · · · < iN ≤ n such that W is an A(M (n))/I(i1, · · · , iN)-module, then we
call W a type-(II) module.
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For 1 ≤ M ≤ n and 0 ≤ j1 < · · · < jM ≤ n, let I{j1,··· ,jM} be the two-sided ideal of
A(M (n)) generated by [ωkl], [ωpq] − 1
16
and [ωij]([ωij] − 1
2
), p, i, j ∈ {j1, · · · , jM}, i 6= j,
q, k, l ∈ {j1, · · · , jM}c = {0, 1, · · · , n} \ {j1, · · · , jM}, k 6= l. Then we have
Lemma 4.14. Let 1 ≤ M ≤ n and 0 ≤ j1 < · · · < jM ≤ n. Then there are exactly l + 1
irreducible A(M (n))/I{j1,··· ,iM}-modules which are the lowest weight spaces of M δ
′
(M−2k),
0 ≤ 2k ≤ M , where δ′ = (a0, · · · , an) such that ak = 1 for k ∈ {j1, · · · , jM} and ak = 0
for k ∈ {j1, · · · , jM}c, where M = 2l or M = 2l + 1.
Proof Let A(j1,··· ,jM) be the subalgebra of A(M (n)) generated by [ωij], i, j ∈ {j1, · · · , jM}
and I ′{j1,··· ,jM} the two-sided ideal ofA(j1,··· ,jM) generated by [ωij]([ωij]−1
2
), i, j ∈ {j1, · · · , jM}.
Let W be an irreducible A(M (n))/I{j1,··· ,iM}-module, then W is also an irreducible
A(j1,··· ,jM)/I ′{j1,··· ,jM}-module. So by Lemma 4.8, there are at most l + 1 inequivalent
irreducible A(M (n))/I{j1,··· ,iM}-modules. Consider the decomposition of
VZα0+ a0
2
α0 ⊗ VZα1+ a1
2
α1 ⊗ · · ·VZαn+ an2 αn
such that ak = 1 for k ∈ {j1, · · · , jM} and ak = 0 for k ∈ {j1, · · · , jM}c. Then there
are exactly l+1 inequivalent irreducible A(M (n))/I{j1,··· ,iM}-modules which are the lowest
weight spaces of M δ
′
(M − 2k), 0 ≤ 2k ≤M . The lemma follows.
We have the following lemma.
Lemma 4.15. If W is an irreducible type-(II) module of A(M (n)). Then there exist
1 ≤ N ≤ n+1
2
and 0 ≤ i1 < · · · < iN ≤ n such that W is an irreducible A(M (n))/I{i1,··· ,iN}-
module or W is an irreducible A(M (n))/I{i1,··· ,iN}
c
-module.
Proof By the assumption, there exist 1 ≤ N ≤ n+1
2
and 0 ≤ i1 < · · · < iN ≤ n such that
[ωpq] =
1
16
, [ωkl]([ωkl]− 1
2
) = 0,
for p ∈ {i1, i2, · · · , iN}, q ∈ {i1, i2, · · · , iN}c, and k, l ∈ {i1, · · · , iN}, or k, l ∈ {i1, · · · , iN}c
with k 6= l.
Obviously, if N = 1, then W is an irreducible A(M (n))/I{i1}
c
-module.
We now assume that 2 ≤ N ≤ n+1
2
. If for any i, j ∈ {i1, · · · , iN} with i 6= j,
[ωij] = 0 on W , then W is an irreducible module of A(M (n))/I{i1,··· ,iN}
c
. If there exist
i, j ∈ {i1, · · · , iN} with i 6= j such that [ωij] 6= 0 onW . Note that onW [ωij]([ωij]− 12) = 0,
then
U = {u ∈ W |[ωij]u = 1
2
u} 6= 0.
For any k, l ∈ {i1, · · · , iN}c with k 6= l, since [ωkl][ωij] = [ωij][ωkl], it follows that U is
invariant under the action of [ωkl]. Let A(ijkl) be the subalgebra of A(M (n)) generated by
all [ωpq], p, q ∈ {i, j, k, l} with p 6= q. Note that on W , [ωpq] = 1
16
, for p = i, j, q = k, l.
Then U is an A(ijkl)-module. Since A(ijkl) is the Zhu algebra ofM (3), it follows that A(ijkl)
is semisimple and U is a direct sum of irreducible A(ijkl)-modules. Then by (3) of Lemma
4.5, we have [ωkl] = 0 on U . We prove that for any k, l ∈ {i1, · · · , iN}c with k 6= l,
[ωkl]|U = 0.
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Let A(i1,i2,··· ,iN ) be the subalgebra of A(M (n)) generated by [ωrs], r, s ∈ {i1, · · · , iN} with
r 6= s. Let W (U) ⊆ W be the A(i1,··· ,iN )-submodule of W generated by U . Since for
any r, s ∈ {i1, · · · , iN}, k, l ∈ {i1, · · · , iN}c, [ωrs][ωkl] = [ωkl][ωrs], it follows that for any
k, l ∈ {i1, · · · , iN}c,
[ωkl]|W (U) = 0,
proving that W (U) is an A(M (n))-module. Since W is irreducible, we have W = W (U).
We show that W is an irreducible A(M (n))/I(i1,··· ,iN )-module.
We are now in a position to state the main result of this section.
Theorem 4.16. M (n) has 2n−1(n + 2) inequivalent irreducible modules which are given
by
M δ(2k), δ ∈ Zn2 , 0 ≤ 2k ≤ n+ 1, (4.2)
if n is even and
M δ(k), 0 ≤ k ≤ n + 1, δ ∈ Zn2 , with |δ| ≡ k(mod2), (4.3)
if n is odd.
Proof LetM be an irreducible module ofM (n). SinceM (n) is C2-cofinite,M = ⊕∞m=0M(m)
is an ordinary module of M (n). Then the lowest weight space W =M(0) is an irreducible
module of A(M (n)). By Lemma 4.12, W is a type-(I) or type-(II) module. If W is a
module of type-(I), then W is an irreducible module of A(M (n))/In. By Lemma 4.8,
M is isomorphic to one of W 0(2k), 0 ≤ 2k ≤ n + 1. So M is isomorphic to one of
M0(2k), 0 ≤ 2k ≤ n+ 1. Then we may assume that W is a type-(II) module of A(M (n)).
So there exist N ≥ 1 and 0 ≤ i1 < i2 < · · · < iN ≤ n such that W is an irreducible
A(M (n))/I(i1, · · · , iN)-module. Then the theorem follows from Lemma 4.15 and Lemma
4.14.
5 Rationality of M (n)
It is already known that M (n) is C2-cofinite. In this section, we will prove that M
(n) is
rational. We first have the following result.
Theorem 5.1. The Zhu algebra A(M (n)) is semisimple.
Proof Let W be an A(M (n))-module. If [ωij]([ωij]− 1
2
) = 0, for all 0 ≤ i < j ≤ n, then
W is a module for A(M (n))/In. By Lemma 4.8, W is completely reducible. Now assume
that there exists ωpq such that [ωpq]([ωpq] − 1
2
) 6= 0. Then there exists 0 6= u ∈ W such
that [ωpq]u = 1
16
u. We may assume
W =W 1 ⊕ (W 2 +W 3),
such that
[ωpq]|W 1 = 1
16
, [ωpq]|W 2 = 0, [ωpq]|W 3 = 1
2
.
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As proof in Lemma 4.11, we have W 1 is an A(M (n))-module. We now prove thatW 2+W 3
is also an A(M (n))-module. It suffices to prove that for any 0 ≤ l ≤ n, l 6= p, q, W 2 +W 3
is an module of A(pql) = C[ωpq] + C[ωpl] + C[ωql]. We know that W is a direct sum of
irreducible one-dimensional or two-dimensional modules of A(pql). Let U be an irreducible
A(pql)-submodule of W . If U is one dimensional, then there exits ui ∈ W i, i = 1, 2, 3
such that U = Cu = C(u1 + u2 + u3) and ωpq(u1 + u2 + u3) = λ(u1 + u2 + u3), where
λ = 1
16
, 0, or 1
2
. It follows that u = u1 , u = u2, or u = u3. Then U ⊆ W 1 or
U ⊆W 2 +W 3. If U is two-dimensional, then there exist ui, vi ∈ W i, i = 1, 2, 3 such that
u = u1 + u2 + u3, v = v1 + v2 + v3 is a basis of U and the matrix of [ωpq] under this basis
is [
0 0
0 1
2
]
.
Then
[ωpq](u1 + u2 + u3) = 0, [ωpq](v1 + v2 + v3) =
1
2
(v1 + v2 + v3).
It follows that u = u2, v = v3. Therefore U ⊆ W 2 +W 3. We prove that W 2 +W 3 is an
A(M (n))-module. We now consider W 1 and W 2 +W 3 respectively. We may decompose
W 1 and W 2 +W 3 as we do for W . Continuing the process, we can decompose W into
direct sum of A(M (n))-modules M1, · · · ,M r such that for each i, M i is a type-(I) module
or a type (II)-module. By Lemma 4.8 and Lemma 4.10, we know that M i, i = 1, 2, · · · , r
are completely reducible.
Let M be an irreducible module of M (n). By the discussion in the above section,
the lowest weight space W of M is a type-(I) or type-(II) module of A(M (n)). We cor-
respondingly call M a type-(I) or type-(II) M (n)-module. We first have the following
lemma.
Lemma 5.2. Let M1 and M2 be irreducible M (n)-modules of different type. Then
Ext1
M (n)
(M2,M1) = 0.
Proof We first assume that M1 is a tpye-(I) irreducible M (n)-module and M2 is a
type-(II) irreducible M (n)-module. Let W 1 and W 2 be the irreducible A(M (n))-modules
corresponding to M1 and M2 respectively. Note that for any 0 ≤ i < j ≤ n,
[ωij]([ωij]− 1
2
)|W 1 = 0. (5.1)
On the other hand, there exists [ωpq] ∈ A(M (n)) such that
[ωpq]|W 2 = 1
16
. (5.2)
For convenience, without loss of generality, we may assume that p = 0, q = 1. Let
L(01)(1
2
, 0) be the Virasoro vertex operator algebra generated by ω01. Note that M (n)
contains a vertex operator subalgebra L = L(c1, 0) ⊗ L(c2, 0) ⊗ · · · ⊗ L(cn, 0) with the
same Virasoro element as M (n). Here L(c1, 0) = L
(01)(1
2
, 0). By Lemma 3.1 (also see
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Lemma 3.5), Lemma 3.4 (also see Lemma 4.6), Theorem 2.8 and fusion rules of L(01)(1
2
, 0)
(see Theorem 2.10), M (n) is a direct sum of irreducible L(01)(1
2
, 0)-submodules isomorphic
to L(1
2
, 0) or L(1
2
, 1
2
). By (5.1)-(5.2), Theorem 2.8 and Theorem 2.10, M1 is a direct sum
of irreducible L(01)(1
2
, 0)-submodules isomorphic to L(1
2
, 0) or L(1
2
, 1
2
) and M2 is a direct
sum of irreducible L(01)(1
2
, 0)-submodules isomorphic to L(1
2
, 1
16
).
Let M be an extension of M2 by M1. Then there is a natural L-module embed-
ding M2 → M . So we may assume that M = M1 ⊕ M2 as L-modules as L is ra-
tional. Let N1, N,N2 be any irreducible L-submodules of M1,M (n),M2, respectively.
Then PN1Y (u, z)|N2 for u ∈ N is an intertwining operator of type IL
(
N1
N N2
)
, where
PN1 is the projection from M to N1. Since both N and N
1 are direct sums of irre-
ducible L(01)(1
2
, 0)-modules isomorphic to L(1
2
, 0) or L(1
2
, 1
2
), and N2 is a direct sum of
irreducible L(1
2
, 0)-modules isomorphic to L(1
2
, 1
16
), by Theorem 2.10 and Theorem 2.8,
PN1Y (u, z)|N2 = 0. Note that N1, N,N2 are arbitrary, we see that unM2 ⊂ M2 for any
u ∈M (n) and n ∈ Z. As a result, M2 is an M (n)-module and Ext1M (n)(M2,M1) = 0.
If M1 is a tpye-(II) irreducible M (n)-module and M2 is a type-(I) irreducible M (n)-
module, the proof is similar.
Lemma 5.3. Let M1 and M2 be two inequivalent irreducible M (n)-modules of type-(I).
Then Ext1
M (n)
(M2,M1) = 0.
Proof Since for n = 2 and n = 3, M (n) are rational, we can show the lemma by
induction on n. Assume that the lemma holds forM (m), 2 ≤ m ≤ n−1. We now consider
M (m), m = n. By Lemma 4.8 and Theorem 4.16, M1 = M0
n
(2l1) and M
2 = M0
n
(2l2)
for some 0 < 2l1, 2l2 ≤ n+ 1. By Theorem 5.1, if two irreducible M (n)-modules have the
same lowest weight, then the extension of one module by the other is trivial. So we may
assume that l1 6= l2. Note that
VZα0 ⊗ VZα1 ⊗ · · · ⊗ VZαn =
∑
0≤2k≤n+1
Lĝ(n+ 1, 2k)⊗M0n(2k)
and
M0
n
(2k) = ⊕0≤2l≤nM0n−1(2l)⊗ L(cn, h(n)2l+1,2k+1),
where 0n−1 = (0, 0, · · · , 0) ∈ Zn−12 . SoM (n) contains a subalgebra U = M0n−1(0)⊗L(cn, 0)
with the same Virasoro vector. By inductive assumption and the fact that L(cn, 0) is
rational, U is rational. Furthermore, we have
M (n) =M0
n
(0) = ⊕0≤2l≤nM0n−1(2l)⊗ L(cn, h(n)2l+1,1),
M1 =M0
n
(2l1) = ⊕0≤2l≤nM0n−1(2l)⊗ L(cn, h(n)2l+1,2l1+1),
M2 =M0
n
(2l2) = ⊕0≤2l≤nM0n−1(2l)⊗ L(cn, h(n)2l+1,2l2+1),
and M0
n−1
(2l), 0 ≤ 2l ≤ n are irreducible M0n−1(0)-modules. Let N,N1 and N2 be
irreducible U -submodules of M (n),M1 and M2 respectively. Since l1 6= l2, by Corollary
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2.11, for 0 ≤ 2k, 2l, 2p ≤ n,
IL(cn,0)
(
L(cn, h
(n)
2p+1,2l1+1
)
L(cn, h
(n)
2k+1,1) L(cn, h
(n)
2l+1,2l2+1
)
)
= 0.
By Theorem 2.8, we have
IU
(
N1
N N2
)
= 0.
Then the lemma follows from Lemma 2.13.
Lemma 5.4. Let M1 and M2 be two inequivalent irreducible M (n)-modules of type-(II).
Then Ext1
M (n)
(M2,M1) = 0.
Proof LetW 1 and W 2 be the lowest weight spaces ofM1 andM2 respectively. Then W 1
and W 2 are two irreducible A(M (n))-modules of type-(II). So there exist 1 ≤ N1, N2 ≤ n
and 0 ≤ i1 < i2 < · · · < iN1 ≤ n, 0 ≤ j1 < j2 < · · · < jN2 ≤ n such that
[ωij] =
1
16
, [ωkl]([ωkl]− 1
2
) = 0
on W 1 for i ∈ {i1, i2, · · · , iN1}, j ∈ {i1, i2, · · · , iN1}c, k, l ∈ {i1, · · · , iN1} or k, l ∈
{i1, i2, · · · , iN1}c, and
[ωij] =
1
16
, [ωkl]([ωkl]− 1
2
) = 0
on W 2 for i ∈ {j1, j2, · · · , jN2}, j ∈ {j1, j2, · · · , jN2}c, k, l ∈ {j1, · · · , jN2} or k, l ∈
{j1, j2, · · · , jN2}c. If {i1, · · · , iN1} 6= {j1, · · · , jN2} and {i1, · · · , iN1} 6= {j1, · · · , jN2}c, then
there exist 0 ≤ ip, iq ≤ n, 1 ≤ p 6= q ≤ N1 such that ip ∈ {j1, · · · , jN2}c, iq ∈ {j1, · · · , jN2}.
So
[ωipiq ]([ωipiq ]− 1
2
)|W 1 = 0.
On the other hand, we have
([ωipiq ]− 1
16
)|W 2 = 0.
As the proof of Lemma 5.2, we have Ext1
M (n)
(M2,M1) = 0. If {i1, · · · , iN1} = {j1, · · · , jN2}
or {i1, · · · , iN1} = {j1, · · · , jN2}c. By Lemma 3.2, for δ, σ ∈ Zn2 , 1n = (1, 1, · · · , 1) ∈ Zn2
and 0 ≤ k, l ≤ n + 1, M δ(k) ∼= Mσ(l) if and only if either δ = σ and k = l or
l = n + 1 − k and σ = δ + 1n. Then by Lemma 4.14 and Lemma 4.15, we may as-
sume that {i1, · · · , iN1} = {j1, · · · , jN2} and M1 ∼= M δ′(l1) and M2 ∼= M δ′(l2), for some
0 ≤ l1 6= l2 ≤ n such that l1 − N1 ∈ 2Z, l2 − N1 ∈ 2Z, where δ′ = (a0, · · · , an) such that
ai = 1, for i = i1, i2, · · · , iN1 and aj = 0 for j ∈ {i1, · · · , iN1}c, and
VZα0+ 1
2
a0α0
⊗ VZα1+ 1
2
a1α1
⊗ · · · ⊗ · · · ⊗ VZαn+ 1
2
anαn
= ⊕0≤p≤n+1,p−N1∈2ZLĝ(n+ 1, p)⊗M δ
′
(p).
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Then
M1 = M δ(l1) = ⊕0≤q1≤n,q1−|δ′|∈2ZM δ
′
(q1)⊗ L(cn, h(n)q1+1,l1+1), (5.3)
M2 =M δ
′
(l2) = ⊕0≤q2≤n,q2−|δ′|∈2ZM δ
′
(q2)⊗ L(cn, h(n)q2+1,l2+1), (5.4)
where δ
′
= (a0, a1, · · · , an−1), |δ′| =
n−1∑
i=0
ai. Recall that
M (n) =M0
n
(0) = ⊕0≤2l≤nM0n−1(2l)⊗ L(cn, h(n)2l+1,1).
Let N,N1, and N2 be irreducible U -submodules of M (n),M1 and M2 respectively, where
U = M0
n−1
(0) ⊗ L(cn, 0) as above. Note that l1 6= l2, l1 − l2 ∈ 2Z and in (5.3)-(5.4),
q1 − q2 ∈ 2Z. Then by Corollary 2.11
IL(cn,0)
(
L(cn, h
(n)
q1+1,l1+1
)
L(cn, h
(n)
2k+1,1) L(cn, h
(n)
q2+1,l2+1
)
)
= 0.
It follows from Theorem 2.8 that
IU
(
N1
N N2
)
= 0.
By Lemma 2.13, the lemma holds.
By Lemmas 5.2-5.4 and Theorem 2.12, we get our main result of this section.
Theorem 5.5. The simple vertex operator algebra M (n) is rational.
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