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Let j and g be two nonlinear functionals defined on a real Banach space X. 
Consider the eigenvalue problem 
V’(u) = g’(u), 
u~M,(j) = {HEX; j(x) = r} 
(r > 0 is a prescribed number, j’ and g’ denote Frechet derivatives of j and g 
respectively). 
The value of the functional g at the critical point of the functional g with 
respect to the manifold MI(j) is called the critical level. Denote P the set of 
all critical levels. It is known that I’ is at least countable (see, for instance, 
E. S. CITLANADZE, Trudy Mosk. Mat. ObSE. 2 (1953), 235-274). 
In this paper we give an abstract theory for upper bound for the number 
of points of r and an application to partial differential equations of the second 
order. The regularity properties of solutions of such equations are of great 
importance. 
1. INTRODUCTION 
Let f and g be two nonlinear functionals defined on a real Banach 
space X. Consider the eigenvalue problem 
h.‘(u) = g’(u), 
u E MT(f) = {x E x;f(x) = rl\ 
(1.1) 
(r > 0 is a prescribed number, f' and g’ denote Frechet derivatives 
off and g, respectively). 
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The solution u E M,( f ) of the problem (1.1) is the critical point 
of the functional g with respect to the manifold Mr( f ). The value 
of the functional g at the critical point is called the critical level. 
The Ljusternik-Schnirelmann theory, one of the most interesting 
part of the nonlinear spectral analysis, deals with the investigation 
of the set I’ of all critical levels. This theory is a nonlinear analog 
of the Courant-Weinstein principle whose importance is well 
known. 
The basic question is, under which conditions the set r has the 
same properties as in the linear case, i.e., the set r is a sequence of 
positive numbers which converge to zero. 
L. A. Ljusternik and L. Schnirelmann proved that the set I’ is at 
least countable. The same result under more general assumptions 
was proved in many papers [2, 3, 61. The proof is based on the 
topological invariant “the category of the sets” in the sense of L. 
Schnirelmann, or on a slight modification of this notion. 
Using the category of the set, the sequence {m} of the critical levels 
is constructed by the minimax method. In the linear case it is evident 
that we obtain all critical levels by this process (this is exactly the 
Courant-Weinstein principle). In the nonlinear case this is not 
generally true (see example in [7]). 
However, the situation is not so bad. Under certain conditions it 
can be proved again that r is a sequence of positive numbers con- 
verging to zero. This is the main goal of our investigation. While 
the determination of the lower bound for the number of points of 
the set r is based on topological methods, the upper bound is found 
on the basis of properties of real-analytic functions, namely, of the 
real-analytic version of the Morse-Sard theorem [15]. 
In a previous paper [7], the authors gave an upper bound for the 
number of points of the set r for real-analytic functionals f and g 
defined on a Hilbert space X. This theory is applicable to both 
ordinary and partial differential equations as well as to integral 
equations in L,(O) and algebraic equations in I, . 
In this paper we give an abstract theory for the number of points 
of r for the problem (1.1) in Banach spaces (see Section 3) and an 
application to partial differential equations of the second order 
(see Section 7). The regularity properties of solutions of such 
equations (see Section 5) are of great importance. 
By a quite different method the same result was proved for the 
nonlinear Sturm-Liouville equation 
-(a / 24’ 1 p-2 24’)’ + b j u p-2 24 - xc 1 u /p--2 g = 0 
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with suitable boundary value conditions [13]. The same result for a 
fourth order ordinary differential equation is included in the work [ 1 I]. 
2. REAL-ANALYTIC OPERATORS IN BANACH SPACES 
Let X and Y be two real Banach spaces, D C X an open subset. 
The mapping F : D -+ Y is said to be real-analytic on D if the 
following conditions are fulfilled: 
(i) For each x E D there 
orders d%F(x,...). 
(ii) For each x E D there 
)I h 11 < 6 it is 
exist Frechet derivatives of arbitrary 
exists 6 > 0 such that for all h E X, 
(the convergence being locally uniform and absolute), where 
h” = [h,..., h] (n-times). 
For such operators it is proved in [7] that the composition of two 
real-analytic operators is a real-analytic operator and that a real- 
analytic version of the Implicit Function Theorem [7, Lemma 3R] 
holds in the following way: 
PROPOSITION 2.1 (Implicit function theorem). Let X, Y, Z be real 
Banach spaces, G C X x Y an open set, [x0 , y,,] E G. Let F : G -+ Z 
be a real-analytic mapping such that [FV’(x,, , yJ]-’ exists and 
F(x, , y,,) = 0. (We denote by 
for h E Y the partial derivative by y. Under our assumptions this 
derivative exists in the Frechet sense.) 
Then there exist a neighborhood U(x,J in X of the point x0 and a 
neighborhood U( yO) in Y of the point y. (and U(xo) x U( y,,) C G) 
such that there exists one and only one mapping y : U(x,) - U( yO) 
for which F(x, y(x)) = 0 on U(xo). Moreover, y is a real-analytic 
mapping on U(x,). 
For further considerations, the following proposition is funda- 
mental. It is a real-analytic version of the well-known Morse-Sard 
theorem. 
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PROPOSITION 2.2 (see [15]). Let f be a real-analytic function 
de$ned on an open subset D C EN (Euclidean N-space). Denote 
B = {x E D;f’(x) = 0). 
Then for each x E B there exists a neighborhood U C D of x such that 
f (B n U) is a one-point set and thus f (B n K) is finite for every 
compact set K C D. Hence f (B) is at most countable. 
3. ABSTRACT THEOREMS: A MOTIVATION IN TERMS 
OF PARTIAL DIFFERENTIAL EQUATIONS 
Let 9 be a bounded domain in E, with a sufficiently smooth 
boundary and denote by X, = timl(sZ) the well-known Sobolev 
space (for definition and properties, see [14]). For u E timl(.Q), 
define two functionals 
f(4 = l/m [ j, (1 + i (s (4)2)m’2 dx - meas Q] y 
g(u) = I/m [J‘, (1 + Us)“/” dx - meas Q] . 
Thus we can consider the functionals f and g on the space 
XI = Ct+(I2), where C:*“(a) denotes the Banach space of all functions 
whose second derivatives are c+Hiilderian on ~2 and their value on 
the boundary is zero. The gradient of the functional f on XI has the 
form 
df(u, h) = j- f (1 + $ (u~J~)(~“‘-~ zQz,~ dx 
R i=l j=l 
(the brackets denote the scalar product in L,(Q)) for each h E C,“>“(Q), 
where 
F(4 = - g g [(I + 5 U:j)-l UZi] 
z j=l 
is a mapping F : XI + X2 = C”+(D). (C”V~(@ is the Banach space 
of all cy-Holderian functions on Q.) 
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The mapping F : X, -+ X, has at each point u E X1 Frechet deriv- 
ative F’(u) which is a linear isomorphism between X, and X, [l]. 
Analogously, the functional g : Xi -+ E, has a Frechet derivative 
dg(u, h) = 1, (1 + uz)(‘+)-1 uh dx = (h, G(u)) 
for each h E X, , where G(u) = (1 + z?)(~/~)-~ u is a completely 
continuous mapping from X1 into X, . 
Moreover, if m is even, the functionals f and g are real-analytic on 
X, and on X, . If m is not even, the functionals f and g are real- 
analytic on the Banach algebras X, = Ci>a(Q) and Xi = WP2(sZ), 
where p > n (see Section 6). 
THEOREM 3.1. Let X, , X2 , X, be three real Banach spaces such 
that X, C X3 . Suppose that (m, *) is a bilinear form on XI x X2 
continuous on X2 for$xed h E X, and such that the following implication 
holds : 
(h, x) = 0 for each h E Xl 3 x = 0. 
Let f, g : X, -+ E, be two functionals such that (f l)( gl) f, g are 
real-analytic on X, . 
Suppose that for each x E X, there exists a couple F(x), G(x) E X2 
(if there exists at least one couple then it is unique) such that 
(f2) 4(x, 4 = (h,F(x)), 
(g 2) 4% h) = (h, G(x)) 
for each h E X, and let 
(f3Xg3) F,G:-& -+ X2 be real-analytic on X, 
and 
(g 4) G : XI + X2 is completely continuous on X, 
(i.e., it maps bounded sets in X, into compact sets in X2 and is continuous). 
Let r > 0 and denote 
Mm = {x E x3 ;f(x) = r>, 
B1 = {x E MT(f) n X, ; there exists X E El such that hdf(x, h) = dg(x, h) 
for each h E XI>. 
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Let x,, E B, and let A, E E, be the corresponding eigenvalue from the 
de$nition of the set B, . Suppose A, # 0 and 
(f4) F’c%) = J + K 
where J is an isomorphism from X, onto X, and K : XI + X, is a 
completely continuous linear operator. 
Then there exists a neighborhood U(x,) in XI of the point x0 such that 
the set g(B, n U(x,,)) is a one-point set. 
THEOREM 3.2. Suppose that the assumptions of Theorem 3.1 are 
fulfilled and that the identity mapping from X, into X, is continuous. 
Let X, be a reflexive Banach space and f ’ and g’ be Frechet derivatives 
off andg on X,, respectively. Denote B = {x E M,.( f ); there exists 
h E E1 such that Af ‘(x) = g’(x)) (it is obvious that B n Xl C B,). 
Further assume that 
(g 5) for each 6 > 0 the set B(6) is a compact subset of X, , 
where B(8) = { x E Mr( f ); there exist A, 1 X 1 3 6, such that Xf ‘(x) = 
d(X>>~ 
(g 6) g’ : X3 -+ X3* is a strongly continuous mapping, 
(i.e., it maps weakly convergent sequences in X, into strongly convergent 
sequences in X3*), 
(g 7) go4 z 0 * g’(4 f 0, 
(f 5) f’:X3+X3* is continuous and bounded mapping 
(i.e., it maps bounded sets in X, onto bounded sets in X3*), 
(f 6) fY.4 f 0 for * E Wf 1, 
Then the set g(B) - {0} is isolated and thus the set I’ = g(B) is at 
most countable and the only possible accumulation point can be zero. 
Proof. Suppose that Theorem 3.1 is proved and let u, E B be 
such sequence that g(un) -+ y # 0; then there exist A, such that 
A,f ‘(un) = g’(u,). The assumption (f 7) implies that the set M,( f ) 
is bounded and since X, is reflexive we can suppose that u, - u0 
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(un is a weakly convergent sequence to u,J in X, . There exists a 
constant K > 0 such that 
for each positive integer n [see assumption (f 5)]. 
Suppose that inf, / X, / = 0. Then there exists a subsequence 
hnh ---t 0 and thus g’(u,,) --+ 0 = g’(uJ in Xa*. From (g 6) it follows 
that g is weakly continuous (for proof, see [16, Chap. I, Section 41) 
and thus g(u,,) -+ g(u,J = y # 0 and this is a contradiction with 
assumption (g 7). Hence there exists 6 > 0 such that / h, / > S for 
each positive integer n and thus u, E B(6). Owing to assumption 
(g 5) we can suppose that u, -+ u, E Mr( f ) (u, is strongly convergent 
to us) in X, . With respect to the assumption (f 6) it is f '(y,) # 0 
and we have 
II ~‘W II g’Mll ’ hn ’ = ma- Ilf’Wll (> 6). 
Thus we can suppose h, -+ h, , 1 h, 1 >, 6. If 71 tends to infinity, 
we obtain X,f'(u,) = g'(u,,) and according to Theorem 3.1 there 
exists a neighborhood U(u,) in X, of the point us such that the set 
g(B n U(u,)) is a one-point set and thus there exists an index n, 
such that g(z+J = y for 1z > n, and Theorem 3.2 is proved. 
Together with the result about lower bound for the set r of all 
critical levels we can give the final result about the number of points 
of the set r. First we must define a certain class of Banach spaces. 
DEFINITION. A Banach space X is said to have the usual structure 
if there exists a sequence {P,} of operators of X into X such that 
(i) P, is continuous (n = 1, 2,...), 
(ii) Pn(--x) = -P,(x) for each x E X and all n, 
(iii) P,(X) is a subset of some finite dimensional subspace of X 
(n = 1, 2,...), 
64 x,-x in X * Pnxn- x in X. 
Remark. In [5] it is proved that in the case of reflexive X and 
linear P, , condition (iv) is equivalent to the condition Pn*x* -+ x* 
for each x* E X* (P, * denotes the adjoint operator). 
It is easy to see that the property of having the usual structure 
implies the separability of X. 
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The notion of the usual structure is very closed to the existence 
of a Schauder basis in X and it is studied in [4]. 
THEOREM 3.3. Let the assumptions of Theorem 3.2 be ful$lled and 
suppose, moreover, that X, is an infinite-dimensional reflexive Banach 
space with the usual structure. 
Let f and g be even functionals defined on X, , 
(j 8) j(0) = 0, dj(x, x) > 0 for each x E X, (x # 0), &$, dj(x, x) > 0, 
’ (g 8) g(x) > 0 .for x i 0, g(O) = 0, 
(j 9)( g 9) for each 7 > 0 there exists S > 0 
such that the inequalities 
II f’(x + h) - f’(x)Il G rl, II g’(x + h) - g’(x>ll ,< 71 
hoZdforeachx~M,(f)andaZZh~X,,~~h~~ <S, 
(f 10) x,-xinX,,j’(x,)-+wi~X,**x,+xi72X3. 
Then the set r = g(B) is a sequence of positive numbers which zs 
convergent to zero. 
Proof of this theorem follows from Theorem 3.2 and Theorem 2 in 
m 
4. PROOF OF THEOREM 3.1 
First we shall prove the following abstract 
THEOREM 4.1. Let # be a real-analytic functional on the Banach 
space YI and let Y2 be another Banach space. Suppose that there exists 
a bilinear form ((a, *>> on YI x Yz such that for fixed y E YI , (( y, *>> 
is continuous on Yz and (( y, y,,)) = 0 for all y E YI * y0 = 0. For 
each y E YI let there exist Y(y) ( un d er our assumptions there exists only 
one) such that 
(4 1) WY, h) = 0, WY)> for each h E YI 
Let the operator 
(# 2) Y : Yl + Yz be a real-analytic. 
322 FUEiK, NEEAS, SOUEEK, AND SOUEEK 
Denote B, = { y E Y, ; #‘( y) = 0) and let y0 E B, . Suppose that 
(# 3) I’ = L + M, 
where L is an isomorphism of Y, onto Y, and M : Yl -+ Yz is a 
completely continuous operator. 
Then there exists a neighborhood U( yO) in Yl of a point y0 such that 
Wd n UC Yo)) is a one-point set. 
Proof. For y E B, it is Y(y) = 0 and with respect to assumption 
(I) 3) we have 
where 
Y(Y) = L(Y -Yo) + M(Y -Yo) + r(Y) 
YTO lly -yyolI = 
Denote (L + M)( Y ) 1 = i. Th r(y) 
0. 
en R is a closed subspace of Ys and 
the space Y,/R has a finite dimension [S]. Let PR be a projection from 
Ys onto R (i.e., a bounded linear operator with PR2 = PR). It is 
well known that such projection exists. For y E B, , it is 
and thus 
0 = Y(Y) = L(Y - Yo) + JQY - Yo) + r(y) 
0 = PRYY) = W - yo) + M(Y - yo) + P&9. (4.1) 
Denote Z, = {y E Y1 ; Ly + My = O}. The set 2, is a finite 
dimensional subspace of Yr and thus there exists a closed subspace 
2, such that 2, @ 2, = Y, and the operator L + M is an iso- 
morphism of 2, onto R. Write y = [x1 , zs] E Yr , xi E .Zi (i = 1, 2) 
and y,, = [zr”, xzo]. Thus Eq. (4.1) has the form 
4% > z2) = 0, (4.2) 
where A is a real-analytic operator on 2, x Z, and 
[A~&zlo, ~~~)]-l = (L + M)-l : R --+ 2, onto. 
According to the Implicit Function Theorem (see Proposition 2.1) 
there exists a neighborhood U(z,O) C 2, of the point xl0 and a 
neighborhood U(zzO) C Z, of the point z20 such that for each x1 E U(xr”) 
there exists a unique w(xi) E U(z,O) such that 
k1 9 441 E B, n Kh”) x WG~)I and w : U(x,O) -+ U(.zz”) 
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is a real-analytic function. Define 
The function #,, is real-analytic on U(x,O) C Z, and if 
then #o’(xl) = 0. (This follows immediately from the derivative of 
composition of operators.) Set Be0 = {x1 E U(zlo); $o’(xl) = 01. 
According to Proposition 2.2, there exists a neighborhood U,(z,O) C 
U(x,O) such that zJ~(B,~ n U,(Z~~)) = {yo} and hence 
which completes the proof. 
Let the notation of Theorem 3.1 be observed. Denote by 
Yl = X, x El, Yz = X, x Er Banach spaces with the norm of 
product of Banach spaces. Define the functional fi : Yr -+ E, by 
$ : [x7 4 t-+ WC4 - r> - &> (4.3) 
and the bilinear form ((a, .>> on Yr x Yz by 
With respect to the assumptions on (a, m), the form ((*, *>> has the 
properties from Theorem 4.1. 
LEMMA 4.J. (a) The functional t,h dejned in (4.3) is real-analytic 
on Yl. 
(b) x E B, o there exists h E E, such that [x, A] is a critical 
point of the functional #(i.e., #‘(x, A) = 0). Moreover, 
@f(x, -1 = &(x, *> and 4(x, A) = -g(x). 
(c) For each [x, A] E Yl them exists a unique !P(x, A) E Yz such 
that 
for each [y, P] E Yl (y : [x7 Al t-+ [Wx) - G(4,f(x) - 4). 
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(d) The operator Y : Y, + Y, is real-analytic on YI . 
(e) y’(x, h)[h, I*] = [hF’(x)h, ~1 - [G’(x)h - #(XI, P - (k @))I 
for each [x, A], [h, ~1 E YI . 
(f) y’(x, ,h,) = L + M, w ere L is an isomorphism YI onto h 
Y, and M : YI --f Y, is a completely continuous linear operator. 
Proof. Assertions (a)-(e) are obvious. Set 
M : [h, P] - [Wh, PI - lG’(dh - d%,>> P - O>&d)l, 
where J and K are the mappings from assumption ( f 4). The operator 
M is completely continuous since G’(x,) is completely continuous 
and [h, PI ++ IiJTxJ, 01 is continuous and one-dimensional. 
Proof of Theorem 3.1. Regarding Lemma 4.1 we see that the 
assumptions of Theorem 3.1 imply the assumptions of Theorem 4.1. 
Hence there exists a neighborhood U(x, , X,) = U(x,) x U(h,) in 
Yr of the point [x0 , h,] E Y, such that 
(see Lemma 4.1.b) is a one-point set. 
5. REGULARITY PROPERTIES OF THE SOLUTION 
OF PARTIAL DIFFERENTIAL EQUATION 
Let Sz be a bounded domain in E, , n > 2 with infinitely times 
continuously differentiable boundary K?. Let 1 < m < co and 
denote by W,l(sZ), J@,l(.Q) the Sobolev spaces. 
Let 9(x, U, p) be a three times continuously differentiable real 
function on 0 x E,,, and 99(x, U) a three times continuously 
differentiable function on 8 x E1 . 
Let Y(S), p(s) be two-gauge functions such that V, p are continuous 
and positive on (0, co), p is nondecreasing and v nonincreasing. 
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Let us suppose that the following growth conditions hold: 
(1 + 1 P I)” 
1 tIPI 
-6 d u I>(1 + I P I>“, (5.1) 
3 41 u I)(1 + I P l)+2 I7 I2 (5.2) 
forallxE~,uEEl,pEE,,17EE,,~EE1where/...Idenotesthe 
norm in En and the absolute value in El . 
In the case m < n, let 01~ , ~1~ , E satisfy 
0<a,<??2n/(n-m)-1, 
(n - m)/n < E < 711, (5.3) 
0 < 012 < E[?z/(?z - m)] - 1 
and let there exist c1 , c2 > 0 such that 
< Cl(1 + I u I”‘) + c2 I P I- (1 + I u I”“) 
forall x60, UE-&, PEE,. (5.4) 
Define f : @‘ml(Q) - El, g : @‘m1(0) -+ El by 
(5.5) 
LEMMA 5.1. Let 6 > 0. Denote 
B(6) = (u E Fb’ml(Q); there exists A, 1 h 1 > 6, u and h satisfy (l.l)}. 
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Then there exists a constant c,(S) > 0 such that supzen 1 u(x)\ < c,(6) 
for each u E B(S). 
Proof. The function u satisfies h df(u, h) = dg(u, h) for each 
h E bffml(Q), i.e., 
x 1, [gl E (x, u, vu) g + g (x, u, Vu)h] dx = j-, g (x, u)h dx 
for each h E X, (where Vu = grad u = [au/&c, ,..., &/ax,]). 
According to [12, Theorem 7.1, Section 7, Chapt. Iv] we obtain the 
assertion of Lemma 5.1. 
LEMMA 5.2. Let 6 > 0. Then there exist p = p(S) E (0, 1) and 
c,(S) > 0 such that jj u jjCo,p,nJ < ~~(8) for each u E B(S). 
Proof. This Lemma follows from Lemma 5.1 and [12, Theorem 
1.1, Chap. IV]. 
THEOREM 5.1. Let 6 > 0. Then there exist p = p(S) E (0, 1) and 
c(S) > 0 such that (1 u llC2,p(9j < c(S) for each u E B(S). 
Proof Let p be a constant from Lemma 5.2, B E B(S), t E (0, l), 
u E C$‘((8). Th en there exists a unique solution ZI E C$“((Q) of the 
equation 
-A(1 - t) Llv + t [-A g$-& (x, u, Vu) --EL 
3 axi axj 
-A a2F a29 au 
ap, axi (x, u, Vu) - h - ap, au (x, up Vu) a,,] = t g (x, zq. 
(5.7) 
Define mapping T : (0, 1) x C;+(Q) -+ C$“@) by T : [t, U] t--t v. 
The mapping T(t, a) is completely continuous and there exists a ball 
KC C$“((Q) such that u - T(t, U) # 0 for each t E (0, 1) and all u 
from the boundary of K. The Leray-Schauder degree of I - T(0, .) 
is different from zero and applying [12, Theorem 8.2, Section 8, 
Chap. IV] we have that there exists at least one function r+ E C$“(a) 
which is a solution of Eq. (5.7) with the parameter t = 1. The 
functions u” and oi are weak solutions of the equation 
From the condition (5.2) it follows that zi: = u1 . This completes 
the proof. 
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6. SUFFICIENT CONDITIONS FOR REAL-ANALYTIC 
FUNCTIONALS AND OPERATORS 
Let X, Y be two complex Banach spaces, D C X an open subset 
and F : D -+ Y a mapping. 
(a) The mapping F is said to be (G)-differentiable on D if the 
limit 
exists for all x E D and all h E X. 
(b) The mapping F is said to be (F)-differentiable on D if F 
is (G)-differentiable and 
uniformly on D. (DF(x, a) = F’( x is called the Frechet derivative ) 
of F. Analogously one can define Frechet derivatives of higher order.) 
(c) The mapping F is said to be locally bounded on D if for 
each a E D there exists 6 > 0 such that 
(wsD;,,s-a,,<B) ” F(x)”  o3. SUP 
(d) The mapping F is said to be analytic on D if F is (G)- 
differentiable and locally bounded on D. 
PROPOSITION 6.1 [9, Theorem 3.17.11. Let F : D --f Y be an 
analytic mapping. Then 
(i) F is continuous on D. 
(ii) F has Frechet derivatives D”F(x,...) for arbitrary n and all 
x E D. 
(iii) For each a E D there exists 8 > 0 such that 
F(x + ii) = f $ D’“F(x, h”) 
n=l 
and the series on the right hand side is uniformly and absolutely convergent 
for /I x - a /I < 6 and jj h I/ < 6. 
Let Q be a bounded domain in E, , n 3 2 with a sufficiently smooth 
boundary. Let the following assumptions (6.1) and (6.2) be fulfilled: 
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(6.1) The function 9(x, u, p) E C3(fi x E,,,) is a real function 
which is the restriction of a continuous complex function #(x, ii,$) 
which is defined together with its derivatives a$/ax, ,..., &@/ax, 
on 0 >< On+l where 0 is an open set in @ such that E, C 0 and the 
functions @, a@jax, ,..., a#/&, are analytic on On+l for each x E Q. 
(6.2) The function 9(x, u) E C3(D x E,) is a real function 
which is the restriction of a continuous complex function @(x, z2) 
which is defined on n x 0 and G? is analytic on 0 for each x E a. 
Let X, = WP2(Q) nwml(Q), p > n, 1 < m < 00, X2 = Lp(Q) 
and let (m, *) be the L,-duality between X, and X2 . 
LEMMA 6.1. Let us define f : X, ---t E, by 
f(u) = 1, qx, 24, Vu) dx. 
Then the assertions 
(f 1) f is a real-analytic functional on X, ; 
(f 2) there exists only one element F(u) E X2 such that 
df(u, v) = (v,F(u)) for aZZ v E X, ; 
(f 3) F : Xl + X2 is real-analytic on Xl 
are valid. 
Proof. Let u,, E X, be fixed. From the imbedding theorem 
(p > n) we have X, C C’(Q) and )I u I/cI(JsJ < cr 11 u jlxl for all u E XI . 
Let us denote K = c,(l\ u,, I(r, + 1). Then there exists S > 0 such that 
{z E C; Re z E (--K, K), Im z E (4, 6)) C 0. 
Denote 8, = XI + ix, , Xs = X, + ix, and 
~m,<~o, = {u E 21 ; II u - %I lla, < Vc,~. 
(1) We can define for u~Xr, /Iu-uoI( <6/c,, 
J(u) = J, 9qx, 24, Vu) ax. 
The functional J is analytic on Us,zc,(uo) since 
(a) g is continuous on fi x On+l and [x, u(x), VU(X)] E 
Q x On+l for all u E Us~2rl(u,,), x E SI, hencejis bounded on Us/2cl(u,J, 
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(b) for all u E U,,,l(~O) and h E X1 , there exists 
Now, from Proposition 2.1 it follows immediately that we can write 
(h E X, , /) h )I sufficiently small) 
.f(u, + A) = [f(u, + 4 =I f. ; Wu, W. 
(2) By integration by parts we obtain 
Hence, if we take 
clearly F(u) ELJSZ) = X, . 
(3) Again, we can define 
for all 24 E X1 , (1 24 - uO I/x, < 6/c, . It is sufficient to prove that P is 
analytic in UB~2c,(uO). 
(a) Since .@, &F/ax, ,..., &R/ax, are continuous, u E Cl(S), 
we have 
for all 24 E Us~2c1(~O). 
(b) Let us consider u E Us/q(~,,), h E X1 . If we denote 
(for 5 E @, 1 1 1 sufficiently small) M(x, 5) = F(u + Qz) then for 
almost all x E D (where &U + {h) is defined), 
580/11/3-6 
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hence clearly 
2% P(u + t-h) - P(u)]/5 = aM(x, opt 
also in the space E,(Q). Thus P is analytic. 
LEMMA 6.2. Let us define g : Xl -+ E, by 
g(4 = j, %x, 4 dx. 
Then assumptions (g l), (g 2), (g 3) are fulfilled. 
Proof. Since 
dg(u, h) = 1, g (x, u)h dx and G(u) = g 6% 4, 
one can easily see that the proof is the same as that of Lemma 6.1. 
Remark. The assertions of Lemmas 6.1 and 6.2 are valid also in 
the case XI = C$“(Q), X, = C”+(I?)(E > 0 sufficiently small). 
The proof is similar to that of Lemmas 6.1 and 6.2. 
7. APPLICATION OF PREVIOUS RESULTS 
TO PARTIAL DIFFERENTIAL EQUATIONS 
Consider the functionals 
f(u) = j, F(x, u, Vu> dx, (7.1) 
g(u) = j, %Y 4 dx, (7.2) 
on X, = Wml(sZ). 
Let P > 0 be a prescribed number and solve the following eigen- 
value problem 
f(u) = rr 
x j, r8gl g (x, u, Vu) g + g (x, u, w] dx 
t t 
(7.3) - s R g (x, u)h dx = 0 (for each h E @m1(12)). 
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Denote by B the set of all u E mm’(Q) for which there exists X E El 
such that the eigenvalue problem (7.3) has a solution, and set 
r = g(B). 
THEOREM 7.1. Suppose that the functions 9 and ‘3 satisfy the 
following assumptions: (5.1)-(5.4), (6.1), (6.2) and, moreover, 
(acfs/a2qx, U) . u > 0 for every x E D andall u f 0, 
9(x, u, p) = qx, -4 -p>, 3(x, u) = qx, -u), 
9(x, 0,O) = 0 = 9(x, 0) 
(7.4) 
(7.5) 
for each xEL?, ugE, andpEE,. 
Then the set I’ = g(B) is a sequence of positive numbers which is 
convergent to zero. 
Proof. The Banach space X, = mm’(Q) is infinite dimensional 
reflexive Banach space with a Schauder basis and thus a Banach space 
with the usual structure (see [4]). 
The functionals f and g are even functionals on X, (see assumption 
(7.5)) and since the imbeddings from W’,l(Q) into L*(Q) with 
q < nm/(n - m) f or n > m and from W,l(Q) into C(Q) for n < m 
are compact, (g 6) is valid. From the growth conditions (5.1), (5.2) 
and from (7.4), (7.5) it follows that conditions (f 5)-( f 10) and 
(g 7)-( g 9) from Section 3 hold. 
Validity of the assumptions (f I)-( f 3) and (g I)-( g 3) follows 
from Lemmas 6.1 and 6.2. To apply the abstract Theorem 3.3 it is 
sufficient to verify assumptions (f 4), (g 4) and (g 5). 
The operator G : X, ---t X,(X, = WP2(Q) n ~ml(Q), X2 = L,(Q)) 
from Section 3 has the form 
G : u H (asjau)(x, U(X)); 
with respect to the compact imbedding from WP2(Q) into L,(Q), 
assumption (g 4) is fulfilled. The operator 
F : u k-+ (as-/a 24. )( 
has the Frechet derivative F’(u). Denote 
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This operator is strongly elliptic [according to (5.2)] and the 
coefhcients 
(azsjap, apj)(x, 24, Vu) E CO+(Q) 
for suitable a: E (0, 1) for u E Xi (for p > n), hence it follows from [l] 
that J is a linear isomorphism X, onto X, . Denote 
K : h t+F’(u)h - pz. 
Wor the sake of simplicity we write 
where a, ai ELJQ) since u E X, . The operator K is a continuous 
operator from C’(G) into c,(Q) and with respect to the compact 
imbedding from X, into P(Q) the operator K is completely continuous 
from X, into X, = L,(Q). Thus assumption (f4) is fulfilled. 
The validity of assumption (g 5) follows from Theorem 5.1. In 
virtue of Theorem 5.1 we obtain that 
B(S) = {u E emi( there exists h, 1 h 1 > 6, u and X satisfy (7.3)) 
is a bounded subset of C2+(Q) and thus B(6) is a compact subset of 
x1 = W&2) n Fvm’(Q). 
Thus Theorem 3.3 is applicable and from its assertion we obtain 
the assertion of Theorem 7.1. 
Remarks 
1. Using the main Theorem 3.3 and slightly modifying it, the 
reader can obtain the same results for the spaces X, = C’,“+(a), 
X, = Co+(~) where a < p, p being from Section 5. Assumption 
(g 5) in this case is a consequence of the compact imbedding from 
C”+(S) into C”+(a). 
2. From the proof of Theorem 7.1, one can see the necessity of 
considering operators F, G on the space WP2(Q) n timl(Q) with 
values in the space LJSZ) (or in the space C~*“(~) and CO+(l;Li), 
respectively) instead of the space wml(sZ) and the dual space W;‘(Q). 
To be able to use the result from [l] in the proof of (f4) we need 
some smoothness of coefficients of the operator F’(u). Moreover, 
we must consider u E W,s(Q) to prove Lemma 6.1. Hence regularity 
properties of the solutions of partial differential equations of the second 
order play the fundamental role in the method of this paper. 
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