ABSTRACT Underwater acoustic sensor networks (UASNs) are important technical means to explore the ocean realm. Clustering is a crucial strategy which determines the performance and the lifetime of UASNs significantly. As a technological innovation, software defined networking (SDN) separates the data plane from the control plane to build a programmable network infrastructure. This paper presents a clustering mechanism based on SDN. Firstly, we introduce the architecture of software-defined UASN named SD-UASN. Secondly, we investigate hardware models of the underwater node and the surface controller. Thirdly, we define the communication procedure of SD-UASN, and implement the clustering mechanism. Finally, we perform simulations to verify the effectiveness of the proposed mechanism. The results reveal that a tradeoff of multiple constraints is achieved, and the performance of the clustering mechanism can be enhanced greatly. This work provides essential theoretical and technical support for software-defined UASNs.
I. INTRODUCTION
The Earth is a water-rich planet with 71% of its surface covered by oceans, which are the largest ecosystems determining the survival and development of humanity. With the rapid progress of technology, the design of online systems based on underwater acoustic sensor networks (UASNs) becomes hotspots. Generally speaking, UASNs deploy in the shallow sea where the topologies are variable [1] . In an UASN, acoustic is used for communication and networking, and low-energy nodes are deployed in a redundant manner as usual. The bandwidth of an UASN is often in the range of 10 kHz-40 kHz [2] . Compared to traditional wireless networks, UASNs have the advantages of simple infrastructure, small size, and low equipment cost, which have broad application prospects in marine data acquisition, earthquake and tsunami monitoring, underwater robots, AUV (Autonomous Underwater Vehicle) control, etc. [3] .
In an UASN, if each node communicates and transmits data with others, serious congestion and collision will occur.
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It will lead to the rapid depletion of energy. To improve the energy efficiency and reduce the propagation delay, clustering algorithms have been widely concerned [4] . In a clustering mechanism, multiple adjacent nodes form a cluster. In the cluster, a cluster head (CH) node is elected, while others are set to cluster members (CMs). The CH is responsible for aggregating data from CMs in a cluster, and then transmits data to the surface sink node. The CH provides scalability for a large number of CMs and narrows the energy consumption of the network [5] . Traditional clustering algorithms select CMs with the largest residual energy as CHs in common, and may consider the range from CHs to the sink node. To achieve energy balancing and prolong the survival time, CHs are elected based on the polling technologies periodically.
Software defined networking (SDN) is an innovative network architecture, which implements the separation of the data plane and the control plane [6] . It builds a programmable hardware infrastructure through an open standardized interface and uses controllers to define the behavior of the networks. Studies prove that SDN-based UASNs have strong attractions. In SDN, an underwater node is set as an OpenFlow switch, and a surface sink node a controller, which realizes the centralized management and provides nondifferentiated service.
In this paper, we propose a software-defined clustering mechanism for underwater acoustic sensor networks. The main contributions can be summarized as follows: Firstly, we present the architecture of UASN based on SDN, namely, SD-UASN. Secondly, we design the models of the underwater node and the controller. Thirdly, we define the communication procedure of SD-UASN, and implement the clustering mechanism.
The remainder of the paper is organized as follows: Section II provides an overview of the related work. Section III describes the architecture of SD-UASN. Section IV proposes the clustering mechanism. The simulation is discussed in section V. Finally, section VI concludes the paper.
II. RELATED WORK A. ADVANCES IN SDN-BASED UASNS
Studies demonstrate that SDN provides innovative solutions to underwater sensor networks [7] . In theory, it supplies the non-differentiated service [8] . However, compared with the wireless networks, the scenario of SDN applied to the underwater networks is relatively rare. Akyildiz et al. [9] defined the architecture of UASNs based on SDN named SoftWater, where the advantages and the relevant challenges were presented. In [10] , we proposed an SDN-based UASN, and implemented underwater nodes based on OpenFlow. In [11] , we presented a multi-user detection method based on convex optimization for underwater sensor networks. In [12] , we designed a software-defined UASN with multicontrollers, and investigated a load balancing mechanism. Results showed that SDN improved the flexibility, realized multiple services, and greatly eased the development risk. Fan et al. [13] designed an SDN-based UASN in which sonar was employed in the control plane of long-distance and optical the data plane of short-distance. Fan et al. [14] described an SDN realization of AUV networks, and developed a testbed in WaterCom [15] , [16] , in which the performance of Slotted FAMA [17] and UW-Aloha [18] was conducted and compared in a multi-hop underwater scene. Ghafoor et al. [19] proposed an UASN in which buoys were treated as main controllers to maintain the global view of the network. Experiments showed that it had benefits in terms of end-to-end delay, data delivery rate, and overhead based on SDN.
B. SIMULATION TOOLS OF SDN AND UASNS
SDN is used to build programmable hardware infrastructure by employing an open standardized interface and define the behaviors and operation of network nodes through controllers [20] . An SDN system consists of two parts, which are controllers and OpenFlow switches. Considering the development cost, pure hardware-based SDN switches are relatively rare. Usually, virtualization is encapsulated to set the traditional switches into OpenFlow ones [21] . There are lots of software and stand-alone OpenFlow stacks, such as Open vSwitch [22] , Pica8 [23] , Indigo [24] , Pantou (Open-WRT) [25] , OpenFlowJ [26] , Oflib-node [27] , Nettle [28] , LINC [29] , etc. These pieces of software are developed by some open-source communities, and can be easily compiled and installed to realize virtualization. A controller is the logical center of an SDN network, which communicates with OpenFlow switches through the southbound interface, provides controlling and managing commands, and relates to the application layer through the northbound interface [30] . The most common controllers based on OpenFlow include OpenDayLight [31] , ONOS [32] , Floodlight [33] , POX [34] , NOX [35] , IRIS [36] , Trema [37] , Beacon [38] , etc.
At present, there are various experimental tools for SDN evolution and simulation, e.g. Mininet [39] , EstiNet [40] , and Cbench [41] . Similarly, modeling, analysis and verification based on the simulation platform are primary tasks and hotspots of UASNs. BELLHOP [42] , [43] is a tracking model for predicting the beam of sound pressure in oceans, which is a standard for estimating the propagation of underwater acoustic signals in the band of 10-100 kHz. ESME (Effects of sound on the marine environment) [44] is a marine prediction platform developed by the office of naval research (ONR), with special emphasis on sonar, explosives and acoustics. UWSim [45] is a simulator developed by the Spanish IRS laboratory, which focuses on the unique environmental scenarios of underwater networks. SUNSET [46] is an emulator for developing and testing the underwater protocols. Aqua-TUNE [47] is an UASN exploratory system, including three modulation methods: MFSK (Multiple Frequency-Shift Keying), FHSS (Frequency-Hopping Spread Spectrum), and DSSS (Direct Sequence Spread Spectrum). Ocean-TUNE [48] , [49] is a marine testbed built by the University of Connecticut, which provides configuration for underwater networks. DESERT [50] is an experimental platform, which is primarily used for simulation MAC and routing protocols of UASNs. WOSS (World Ocean Simulation System) [51] is an emulator which provides an easy way to access the environmental characteristics of a given watershed.
As mentioned above, we know that there are many simulators and emulators for SDN and underwater sensor networks respectively. However, simulation tools combine UASN and SDN are very rare. Most of the SDN simulation platforms are based on terrestrial wireless networks or wired networks, and their experimental parameters cannot be directly used in UASNs. Although the underwater network simulation tools provide rich development interfaces, it is difficult to combine them with the SDN tools instantly. Since these underwater tools do not consider SDN, and the related interfaces are not available. Fortunately, we can get various ocean datasets such as [52]- [55] , so it is convenient to build a simulation and emulation platform for software-defined UASNs.
C. PROGRESS OF CLUSTERING TECHNOLOGIES
Clustering is a crucial part of UASNs, which constructs logical management units and provides critical support for VOLUME 7, 2019 [56] is an adaptive clustering algorithm, which divides an UASN into multiple clusters, each of which comprises of a CH and numerous CMs. When a cluster is established, the CH broadcasts a communication schedule within the cluster based on TDMA (Time Division Multiple Access). The CMs in each cluster transmit data depending on the allocated time slots. The CH aggregates data and sent them to the sink node. LEACH is a best example of dynamic and distributed clustering protocol. Nevertheless, it assumes a static nature of the medium [57] .
Das and Ameer [58] presented a cluster-based routing algorithm (Dipanwita's algorithm for short) in three-dimensional UASNs. In the algorithm, an UASN was divided into many small cubes (SCs). Each SC formed a cluster. Packets were forwarded as a SC unit by selecting an optimal CH as its next hop. The selection procedure relied on the residual energy of CMs. The protocol was compared with VAPR (Void Aware Pressure Routing) protocol [59] . The simulation illustrated that the proposed algorithm improved energy efficiency and network lifetime.
Ejaz et al. [60] explored EEHC (Energy-Efficient HybridClustering) protocol for UASNs, which depicted from DB-EBH (Depth-Based Energy-Balanced Hybrid) [61] protocol with integrated clustering algorithm. In EEHC, CHs were selected based on the residual energy of CMs. And the depth of a CH from the sink should be less than the depth of other nodes in the cluster. The simulation proved that EEHC increased network lifetime, throughput, energy consumption and end-to-end delay by comparison with DB-EBH.
Ghoreyshi et al. [62] presented CMDG (Cluster-based Mobile Data-Gathering) scheme for large-scale UASNs. It selected a group of nodes as CHs by considering the energy and latency constraints in a centralized or a distributed manner. The simulation indicated that CMDG obtained a better tradeoff between the data-gathering latency and the energy savings in comparison with AEERP (AUV aided Energy-Efficient Routing Protocol) [63] and AUV_PN [64] .
Zhang et al. [65] presented CSWS (Cluster Sleep-Wake Scheduling) algorithm based on 3D topology control. In the algorithm, it took the cube as the basic unit to perform partition of UASNs, and arranged rotating temporary control nodes in the cluster. The results showed that CSWS improved the network coverage and energy consumption by comparing with the random deployment algorithm [66] and the redundant node sleep algorithm [67] .
Islam and Lee [68] proposed an energy-efficient solution for localizing nodes in partitioned UASN based on clustering technology. In this algorithm, a CH was chosen based on a random value p added to each localization request. The node with the highest p within a cluster became the CH. The experiments showed that the energy consumption was minimized by clustering un-localized partitioned nodes, and the localization coverage was maximized while keeping communication overheads at a minimum.
Durrani et al. [69] proposed an adaptive node clustering technique for SOSNET (Smart Ocean underwater Sensor Network). The algorithm was inspired by the moth flame optimizer (MFO) [70] to select the closest optimal clusters. The Experiment showed that the algorithm had better adaptability by comparing with CLPSO (ComprehensiveLearning Particle Swarm Optimization) [71] , ACO (Ant Colony Optimization) [72] , [73] , and GWO (Gray Wolf Optimization) [74] , [75] .
Wang et al. [76] presented a clustering algorithm based on magnetic induction (MI) communication for underwater sensor networks, named IHENPC, which was the improved HENPC (High-Energy Node Priority Clustering) algorithm [77] . In the algorithm, the Voronoi diagram [78] and the node density distribution were used to realize clustering. The CH selection was built on the residual energy and geometry range of underwater nodes. Simulation showed that the clustering algorithm outperformed HENPC and EELEACH-C [79] significantly in terms of network capacity and network lifetime. Table 1 lists the comparison of these works.
As the works mentioned above, we learn that there are many studies focusing on clustering technologies for underwater sensor networks. Most of these algorithms implement based on the residual energy and other constraints, and adopt the transmission of multi-hop mode. Nevertheless, none is SDN-driven type [80] , [81] . To the best of our knowledge, it is the first paper to introduce the clustering of UASNs based on SDN. We expect to provide important support for designing software-defined clustering mechanism based on this work.
III. MODEL OF SOFTWARE-DEFINED UASNS A. ARCHITECTURE OF SD-UASN
Suppose that we deploy an UASN in a fixed underwater region, and all nodes are cheap, tiny and light, which are randomly deployed by ship, AUV, or unmanned aircraft. The redundancy deployment can be considered as a normal distribution or a Poisson distribution [82] . After a node sinks into the water, it scales the anchor chain to a certain length according to the depth gauge. Sensors attach the buoy to form a 3D sensing space. Sink nodes which communicate with the coastal BS (Base Station) and underwater nodes are set by cruise wheel, AUV, or UUV (Unmanned Underwater Vehicle) on the water surface. Considering the actual application and security requirements, multiple sink nodes are deployed for cooperative communication.
In SD-UASN, the sink nodes are set as controllers and underwater nodes virtual switches. Therefore, a softwaredefined UASN is built. For convenience, the network contains only one controller. The architecture of SD-UASN is shown in Fig. 1 .
B. MODEL OF THE UNDERWATER NODE
In SD-UASN, nodes are powered by disposable batteries. After the energy is exhausted, the node fails. A node consists of a buoy, an anchor and an anchor chain. The buoy has an airbag, and the anchor chain ties the buoy with the anchor. The anchor is a lead ingot or a steel ingot. The anchor chain is composed of a cable material having certain toughness. The hardware model of the underwater node is shown in Fig. 2 .
In order to build the data plane, nodes are designed as OpenFlow switches, and Tiny OS the operating system. GUN Radio is deployed on Tiny OS, and the related physical layer (PL) technologies are implemented based on software defined radio (SDR). In this paper, Open vSwitch (OvS) is used to implement virtualization and build the data plane. The flow table is generated and maintained by a controller, and then the underwater nodes forward data according to the table rules.
C. MODEL OF THE CONTROLLER
Sink nodes are set as controllers, which are the logical center of SD-UASN, and responsible for maintaining all forwarding paths, realizing centralized management and unifying resource scheduling. Controllers are equipped with airbags, buoys, GPS modules, RF modules and hydroacoustic transducers. The solar panel is designed to track sunlight for uninterrupted energy supply. The hardware model of the controller is shown in Fig. 3 .
In SD-UASN, OpenDayLight (ODL) is chosen as the software platform of the controller. According to the application, five modules are developed, which are the device manager (DM), the topology manager (TM), the link load monitor (LLM), the data forward manager (DFM), and the routing manager (RM). The correlation of modules is shown in Fig. 4 .
IV. THE PROPOSED CLUSTERING MECHANISM OF SD-UASN A. THE COMMUNICATION PROCEDURE AND MESSAGES
In SD-UASN, nodes define three roles, which are CM, TH (Temporary Head) and CH. The messages used in the clustering mechanism are listed in Tab. 2.
In SD-UASN, a cluster forms based on the interactive communication between underwater nodes and controllers. The communication procedure is divided into two parts: the control communication and the data communication. The control VOLUME 7, 2019 communication is one-hop mode between underwater nodes and controllers, which contains two stages: clustering and routing. The data communication is multi-hop type, both for the session between CMs and from CMs to controllers. The communication procedure is shown in Fig. 5 .
B. THE PROCEDURE OF CLUSTER CONSTRUCTION
Once the SD-UASN is deployed, nodes are initialized to be CMs. Then, the controller will broadcast a Cluster-Initial message to CMs which drives the clustering algorithm. An underwater node determines the TH role based on comparing TH Temp_CH (the energy threshold of TH) issued by the controller. TH Temp_CH is included in the Cluster-Initial message, which is designed on the controller to realize the probability selection of THs. The definition of TH Temp_CH is shown in (1):
where p represents the proportion of THs, T Round the execution round, and S the set of CMs. Nodes select as THs will be marked in a round, which are no longer chose in the next round.
TH Temp_CH is applied to all nodes. Therefore, the computational complexity of the clustering algorithm is O (n). Each node that receives the Cluster-Initial message generates a random number r among 0-1. Then extracts TH Temp_CH according to the Cluster-Initial message, and compares it with its random number r. If r > TH Temp_CH , the node maintains CM role and waits for joining another cluster. If r ≤ TH Temp_CH , the node will change its role to TH immediately, and broadcast a Compete-Cluster-Head-Request message which includes the communication capability (CC), node ID, timestamp, etc. The CC of a node is quantified by the residual energy, resource utilization of CPU, and the occupancy rate of TCAM (Ternary Content Addressable Memory) space. For node i, CC is expressed in (2):
where E RES (i) represents the expectation of the residual energy, E CPU (i) the CPU efficiency, E TCAM (i) the occupancy rate of TCAM, and W 1 ,W 2 ,W 3 the weight factors. All CMs within a cluster centered on the TH will receive a Compete-Cluster-Head-Request message. In this way, it is ensured that the CH election is performed in the 3D space. Therefore, the election range of CHs can be reduced. Each node that receives the Compete-Cluster-Head-Request message will also calculate its CC, and reply a Compete-ClusterHead-Response message to the TH. The message carries the CC and the node ID. As the destination address of the message is the TH, thus, other nodes discard the message directly due to their destination addresses do not match.
In practice, a case may happen where a CM is covered by multiple THs. Therefore, the CM may receive numerous Compete-Cluster-Head-Request messages, and selects a TH closest to it according to the received signal strength of the Compete-Cluster-Head-Request message. The closer the distance, the stronger the signal strength. If the signal strength of multiple Compete-Cluster-Head-Request messages is the same, the CM will select a TH with the smaller ID as its CH, reply a Compete-Cluster-Head-Response message to the TH, and ignore the messages sent by others. As shown in Fig. 6 , the CMs of multi-region will receive the Compete-ClusterHead-Request messages sent from two THs, but only choose to join one cluster.
If the UASN is extremely sparse, there may be no CMs in a cluster, i.e. a TH cannot cover any CMs. In this case, the Compete-Cluster-Head-Request message sent by the TH does not get any response. To solve this problem, a timer is started. When Compete-Cluster-Head-Response messages are received within the timeout period, the CC of CMs is normal. If not, the TH will resend the Compete-Cluster-HeadRequest message. If the message is not received again, the TH is considered to be an isolated node. Therefore, the TH modifies its role to CM, adds a lock flag, and no longer participates in the competition of CH. The node joins to another cluster in the following stages.
The TH analyzes the received Compete-Cluster-HeadResponse messages, extracts the CC of the corresponding intra-cluster nodes, compares its CC with these nodes, and marks the node with the largest CC as the CH role. In the comparison, a plurality of nodes with the same CC may appear. At this time, the priority judgment is performed based on the timestamp of the messages and the ID of nodes. The node with the earlier arrival time and/or the smaller ID will be selected preferentially. After that, the TH broadcasts a Cluster-Head-Acknowledge message to other CMs in the cluster. The message carries the ID of CH confirmed by the TH. After receiving the message, other nodes in the cluster record the address of the CH. During data communication, CMs in the cluster will modify the destination address to the CH. Fig. 7 shows the cluster structure after the election of CH.
In SD-UASN, each node holds a unique ID. For example, the ID can be identified by the MAC address of the node. For convenience, the ID of the CH is used to represent the cluster ID. After all nodes join to the corresponding cluster, the algorithm ends, which is shown in Fig. 8 .
C. CLUSTER REGISTRATION, CH RE-ELECTION AND RE-CLUSTERING
Once the cluster is formed, the CH broadcasts a StatisticsNodes-Request message to CMs of the cluster, which carries the ID of the CH. After receiving this message, CMs reply Statistics-Nodes-Response messages to the CH, in which contain the statistics of CMs. The CH aggregates the Statistics-Nodes-Response messages and sends ClusterStatistics messages to the controller. In this way, all CHs register with the controller timely. After certain rounds, CHs update registration information with the controller. Therefore, the controller always keeps the latest network view.
Actually, some CHs may not work properly. Thus, a CH registration threshold is set on the controller. If the registration timeout, it is considered that the corresponding CH fails. At this time, the controller broadcasts a Cluster-Head-Failure message, which includes the ID of the fault CH and the TH Temp_CH (threshold of TH). After receiving the message, CMs will reset their random number r and compare them with TH Temp_CH . If r > TH Temp_CH , the CM waits to join another cluster. If not, the CM will reply a Cluster-HeadFailure-Response message to the controller, which contains the CC of it. The controller compares the CC sent by all CMs, and selects a CM with the largest CC as the new CH. Later, the controller broadcasts a Cluster-Rebuild-1 message, which includes the ID of the original CH and the new CH.
The CMs in the original cluster receive the message and modify the ID to that of the new CH. Other nodes will discard the message because the cluster ID does not match. Therefore, the re-clustering is realized. Considering that CMs in the cluster forward data through the CH, thus, the energy consumption of CH is relatively rapid. Once the energy is exhausted, the communication interrupts.
To balance the energy consumption, a threshold τ is designed. If the energy of CH is lower than τ , the CH employs the latest received Statistics-Nodes-Response message to recommend a new CH with the largest CC. At this time, the original CH broadcasts a Cluster-Rebuild-2 message to CMs in the cluster in which ID of the new CH is contained, alters its role to CMs, and adds the new ID simultaneously. The recent elected CM will modify its role to CH, while other CMs in the cluster change the ID of CH in line with the received ClusterRebuild-2 message.
In the cluster, if the CH compares the CC of other CMs and finds that it is still the one with the largest communication capability, this indicates that the connectivity of the cluster is weakened. Therefore, a Cluster-Disband message is sent to the cluster. The CMs that receive Cluster-Disband messages delete the cluster ID and wait to join a new cluster. After that, the CMs reset a new counter and lock it, to prevent it taking on the CH role in the new cluster. The procedure of cluster registration, CH re-election and re-clustering is showed in Fig. 9 .
V. SIMULATION A. EXPERIMENTAL SETTINGS
In this paper, we employ Mininet and WOSS to build the experimental environment, and run the clustering algorithm on the simulation program (UASNs hypervisor) which we have developed [12] . The simulation is performed to reveal the potential advantages of the clustering algorithm by comparing with the related algorithms LEACH, CMDG, and CSWS. The experiment is executed 10 times, the execution time per round is 1000 minutes. We count the running rounds of each deployment for the four algorithms separately. In the experiment, we use Mininet v2.2.1, and the virtual machine platform is VirtualBox v5.2.12. The version of WOSS is v1.5.0. The experiment runs on a server cluster, which contained eight servers. Each server is equipped with memory of 512 GB together with two E5-2698 v4 CPUs. The cluster is configured an IBM v3700 storage system with the iSCSI interface. The total capacity is 10TB. The controller is allocated CPU resources of 20 cores, memory of 64 GB, and disk space of 2TB. Each underwater node is assigned CPU resources of 1 core, memory of 8 GB, and disk space of 10 GB. All nodes are deployed in an underwater region of 1000×1000×100 m 3 randomly, and the deployment model is considered as a Poisson distribution. The depth of nodes is in a range of 10m to 110m. We assume that the relative motion amplitude of all nodes is little. Other experimental parameters list in Tab. 3.
B. PERFORMANCE ANALYSIS 1) THE NUMBER OF SURVIVING NODES
In an UASN, nodes are powered by battery. As the network runs, nodes will be exhausted and died eventually. The comparison of the surviving nodes reflects the mortality of different clustering algorithms. The more the surviving nodes in the same period, the lower the energy consumption. Fig. 10 shows the surviving nodes comparison of the four algorithms. It can be seen that, when the network runs to 700 minutes, the surviving nodes of our algorithm is 34, CMDG 20, and CSWS 90. In LEACH, all nodes die when the network runs to 705 minutes. At 800 minutes, all nodes of our algorithm and CMDG die, and at 920 minutes, all nodes of CSWS exhaust.
It is clearly that the surviving nodes of CSWS is more than others algorithms. It is because that a sleep-wake scheduling mechanism is used in CSWS. Therefore, energy achieves savings greatly. In our algorithm, we also switch nodes to the sleep mode when they are idle, thus, the surviving nodes of our algorithm are close to that of CSWS. In LEACH, due to performing CH elections continuously, the surviving nodes decrease sharply as the residual energy reduces. By comparing with CMDG, it selects a group of sensors as CHs by considering the energy and latency constraints. Consequently, the surviving nodes of CMDG is more than that of LEACH.
2) THE SURVIVAL RATIO OF CMs
The survival ratio of CMs is an important technical indicator of the clustering algorithm. The various clustering algorithms result in very different survival ratio of CMs. In the simulation, the energy consumption of CMs in the active mode is set to 3%-5%, that of sleep mode 0.5% -2%, and that of the CHs 5% -8%. We conduct the experiments, and record the execution rounds of the four algorithms. Fig. 11 shows the comparison result. It is clear that in LEACH, all CMs died in 72 rounds, CMDG in 82 rounds, our algorithm in 94 rounds, and 96 in CSWS, the survival ratio of which is the longest. 
3) THE NUMBER OF CLUSTERS
Under the same deployment conditions, if the number of clusters is large, it indicates that the cluster unit is small, which reveals that the relative distance between adjacent CHs is short. Thus, the average routing path will contain a larger number of CHs. It is unacceptable for VOLUME 7, 2019 hop-constrained UASNs. Conversely, when the number of clusters is very rare, it means that the network has only very limited routing paths, the probability of CHs participating in communication is high, which leads to the energy rapid depletion of CHs. Too few clusters will affect the stability of the network greatly. Therefore, achieving a tradeoff of the number of clusters is critical.
Considering the discrepancies of topology built in the random distribution of UASNs, we perform multiple deployments, and the each status is recorded. In a random deployment of 200 nodes, the maximum number of clusters in our algorithm is 9, CSWS 10, LEACH 15, and CMDG 12. And the minimum number of clusters in our algorithm is 6, CSWS 7, LEACH 9, and CMDG 8. We also count the average number of clusters, where the result of our algorithm is 8, CSWS 9, LEACH 12, and CMDG 9. The comparison results are shown in Fig. 12. 
4) THE NUMBER OF CH CHANGING
The number of CH changing has a great influence on the performance of the clustering algorithm. The frequent CH changing will result in extremely high computation overhead. In this paper, we count for the CH changing of the four algorithms separately, and the comparison is shown in Fig. 13 .
It is clear that in the deployments of 10 times, the CH changing of our algorithm is in the range of 1-2, CSWS 2-6, LEACH 1-4, and CMDG 3-5, which means that the CH changing of our algorithm is relatively low. We compute the standard deviation (STD) for the number of CH changing, which is 0.52 in our algorithm, 1.51 in CSWS, 1.18 in LEACH, and 0.61 in CMDG. It is showed that the cluster stability of our algorithm is relatively the best one. As our algorithm performs re-clustering in the local domain of the original cluster, the CH changing is relatively flat, which will reduce the overhead of clustering algorithm greatly.
5) THE COVERAGE RATIO OF CLUSTER
The coverage ratio of cluster is related to the number of clusters and the intensity of nodes. Under initial conditions, the UASN may be a dense type, and as the nodes die, it turns into sparse mode gradually. It will result in events that some nodes are not affiliated with any cluster, and bring coverage holes. If a large number of isolated nodes appear in an UASN, a great many coverage holes will be generated. These nodes cannot be used because there are no affiliation clusters. Therefore, under the same topology conditions, the higher the cluster coverage ratio, the stronger the accessibility and availability of the network. Fig. 14 shows the cluster coverage ratio of the four algorithms. It can be seen clearly that the cluster coverage ratio of our algorithm is relatively the highest one, while LEACH the lowest. The average cluster coverage ratio of our algorithm is 97%, CSWS 95%, LEACH 94%, and CDMG 96%.
6) THE COMPUTATIONAL COMPLEXITY
The higher computational complexity leads to the rapid depletion of energy, which is related to the energy consumption of the UASN. In LEACH, a random number r between 0-1 and a threshold T (n) is initiated for each node that do not served as a CH role. If r ≤ T (n), the node is set as the CH in the current round. Thus, the computational complexity of LEACH is O (n). In CMDG, the distributed and centralized CH selection algorithms are implemented based on the maximum degree of node. The sub-graph traversal method is used to calculate the maximum degree of each candidate node. These nodes will traverse their neighbors in a maximum degree manner. Therefore, the computational complexity of CMDG is O n 2 .
In CSWS, it takes a cube as the basic unit to perform 3D partition, and defines the basic cluster structure of the UASN. It assumes that all underwater nodes obtain their own position coordinates. Based on the given sensing radius, partition unit side length, and the cluster border length, the number of clusters can be estimated, of which the computational complexity is O (1). However, the main tasks of CSWS are focused on the cluster sleep-wake scheduling algorithm, the temporary control nodes are used on each cluster, of which the computational complexity is O (n). Therefore, the total computational complexity can be quantified as O (n). In our algorithm, it calculates TH Temp_CH by combining the execution rounds with the proportion of CHs issued by the controller, and stipulates that the nodes have undertaken CH role no longer participate in the CH election. Therefore, the computational complexity is O (n). The computational complexity of the four algorithms is shown in Fig. 15 . It is clear that the computational complexity of LEACH, CSWS, and our algorithm are basically the same, and that of CMDG is the highest one.
VI. CONCLUSION
In this work, we proposed an architecture of software-defined UASN named SD-UASN, and designed models of the underwater node and the sink node, which undertook the roles of SDN switch and controller respectively. Then, we introduced the communication procedure, and implemented the clustering mechanism based on SDN. Finally, we performed simulation comparison with LEACH, CSWS, and CMDG. The experimental results showed that, the number of surviving nodes and the survival ratio of CMs of our algorithm was close to that of CSWS algorithm, which was the highest one. Under the deployments of 10 times, the number of clusters for our algorithm was correspondingly the smallest one. By computing the STD for the number of CH charging, we knew that the cluster stability of our algorithm was relatively the optimal one. Furthermore, the coverage ratio of our algorithm was the desirable one, and the computational complexity of LEACH, CSWS, and our algorithm was essentially the same. The results showed that a tradeoff of multiple constraints achieved, and the performance of the clustering algorithm can be enhanced greatly based on SDN.
Currently, we are designing the routing protocol for software-defined UASNs. Through the clustering mechanism designed in this paper, the network resources can be easily provided to the surface controller, and the routing paths are dispatched conveniently. We believe that SDN will provide a new driver for the UASNs of the next generation. 
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