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Abstract  
Harnessing the potential of new generation transport data and increasing public participation are high on the 
agenda for transport stakeholders and the broader community. The initial phase in the program of research 
reported here proposed a framework for mining transport-related information from social media , 
demonstrated and evaluated it using transport-related tweets associated with three football matches as case 
studies. The goal of this paper is to extend and complement the previous published studies. It reports an 
extended analysis of the research results , highlighting and elaborating the challenges that need to be 
addressed before a large-scale application of the framework can take place. The focus is  specifically on the 
automatic harvesting of relevant, valuable information from Twitter. The results from automatically mining  
transport related messages in two scenarios are presented i.e with a small-scale labelled dataset and with a 
large-scale dataset of 3.7m tweets. Tweets authored by individuals that mention a need for transport, express 
an opinion about transport services or report an event, with respect to different transport modes, were mined. 
The challenges faced in automatically analysing 7ZLWWHUPHVVDJHVZULWWHQLQ7ZLWWHU¶VVSHFLILFODQJXDJH, are 
illustrated. The results presented show a strong degree of success in the identification of transport related 
tweets, with similar success in identifying tweets that expressed an opinion about transport services. The 
identification of tweets that expressed a need for transport services or reported an event was more 
challenging, a finding mirrored during the human based message annotation process. Overall, the results 
demonstrate the potential of automatic extraction of valuable information from tweets whilst pointing to areas 
where challenges were encountered and additional research is needed. The impact of a successful solution to 
these challenges (thereby creating efficient harvesting systems) would be to enable travellers to participate 
more effectively in the improvement of transport services. 
 
1. Introduction 
Transport systems support economic growth alongside influencing the wellbeing of people, who need access 
to employment, services and social interaction (Mihyeon et al. 2006). Transport stakeholders (such as 
transport planners, operators and policy makers), need to not only predict changes which will occur in the 
transport system (for example, in terms of demand), but also to understand the extent to which the system is 
meeting FXVWRPHUV¶ expectations and needs (Sinha and Labi, 2007). In order to achieve these goals, these 
stakeholders need to analyse objectively the performance of the transport system, as well as FXVWRPHU¶V
perceived quality of service ± identifying the root causes of any dissatisfaction (Sinha and Labi, 2007). 
Surveys have historically been an established source of information for such analysis, complemented by 
additional sources of information such as WUDYHOOHUV¶ feedback (in writing, by phone and email and online 
forms). Objective data on performance has been collected using largely embedded technologies, generating 
information on delays and congestion for example. The design and implementation of surveys for this 
purpose is however costly, time consuming and their results may also be surprisingly inaccurate (Flyvbjerg  
et al. 2005). Moreover, some aspects of short term transport planning (for example responding to road 
accidents, malfunctioning systems and major community events causing congestion) require constant 
monitoring, which can be resource intensive. However, many parts of the network are highly instrumented 
with embedded technologies collecting information for a number of purposes.  
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The advent of Web 2.02, has resulted in a large volume of User Generated Content (UGC) on a variety of 
Websites and services, which are collectively called Social Media (SM) (Kaplan and Haenlein, 2010) or 
Social Web. The high availability of variable UGC allows the application of opinion mining3 techniques to 
harvest and analyse opinions and product trends (Tuarob and Tucker, 2015), political events and political 
orientations (Maynard and Funk, 2011; Tumasjan et al., 2010), entertainment (Pang et al., 2002), online news 
(Kim and Hovey, 2006b) and more. Other work in opinion and SM mining uses SM data to predict economic 
indicators (Zhang et al., 2010), within recommender systems (Geyer et al., 2010; Tiroshi et al., 2011) and in 
creating user-opinion search engines (Macdonald et al., 2007; Liu, 2009).  
Whilst SM data has been used in many contexts, to date the use of SM in the transport sector is growing , 
but is still far from reaching its full potential (Gal-Tzur et al., 2014b). SM provides new channels for the 
H[SUHVVLRQ RI XVHUV¶YLHZV DQGH[SHULHQFHV RQWUDQVSRUWVHUYLFHV6FKZHLW]HU, 2012; Collins et al., 2013;  
Cornwell et al., 2015). Users tend to share participation in particular events (Rattenbury et al., 2007, Java et 
al., 2007) and future plans, as well as reporting specific events such as heavy traffic (Endarnoto et al., 2011;  
Cornwell et al., 2015) and car accidents (Gao and Wu, 2013; Mai and Hranac, 2013; Gu et al., 2016). This 
information is increasingly available in real time, is authentic, is generated at no cost for the transport 
stakeholders, and, with automatic archiving, is available for off-line analysis. New sources of information  
can improve the reliability of performance indicators (Cottrill and Derrible, 2015), thereby supporting the 
achievement of transport policy goals and ultimately reducing transport impacts (Nocera and Cavallaro , 
2014; Nocera et al., 2015). Transport service suppliers have identified the potential value of transport-related 
UGC and the use of SM in connecting with their customers (Gal-Tzur et al., 2014a, 2014b; Bregman, 2012). 
The potential that SM holds for the transport sector is that the information harvested can complement, enrich , 
or even replace traditional data collection. It is worth noting that although the data is freely available, 
harvesting and analysing it does have costs and challenges, some of which are described in this paper.  
In this study, we consider MicroBlogs - a specific type of SM that have proven to be a valuable source 
for real time updates during prominent and critical events, such as natural disasters (e.g. earthquakes) or 
internal state affairs (e.g. terror attacks, large protests, etc.). This is due to the "instant messaging" nature of 
the MicroBlog's small posts, facilitating rapid dissemination of news and opinions (Mai and Hranac 2013).  
The most well-known MicroBlogging site is probably Twitter4, created in 2006. It enables users to send and 
read text-based posts of up to 140 characters (known as "tweets"). Due to its high popularity (generating more 
than 340 million tweets per day and it has been described as "the SMS of the Internet" (Wikipedia, Twitter 
2016). Although tweets can be restricted to be vis ible by followers only (users that are subscribed to posts 
from certain other users and receive constant updates) they are publicly visible by default. This fact has 
enabled the creation of many third party applications that gather and analyse Twitter post s for various 
purposes, from adverse drugs reaction (Nikfarjam et al. 2015) to forest monitoring (Daume et al. 2014).  
Unlike previous studies that have focused on specific aspects, the overall aim of our research was to 
propose a generic framework for mining a wide range of transport-related tweets for the purposes of 
informing transport stakeholders on the status of the transport system and capturing public opinion about it.  
The first phase of this research has already shown the potential of SM and specifically Twitter, to be a 
valuable source of information for transport policy makers (Grant-Muller et al. 2014; 2015a, 2015b, Gal-
Tzur et al. 2014a, 2014b). However, the process needs to be automated in order to cope with the volume of 
SM information available and to generate timely, actionable information. Hence, an important outcome from 
that initial research was a proposed framework to automate the process by applying text mining techniques 
to extract relevant information from SM. The framework was implemented and demonstrated using messages 
extracted from Twitter, and highlighted some challenges in automating the process.  
As a case study, transport related tweets that were posted in relation to three football games were collected 
and analysed. The research hypotheses for the first phase of the research were: 
Hypothesis I ± SM contains valuable information for transport planning and management, both in terms 
of content and quantity. 
Hypothesis II ± This information can be harvested automatically or semi automatically. 
These hypotheses were confirmed. In particular, in Gal-Tzur et al. (2014a) we analysed the use of SM by 
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transport stakeholders and evaluated passenger perceptions expressed through SM in an exploratory study. 
The main conclusions of this first paper were that service providers disseminate information and encourage 
WKHSXEOLFWRH[SUHVVRSLQLRQVRQVSHFLILFWRSLFVRILQWHUHVWWRWKHPIURP D³WRS -GRZQ´SHUVSHFWLYHDQGWKDW
mining social network data may enable stakeholders to better understand public views and needs on a range 
of issues and then form future policies and strategies accordingly. Further investigation into integrating social 
media with transport planning, management and operational activities, while addressing the socio-technical 
factors that play a role in this operation, was still needed.  
In Gal-Tzur et al. (2014b), we included a formulation of the goals for harvesting transport -related 
information from SM, the hypotheses to be tested to demonstrate that such information can provide valuable 
input to transport policy and the challenges this involves. We conducted a  small scale exploratory empirical 
evaluation using authentic Twitter data, with the goal of associating tweets with the categories defined. Our 
results supported the first hypothesis i.e. that valuable information for transport policy makers existed on SM 
and that such information can be effectively harvested, whilst the second hypothesis remained unproved. 
The goal of Grant-Muller et al. (2014) was to address three research questions  related to data requirements  
in the transport sector. In brief, whether SM data may be used either alongside or potentially instead of current 
transport data, what the technical challenges are in text mining SM for high quality transport data and whether 
institutional barriers to harnessing the potential of SM data in transport sit alongside technical issues. For the 
first we concluded that SM can be a cost-effective data source that includes the potential to capture the whole 
trip, preserve elements of the associated context and/or the individual socio -characteristics and garner 
qualitative data on large scale. For the second, the challenges that arise from the dynamic, location dependent 
and informal nature of transport textual content were elaborated. For the final research question, a literature 
review suggested that the need to be constantly active when handling SM, the resource requirement and 
concerns to safeguard corporate image are all potential barriers that should be carefully addressed. Further 
consideration of these last two points may be found in Grant-0XOOHU HWDOE (YLGHQFHZLWKLQWKHµgrey¶
literature revealed that an increasing number of authorities appreciate the advantages from overcoming the 
barriers and routinely engage with SM. However, the potential of this engagement did not seem fully  
exploited, especially with regards to the use of aggregated SM information to improve decision processes 
associated with transport planning and management, performance measurement and quality evaluation.   
The goals of this paper are to briefly summarize the outcomes of the previous  research for context, to report 
an extended set of experimental results and finally to describe in some depth the challenges that need to be 
addressed before a large-scale application of the framework can take place. The focus is specifically on the 
automatic harvesting of relevant and valuable information from Twitter and the second of the original 
research hypothesis, which remained unproven. The results of an automatic mining process and transport 
related messages from two scenarios are presented i.e with a small-scale labelled dataset and with a large-
scale data set of 3.7m tweets . The challenges faced in automatically analysing Twitter messages, written in 
QDWXUDOODQJXDJHDQGLQ7ZLWWHU¶VVSHFLILFODQJXDJHDUHDOVRLOOXVWUDWHGDQGdiscussed in some detail. 
 
2. Mining of Social Media in the Transport Domain 
There has been a recent surge of initiatives concerning the use of SM UGC for transport-related purposes. 
Cottrill and Derrible (2015) highlight the potential of social media (among other new technologies) as an 
information source for transport stakeholders to better understand XVHUV¶attitudes towards different transport 
modes and responses to travel disruptions. This type of information could potentially be used to improve the 
quality of transport sustainability indicators . 
Incident detection is one of the most common goals set  by researchers focusing on SM as an information  
source. Mai and Hranac (2013) collected over 5 million tweets and compared incident records with tweets 
related to roadway events occurring in the same time period. The two datasets (tweets and traffic incident 
records) were compared to evaluate whether the tweets could potentially complement the incident records. 
The work showed a correlation between accidents reported in Twitter and those in the California Highway 
3DWURO GDWDVHW7KH DXWKRUVFRQFOXGH WKDW ³Twitter offers a low-cost, readily available data source for 
agencies interested in uncovering trends in incidents or in gaining information on incidents on their 
roadways and their effects on the population´*URVHQLFN (2012) used 352 tweets mined from Twitter, 
combined with sensor data to detect traffic incidents. It was shown that the predictions generated by sensor 
and social data combined were more accurate  than the predictions generated by sensor data alone. Likewise, 
Schulz et al. (2013) tried to identify traffic incidents from microblogs in real-time. Using 6 million tweets, 
selected based on spatial and WHPSRUDO ¿OWHULQJ. 10,000 of these were classified as relevant or not, yielding a 
balanced dataset of 1986 tweets. For testing, a further 1.5 million tweets were collected and from these, a 
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balanced set of 640 tweets was obtained. The results (i.e. incidents discovered) were compared with 
information from the Linked Open Government Data. Success was reported in detecting all incidents in the 
tested time span and location. In recent work by Gu et al. (2016), several methodologies were combined with 
the goal of mining tweets to extract incident information, including incident categories . The scope covered 
both highways and arterials and the process was intended as an efficient and cost-effective alternative to 
existing incident data sources. Gu et al collected over 22,000 tweets and manually labelled them, finding over 
8,000 tweets that were related to traffic incidents . The data was then split into a training set of 17,200 tweets 
and a test set of 5,000 tweets in order to explore the potential of automatic identification of traffic incidents . 
To summarise their approach, first, an iterative process of querying Twitter, using adaptive data acquisition 
to improve the word dictionary is applied. This forms the basis for building a classifier to identify incident-
related tweets posted both by authorities and individuals. A geo-parser is used to focus on tweets relating to 
a specific area. Five categories of incident are then identified using a classifier. While the geocoding process 
produced good results , the incident-category classifier produced results of lower quality. In summary, all the 
studies described above focused on using Twitter data for the identification of traffic incidents , a specific and 
highly important task that, as demonstrated, proved to  be quite successful. Our study takes a broader view. 
We aim not only to collect traffic incidents related tweets but any traffic related information reported by 
individuals and analyse it, so it can be used later on by stakeholders. Hence our view is broader and with a 
different and long term goal of providing information to stakeholders rather than identification of incidents 
in real time. 
Several researchers focused on dedicated accounts managed by transport authorities  as information source. 
Endarnoto et al. (2011) created an application using NLP techniques to process information from a Twitter 
account used to update traffic conditions in Jakarta. They collected 100 tweets that were analysed and the 
traffic conditions they described were mapped. '¶$QGUHD HW DO  XVHG WZHHWV to identify traffic 
congestion. They compared the quality of classifiers developed using several text -mining algorithms both for 
a 2-class classification (traffic-related or not, using 1330 tweets) and for a 3-class classification (traffic due 
to an external event, traffic congestion or crash, and non-traffic, using 999 tweets). In both cases SVM was 
found to be the best classifier according to performance indicators, and the quality of results obtained under 
all criteria was high (only one result was lower than 86%). Pathak et al. (2015) demonstrated how UGC 
posted on dedicated accounts managed by transport authorities can serve as a basis for calculating traffic 
flow performance indicators and forming a control dashboard. They used 500 tweets and 600 Facebook posts. 
The analysis of content extracted from Twitter and Facebook differed slightly, both in terms of classification 
categories and in terms of the algorithms found to be effective. Nevertheless, data from both sources was 
jointly analysed to create information regarding traffic flow conditions. In general, the researchers have 
managed to achieve higher quality classifiers when mining tweets than when mining Facebook posts, the 
latter being longer and thus more complicated to analyse.  Zhang et al. (2016) reported a one-year study, in 
which over 500,000 tweets with geo location were extracted and used to explore its potential in improving  
transport management and control. They investigated the correlation between tweets, traffic surge and 
accidents and concluded tKDW³The results prove the potentials of using tweets to detect the traffic surge within 
a given scale of space and time´. However, they also concluded that there is still quite some research work 
left to be done and that fusing SM data with other sources of information is a promising path for the future.  
These four studies also focused on using Twitter data for the identification of traffic conditions while, as 
already noted, our study takes a broader view.  
Chaniotakis et al. (2015) attempted to link quantitative attributes of both geotagged and non -geotagged 
tweets to transport-related activities. Based on data retrieved during one month around Athens  (more than 
2.5 Million tweets), the researchers found some correlation between the volume of tweets posted and spatial 
and temporal characteristics, such as destinations attracting travellers and time periods associated with non-
work activities. Collins et al. (2013) used 557 tweets that had been manually collected to conduct sentiment 
DQDO\VLVUHJDUGLQJWKH&KLFDJR7UDQVLW$JHQF\¶VUDLOVHUYLFH7KHresearch challenges included the selection 
of relevant tweets from the stream of (mostly non transport-related) tweets available through WKH³ILUH KRVH´
API supplied by Twitter.   
These works have similarities to ours in their attempt to exploit Twitter data for purposes beyond 
identification of traffic situations, however, in a way our work complements and extends these studies that 
focused on specific aspects, in taking a broader view of a wider range of transport -related information. 
Kocatepe et al. (2015) investigated the effectiveness of Twit ter as a tool for disseminating traffic 
information, and in particular, IRFXVHG RQ WKH TXHVWLRQ³&DQ WKH )ORULGD 'HSDUWPHQW RI Transportation 
)'27 WZLWWHUDFFRXQWVGLVVHPLQDWHLQIRUPDWLRQ DVHIILFLHQW DVWKH\DUHPHDQWWR´7KHUHVHDUFKIRFXVHGRQ
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the number of followers of the 7 Twitter accounts of the FDOT districts, their level of activity (retweets) and 
spatial reach (based on geotagged tweets) as the main criteria in answering this question. The five most active 
users were found to be either large official entities or agencies (i.e. other transport-related accounts or 
accounts of journalists or journals) that act as a disseminating channel in themselves. However, the majority  
of the followers of the FDOT account were found to be rarely active. The spatial reach was difficult to assess, 
as the ratio of geotagged tweets in the stream is, in general, very low. Given the data available, it seemed that 
reaching the population in urban areas is easier than reaching the rural population. The research concluded 
that although Twitter is a valuable tool for DOTs, there is a need for further steps to increase its effectiveness 
as a dissemination channel. 
In summary, there is a growing body of evidence that Twitter is considered a valuable, inexpensive and 
reliable source of transport-related information. Each of the studies outlined above demonstrate the potential 
of Twitter as a source of transport-related information. These studies however focused on addressing specific 
information needs using social media, traffic incidents in most cases, users opinions, traffic congestions/flow 
in others, some of them addressed specific aspects that we have also addressed, but we did that in a broader 
view. In contrast, we take an exploratory approach, seeking to identify all transport-related issues that are 
discussed on social media, in order to bring this information to the attention of policy makers. The research 
reported in this paper therefore complements and extends previous work by adopting a broad view of 
transport-related issues, and by extending current knowledge and understanding regarding the appropriate 
technical methodology and the challenges associated with it.  
 
3. Tools and Methods 
This study was fundamentally multidisciplinary, at the interfaces of text mining and social informatics, with  
the goal of an automated approach for information elicitation from SM. Twitter was selected for 
experimentation for the reasons described above and every tweet was considered as a separate document. 
The first task was to define a machine readable representation of domain knowledge. This was followed by 
the application of classical text mining techniques using this knowledge for information extraction from 
social media texts. A major research effort was the preparation of the knowledge base and dataset as described 
in (Gal-Tzur et al., 2014b; Grant-Muller et al., 2014, 2015a, 2015b). Here we briefly recall these results to 
inform the discussion that follows. 
 
3.1. Mining Framework for Transport±related Tweets  
In the first phase of this study, a framework for automatic mining of transport-related information from 
Twitter was proposed, consisting of the following steps:  
x Extraction of transport-related information from SM 
x Association of the extracted information to a set of predefined domain categories. 
x Aggregation, summary and visualization of the data retrieved 
Figure 1 outlines a flow of text mining process, applied to SM for mining transport -related information . 
Let us consider the process using also an illustrative example: ³@lpoolcouncil Bus stops and pavements 
cleaned and being rid of dog s***. Why not look after the Anfield area like this all year round? '´ 
Initial message filtering. The data stream on SM relates to a large variety of topics, where for computational 
reasons, possibly relevant messages must first be extracted from the general messages stream. A reason able 
strategy would be to define a set of keywords that are typical of the transport sector. However, such lexicon  
PD\ LQFOXGH PDQ\ JHQHUDO ZRUGV ZKLFK DUH KLJKO\DPELJXRXV )RU H[DPSOH FRQVLGHUWKHVLPSOH WH[W ³ a 
match made in heaven´ZKHUHWKHWHUP ³match´ZKLFKLVDVVRFLDWHGZLWKfootball and may therefore be of 
interest to the study, is used with irrelevant sense and context. Filtering messages by keywords may therefore 
yield highly noisy results. Having identified candidate messages using initial, but inaccurate criteria, a better 
assessment of relevance and a more detailed interpretation of contents is needed using additional text mining 
steps. Our example above may be defined as relevant and pass the initial filtering step given the fact that it is 
linked to Anfield area, which is an area of interest. 
Message relevancy. Once possibly relevant messages are extracted, their association with transport is 
further assessed using supervised machine learning approaches. Such approaches rely on ³labelled 
examples´, implying that a dataset (a collection of messages) needs to be constructed containing example 
texts with their correct labels  (categories/classes). To learn a classification model that fits labelled examples  
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and generalizes to new examples, example texts are abstracted into pre-defined feature values. In the popular 
³bag-of-words´ DSSURDFK0DQQLQJ HW al. 200) a document is represented as an unordered set of word 
unigrams, i.e., individual words. This simple representation can give good performance, for example  
documents containing the terms "train", "bus", and "ticket" are likely to be transport -related. Similarly, it may 
be useful to model word bigrams or trigrams, capturing collocations such as ³car DFFLGHQW´ "(a more elaborate 
discussion of this representation scheme is included in Section 4.1). Furthermore, the identification of the 
location can be a relevant pertinence index for a given message. Once classified, messages that are identified 
as irrelevant to transport can be discarded. Our illustrative example should be identified as a relevant message 
since it contains the terms Bus and Bus Stop 
Semantic Processing. Messages judged as relevant can then be classified into finer categories within the 
transport domain DVWKHGHILQLWLRQ RI³UHOHYDQW´LV WRREURDG . Specifically, we consider two classification 
tasks. One is classifying a message according one of three purposes: reporting transport events, expressing a 
wish to travel to some known destination or expressing an opinion about a transport-related issue (Gal-Tzur 
et al., 2014b). The second is classifying messages according to the transport mode referred to. The second 
half of the example message expresses a personal opinion in the form of a question, hence in the semantic 
processing we expect it to be defined as an individually authored and possibly opinionated message. 
In summary, the proposed framework includes a pipeline of classifiers  (illustrated by Figure 1), 
determining firstly the relevance of the message to transport VRRXUH[DPSOH PHVVDJHLVODEHOOHG³UHOHYDQW´, 
then assessing whether it was written by an individual and whether it represents a personal opinion (in this 
VWHSRXUH[DPSOH PHVVDJHLVODEHOOHG³LQGLYLGXDO´ DQGWKHQ³RSLQLRQDWHG´and finally identifying the specific 
transport category of the message WKHPRGHRIWUDQVSRUWLV³EXV´. The infinite nature of the message stream 
is, however, a challenge from several perspectives. As far as the filtering performances are concerned, a 
periodic check of the state of the system may be required, given that SM contents evolves rapidly over time. 
It is also evident that all relevant messages  of a given data drift cannot be identified because of their large 
volume. This feature, which belongs intrinsically to the nature of social media, is not an unsurmountable 
hurdle however. As SM information generally has a high degree of redundancy, many posts have in fact a 
different form but similar content. This potentially allows the retrieval of some relevant content that may be 
initially disregarded from a sub-optimal harvesting process '¶$QGUHDHWDO .D\DDQG&RQOH\  
 
 
Figure 1 - Tweet processing general flow 
 
3.2. Dataset creation and challenges encountered  
In order to empirically evaluate the potential of harvesting transport-related information from SM, data were 
extracted from Twitter and the ability of trained classifiers to identify relevant transport-related information  
from it was verified. To focus the problem of harvesting transport-related information from SM, a sub-
problem was defined i.e. extracting transport-related information in the context of specific events. Mass 
sporting events were the focus: such events being well defined by date and location, and providing a 
convenient environment for seeking meaningful information regarding transport. The Liverpool Football 
Club team was selected in particular due to the frequent transport queries made by football fans trying to 
reach Liverpool football matches. Three games that took place during 2012 were selected (see table 1 for 
details). Keywords were manually defined that included µnicknames¶ IRU these teams, the name of the stadium 
and so forth. Tweets that were posted from the period up to three days prior to each game until up to three 
days following the game, and which contained one or more relevant keywords, were collected  using the 
Twitter4j API. This accesses 7ZLWWHU¶VQDWLYHVWUHDPLQJ$3, that offers samples of the public data flowing  
through Twitter, and enables filtering of tweets out of the general stream that match one or more filter 
predicates) (Yamamoto, 2007).   
While event-specific keywords are targeted at extracting postings from the general message stream that 
related to the events, only a fraction of these messages are expected to be related to transport, hence this 
dataset appeared appropriate for the purposes of the research. The assumption was made that transport-related 
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messages contain transport-related terms. However, a transport-specific dictionary or ontology that could be 
XVHGIRUWKLVSXUSRVHZDVXQDYDLODEOHDWWKHWLPH RIWKHUHVHDUFKDQGWRWKHDXWKRUV¶E est knowledge is still 
unavailable (Grant-Muller et al., 2014). To this end, a dictionary of transport-related terms was constructed 
semi-automatically and used to rate tweets by their presumed association with the transport domain. In order 
to construct the dictionary, a pool of 35 transport-UHODWHGGRFXPHQWVZDVFRQVLGHUHGLQFOXGLQJVWDNHKROGHUV¶
Web sites (e.g. of taxi services, transport magazines, etc.); academic research papers and white papers, 
transport Web forums, blogs and SM accounts (for example, the Twitter account of the Department for 
Transport (UK) etc.). These documents were analysed and the most informative terms were extracted as 
representing transport-related documents. The terms `transport' and ` traffic' are among the top-ranking terms 
as may be expected. However, the list of terms was highly noisy, including outliers such as `tfltrafficnews' 
(the name of a Twitter profile, appearing in one document only). As a result, numbers, non-English terms, 
non-words (for example, hyperlinks) etc. were automatically eliminated from the list of terms. This resulted 
in a list of 840 terms5 that included a mix of transport-related terms (see examples in table 2) and general 
words (e.g., `reply'; that appears frequently on discussion boards, which were included in the documents). 
 
Match Date Number of tweets collected 
Liverpool vs. Westbrom 22 April 2012 847,665 
Liverpool vs. Chelsea 8 May 2012 1,905,124 
Swansea vs. Liverpool 13 May 2012 964,369 
Total tweets collected  3,717,158 
Table 1 ± Tweets collected per match 
 
In order to obtain a high-quality dictionary, the list of most frequent terms was manually assessed by 
domain experts, with the goal of approving the relevance of the term to transport, having each term assigned 
a score between 1-5. Using the resultant dictionary of weighted terms, the messages were filtered and only 
those that appeared to be transport-related were selected. In order to assess message relevancy to transport, 
we applied a heuristic scoring, by which each message was assigned the aggregate scores of the transport-
UHODWHGWHUPVLWFRQWDLQHG)RUH[DPSOH WKHVHQWHQFH³WKHFRQJHVWLRQLVGXHWRDFDUDFFLGHQW´LQFOXGHVWKUHH
terms that appear in our dictionary: `congestion', `car' and `accident'. If these terms are assigned the scores 
of 5, 5, and 2, respectively, the total sentence score is 12. Following manual testing, we incorporated a 
threshold (3 in this case) where terms assigned a score lower than the threshold were ignored. The heu ristic 
for message scoring described in Algorithm 1 - transport related tweet grading method, served mainly to 
select transport-related messages to be labelled by experts, as described below. The algorithm takes a tweet 
(T) and a threshold (L, set to 3 after some experimentation) as an input. It evaluates the tweet according to 
the cumulative score of the transport terms it contains. 
 
Term Term frequency Document frequency 
Transport 4474 24 
traffic  1930 20 
Reply 1780 4 
tfltrafficnews 1706 1 
Road 1494 26 
B 1169 17 
Function 1069 25 
1 943 27 
May 939 27 
bit.ly 407 5 
Table 2 - Example of terms extracted from the transport corpus6 
                                                                 
5
 The complete list is available at: 
https://www.dropbox.com/s/oxtiy0idn0owvwn/Transport%20related%20dictionary.pdf?dl=0 
6
 The complete list can be found at: 
https://www.dropbox.com/s/oxtiy0idn0owvwn/Transport% 20related% 20dictionary.pdf?dl=0 
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Algorithm 1 - transport related tweet grading method 
 
  
3.3. Message Annotation and construction of domain taxonomy 
An initial step of the analysis process was the creation of transport taxonomy (Gal-Tzur, et al. 2014b), which 
was needed in order to enable the classification of tweets. It was created based on typical characteristics of 
SM content, i.e. content referring to an experience or action that is of some importance to the individual 
posting the message, and has occurred shortly before or shortly after the time at which the content was 
created. When analysing transport-related content, three main categories , reflecting three main purposes of a 
message, were identified. These purposes constitute the first hierarchy of the transport taxonomy, as 
illustrated in Figure 2.  It is important to note that a message can be related to more than one purpose.  
  
 
Figure 2 - Top level of annotation hierarchy - purpose of message (Source: Gal-Tzur et al., 2014b) 
Each of the three categories was then expanded to reflect a more detailed description of the content of the 
post. The taxonomy was developed in a manner that was as comprehensive as possible, independently of the 
specific tweets analysed in the current case study.  As an example, Figure 3 illustrates the expansion of the 
³2SLQLRQUHJDUGLQJDWUDQVSRUWVHUYLFH´FDWHJRU\7KHPLGGOH OHYHO GHVFULEHVWKHSRVVLEOHWUDQVSRUWPRGHV
and is almost identical for all three purposes. The bottom layer specifies details that relate to the purpose e.g., 
the specific characteristics of the transport service that the message addresses.  Naturally, the volume of 
examples decreases with the increase in the depth of the hierarchical classification.  Hence, only the first two 
levels of the taxonomy were eventually used in this research for manual labelling and for the creation of 
classifiers. It might be interesting to note that in Gal-Tzur et al. (2014b) where a highways-based taxonomy 
was developed, we found the volume to decrease non-uniformly with some high-volume categories and some 
sparse categories, although the sparse categories were still very relevant to the purpose of the taxonomy  
Once the relevant transport taxonomy was defined, labelled datasets had to be generated in order to enable 
the training and testing of classifiers that can automatically identify transport-related information, following  
the process described above. Manual classification is a resource intensive approach that is  not practical for 
large scale implementation. The solution for reducing the workload was finding potential candidate tweets 
automatically. Hence, initially, the grading heuristic was used to select example messages that were likely to 
be related to transport and these were then assessed by two domain experts. Messages that the experts deemed 
genuinely transport-related were then further labelled with the specific purpose of the message (i.e expressing 
a need/opinion or reporting an event). In order to evaluate inter-annotator agreement rates, 100 messages per 
task7 were co-annotated by the two experts. Inter-DQQRWDWRUDJUHHPHQWZDVFDOFXODWHGXVLQJ&RKHQ¶VNDSSD
(Carletta, 1996). 7DEOH  SUHVHQWVWKHDJUHHPHQW OHYHOV IRU WKH ³DXWKRUHGE\ DQ LQGLYLGXDO´  ³WUDQVS ort-
UHODWHGQHVV´DQG³SXUSRVHRIPHVVDJH´FDWHJRULHVtogether with the mode of transport. Annotator decisions 
refers to the classification of a tweet to the specific category, where Y/Y means an agreement on a message 
being classified as relevant to the category (Y/N, N/Y ± disagreement and N/N agreement on the message 
                                                                 
7
 Please note that for the first two tasks there were only 92 and 93 messages. 
gradeTweet(T,L) 
gradeÅ 0 
for word W from T 
// return the grade of word W in the graded dictionary 
// only if the grade is equal or larger than L, else return 0 
gradeÅgrade +  getWordGrade(W,L) 
return (grade) 
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being irrelevant), Pr(a) is the probability of agreement and Pr(e) is the probability of agreement by chance. 
Note that an individual message may be positively associated with multiple categories; e.g., one message 
PD\ H[SUHVV ERWK D QHHG IRU WUDYHO DQG DQ RSLQLRQ )RU H[DPSOH WKH PHVVDJH ³*RWWD FDWFK D WUDLQ WR
%LUPLQJKDP DQGWKHEUDNHVDUHVWXFNRQWKHWUDLQ WR/LYHUSRRO QRWKDSS\´ERWKH[SUHVVHVDWUDQVSRUWQHHG
and an opinion. 
 
 
Figure 3 - Expansion levels of annotation hierarchy purpose 1.2 (Opinion about service) (Source: Gal-Tzur 
et al., 2014b) 
 
Category Annotator decisions Pr(a) Pr(e) Kappa Agreement 
Y/Y Y/N N/N N/Y 
Authored by individual 89 1 1 1 0.98 0.96 0.49 Moderate 
Transport-related 88 0 2 3 0.97 0.93 0.56 Moderate 
Purpose of message:    
Opinionated 37 6 47 10 0.84 0.50 0.68 Substantial 
Report an event 12 5 82 1 0.94 0.74 0.77 Substantial 
Expressing a need 7 20 71 2 0.78 0.69 0.29 Fair 
Mode of transport:         
   Bike 1 0 99 0 1 0.98 1 Almost Perfect 
   Bus  11 3 84 2 0.95 0.77 0.79 Substantial 
   Car 9 1 89 1 0.98 0.82 0.89 Almost Perfect 
   Coach 1 1 97 1 0.98 0.96 0.49 Moderate 
   Parking 1 0 99 0 1 0.98 1 Almost Perfect 
   Taxi 2 0 98 0 1 0.96 1 Almost Perfect 
   Train 32 9 53 6 0.85 0.52 0.69 Substantial 
   Tube 9 0 90 1 0.99 0.83 0.94 Almost Perfect 
   Walking 1 2 97 0 0.98 0.96 0.49 Moderate 
Table 3 - Kappa rates for co-annotated tweet categories 
 
The labelling process yielded approximately 4000 labelled tweets. Table 4 presents the distribution of the 
labelled tweets, including the sub-categories for mode of transport. As illustrated in figures 2 and 3, the 
domain taxonomy is quite detailed. A large variety of specific sub categories represent different types of 
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information that may be useful for decision makers. From table 4, it is quite clear that the 4000 tweets that 
were manually labelled provide a relatively small number of examples when considering the lowest level of 
the hierarchy WKHQXPEHURI³SRVLWLYH´ODEHOVUHIHUVWRWKHQXPEHURItweets found to be related to the specific 
category out of the set of candidate tweets, the remainder were used as negative examples for training a 
classifier). As a result, the analysis was limited to the top-level category of the ³SXUSRVH-of-PHVVDJH´
category and to the mode of transport, given every tweet referred to a specific mode. 
 
Category (label) Dataset size Number of positive labels Ratio of positive labels 
Authored by individual 479 220 45.9% 
Transport-related 2,687 1,101 40.9% 
Purpose-of ±message: 821   
   Transport need   231 28.1% 
   Opinionated   483 58.8% 
   Report an event  182 22.1% 
Mode of transport: 821   
   Train  396 48.2% 
   Multi-Modal  129 15.7% 
   Bus   123 14.9% 
   Car  79 9.6% 
   Tube  28 3.4% 
   Unknown   22 2.6% 
   Bike  12 1.4% 
   Walk  11 1.3% 
   Taxi  9 1.09% 
   Coach   7 0.85% 
   Tram  2 0.2% 
   Park  1 0.1% 
   Boat  1 0.1% 
   Rideshare  1 0.1% 
Table 4 - Distribution of labelled tweets concerning the mode of transport. Positive examples are tweets 
that were identified by experts as belonging to the category from the dataset that was examined 
 
3.4. Tools and Procedure 
Using WEKA (Hall et al. 2009), several classification algorithms were explored, including: Support Vector 
Machines (SVM) with a linear kernel8, Decision Trees (specifically a C4.5 implementation called J48 - 
Quinlan, 1993) and Naïve Bayes (NB) (Witten and Frank, 2005; Liu, 2009). All classifiers were used with 
WEKA default parameters. The evaluation metrics used in this work were precision, recall and F1 (Manning 
et al., 2008), where precision is the ratio of the correctly extracted items to the total number of extracted  
items, recall is the ratio of the relevant information found by automatic text mining to the total number of 
relevant information items, and F1 is the harmonic mean of precision and recall. Precision@K (precision at 
K the percentage of correctly classified items out of the top K items in a list (Manning et al., 2008)), that ia 
considered the most intuitive measure of Web search results (Agichtein et al., 2006) was also calculated.  
Experiments were conducted based on two scenarios. The first involved a small scale, labelled dataset of 
the 4000 labelled tweets, whilst the second included the full dataset of over 3M tweets. Due to the relatively  
small size of the labelled datasets, 10-fold cross validation experiments (Manning et al., 2008) were 
conducted. For every task, multiple combinations of classifier and feature representation were evaluated . We 
experimented with different classifiers and with different representations of tweets ± hence in every task 
different combinations of classifier and representations were used, as illustrated by table 5. The detailed 
results of the cross validation experiments for each of the classification tasks  are reported below in terms of 
precision, recall and F1. For the large-scale experiment precision@K is reported, as it was impractical to label 
all 3.7M tweets and hence only the top 100 were evaluated. As a general note, evaluating the precision@K 
                                                                 
8
 We used default parameters (C=1). Results using SVM with linear kernel were comparable to SVM with 
RBF kernel in our experiments. 
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is a common practice in information retrieval where the top 1, 5, 10, 50 and 100 are commonly used. In the 
evaluation, we vary K, reporting precision at K=10, 50 and 100. 
 
4. Experimental results 
For experimental purposes 3.7m tweets were extracted from Twitter. Out of these, approximately 4000 were 
manually labelled and used for training and testing specific classifiers. The remainder of the dataset was then 
analysed as a second step of testing. Here we report the experimental results and challenges encountered 
during the process. 
 
4.1. Classification of transport-related tweets using a labelled dataset 
Message representation schemes. Two types of tweet representations were used: unigram and multigram. 
Using unigram representation, each message is represented by the individual words that it contains. The 
multigram representation includes word sequences that compose the message. Specifically, we considered 
XQLJUDPV ELJUDPV DQGWULJUDPV )RU H[DPSOH WKHSKUDVH³WKLVLVDWH[W´ LQFOXGHVXQLJUDPV ³WKLV´³LV´
³D´DQG³WH[W´  ELJUDPV ³WKLVLV´ ³LVD´DQG³DWH[W´ DQG WULJUDPV ³WKLVLV D´DQG³LVDWH[W´ 7KH
multigram scheme allows learning of meaningful word sequences. To illustrate this, consider the meaning of 
WKHWHUPµZDON¶ LQWKHIROORZLQJ WH[WV 
i. ³,¶P JRLQJWRZDONKRPHDIWHUWKHFRQFHUW´ 
ii. ³,¶P JRLQJWRZDONWKHGRJDIWHUWKHFRQFHUW´ 
The word `walk' is often associated with transport, but may be used in irrelevant context of `accompany', 
as in the second sentence. Modelling the collocation `walk the' or `walk home' can effectively distinguish 
between the word senses. Using both types of representations, tweets were represented as an unordered set 
of multigrams or unigrams (this is also known as the ` bag-of-words' approach). We note that words may also 
be represented as vectors in a semantic space. While such semantic representations have been proven useful 
for sentence classification tasks  (Kim, 2014), SM includes many irregular word forms, for which the quality 
of the representations learned from general text may be low. We leave the exploration of such word 
representation models for the tasks at hand to future research. 
 
4.2. Individually authored messages 
The first task was to identify tweets created by individuals (as distinct from tweets created by 
organizations/authorities). The SVM classifier yielded the best performance (in terms of F1) using both 
unigrams and multigram representations. Overall, SVM with multigram features resulted in the best 
performance: F1= 0.91, recall= 0.93 and precision= 0.88. This high level of performance aligns with the high 
inter-annotator agreement rate observed during the construction of the dataset, indicating that this 
classification task is  clear. Manual examination of the results indicated possible reasons for classification 
errors. Consider the following tweet ³RT @VelataFun: Transport your chocolate easily or conveniently 
store leftover fondue with warmer lids to match your warmer #velata #genius´ :KLOH WKLV tweet is a 
commercial one, it is phrased as a personal message. Careful inspection is needed in order to understand the 
context and classify it properly.  
  
4.3. Transport-related messages 
The best classifier for the identification of transport-related individual messages (the second step in the 
framework depicted by Figure 1) was Naïve Bayes using the multigram features . This yielded F1 of 0.965, 
precision rate of 0.973 and recall rate of 0.956. Naïve Bayes using unigram features was the second best 
classifier, giving comparable performance. It is worth noting that the SVM performed comparably well whilst 
the decision tree was less successful. These good results align with the relatively high inter-annotator 
agreement rates on this WDVN$QLQWHUHVWLQJH[DPSOH IRU FODVVLILFDWLRQHUURUVLQ WKH³transport-relatedQHVV´
task is the following tweet³0DQFLQLPD\MXVWWXUQLQWR)UDQN'UHELQSRVWPDWFK2KVXUHPD\EHQRWDVPXFK
DV ODQGLQJ RQ D ELF\FOH ZLWK WKH VHDW PLVVLQJ EXW LW KXUWV´ ,n this message, a transport-related term 
(³bicycle") is used as part of an idiom in a non-transport-related context. Various similar phrases exist. As 
DQRWKHUH[DPSOH FRQVLGHUWKHSRSXODUSKUDVH³GULYHPH FUD]\´ ,W LVLQWHUHVWLQJWRQRWHWKDWLQWKHFDV e of 
the latter, using a trigram feature (which is included in the multigram scheme) may resolve the issue given 
enough training examples.  
 
4.4. Purpose of messages 
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Three sets of cross validation experiments were performed with respect to the purpose of the message, given 
it included three categories: expression of an opinion ³RSLQLRQDWHG´, transport need, or reporting an event. 
Classifiers were trained in a pairwise fashion, with the goal of distinguishing between messages that were 
associated with the target class (positively labelled with the target category) and the other messages. Overall, 
results were moderate. The best performing classifier in LGHQWLI\LQJ³RSLQLRQDWHG´PHVVDJHV  was SVM using 
unigram features, yielding precision, recall and F1 scores of 0.68, 0.80 and 0.74, respectively. Sentiment or 
subjectivity analyses are considered to be challenging tasks  (Pang and Lee 2008). The results obtained 
correspond with the results reported by studies such as that of Pang et al. (2002). Manual inspection of 
erroneously classified messages reveals the challenges involved in subjectivity analysis. Consider the 
following subjective tweetZKLFKZDVFODVVLILHGDVQRWVXEMHFWLYH³so the trains have ALL been cancelled 
from southend victoria  to Liverpool street...looks like I might be staying with bezzie longer! #score´ 7KH
ZRUG³OLNH´ KHUHLVQRWXVHGLQLWVVXEMHFWLYHVHQVHHowever, the author of the message makes an atypical 
subjective use of the word score to provide a positive opinion about the scenario. In order to classify this 
message correctly, it is necessary to decode the meaning of the word µVFRUH¶in the given context, which 
requires deep semantic understanding and world knowledge.  
Mediocre results are observed in the category RI³UHSRUWLQJDQHYHQW´:KLOHWKHUHVSHFWLYHLQWHU-annotator 
agreement rates were high, this appears as a challenging classification task. The best performing classifier, 
SVM using unigram features, yielded precision, recall and F1 scores of 0.63, 0.61 and 0.62, respectively. 
1RWDEOH IHDWXUHVLQ WHUPV RI PXWXDO LQIRUPDWLRQ LQFOXGH ³traffic´ ³fire´ ³bridge´³stuck´DQG³failure´
Although all of these words are related to transport events, the classifiers' performance is somewhat low. One 
possible explanation for the low performance (despite the high inter-annotator agreement rate) is the small 
size of the training data in addition to an unbalanced dataset. Only 182 examples out of a total of 821 labelled  
tweets (22.1%) were classed DV UHSRUWLQJ DQ HYHQW &RQVLGHU WKH IROORZLQJ PLVFODVVLILHG H[DPSOH ³UK 
tweeties. Is Liverpool too crowded to drive/park near the city center? Or should we take to train in? ´7KLV
tweet was erroneously classified as reporting an event. Although it does contain a word related to transport 
HYHQWV³FURZGHG´WKLVtweet merely inquires (rather than reports) whether a transport event occurred.  
7KHEHVWFODVVLILHULQWKHWKLUGFDWHJRU\H[SUHVVLQJD³transport QHHG´ZDV1DwYH%D\HVXVLQJPXOWLJ UDP
word features. This yielded precision, recall and F1 of 0.54, 0.58 and 0.56, respectively. Again, this relatively  
poor performance can be partly attributed to the small number of positive training examples, as well as to the 
unbalanced training set that included 231 relevant tweets out of 821 (28.1%). Inter-annotator agreement rates 
for this task were the lowest, implying that this task may be challenging for humans also.  
 
4.5. Transport mode 
The third step in the filtering process  was to identify the specific mode of transport discussed in the transport-
related messages. Table 5 summarizes the experiments, showing the results that were obtained using the best 
performing classifier for each mode (or class).  
 
Mode Vector Classifier Precision Recall F1 
Multi-modal Unigrams  Naïve Bayes 0.344 0.426 0.381 
Bike Unigrams  Naïve Bayes 1.000 0.250 0.400 
Boat* Unigrams  Naïve Bayes 0 0 0 
Bus  Unigrams  Dec. Tree J48 0.739 0.805 0.770 
Car Multigrams  Naïve Bayes 0.551 0.684 0.610 
Coach Unigrams  Dec. Tree J48 0.500 0.429 0.462 
Park* Unigrams  Naïve Bayes 0 0 0 
Rideshare* Unigrams  Naïve Bayes 0 0 0 
Taxi Unigrams  Dec. Tree J48 0.778 0.778 0.778 
Train Unigrams  Dec. Tree J48 0.786 0.912 0.844 
Tram* Unigrams  Naïve Bayes 0 0 0 
Tube Multigrams  Dec. Tree J48 0.524 0.393 0.449 
Unknown Multigrams  Dec. Tree J48 0.556 0.250 0.345 
Walk Unigrams  Dec. Tree J48 0.455 0.455 0.455 
Table 5- Summary of evaluation results for the mode of transport classifier 
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Since SVM performance was the lowest in all of the categories, it is absent from the table. Due to an 
insufficient number of positively labelled training examples (under 0.5% of the annotations, see Table 4), 
several categories did not have enough examples to train a classifier. These categories are marked with an 
asterisk (*). Transport modes for which there was high number of positive examples in the dataset, 
however, showed adequate performance. Specifically, precision and recall rates of 0.79 and 0.91 were 
obtained for `Train', and similar rates of 0.74 and 0.81 were obtained for `Bus'. This implies that better 
performance can be achieved by increasing the number of positive examples per mode of transport.  
4.6. Experimenting with a Large Scale, Unseen Dataset 
In another set of experiments, the entire corpus (3.7M tweets) was classified according to the pipeline 
described above (section 3.1, Figure 1), using the best performing classifiers having been trained using the 
labelled datasets. That is, the classifiers were trained using the labelled data, and then applied to the full 
corpus. This approach was used as  the number of labelled examples was relatively small and it allowed an 
evaluation of the performance of the classifiers on a larger data set. The relevancy of the top-k ranked tweets 
produced for each classification task and model evaluated were manually assessed. A summary of the 
performance of the classifiers precision@K for the top 10, 50 and 100 tweets with highest prediction 
confidence9 is shown below in Table 6.  From table 6, in general, it appears that the results for this experiment  
are very good at identifying individual tweets, individual tweets that are related to transport and express a 
specific need, and also the identification of the transport mode was good. However, unlike our results in the 
small-scale experiment, the identification of tweets that are related to transport was not good at the top 10, 
but then improved dramatically for the top 50 and top 100. The identification of tweets that report on an event 
was substantially worse than the performance of other classifiers and also weak compared with the results of 
the first experiment.  
 
Tweet Category Top-10 Top-50 Top-100 Classifier Representation 
Individual tweets 1.00 1.00 1.00 SVM Multigram 
Related to transport 0.40 0.78 0.84 Naïve Bayes (SVM) Multigram 
Express a Need 1.00 0.96 0.59 Naïve Bayes (SVM) Multigram 
Report on Event 0.60 0.40 0.31 SVM Unigram 
Opinionated 1.00 0.98 0.96 SVM Unigram 
Mode of transport 1.00 0.88 0.77 SVM Unigram 
Table 6 - Precision@K for the top confidence classified tweets 
 
Category Pass Top-10 Top-50 Top-100 Classifier Representation 
Related to Transport Conf. 0.40 0.78 0.84 Naïve Bayes (SVM) Multigram 
Related to Transport H-grade 1.00 0.98 0.98 Naïve Bayes (SVM) Multigram 
Express a Need Conf. 1.00 0.96 0.59 Naïve Bayes (SVM) Multigram 
Express a Need H-grade 0.90 0.76 0.70 Naïve Bayes  Multigram 
Report on Event Conf. 0.60 0.40 0.31 SVM Unigram 
Report on Event H-grade 0.50 0.56 0.57 SVM Unigram 
Mode of transport Conf. 1.00 0.88 0.77 SVM Unigram 
Mode of transport H-grade 1.00 0.94 0.90 SVM Unigram 
Table 7 - Precision@K of top graded classified tweets  
 
Given these results (based on ranking the tweets according to the confidence level of the classifier), the 
results were re-ordered according to the original heuristic scores computed per message. This was also based 
on the domain related dictionary previously constructed, rather than relying on the classifier alone. The results 
are presented in table 7, which compares the two ranking approaches. As can be seen from table 7, the use of 
the heuristics-based ranking scheme significantly improved performance with respect to identifying 
transport-related tweets and the identification of the mode of transport.  This approach also performs 
comparably well at the identification of an event and transport need.  
                                                                 
9
 Weka computes class membership probabilities for a given test instance which is the confidence value. 
These probabilities are computed differently for each classifier. For the Naïve Bayes classifier, this is 
straightforward, as Naïve Bayes outputs posterior clas s probabilities. For SVM, these probabilities are 
computed based on the distance to the separating hyperplanes. 
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5. Discussion 
Two hypotheses have been investigated and proved true within a first phase of this research (see Gal-Tzur et 
al., 2014b; Grant-Muller et al., 2014).  
1. Hypothesis I ± SM contains valuable information for transport planning and management, both in 
terms of content and quantity. 
2. Hypothesis II ± This information can be harvested automatically or semi automatically. 
However, researching these hypotheses triggered two main challenges that need to be discussed further. 
The first was the issue of inter-annotator agreement and the second was the misclassification of tweets.  
 
5.1. The need for domain ontology 
The accurate identification of transport-related tweets is very important, as this is the entry point to the 
classification process. For this  task, comprehensive domain ontology is needed that can be used to extract 
relevant tweets from Twitter. For the purpose of our exploratory study, we extracted transport -related terms 
from a corpus of transport-related documents, ordered them by their frequency (combining term frequency 
in the document and inverse document frequency in the corpus, the classical TF*IDF method (Manning et 
al. 2009)), and then let domain expert review the list. This was a good approach for extracting tweets for our 
exploratory study, but was insufficient for a systematic mining process. Whilst in the context of our study 
this was not a limitation, for broader application, further research is needed in order to define a comprehensive 
set of transport-related terms to be used for filtering relevant tweets from Twitter. 
 
5.2. Inter annotator agreement and classification success 
In order to train and test classifiers for text classification, labelled data is needed to VHUYHDVD³JROGVWDQGDUG ´
For that purpose, two domain experts labelled tweets according to the hierarchical classification of transport 
created in the earlier research. The labelled tweets could then be used to train the classifiers to automatically  
classify tweets. However, classification of text in natural language is not easy even for humans and this is a 
well-known problem in information retrieval. In our case two transport experts independently labelled  
approximately 100 tweets per task. It is interesting to discuss the results in more detail whilst also looking at 
the inter annotator agreement of these experts (table 3), given the results may be impacted by disagreement 
between annotators . It is worth noting that the automatic classification of messages written by individuals 
and those that were defined as transport-related was extremely successful in each case, while the inter 
annotator agreement was only moderate. This can be explained as a general phenomenon related to a known 
limitation of the Kappa measure when the dataset is biased (as in our case) and hence the values do not 
accurately reflect the real rate of inter-annotator agreement (Feinstein, 1990). It is interesting to note that in 
these cases, even though humans had some disagreements, the textual features extracted from the examples  
enabled high quality automatic classification (sections 4.2 and tables 6 and 7). 
Concerning the more specific transport aspects (section 4.4 and tables 3 and 6), it appears that the 
identification of an opinion expressed by users had substantial agreement between annotators and the 
automatic classification was also good. The identification of messages that express a need had only fair 
agreement between annotators and also a relatively low F1 value, implying that both humans and machines 
had difficulties in identifying such messages. The most interesting aspect was the identification of messages 
that report an event ± while human annotators easily identified such messages, the trained classifiers had only 
moderate success. 
It should be noted that one possible reason for the relatively low level of success here may be the small 
number of messages representing a need (231) and reporting an event (182). This may have impacted on the 
training of the classifiers , as the training set was highly unbalanced. 
The disagreement between annotators needs further analysis and there may be many reasons why this 
occurs, one being differences in the cultural backgrounds of the experts. These reasons need to be identified 
and addressed in order to improve the annotation process that is a pre-condition for training classifiers  
It is also worth noting that whilst in this study the focus was on assigning a single label to a message, in 
real life (and also in some cases in this study) messages may be related to several categories. 
Finally, this issue is similar to that of (Raykar et al., 2010) who proposed a probabilistic framework for 
supervised learning with multiple annotators  providing labels but no absolute gold standard.  Future work 
may consider exploring the potential of the methods suggested by those researchers in order to achieve a 
better gold standard. 
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An interesting alternative to annotation by experts may be the use of crowdsourcing. This  may solve the 
cost issue and the need to resolve disagreements; however, the applicability of crowdsourcing for creating a 
gold standard needs to be validated first. 
 
5.3. Misclassification and classification challenges 
The ultimate goal of any text classifier is to achieve a value for F1 of 1.00, however, this is quite challenging 
given the fact that the problem involves natural language and its ambiguities. This limitation is amplified for 
Twitter as, with the limited number of characters in a tweet, a specific jargon has evolved for tweets. 
Examples of misclassified tweets were given in section 4, hence this issue is only briefly discussed here. 
Considerable research effort is still needed to address this , but a possible solution is to apply natural language 
processing tools and to consider phrases in addition to unigram, bigrams etc. This challenge is not unique to 
transport but to any text classification task aimed at classifying documents written in natural lang uage. 
Twitter, with its own language, just adds another level of difficulty. 
Moreover, from table 4, it is clear that some of the datasets we used were unbalanced, and as already 
noted, this may have impacted the results. The real challenge in this research was to obtain enough labelled  
tweets. For future work, it is suggested that the experiment is repeated with a larger number of positive 
examples, together with application of balancing techniques . 
 
5.4. Additional challenges 
Given the hierarchy of categories defined by domain experts for this study (which has over 60 categories at 
the level of leaves in the hierarchy tree) it is clear that a much larger labelled dataset is needed to achieve 
satisfactory results at this level. This has been illustrated by the use of our simple grading heuristics compared 
with the confidence level of the classifier and would require a major annotation effort. A possible solution 
may be a joint community effort in creating a dataset that could be commonly used for research, following  
the example of the domain of information retrieval (see for instance TREC10). It is worth noting that there 
are cases when even a small number of examples is sufficient, for example the transport mode where terms 
including ³EXV´³WUDLQ´HWF. provide a clear and unambiguous identification. 
Another option may be to explore the potential of crowdsourcing for message annotation. This needs to be 
carefully examined, as a major challenge may be the ability of non-experts to accurately label transport-
related tweets following a detailed domain ontology. 
More importantly, further analysis of the textual content of the messages may reveal the origin and 
destination of the journey (which in some cases are not explicitly mentioned) and other relevant aspects. 
Transport messages have temporal characteristics as traffic conditions change. Hence, continuous monitoring 
of tweets, considering the spatiotemporal aspects , may enable authorities to identify patterns over time such 
as the build-up of congestion and unexpected disruptions . This may have the potential to enable timely 
reaction to extreme events and support improved planning to address recurrent patterns . 
$QRWKHUDVSHFWWRFRQVLGHULVWKHUHPRYDO RI³VWRSZRUGV´Fommonly used terms that are known to add 
QRLVHWRWH[W KRZHYHUWKLVVKRXOGEHFDUHIXOO\ FRQVLGHUHGDVIRU H[DPSOH WKHZRUG ³WR´DFRPPRQ VWRS
word, may point to a destination which is important for transport related tweets. 
Finally, Twitter has some inherent limitations that need to be taken into account. Its limited size leads users 
to use hashtags, short forms of words, slang etc, hence it greatly differs from common language. Given the 
work of Hassan and Menezes (2013) that showed modest improvement in the translation of tweets when 
normalization was used, this option may be considered whilst automating the tweet analysis process. 
 
6. Conclusion and future work  
The main goal of this paper has been to present a detailed study of the challenges faced when investigating 
hypotheses concerned with the presence of relevant information in SM and the ability to successfully harvest 
it, for the benefit of transport stakeholders. To address the issues, the detailed outcomes from a large-scale 
exercise are presented for the first time.  The paper extends current knowledge and understanding for those 
concerned with SM methodological development, specifically those with an interest in the potential of so-
FDOOHG µQHZJHQHUDWLRQ¶WUDQVSRUWGDWDand transport practitioners.  It illustrates some of the challenges that 
need to be addressed in developing automatic analysis of SM data and when aggregating micro level SM data 
concerning transport experiences. In general, customer comments found in SM that concern transport systems 
                                                                 
10
 http://trec.nist.gov/ 
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tend towards negative sentiments. The automatic analysis of texts in order to discover whether the opinions 
were broadly positive or negative builds on a long history of development in the capability of machines to 
understand the content and tone of documents. If successful, such analysis may enable better understanding 
of public opinions and needs, as a step towards improving transport services.  
The previous phase of the research showed that SM contains information of relevance to the transport 
sector and the further work presented here (section 1) confirms the hypothesis that Twitter is a valuable and 
important source of transport-related information. Overall, the results achieved in the experiments show 
moderate efficacy (i.e. when examining the opinionated, expressing a need and reporting an event classifiers) 
to high efficacy (i.e. when examining the individual or authority and related to transport classifiers) in 
harvesting information valuable to the transport sector. Relevance in this context of this study was determined 
by transport experts. This information supports the notion raised in hypothesis II (SM information can be 
practically harvested automatically or semi automatically). Using the hierarchical classification tree and the 
text mining framework previously proposed, we evaluated whether the classification performance is useful 
for practical purposes. The results, though positive and encouraging, pointed towards some of the classic 
challenges of text mining Twitter messages that require a substantial body of further research.  
Several major specific challenges faced when extracting useful transport-related information from Twitter 
have been elaborated and illustrated. In summary, these are the need for domain ontology in order to enable 
the training of the classifiers and the achievement of agreement between human annotators. Other possible 
research directions include the use of crowdsourcing for the manual labelling of examples ± this may reduce 
the cost of labelling and help overcoming inter-annotator disagreement. Moreover, it is suggested that parts 
of the experiment are repeated with a larger number of positive examples, together with the application of 
balancing techniques. Finally, normalization of the tweets as well as well as the removal of stop words may  
be considered.  
While it is clear that Twitter contains valuable information, the automatic harvesting of this information is 
challenging. The impact of a successful solution to these challenges (thereby creating efficient harvesting 
systems) would be to enable travellers to participate more effectively in the improvement of transport 
services. The work presented here therefore has interest to those beyond the immediate transport domain who 
are concerned with the research and policy practice of increasing public participation.  
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