This is the first part of a study, consisting of two parts, on Riemann theta function representations of algebrogeometric solutions to soliton hierarchies. In this part, using linear combinations of Lax matrices of soliton hierarchies, we introduce trigonal curves by their characteristic equations, explore general properties of meromorphic functions defined as ratios of the Baker-Akhiezer functions, and determine zeros and poles of the Baker-Akhiezer functions and their Dubrovintype equations. We analyse the four-component AKNS soliton hierarchy in such a way that it leads to a general theory of trigonal curves applicable to construction of algebro-geometric solutions of an arbitrary soliton hierarchy.
Introduction
Algebro-geometric solutions to soliton equations are one important class of exact solutions, which describe periodic and quasi-periodic nonlinear phenomena in physical and engineering sciences [1] [2] [3] . With the development of solitons and finite-gap solutions to the Korteweg-de Vries equation, the mathematical theory of algebro-geometric solutions has been systematically developed since the early 1970s, particularly for the Korteweg-de Vries, modified Korteweg-de Vries, nonlinear Schrödinger, sine-Gordon, Kadomtsev-Petviashvili, Toda lattice and Camassa-Holm equations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Dubrovin and Krichever proposed a systematic method of algebraic geometry to integration of nonlinear partial differential equations, which aims at constructing periodic and almost periodic solutions in terms of the Riemann theta functions for well-known integrable equations including the Korteweg-de Vries equation and the Kadomtsev-Petviashvili equation [13] [14] [15] . Cao and Geng made use of the nonlinearization technique of Lax pairs to generate algebro-geometric solutions of finite-dimensional integrable Hamiltonian systems and combined systems from lower dimensions to higher dimensions [16] [17] [18] , and later, the nonlinearization technique was applied to constructing algebro-geometric solutions of a great number of soliton equations in both (1+1)-and (2+1)-dimensions [19] [20] [21] [22] [23] [24] [25] [26] [27] . Gesztesy et al. [3, 28, 29] established an alternative approach for constructing quasi-periodic solutions to soliton hierarchies associated with 2 × 2 matrix spectral problems, and by this approach, quasi-periodic solutions to many continuous and discrete soliton hierarchies have been constructed within a different kind of formulation using the Riemann theta functions [28, 30, 31] .
The study of algebro-geometric solutions has opened up a new vista in the analysis of nonlinear partial differential equations. The adopted algebro-geometric techniques brought innovative ideas and led to inspiring results in soliton theory as well as algebraic geometry, for example, a solution of the Riemann-Schottky problem [3, 32] . The successful idea in constructing algebro-geometric solutions is to employ the theory of algebraic curves associated with Lax pairs producing soliton hierarchies to represent the Baker-Akhiezer functions [33, 34] in terms of the Riemann theta function [35, 36] . The obtained algebro-geometric solutions satisfy a class of stationary counterparts of soliton equations, called Novikov-type equations [37] . It is also noted that symmetry constraints pave a way of separation of variables for soliton equations and the corresponding canonical variables solving the associated Jacobi inversion problems provide the so-called characteristic variables in the Riemann theta function presentation of algebro-geometric solutions [38, 39] . There are primarily two types of research on algebro-geometric solutions. One is to explore asymptotics of the Baker-Akhiezer functions to construct algebro-geometric solutions to given nonlinear equations, and the other is to connect the Baker-Akhiezer functions possessing given asymptotics with potential nonlinear equations and their algebro-geometric solutions.
Very recently, Geng et al. successfully attempted a few 3 × 3 matrix spectral problems and constructed algebro-geometric solutions to the associated soliton hierarchies, including the modified Boussinesq hierarchy, the Kaup-Kupershmidt hierarchy and the hierarchy of threewave resonant interaction equations [40] [41] [42] [43] . In this paper, we would like to propose a general framework to analyse 3 × 3 matrix spectral problems and their corresponding trigonal curves, and to generate algebro-geometric solutions to soliton hierarchies by observing asymptotic behaviours of the Baker-Akhierzer functions. We analyse the four-component AKNS soliton hierarchy, particularly asymptotics of the Baker-Akhiezer functions, in such a way that it yields a general theory applicable to soliton hierarchies associated with arbitrary 3 × 3 matrix spectral problems.
Our study is divided into two parts. This is the first part, comprising five sections. In §2, with the aid of the zero-curvature formulation and the trace identity, we rederive the fourcomponent AKNS soliton hierarchy and its bi-Hamiltonian structure. In §3, we introduce a class of trigonal curves by taking linear combinations of the Lax matrices and analyse the corresponding Baker-Akhiezer functions. In §4, we first present a general structure of Dubrovin-type dynamical equations [44] of zeros and poles of meromorphic functions as the characteristic variables, and then apply the resulting general theorems to the four-component AKNS case. In the last section, concluding remarks will be given.
Four-component AKNS soliton hierarchy (a) Soliton hierarchy
Let us recall the zero curvature formulation and the trace identity [45] . Let U = U(u, λ) be a square spectral matrix belonging to a given matrix loop algebra, where u is a potential and λ is a spectral 
parameter. Assume that
solves the corresponding stationary zero curvature equation
Then, introduce a series of Lax matrices
where the subscript + denotes the operation of taking a polynomial part in λ and r , r ≥ 0, are appropriate modification terms, such that a soliton hierarchy
can be generated from a series of zero curvature equations
The two matrices U and V [r] are called a Lax pair [46] of the rth soliton equation in the hierarchy (2.4) . The zero curvature equations in (2.5) are the compatibility conditions of the spatial and temporal spectral problems:
where ψ is the vector eigenfunction. One important task in soliton theory is to show the Liouville integrability of soliton equations in a hierarchy. This can be usually achieved by establishing a bi-Hamiltonian formulation [47] :
where J and M constitute a Hamiltonian pair and δ/δu denotes the variational derivative [48] . The Hamiltonian structures can be furnished through the trace identity [45] :
or more generally, the variational identity [49] :
where ·, · is a non-degenerate, symmetric and ad-invariant bilinear form on the underlying matrix loop algebra [50] . The bi-Hamiltonian formulation guarantees the commutativity of infinitely many Lie symmetries {K n } ∞ n=0 and conserved quantities {H n } ∞ n=0 :
where n 1 , n 2 ≥ 0, N = J or M, and K denotes the Gateaux derivative of K: curvature formulation is simple, the associated zero curvature equations yield classical soliton hierarchies [52] ; when semisimple, the associated zero curvature equations yield a collection of different soliton hierarchies; and when non-semisimple, we obtain a hierarchy of integrable couplings [53] , which needs extra care in constructing exact solutions.
(b) Four-component AKNS hierarchy
Let us consider a 3 × 3 matrix spectral problem
where λ is a spectral parameter and u is a four-component potential
Since U 0 = diag(−2, 1, 1) has a multiple eigenvalue, the spectral problem (2.13) is degenerate. Under the special reduction of p 2 = q 2 = 0, (2.13) is equivalent to the AKNS spectral problem [54] , and thus it is called a four-component AKNS spectral problem.
To derive the associated soliton hierarchy, we first solve the stationary zero curvature equation (2.2) corresponding to (2.13) . We suppose that a solution W is given by
where a is a scalar, b T and c are two-dimensional columns and d is a 2 × 2 matrix. Then, the stationary zero curvature equation ( We seek a formal series solution as
, c [k] and d [k] being assumed to be
Thus, the system (2.16) equivalently leads to the following recursion relations:
and a
[k]
We choose the initial values as follows:
where I 2 = diag(1, 1), and take constants of integration in (2.19d) to be zero: 
and d [4] 
Based on (2.19d), we can obtain, from (2.19b) and (2.19c), a recursion relation for b [k] and c [k] :
As usual, for all integers r ≥ 0, we introduce the following Lax matrices:
where the modification terms are taking as zero. Note that we have
The compatibility conditions of (2.6), i.e. the zero curvature equation (2.5), generate the fourcomponent AKNS soliton hierarchy
The first two nonlinear systems in this soliton hierarchy (2.27) read
and [57, 58] . We point out that the four-component AKNS soliton hierarchy (2.27) has a Hamiltonian structure [51] , which can be generated through the trace identity [45] , or more generally, the variational identity [49] . Actually, we have
Inserting these expressions into the trace identity and considering the case of k = 2, we get γ = 0 and thus we have
A bi-Hamiltonian structure of the four-component AKNS equations (2.27) then follows:
where the Hamiltonian pair (J, M = JΨ ) is given by
Adjoint symmetry constraints or equivalently symmetry constraints separate the above fourcomponent AKNS equations into two commuting finite-dimensional Liouville integrable Hamiltonian systems [51] .
Trigonal curves and Baker-Akhiezer functions
For each integer n ≥ 1, let us take a linear combination of the Lax matrices
where the Lax matrices V [k] , 0 ≤ k ≤ n, are given by (2.25) and α k , 0 ≤ k ≤ n, are arbitrary constants but α 0 = 0. Its corresponding characteristic polynomial reads , we introduce a trigonal curve K g of degree m as follows:
Note that the corresponding discriminant = −27T 2 m − 4S 3 m , a polynomial of λ of degree 4n − 2, is not zero at infinity, and thus, the curve has three non-branch points at infinity [59] , which we denote by P ∞ i , 1 ≤ i ≤ 3. The curve K g is compactified by adding those three points at infinity and its compactification is still denoted by K g for the sake of convenience. The curve K g is said to be non-singular, if we have (∂F m /∂λ, ∂F m /∂y) = 0, while F m (λ, y) = 0. When K g is non-singular, it becomes a three-sheeted Riemann surface of arithmetical genus determined by the Riemann-Hurwitz formula:
where f = 4n − 2 is the total multiplicity of its branch points and k = 3 is the number of sheets. The compact Riemann surface K g consists of points satisfying F m (λ, y) = 0 and the three points at infinity:
For a fixed λ ∈ C, we denote the three branches of y(λ) satisfying F m (λ, y) = 0 by y i = y i (λ), 1 ≤ i ≤ 3, and thus, we have
from which we can easily get
and further we have
The points (λ, y 1 (λ)), (λ, y 2 (λ)) and (λ, y 3 (λ)) are on the three different sheets of the Riemann surface K g . The holomorphic map * , changing sheets, is defined by * :
and P * * = (P * ) * , etc. Moreover, positive divisors on K g of degree k are denoted by
Therefore, a divisor of a meromorphic function f on K g reads ( f (P)) = D P 1 ,...,P k (P) − D Q 1 ,...,Q l (P), (3.10) if f has zeros P i , 1 ≤ i ≤ k, and poles Q i , 1 ≤ i ≤ l. The space of divisors on K g is denoted by Div(K g ). We now introduce a vector of associated Baker-Akhiezer functions ψ(P, x, x 0 , t r , t 0,r ) as follows:
x, x 0 , t r , t 0,r ) = U(u(x, t r ), λ(P))ψ(P, x, x 0 , t r , t 0,r ), (3.11) ψ t r (P, x, x 0 , t r , t 0,r ) = V [r] (u(x, t r ), λ(P))ψ(P, x, x 0 , t r , t 0,r ), (3.12)
and where x, t r , x 0 , t 0,r , λ(P), y(P) ∈ C and P = (λ, y) ∈ K g \{P ∞ 1 , P ∞ 2 , P ∞ 3 }. 
Based on (3.13), we can have where {i, j, k} = {1, 2, 3}. From the expressions of the meromorphic functions φ ij , 1 ≤ i, j ≤ 3, in (3.18), using y 3 = −yS m + T m , we can also directly derive the following relations: 
34)
where {i, j, k} = {1, 2, 3}.
Proof. We prove the x-derivative part. The proof of the t r -derivative part is similar. Observing (3.11), we have
The ij . Owing to tr(W [n] ) = 0, we can directly prove the following statements. 
ii ], (3.40) where {i, j, k} = {1, 2, 3}.
Note that (3.39) and (3.40) tell us that the weighted differences between two derivatives are multiples of E [m] ij and F [m] ij , respectively.
ii , (3.43)
Proof. First, we start with the last equality in (3.18) , and make use of (3.7). Then, we have
which is exactly the first equality in (3.41) . To prove the second equality in (3.41), we first note that, from (3.37), we have
Then making use of (3.35), we can directly verify the second equality in (3.41), starting from the first equality in (3.41). 
Then, based on the properties in (3.21), (3.23) and (3.24), a direct application of (3.26) and (3.29) yields the equality (3.42) .
Thirdly, using (3.13) in the definition of the Baker-Akhiezer functions, we have
ij φ ji (P * * ) = y 3 , and then, based on (3.7), summing them up generates the equality (3.43). Finally, note that the derivative formula (3.37) guarantees
where {i, j, k} = {1, 2, 3}. Then, making use of the second equality in (3.41), we can arrive at the equality (3.44) by a direct computation. This completes the proof of the theorem.
When (3.11)- (3.13) in the definition of the Baker-Akhiezer functions hold, we have the two Lax equations in (3.15) and (3.16) . Thus, upon noting tr(U) = tr(V [r] ) = 0, theorem 3.5 with V = U and V [r] yields that
ii , (3.48) where {i, k, j} = {1, 2, 3} (see [41] for the Kaup-Kupershmidt case and [43] for the coupled KdV case).
In view of the relations in (3.23) and (3.24), we only need to explore properties of the three sums E Taking V = U and V [r] , and noting tr(U) = tr(V [r] ) = 0, directly from theorem 3.3, we can obtain the following derivative formulae in the four-component AKNS case. 31 and their derivatives with respect to x in (3.49)-(3.51), which also presents the three derivative relations in (3.55)-(3.57), precisely. 
Characteristic variables and Dubrovin-type equations
It is direct to see that the degrees of E 31 are three non-zero functions depending on α = (α 0 , α 1 , . . . , α n ) and u = (p 1 , p 2 , q 1 , q 2 ) T . We call those roots characteristic variables associated with the Baker-Akhiezer functions.
In the light of (3.18), we can then introduce the following three sets of particular points in K g :
where (x, t r ) ∈ C 2 . To determine zeros and poles of the Baker-Akhiezer functions ψ i , 1 ≤ i ≤ 3, we set
Note that (3.11) and (3.12) give
and ψ i,t r (P, x, x 0 , t r , t 0,r ) ψ i (P, x, x 0 , t r , t 0,r ) = I
respectively. It follows that the basic conservation laws associated with Lax pairs hold, i.e.
(I (i) Finally, according to (4.3), this equality generates the Dubrovin-type equation (4.14) for ξ j , 0 ≤ j ≤ g. The proof is completed.
In order to determine zeros and poles of the Baker-Akhiezer functions ψ i , 1 ≤ i ≤ 3, we verify the following statements. Proof. We only prove the first statement. The proofs for the other two statements are similar. Using (3.24) and noting tr(V) = 0, we can compute that 
