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 The Motion Pattern Detecting Camera System 
 
ABSTRACT 
This disclosure describes a method to analyze motion patterns of a moving vehicle 
and of the surrounding objects in the vehicles’ environment. A camera system is 
utilized for this purpose. The camera system consists of two cameras configured in 
a way that they could produce the same pixel patterns at two pre-configured 
amounts of times and at two preconfigured distances. Through the observation of 
the variations of the pixel patterns, the following four motion related information 
can be determined. Information one is the stationary objects in the environment. 
Information two is the displaced objects in the environment. The third information 
is the objects that had the same effective displacement as the vehicle itself. The 
fourth and the final information is that whether the vehicle achieved the intended 
displacement during the desired amount of time as expected. 
 
BACKGROUND 
Tracking the navigation pattens of vehicles will be helpful in the area of self-driving 
vehicles. It is particularly useful to determine the motion patterns of the other 




• Non zoom video camera 






abeysekera: The Motion Pattern Detecting Camera System






This disclosure describes a method to analyze motion patterns of a moving vehicle 
and of the surrounding objects in the vehicles’ environment. A specially mounted 
camera system is used for this purpose. The camera system utilized in the method 
have two variations. They are as follows.  
Variation one: 
The non-zoom video camera version  
Variation two: 
The zoom camera version 
• The descriptions of the two variations with example scenarios are given 
below. 
The variation one – The non-zoom video camera version  
Method description: 
Two video cameras with equivalent field of views are positioned in 3D space by 
mounting into a structure. They both have the same frame rate or the same 
number of image frames captures in a one second. Initially the two video cameras 
will have two different image frame sets of the surrounding environment captured 
through their non-zoomed lenses from their two different positions in 3D space. 
The two video cameras are positioned in a way that after displacing from the initial 
point in 3D space to a pre-configured new point in 3D space, one camera’s new 
position in 3D space will exactly coincide with the other camera’s old or initial 
position in 3D space.  
By analyzing the pixel patterns in the image frames captured by the two video 
cameras it will be possible to determine the following motion patterns. 
• Initially the two video cameras will start capturing image frames at the same 
time and at the same frame rate. The image frames that are captured will be 
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stored on to a storage area of a computing device that is mounted into this 
structure. 
 
The analysis one of the pixel patterns: 
 
• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure is displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had this same pixel pattern on its captured 
image frame at the initial point in 3D space, that is the point where the 
structure was, before the displacement. 
  The motion pattern information one that was determined from this first pixel 
pattern analysis. 
• There are no objects in the environment that was captured within the two 
video cameras’ field of views that displaced their positions while this 
structure displaced to the new position in 3D space. That is all objects that 
are captured within the field of views remained stationary during this 
structure’s displacement.  
 
The analysis two of the pixel patterns: 
• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had some pixel patterns of this pattern on its 
captured image frame at the initial point in 3D space, that is the point where 
the structure was, before the displacement. At the same time, it had some 
pixel patterns that is not similar with this pixel pattern. 
 
The motion pattern information two that was determined from this second 
pixel pattern analysis. 
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• The parts in the image frame of the first video camera mentioned where the 
pixel patterns matched exactly with the pixel patterns of the secondly 
mentioned camera indicates the objects in the field of views of cameras that 
were stationary during this structure’s displacement. And the parts in the 
image frame of the first video camera mentioned where the pixel did not 
match exactly with the secondly mentioned video camera indicates the 
objects in the field of views of cameras that were non-stationary during this 
structure’s displacement. 
 
The analysis three of the pixel patterns: 
• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
This pixel pattern matches exactly on all areas of the image frame or with 
some areas of the image frame with the pixel pattern this same video camera 
captured when it was in its initial position in 3D space. That is before the 
displacement. 
 
The motion pattern information three that was determined from this third 
pixel pattern analysis. 
 
• The parts of the image where the pixel patterns matched exactly of this 
mentioned video camera indicates the objects that had the same 
displacement as this structure during the displacement. 
The analysis four of the pixel patterns: 
• The structure will attempt to achieve a pre-configured displacement in 3D 
space. This displacement is attempted to be achieved during a pre-
configured amount of time. Also, this displacement is attempted through a 
pre-configured known motion pattern in 3D space. 
Either of the below two observations are made during the analysis. 
 
5





• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure is displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had this same pixel pattern on its captured 
image frame at the initial point in 3D space, that is the point where the 





• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure is displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had some pixel patterns of this pattern on its 
captured image frame at the initial point in 3D space, that is the point where 
the structure was, before the displacement. At the same time, it had some 
pixel patterns that is not similar with this pixel pattern. 
 
The motion pattern information four that was determined from this fourth pixel 
pattern analysis. 
 
• If it was the first case above (the observation one), the structure is 
determined to have exactly made the intended displacement in 3D space and 
all the objects in the environment that was within the field of views are 
stationary. 
 
• If it was the second case above (the observation two), the structure is 
determined to have exactly made the intended displacement in 3D space and 
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some of the objects in the environment that was within the field of views are 
stationary while some are not. 
 
Example scenarios for variation one- the non-zoom configuration 
 
 
example scenario one: description 
A vehicle is equipped with the video camera mounting configuration of variation 
one. That is the two video cameras with equivalent field of views are positioned in 
3D space by mounting into a structure. They both have the same frame rate or the 
same number of image frames captures in a one second. Initially the two video 
cameras will have two different image frame sets of the surrounding environment 
captured through their non-zoomed lenses from their two different positions in 3D 
space. The two video cameras are positioned in a way that after displacing from 
the initial point in 3D space to a pre-configured new point in 3D space, one 
camera’s new position in 3D space will exactly coincide with the other camera’s old 
or initial position in 3D space. The two video cameras are positioned on the same 
axis with a separation of S. 
• This vehicle with this configuration will attempt to displace from the initial 
point P1 in 3D space to the new position P2 in 3d space during a pre-
configured amount of time T. the position P2 is directly ahead of position P1 
in the forward direction. The position P2 is a distance S away from position 
















Diagram one: the side view. 














as given by the diagram one, the vehicle is at its initial position. The rear video 
camera is exactly behind the front video camera from a distance S. That is the 
two video cameras are on the same axis. It will attempt to displace in the 
forward direction by a distance of S. (equivalent to the separation distance 







The separation S 
between the two video 
cameras. 
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Diagram two: the top view 















as given by the diagram two, the vehicle is at its initial position. The rear video 
camera is exactly behind the front video camera from a distance S. That is the 
two video cameras are on the same axis. It will attempt to displace in the 
forward direction by a distance of S. (equivalent to the separation distance 








The separation S 
between the two video 
cameras 











Diagram three: the side view 














as given by the diagram three, the vehicle has displaced by a distance S in the 
forward direction. The new position of the rear video camera after displacement 
will coincide with the initial position of the front video camera before 





The rear camera 
before displacement 
The front camera after 
displacement 
The point where the new position of the rear 
camera coincides with the initial position of the 
front camera before the displacement. 
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Diagram four: the top view 














as given by the diagram four, the vehicle has displaced by a distance S in the 
forward direction. The new position of the rear video camera after displacement 
will coincide exactly with the initial position of the front video camera before 





The rear camera 
before displacement 
The front camera 
after displacement 
The point where the new position of the rear 
camera coincides with the initial position of the 
front camera before the displacement. 
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example scenario two:  
A vehicle is equipped with the video camera mounting configuration of variation 
one. That is the two video cameras with equivalent field of views are positioned in 
3D space by mounting into a structure. They both have the same frame rate or the 
same number of image frames captures in a one second. Initially the two video 
cameras will have two different image frame sets of the surrounding environment 
captured through their non-zoomed lenses from their two different positions in 3D 
space. The two video cameras are positioned in a way that after displacing from 
the initial point in 3D space to a pre-configured new point in 3D space, one 
camera’s new position in 3D space will exactly coincide with the other camera’s old 
or initial position in 3D space. 
• This vehicle with this configuration will attempt to displace from the initial 
point P1 in 3D space to the new position P2 in 3d space during a pre-





• After the displacement, the new position of the rear video camera will be 
exactly on the old position of the front video camera before the 
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Diagram one: the top view. 
The vehicle at its initial position P1 before the displacement. 
 
 





















The area to which 
the vehicle will 
displace 
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diagram two: the top view 






















The rear camera before 
the displacement 
The position of the front camera 
before the displacement and the 
position of the rear camera after 
displacement where they 
coincide. 
The front camera after 
the displacement 
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Variation two – the zoomed video camera version 
 
Method description 
Two video cameras with equivalent field of views are positioned in 3D space by 
mounting into a structure. They both have the same frame rate or the same 
number of image frames captures in a one second. Initially the two video cameras 
will have two different image frame sets of the surrounding environment captured 
through their zoomed lenses from their two different positions in 3D space. The 
two video cameras are positioned in a way that after displacing from the initial 
point in 3D space to a pre-configured new point in 3D space, one camera could 
capture exactly the same pixel pattern the other camera could capture from the 
initial point in 3D space before the displacement. That is the former mentioned 
camera could capture exactly the same pixel pattern after the displacement to the 
new point in 3d space, which the latter camera could capture prior to the 
displacement from the initial point in 3d space, provided all the objects in the field 
of views of the two video cameras remained stationary during the displacement. In 
this case (variation two– the zoomed video camera version), the two video cameras 
with zoom lenses will have two different zoom levels on them. This results in two 
different magnifications. Therefore, even though in the variation one– the non -
zoomed video camera version, the two video cameras could capture the same pixel 
pattern from the same coinciding position, in this case due to differences in two 
the magnification levels, it will not be possible to do so. In order to capture the 
same pixel pattern on the two video cameras, the video camera with the lower 
zoom level have to get much closer to the capturing scene than the video camera 
with the higher zoom level. 
 
By analyzing the pixel patterns in the image frames captured by the two video 
cameras it will be possible to determine the following motion patterns. 
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• Initially the two video cameras will start capturing image frames at the same 
time and at the same frame rate. The image frames that are captured will be 
stored on to a storage area of a computing device that is mounted into this 
structure. 
The analysis one of the pixel patterns: 
 
• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had this same pixel pattern on its captured 
image frame at the initial point in 3D space, that is the point where the 
structure was, before the displacement. 
  The motion pattern information one that was determined from this first pixel 
pattern analysis. 
• There are no objects in the environment that was captured within the two 
video cameras’ field of views that displaced their positions while this 
structure displaced to the new position in 3D space. That is all objects that 
are captured within the field of views remained stationary during this 
structure’s displacement.  
 
The analysis two of the pixel patterns: 
• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had some pixel patterns of this pattern on its 
captured image frame at the initial point in 3D space, that is the point where 
the structure was, before the displacement. At the same time, it had some 
pixel patterns that is not similar with this pixel pattern. 
 
The motion pattern information two that was determined from this second 
pixel pattern analysis. 
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• The parts in the image frame of the first video camera mentioned where the 
pixel patterns matched exactly with the pixel patterns of the secondly 
mentioned camera indicates the objects in the field of views of cameras that 
were stationary during this structure’s displacement. And the parts in the 
image frame of the first video camera mentioned where the pixel did not 
match exactly with the secondly mentioned video camera indicates the 




The analysis three of the pixel patterns: 
• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
This pixel pattern matches exactly on all areas of the image frame or with 
some areas of the image frame with the pixel pattern this same video camera 
captured when it was in its initial position in 3D space. That is before the 
displacement. 
 
The motion pattern information three that was determined from this third 
pixel pattern analysis. 
 
• The parts of the image where the pixel patterns matched exactly of this 
mentioned video camera indicates the objects that had the same 
displacement as this structure during the displacement. 
The analysis four of the pixel patterns: 
• The structure will attempt to achieve a pre-configured displacement in 3D 
space. This displacement is attempted to be achieved during a pre-
configured amount of time. Also, this displacement is attempted through a 
pre-configured known motion pattern in 3D space. 
Either of the below two observations are made during the analysis. 
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• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had this same pixel pattern on its captured 
image frame at the initial point in 3D space, that is the point where the 






• The structure fitted with the two video cameras will be displaced to the new 
position in 3D space. Exactly when the structure displaced to this new 
position, one video camera’s image frame will have a particular pixel pattern. 
Also, the other video camera had some pixel patterns of this pattern on its 
captured image frame at the initial point in 3D space, that is the point where 
the structure was, before the displacement. At the same time, it had some 
pixel patterns that is not similar with this pixel pattern. 
 
The motion pattern information four that was determined from this fourth pixel 
pattern analysis. 
 
• If it was the first case above (the observation one), the structure is 
determined to have exactly made the intended displacement in 3D space and 
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• If it was the second case above (the observation two), the structure is 
determined to have exactly made the intended displacement in 3D space and 
some of the objects in the environment that was within the field of views are 
stationary while some are not. 
 
Example scenarios for variation two- the zoom configuration 
 
example scenario one: description 
A vehicle is equipped with the video camera mounting configuration of variation 
two. That is the two zoomed lens equipped video cameras with equivalent field of 
views are positioned in 3D space by mounting into a structure. They both have the 
same frame rate or the same number of image frames captures in a one second. 
Initially the two video cameras will have two different image frame sets of the 
surrounding environment captured through their zoomed lenses from their two 
different positions in 3D space. The two video cameras are positioned in a way that 
after displacing from the initial point in 3D space to a pre-configured new point in 
3D space, one camera could capture exactly the same pixel pattern the other 
camera could capture from the initial point in 3D space before the displacement. 
That is the former mentioned camera could capture exactly the same pixel pattern 
after the displacement to the new point in 3d space, which the latter camera could 
capture prior to the displacement from the initial point in 3d space, provided all the 
objects in the field of views of the two video cameras remained stationary during 
the displacement. In this case (variation two– the zoomed video camera version), 
the two video cameras with zoom lenses will have two different zoom levels on 
them. This results in two different magnifications. Therefore, even though in the 
variation one– the non -zoomed video camera version, the two video cameras 
could capture the same pixel pattern from the same coinciding position, in this case 
due to differences in two the magnification levels, it will not be possible to do so. 
In order to capture the same pixel pattern on the two video cameras, the video 
camera with the lower zoom level have to get much closer to the capturing scene 
than the video camera with the higher zoom level.  
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• This vehicle with this configuration will attempt to displace from the initial 
point P1 in 3D space to the new position P3 in 3d space during a pre-
configured amount of time T. the position P3 is directly ahead of position P1 
in the forward direction.  
 
• The two zoomed video camera lens configuration that is mounted on the 
















Camera with the higher 
zoom level 
The beam splitter 
Camera with the lower 
zoom level 
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Diagram one: the side view. 












as given by the diagram one, the vehicle is at its initial position. the video camera 
with the higher zoom level has the forward scene captured more closer with a 









The direction of 
displacement  
The two zoomed 
video camera lens 
configuration. 
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Diagram two: the side view. 










As given by the diagram the vehicle has displaced to a position P3 that is directly 
ahead of the initial position P1. Also, the position P3 corresponds directly to the 
point where the video camera with the lower zoom level could capture exactly the 
same pixel pattern that the higher zoom level camera could capture while the 
vehicle is in its initial position P1 provided all the objects in the field of views of the 







The direction from where 
the vehicle started to 
displace 
The two zoomed 
video camera lens 
configuration. 
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Example scenario two 
example scenario two: description 
A vehicle is equipped with the video camera mounting configuration of variation 
two. That is the two zoomed lens equipped video cameras with equivalent field of 
views are positioned in 3D space by mounting into a structure. They both have the 
same frame rate or the same number of image frames captures in a one second. 
Initially the two video cameras will have two different image frame sets of the 
surrounding environment captured through their zoomed lenses from their two 
different positions in 3D space. The two video cameras are positioned in a way that 
after displacing from the initial point in 3D space to a pre-configured new point in 
3D space, one camera could capture exactly the same pixel pattern the other 
camera could capture from the initial point in 3D space before the displacement. 
That is the former mentioned camera could capture exactly the same pixel pattern 
after the displacement to the new point in 3d space, which the latter camera could 
capture prior to the displacement from the initial point in 3d space, provided all the 
objects in the field of views of the two video cameras remained stationary during 
the displacement. In this case (variation two– the zoomed video camera version), 
the two video cameras with zoom lenses will have two different zoom levels on 
them. This results in two different magnifications. Therefore, even though in the 
variation one– the non -zoomed video camera version, the two video cameras 
could capture the same pixel pattern from the same coinciding position, in this case 
due to differences in two the magnification levels, it will not be possible to do so. 
In order to capture the same pixel pattern on the two video cameras, the video 
camera with the lower zoom level have to get much closer to the capturing scene 
than the video camera with the higher zoom level.  
 
• This vehicle with this configuration will attempt to displace from the initial 
point P1 in 3D space to the new position P3 in 3d space during a pre-










• The two zoomed video camera lens configuration that is mounted on the 
vehicle is given below. 
 































The zoom video camera 
with the higher zoom 
level 
The zoom video camera 
with the lower zoom level 
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Diagram one: the top view. 
The vehicle at its initial position P1 before the displacement. 
 
 

























The direction the 
higher zoom level 
camera is facing 
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Diagram two: the top view. 

























The direction the 
lower zoom level 
camera is facing after 
displacing to the new 
position P3. 
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As given by the diagram the vehicle has displaced to the new position P3. The 
pointing direction of the video camera with the lower zoom level at this position 
P3, is equivalent to the pointing direction the video camera with the higher zoom 
level that was pointing to before the displacement, at the initial position P1. At this 
position P3, in this facing direction, the video camera with the lower zoom level 
could capture exactly the same pixel pattern that was captured by the higher zoom 
level camera before the displacement at position P1. Likewise in the non-zoom 
video camera version, in order to capture the exact pixel pattern on the both 
cameras, all the objects in the field of views of the cameras have to be stationary 
during the displacement. Also, after turning in this new direction, the video camera 
with the lower zoom level will have to move much further ahead of the position 
the higher zoom level camera was at the initial position P1, in order to capture the 
same pixel pattern. That is due to the fact that the video camera with the lower 
magnification has to get closer to the scene to capture the same pixel pattern the 






Application of the method 
 
 
These two methods can be used by a vehicle that is navigating in 3D space to 
analyze and detect the motion patterns of the vehicle itself and the other vehicles 
in the surrounding environment. The direction of detection can be any direction in 
3D space as long as there are distinguishable pixel patterns in those directions. The 
pixel patterns arise from the differences in the texture patterns in the environment 
under observation. The texture patterns can be anything that can be differentiated 
with other texture patterns to produce various texture contrasting effects. The 
texture patterns in the pixels of the video camera imaging sensor could be anything 
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from RGB color value differences to temperature differences as in a thermal 
imaging camera. The navigating vehicle in 3d space could be anything from a 
ground vehicle moving in a 2D horizontal plane analyzing its motion to an airborne 
vehicle that is ascending upwards or downwards in a straight or angled direction in 
3D space analyzing its motion. 
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