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Abstract 
The requirement for satellites to have a mitigation or deorbiting strategy has been brought about by the 
ever increasing amount of debris in Earth orbit. Studies have been used to formulate space debris 
mitigation guidelines, and adherence to these guidelines would theoretically lead to a sustainable 
environment for future satellite launches and operations. 
Deployable sail designs that have traditionally been studied and used for solar sails are increasingly being 
considered for de-orbit applications. Such sail designs benefit from a low mass and large surface area to 
achieve efficient thrust. A sail has the potential to be used for drag augmentation, to reduce the time until 
re-entry, or as an actual solar sail – to deorbit from higher orbits.  
A number of concerns for sail-based deorbiting are addressed in this thesis. One of these concerns is the 
ability of a sail to mitigate the risk of a collision. By investigating both the area-time-product (ATP) and 
collision probability it is shown that a gossamer sail used for deorbiting will lead to a reduction in overall 
collision risk. The extent to which the risk is reduced is investigated and the contributing factors assessed. 
Another concern is that of attitude stability of a host satellite and deorbit sail. One of the biggest benefits 
of drag augmentation is the fact that it can achieve the deorbiting goal with an inactive host satellite. 
There is thus no need for active control, communications or power after deployment. But a simple 2D sail 
will lose efficiency as a deorbiting device if it is not optimally oriented. It was found in this research that 
it is possible for a host satellite with attached sail to maintain a stable attitude under passive conditions 
in a drag deorbiting mode. 
Finally, in order to fully prove the benefit of sail-based deorbiting it is shown that in certain scenarios this 
alternative might be more efficient at reducing collision risk, weighs less, and has less operational 
requirements than other alternatives such as electrodynamic tethers and conventional propulsion. 
 
This thesis aims to cover the fundamental concerns of a sail-based deorbiting device at mission level by 
firstly addressing the mission analysis aspects and then applying it to specific scenarios. The theory and 
methods required to perform mission analysis for a sail-based deorbiting strategy is presented. These 
methods are then used to demonstrate passive attitude stability for a drag sail, and reduction in collision 
risk, both in terms of the Area-Time-Product and collision probability. 
The analysis results are then further applied by identifying scenarios to which the proposed deorbiting 
device applies, and then performing a meaningful comparison by analysing a number of case studies. The 
application is made more concrete by comparison with likely contenders – traditional propulsion, 
electrodynamic tethers and an inflatable sphere. 
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Chapter 1  
Introduction 
1.1 Space Debris 
Space debris is the term used for all man-made objects including fragments and elements thereof, in Earth 
orbit or re-entering the atmosphere, that are non-functional (IADC, 2007). 
Debris objects range from very large to very small. Large debris objects can be tracked and accurate 
trajectories for them can thus be determined but there exist numerous objects that are too small to be 
tracked but still large enough to completely disable an intact satellite. 
With the increased demand for access to space the approach of abandoning satellites and upper stages in 
orbit has evolved into a potentially hazardous and unstable population of objects in Earth orbit. The 
biggest risk of a collision comes from large non-functional satellites that occupy densely populated orbital 
regions which are not significantly influenced by drag.  
An on-orbit collision may produce several fragments of various sizes thereby increasing the number of 
untracked objects and collision risk. 
 
Figure 1-1 Catalogued objects in LEO larger than 10cm (NASA, 2011) 
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This problem was clearly demonstrated by the Chinese anti-satellite weapons test in 2007 and collision 
between the Iridium-33 and Cosmos-2251 satellites in 2009. Together these two major events resulted 
in a doubling of the total number of tracked debris fragments (NASA, 2011) as can be seen in Figure 1-1. 
It is not only satellites that are at risk. There is also an element of human risk for astronauts in the ISS. 
The ISS frequently has to perform manoeuvres to avoid collisions with tracked objects.  
It is now evident that there is a need for a cleaner space around the Earth in order to protect lives and 
reduce risk of current and future space missions, and to preserve the ability to explore our universe at 
the final frontier. 
1.2 Debris Mitigation 
Space-faring nations and their space agencies have adopted guidelines to prevent the future build-up of 
space debris and non-operational hazards in Earth orbit. The United Nations Committee on the Peaceful 
Uses of Outer Space (COPUOS) have published a set of guidelines based on that of the Inter-Agency Space 
Debris Coordination Committee (IADC) – a committee formed of space agencies including NASA and ESA 
(IADC, 2007). Although various published guidelines exist they all echo the same general rules for de-
orbiting of satellites and creation of additional mission debris. 
The IADC guidelines are broadly intended to 
 Limit the debris released during normal operations 
 Minimise the potential for on-orbit break-ups 
 Post Mission Disposal 
 Prevent of on-orbit collisions 
Guidelines that involve the creation of mission debris and on-orbit breakups are applicable to currently 
operational satellites, while the ability of a satellite to perform a post mission disposal manoeuvre is 
something that typically has to be included in the design at mission concept. The time frame in which 
various guidelines achieve an impact are thus varied, as well as the type of debris generation that is 
prevented.  
Current debris mitigation rules fail to fully address the problem in the long term since it can be argued 
that post mission disposal into a graveyard orbit that never decays will simply postpone the need for 
removal to a later time. 
 Space debris mitigation guidelines make specific mention of two orbital regions: low-Earth orbit (LEO) 
and geosynchronous Earth orbit (GEO). The need for mitigation of debris in GEO comes as a result of the 
strategic importance of the GEO orbit region for providing communication services. The GEO region is 
defined by the circular equatorial orbit with period exactly equal to 1 day and occurs at 35,768km 
altitude. GEO satellites are each assigned a specific longitude and thus the narrow geostationary band is 
already tightly controlled. Satellites in GEO require station-keeping abilities to remain in a geostationary 
position.  
LEO in contrast is not defined by such a specific orbit since it covers the entire spherical volume above 
the Earth up to 2000km altitude. Satellites in this region come in all shapes and sizes and can have any 
possible orbital orientation and shape, although there is a preference for specific altitudes and 
inclinations (see Figure 1-2 and Figure 1-3). LEO is also currently the most densely populated orbital 
region and also the region that is seeing the fastest growth.  
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Figure 1-2 Distribution of LEO objects per orbit inclination (compiled from Space Situation Report on 6 Jan 2014 
(www.space-track.org, 2014)) 
 
Figure 1-3 Distribution of objects in LEO per altitude (compiled from Space Situation Report on 6 Jan 2014 
(www.space-track.org, 2014)) 
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Studies have already highlighted the potential instability of the region, made worse by the two major 
collisions that occurred in the past decade.  This is also the region to which the so-called Kessler 
Syndrome applies. The biggest risk of new debris generation comes from in-orbit collisions, between both 
intact satellites and already existing debris (Liou & Johnson, 2008). 
The possibility exists that the LEO region will become inaccessible as a result of space debris. But this 
possibility is difficult to quantify. Studies that predict future debris growth have to make assumptions 
and simplifications. Such studies also make use of stochastic variation and the outcome for different 
simulation runs using the same initial conditions can be completely different – one outcome can show 
growth in the LEO population while another does not. 
There are also different debris evolution models and not all of them predict exactly the same population 
growth. However Monte-Carlo simulations using the six prominent models (ASI SDM, ESA DELTA, ISRO 
KSCPROP, JAXA LEODEEM, UKSA DAMAGE, NASA LEGEND) have shown that even with a 90% 
implementation of the commonly-adopted mitigation measures, the LEO debris population is expected 
to increase by an average of 30% in the next 200 years (IADC, 2013). 
That is why pro-active measures such as the active removal of existing high-risk debris objects are also 
being considered. Along with better adoption of the mitigation guidelines, Active Debris Removal (ADR) 
has been shown (on average) to curb the growth of debris in LEO (Liou, et al., 2010). 
ADR is an extremely challenging field and involves multiple disciplines. A typical ADR mission will involve 
rendezvous and capture of an uncooperative and uncontrolled target, stabilization after capturing and a 
subsequent orbit changing manoeuvre. 
Regardless of the situation (ADR or new and planned satellite missions), in order to mitigate space debris 
it is required that a satellite is removed from its original orbit and disposed of. Disposal may simply mean 
moving the satellite into a less densely populated orbital regime with less chance of a collision. Such an 
orbit is frequently called a “graveyard” orbit. 
Mitigation guidelines require that objects in LEO or whose orbits pass through the LEO region should be 
disposed of by re-entry in the Earth atmosphere, or placed in an orbit that will eventually decay. The time 
frame in which disposal should take place is not definite. But is has become common practise to refer to 
the “25-year rule”. From the IADC guideline: “This IADC and some other studies and a number of existing 
national guidelines have found 25 years to be a reasonable and appropriate lifetime limit” (IADC, 2007). 
In case of an uncontrolled re-entry it should also be shown that the satellite will not pose a risk to people 
or property. Satellites in the GEO region should be removed from the GEO belt by increasing their altitude 
to an orbit where they will no longer interfere with remaining satellites.  
A vast number of strategies and technologies have already been proposed for space debris mitigation. 
Each solution has its own caveats and advantages and some solutions apply better to specific scenarios 
and orbital regimes. 
1.3 Sail-based debris removal 
Drag augmentation is a potentially passive method for de-orbiting in LEO. At altitudes below 1000 km 
there exists a thin atmosphere that will disturb the orbits of satellites, causing them to spiral towards 
Earth. Satellites in this orbit region will decay naturally regardless of mitigation strategy, but the time in 
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which the decay completes depends greatly on initial altitude and the area-to-mass ratio of the satellite. 
Drag augmentation will increase the area-to-mass ratio resulting in a shorter decay time.  
Drag augmentation is achieved by deploying a larger structure at the end of the normal satellite 
operations - to result in a larger drag surface area.  Various drag augmentation structures have been 
proposed. 3D shapes such as an inflatable sphere offers better performance under attitude instability but 
require more surface material and constant inflation pressure to retain the shape. At the other end of the 
spectrum is a simple flat membrane or sail. Such a membrane will have to be supported by a rigid (after 
deployment) structure otherwise it will also collapse. Thin film membranes like the materials used in 
solar sails are ideal candidates for drag augmentation surfaces because they do not contribute much 
mass. 
Another less conventional method of de-orbiting is making use of an attached sail – using solar energy - 
to propel the satellite into the desired orbit. Solar sailing is not new. Traditionally solar sailing is 
envisioned for inter-planetary transfer and long-term exploration missions. But using solar force to 
propel a sail and attached host satellite in order to deorbit is a less studied application.  
The focus of this thesis is the use of a light-weight deployable sail for satellite deorbiting – making use of 
the two significant perturbations to achieve the deorbiting goals.  
 The enhanced surface area can be used as a drag augmentation surface to hasten the orbital decay 
of an attached LEO satellite.  
 It is possible to harness the effect of solar sailing in an Earth orbit to manoeuvre a host satellite 
into a graveyard orbit.  
In both cases the sail would be fitted to a host satellite during satellite integration and deployed towards 
the end of the normal operations and the aim would be to comply with space debris mitigation guidelines. 
Apart from the obvious technology challenges of deploying a large structure in space, the particular 
application also has many concerns that remain to be addressed. One significant problem is the long-term 
storage and lifetime requirement. Since the device will only be used after the main mission has ended it 
must be shown that deployment can be reliably achieved after years of being stowed. There is also an 
impact to material choice and structural implications to survive in the expected thermal environment 
and especially for LEO the low-density atmosphere environment. The presence of atomic oxygen in LEO 
will greatly affect the choice of sail material. 
But there are even more fundamental concerns to address at mission level. The sizing relationships to 
achieve certain de-orbit times needs to be determined by analysing the orbital mechanics of the satellite, 
and the attitude stability should be analysed also by looking at the effect of the sail on the satellite attitude 
dynamics.  
But perhaps most importantly the efficiency of the sail as a de-orbiting device should be defined in order 
to assess how it compares to alternative de-orbiting strategies. The mass efficiency is one characteristic 
that can be used for comparison – it will be useful to show that the added mass due to the sail based 
deorbit device is less than conventional propulsion, for instance. But the mass efficiency does not truly 
address the collision mitigation need. It remains to be shown that a sail-based deorbiting strategy will 
lead to an overall reduction in collision risk. 
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1.4 Thesis Overview 
This thesis aims to cover the fundamental concerns of a sail-based deorbiting device at mission level by 
firstly addressing the mission analysis aspects and then applying it to specific scenarios.  
The mission analysis chapters (Chapter 3 to Chapter 8) will focus on the main effects due to the sail 
membrane – solar force and aerodynamic force and how these effects contribute to the orbital mechanics 
and attitude dynamics of a host satellite. The analysis results will then cover de-orbiting times and sizing 
relationships, collision risk reduction and attitude considerations for both a drag-mode and solar sailing 
operational modes. 
The applications part of the thesis (Chapter 9 and Chapter 10) will first identify the scenarios to which 
the proposed deorbiting device applies, and then perform a meaningful comparison by analysing a 
number of case studies. The application will be made more concrete by comparison with likely 
contenders – traditional propulsion, electrodynamic tethers and an inflatable sphere. 
Finally, the thesis is concluded in Chapter 11. 
1.5 Novelty 
It will be highlighted in the following Literature Review chapter that a number of the concerns mentioned 
above have not been fully identified or studied in current literature. The specific areas in which this thesis 
aims to demonstrate novelty are explained below. 
Collision risk mitigation from a sail-based deorbiting device 
A larger surface area, such as the one from an added sail, will also lead to an increased collision 
probability. But the larger surface area will also shorten the duration for which the satellite is exposed to 
the population of space objects with which it can collide. The question thus exists whether a satellite that 
deorbits using a sail will actually mitigate the risk of a collision. 
By investigating both the area-time-product (ATP) and collision probability it will be shown that a 
gossamer sail used for deorbiting will lead to a reduction in overall collision risk. The extent to which the 
risk is reduced will be investigated and the contributing factors will be assessed. 
These results are presented in Chapter 6 for sail-based drag augmentation and Chapter 7 for solar sailing 
modes. 
Passive attitude stability of a sail and host satellite in drag mode 
One of the biggest benefits of drag augmentation is the fact that it can achieve the deorbiting goal with an 
inactive host satellite. There is thus no need for active control, communications or power after 
deployment. But a simple 2D sail will lose efficiency as a deorbiting device if it is not optimally oriented. 
It will be shown in Chapter 8 that it’s possible for a host satellite with attached sail to maintain a stable 
attitude under passive conditions in a drag deorbiting mode. 
Applicability of a sail deorbiting strategy to existing and future satellite populations 
It is possible to find theoretical sail area-to-mass ratios to comply with specified deorbit time targets, but 
it remains to be analysed how likely it is that such a strategy will be adopted by satellite manufacturers 
and operators. Specifically it remains to be identified what constraints are involved in applying sail-based 
deorbiting methods to spacecraft. If these constraints rule out the majority of satellites and orbits then it 
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is not a particularly good alternative for deorbiting. Likewise, if a large fraction of the existing satellite 
population (and by extension, the future satellite population) is covered by the constraints then the 
alternative is a worthy contender for deorbiting. 
In order to fully prove the benefit of sail-based deorbiting it remains to be shown that in certain scenarios 
this alternative is more efficient at reducing collision risk, weighs less, and has fewer operational 
requirements than other alternatives, such as electrodynamic tethers and conventional propulsion. 
In Chapter 9 of this thesis the constraints of sail-based deorbiting will be highlighted and it will be shown 
that a significant portion of LEO satellites can make use of a sail for deorbiting within these practical 
constraints. Further in Chapter 10 it will be shown how sail-based deorbiting compares to an inflatable 
sphere, electrodynamic tether and propulsion strategies in terms of mass, risk mitigation and host 
satellite dependencies. 
1.6 Summary 
This chapter introduced the mounting space debris problem and the reason why mitigation measures 
exist. Sail-based debris mitigation strategies were mentioned and the subject of this thesis, the analysis 
and application of a gossamer sail for satellite deorbiting, was presented against this background. Finally 
the main points where this thesis will demonstrate novelty were listed. 
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Chapter 2  
Literature Review 
This chapter contains a summary of the literature relevant to this thesis. Firstly, a general overview of 
space debris is given and the rationale for establishing mitigation guidelines is presented. Next, in section 
2.2, foremost solutions are mentioned that allow satellites to comply with mitigation guidelines. The 
specific technology that is exploited in this thesis for de-orbiting of satellites is then presented in more 
detail. A brief summary of deployable sail designs and sail missions is given in 2.3.  
The last three sections in this chapter highlight the shortcoming in the research field which ultimately 
establishes the novelty of the work. In 2.4 the literature that investigates collision mitigation of drag de-
orbiting solutions is discussed and in 2.5 the attitude control and passive stability of sail-craft is 
investigated. In 2.6 comparative studies of de-orbiting methods are mentioned and it will be shown that 
there is a need for a comparison of a Gossamer sail with other alternatives. 
2.1 Space Debris – Analysis & Mitigation Guidelines 
The topic of space debris has been studied on many fronts. Space debris was accepted as a by-product of 
space exploration from the beginning but in earlier days it was a manageable situation by careful tracking 
of objects in Earth orbit. The problematic nature of the approach was first noted by Donald Kessler and 
Burton Cour-Palais (Kessler & Cour-Palais, 1978) who applied an evolutionary model previously used for 
asteroid collisions to show that due to increased probability of on-orbit collisions a debris belt could form 
around the Earth.  
Since the 1978 paper there has been a number of further studies and a continuous rise in the awareness 
of space debris. In the last decade the issue of space debris has also enjoyed plenty of media attention to 
the point where the general public now also realizes the threat that it brings.  
In order to analyse the space debris environment and draw conclusions about mitigation strategies, it is 
required to realise what the current debris population is and then determine how this population of 
debris objects will evolve over time. 
Accurate tracking of space objects is important now more than ever to assess the current debris 
population and find accurate trajectories. The US Strategic Command maintains a list of objects tracked 
through a number of ground-based radar stations. This list of objects and their trajectories are publicly 
available with orbit information provided in two-line element (TLE) format. The minimum size of objects 
in the TLE catalogue is 10 to 50 cm for LEO and 1m for geosynchronous satellites (Smirnov, 2001).  
 ESA maintains the DISCOS (Database and Information System Characterising Objects in Space) database 
of space objects that captures more information such as object type and size (Klinkrad, 1991).  
Laser tracking methods has the potential to track objects with much smaller cross section. With laser 
tracking, objects as small as 10 cm can successfully be tracked in a 1250 km orbit (Greene, et al., 2002). 
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But observation of individual objects has limits to the size of objects that can be tracked and tracking 
frequency. The number of objects that cannot be tracked through observation far outnumber the objects 
that are being tracked.  There are currently around 29,000 track-able objects with 10 cm or larger cross-
section. But it is estimated that there are over 500,000 objects with cross section diameter between 1 
mm and 10 cm and fragments smaller than 1 mm numbering in the hundreds of millions (Klinkrad, 2013). 
The non-observable debris can be estimated to some extent by investigating impact craters on recovered 
satellites. This was the approach used on the Long Duration Exposure Facility (LDEF) and European 
Retrievable Carrier (EURECA) satellites that were placed into orbit and retrieved again by Space Shuttle 
(Aceti, et al., 1994) (Miao & Stark, 2001).  
The findings of these studies helped to refine and validate models of the debris population in Earth orbit. 
ESA has produced a software tool called MASTER (Meteoroid and Space Debris Terrestrial Environment 
Reference) that can estimate the space debris flux and spatial density for any test orbit for epochs ranging 
from 1957 to 2060. The debris sources used in the model extends past the list of catalogued objects to 
include explosion and collision fragments, rocket motor slag, NaK droplets (sodium-potassium alloy used 
as coolant in Russian radar satellites with nuclear reactors), various ejecta and micrometeoroids down 
to one micron cross-section (Sdunnus, et al., 2001).  
The MASTER model was further upgraded by incorporating dust measurements from interplanetary 
probes Galileo and Ulysses. (Klinkrad, 2006), and identical cosmic dust detector on Russian EXPRESS-2 
geostationary spacecraft. The latter provides measurement of micro-debris particles in geostationary 
orbit (Drolshagen, et al., 1999). 
Instruments mounted on the exterior of the MIR space station as part of the EuroMir programme 
designed to measure the impacts and trajectory of hypervelocity particles, the atomic oxygen flux and 
contamination deposition/effects during the course of the mission (Maag, et al., 1997) also served as 
refinement to the MASTER model. 
NASA developed an equivalent tool – the Orbital Debris Engineering Model (ORDEM). ORDEM calculates 
the debris flux that a satellite will experience in orbits up to GEO altitude. The returned flux distribution 
includes information about direction, object size, velocity and material density. An additional function 
provides the penetration risk for a given satellite or critical sub-system (Krisko, 2014).  
A further method to refine the non-catalogue parts of MASTER and ORDEM and also to validate the 
models is through various radar beam-park experiments. The high power TIRA (Tracking and Imaging 
Radar) of the FGAN Research Institute for High Frequency Physics and Radar in Germany participated in 
multiple such experiments. Such an experiment involves pointing a narrow radar beam in a fixed 
direction (relative to the Earth). The field-of-view of the beam has to be narrow to allow 1-cm sized 
objects to be observed, but the size of the total observation volume is increased by allowing the beam to 
rotate with the Earth over a 24 hour period (Smirnov, 2001).  
The beam-park experiment conducted in October 2000 allowed a range window of 300 to 2000 km, 
thereby covering the entire LEO altitude range. The comparison of the beam-park measurements with 
MASTER and ORDEM2000 showed reasonable agreement (Banka, et al., 2001).  
The latest version of ORDEM and MASTER is ORDEM 3.0 and MASTER-2009. Comparisons of both older 
and most recent versions of these models reveals noticeable differences for debris flux of objects smaller 
than 1mm (Klinkrad, 2006) (Fukushige, et al., 2007). MASTER-2009 shows higher flux of solid rocket 
 10 
 
motor slag and explosion and collision fragments, and lower populations of ejecta debris compared with 
ORDEM 3.0 (Krisko, et al., 2015). Even at 10 cm the debris fluxes do not match indicating that more work 
is needed to bring these models in line with each other and resolve differences. 
In order to evolve the debris population over time it is necessary to understand impacts that occur in 
space. The known break-up and fragmentation events proved useful in this regard by investigating 
trajectories of fragments after the event. Significant on-orbit events that have been studied includes the 
deliberate hypervelocity impact of the 850 kg Solwind (P-78) satellite with a 16 kg projectile (Kessler & 
Anz-Meador, 2001), and the Iridium-Cosmos collision (Kelso, 2009).  
Several ground based investigations also contribute to our understanding of on-orbit explosions and 
collisions. Hypervelocity impact tests performed in a laboratory environment provide information about 
the composition and distribution (by number, size, velocity) of the generated debris cloud from impacts 
as well as the energy threshold for breakup to occur (Piekutowski, 1993)  (McKnight, et al., 1995) 
(Murakami, et al., 2009).  
Both ground based and on-orbit observations have helped to improve the simulation models for satellite 
breakups. The NASA Standard Breakup Model is an analytic model that describes the outcome of an 
explosion or collision in terms of fragment size, area-to-mass ration and relative velocity distribution. 
(Johnson, et al., 2001). The Standard Breakup Model is continually refined and forms an important part 
of debris evolutionary models. 
Various members of the Inter-Agency Space Debris Coordination Committee (IADC) each have their own 
models and tools for performing projections of the future space debris population. This includes NASA’s 
LEGEND (LEO-to-GEO Environment Debris model) (Liou, 2006) (Liou, et al., 2004), ESA’s DELTA (Debris 
Environment Long-Term Analysis) (Martin, et al., 2004), the UK Space Agency’s DAMAGE (Debris 
Analysis and Monitoring Architecture) (Lewis, et al., 2009), and JAXA’s LEODEEM (Low Earth Orbital 
Debris Environment Evolutionary Model) (Hanada, et al., 2009). These models evolve the current debris 
environment by propagating the orbits of objects. Decayed objects are removed from the population and 
new objects are added by simulating launches, explosions and collision events. The models prove useful 
in analysing the efficiency of debris mitigation strategies. By performing Monte-Carlo analysis with 
different input scenarios (adoption of mitigation rules vs. non-mitigation, allowing new launches vs. 
idealistic no-launch scenario) it is possible to get probabilistic results of the future population sizes. 
The IADC member agencies use these models to identify and evaluate debris mitigation solutions. 
Simulations performed using LEGEND has shown in particular the instability that exists in LEO (Liou & 
Johnson, 2008). The generally accepted mitigation strategy to maintain a stable population in LEO is that 
newly launched satellites should de-orbit either by destructive re-entry or by boosting to a higher 
graveyard orbit in 25 years after the mission has ended (IADC, 2007). 
Further studies have highlighted that even if there was a 90% compliance with these mitigation 
measures, there may still be a growth in the LEO debris population mainly driven by catastrophic 
collisions between 700km and 1000km where there is a large distribution of objects (IADC, 2013). To 
further prevent growth of debris in this region, universal adoption of the suggested mitigation guidelines 
as well as active removal of existing debris are encouraged (Liou, et al., 2010) (Liou & Johnson, 2009).  
It was shown that on average over a number of Monte-Carlo simulations, removal of at least 5 significant 
pieces of debris per year together with full compliance with post-mission disposal guidelines will be 
sufficient to maintain a stable population of objects in LEO (Figure 2-1). But it is also important to note 
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that these findings represents the average situation only and it may very well be that ADR of five objects 
per year is not enough. Or that ADR is not even necessary. The distribution of results that produced Figure 
2-1 is thus just as important as the average outcome. 
 
Figure 2-1 Projection of number of objects in LEO based on 3 scenarios - postmission disposal (PMD) only, PMD and 
ADR of two objects per year, and PMD and ADR of five objects per year. The PMD+ADR05 scenario produces a 
sustainable population on average. (Liou, et al., 2010) 
The debris mitigation guidelines as proposed by the IADC and other entities are currently only guidelines 
– they are not legally binding under international law. Current international space law exists as a result 
of efforts to regulate the use of space. But the treaties that encompass the current legal framework were 
drafted at a time when the problem of space debris was not as urgent or widely recognized and as a result 
they do not specifically address the problem of creation of space debris (Jakhu, 2010). 
The 1967 Outer Space Treaty and 1972 Liability Convention are the most relevant treaties in terms of 
orbital debris (Plantz, 2012). The Outer Space Treaty addresses the responsibility and liability of actors 
in terms of launches and operations. It also contains a specific article on the space environment and the 
“harmful contamination” of it (United Nations, 2002). But the Outer Space Treaty does not sufficiently 
address the preservation of the space environment or establish clear obligations for state parties because 
of a lack of clearly defined terms, such as “harmful contamination”, “launching state”, and “space object” 
(Limperis, 1998). 
The Liability Convention expands on the Outer Space Treaty to assign strict liability for any damage that 
occurs on the Earth’s surface and fault-based liability for damage that arises in space (United Nations, 
2002). Enforcing the Liability Convention has however proven to be difficult as it might not always be 
possible to provide evidence of an offence. Applying it to orbital debris is also problematic since 
identification of the owner of debris objects might not be possible (Gabrynowicz, 2010). 
The French government has adopted the French Space Operations Act in 2008 which explicitly contains 
articles to limit the creation of space debris, but the general consensus is that international space law 
does not adequately address the prevention of space debris (Diaz, 1993) (Priya, 2015) (Chatterjee, 2014) 
and various supplemental frameworks have been proposed (Taylor, 2006) (Plantz, 2012). 
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In some instances debris mitigation guidelines have made their way into national space agencies’ 
requirements for obtaining a space license. Failure to show evidence of a post-mission disposal strategy 
might result in a refusal of a space license which also prevents launch and operation of the satellite for 
which the license was refused.  
The fact remains that satellite operators and designers must now consider debris mitigation in order to 
satisfy their national governments and launch services. It is especially with regards to post mission 
disposal guidelines that satellite providers will be looking towards deorbiting devices, such as the topic 
of this thesis, to replace or augment conventional propulsion schemes. The post mission disposal 
guidelines from the IADC are summarized here (IADC, 2007): 
 Post-mission disposal of satellites in the GEO protected region shall be accomplished by raising 
the orbit to an altitude above the GEO region. A minimum increase of  
∆ℎ𝑚𝑖𝑛 = 235km+ 1000𝐶𝑅
𝐴
𝑚
 
is needed in the perigee altitude of the satellite. 𝐶𝑅 is the solar radiation pressure coefficient and 
𝐴
𝑚
 is the area to dry mass ratio of the satellite. Additionally the eccentricity of the final orbit should 
be less or equal to 0.003. 
 Satellites with orbits in the LEO protected region or with orbits that pass through this region or 
have the potential to interfere with the LEO region, should be de-orbited (direct re-entry is 
preferred) or where appropriate manoeuvred into an orbit with a reduced lifetime. Retrieval is 
also a disposal option. A spacecraft or orbital stage should be left in an orbit in which, using an 
accepted nominal projection for solar activity, atmospheric drag will limit the orbital lifetime 
after completion of operations. 25 years was found to be a reasonable and appropriate lifetime 
limit. If a spacecraft or orbital stage is to be disposed of by re-entry into the atmosphere, debris 
that survives to reach the surface of the Earth should not pose an undue risk to people or 
property. 
 Spacecraft or orbital stages that are terminating their operational phases in other orbital regions 
should be manoeuvred to reduce their orbital lifetime, commensurate with LEO lifetime 
limitations, or relocated if they cause interference with highly utilised orbit regions. 
It is important to note that the debris mitigation guidelines (including post mission disposal) are in place 
with the intention to reduce the risk of debris-causing collisions. But directly attempting to satisfy these 
guidelines might not necessarily lead to a reduced collision risk. The studies that support the formulation 
of the debris guidelines are based the assumption that chemical propulsion is being used, with no change 
in object area-to-mass ratio or consideration of continuous low-impulse thrust. This raises the question 
of whether a deorbit strategy such as drag augmentation or electrodynamic tethers will lead to a reduced 
collision risk even if it satisfies the mitigation guidelines. This is explored further in section 2.4. 
2.2 De-orbiting Methods and Technologies 
A number of strategies and technologies have been proposed and are being developed to aid in reducing 
space debris. Some of these ideas are specific to active removal of existing space debris but there is also 
a drive to provide a cost-effective solution for post-mission disposal of new satellites.  
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Conventional propulsion 
Orbital manoeuvring is common practise and many satellites going into orbit already carry propellant 
and propulsion systems to perform orbit insertion, station-keeping and attitude manoeuvres. GEO 
satellites use propulsion to stay within their allocated longitude in the GEO ring. LEO satellites might use 
propulsion to boost to higher altitudes, countering drag, to prolong mission duration. Conventional 
satellite propulsion is achieved by ejecting mass often at high velocity or high energy in order to provide 
a counter acceleration in the opposite direction (Hill & Peterson, 1965). The material that is being ejected 
is called the propellant. The logical step for de-orbiting would be to carry enough propellant to also carry 
out the passivation manoeuvre.  
Propulsion systems are broadly grouped into cold gas, chemical and solar-electric, where this 
classification is typically according to the source of the energy and type of propellant or working fluid 
(Larson & Wertz, 1999) (Sutton & Biblarz, 2011) (Frisbee, 2003). Chemical propulsion systems are the 
more commonly used and rely on propulsion energy from a chemical reaction in the stored propellant. 
Electric Propulsion (EP) applies electric energy generated by solar cells to the propellant to achieve 
higher efficiency, and cold gas propulsion has the easiest implementation – controlled ejection of 
pressurized gas through a nozzle. 
Propulsion technologies are further characterised by the propulsive force (and hence the acceleration) 
that it produces. This force is called thrust. Another parameter that is applicable to a propulsion system 
is the specific impulse (Isp). The latter is the ratio of the thrust to the mass flow rate of propellant and is 
a measure of how efficient the propulsion system is using the propellant (Larson & Wertz, 1999).   
Table 2-1 Summary of spacecraft propulsion systems (Larson & Wertz, 1999) (Janovsky, et al., 2004) 
Type Advantages Disadvantages Specific 
Impulse (s) 
Thrust (N) 
Cold gas  Simple 
 Low system cost 
 Reliable 
 Very low Isp 
 Low density (large 
mass compared to 
performance) 
50 - 75 0.05 - 200 
Chemical Solid Motor  Simple 
 Low cost 
 Reliable 
 High density 
 Single activation 
 Performance not 
adjustable 
280 - 300 50 – 5x106 
Liquid 
Monopropellant 
 Wide thrust range 
 Proven/reliable 
 Low Isp 
 Toxic fuel 
180 - 225 0.5 – 500 
Liquid 
Bipropellant 
 Wide thrust range 
 Proven/reliable 
 Complex 
 Costly 
 Heavy 
 Toxic fuel 
300 - 450 5 – 5x106 
Electric Resistojet  High specific impulse 
 Low complexity 
 Low thrust 
 Power requirement 
150 – 700 0.005 – 0.5 
Arcjet  High specific impulse 
 Low complexity 
 High power 
requirement 
450 - 1500 0.05 – 5 
Ion  Very high specific 
impulse 
 Low thrust 
 Very high power 
requirement 
 Complex 
2000 – 6000 5x10-6 – 0.5 
Pulsed Plasma  High specific impulse  Low thrust 
 High power 
requirement 
1000 - 1500 5x10-6 – 0.005 
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The different propulsion technologies available to satellites are summarized in Table 2-1 together with 
the advantages and disadvantages of each. The range of achievable thrust and specific impulse is also 
given. The data in the table was extracted from (Larson & Wertz, 1999) and (Janovsky, et al., 2004). 
Various strategies exist for propulsive de-orbiting manoeuvres in LEO (Gaudel, et al., 2015). There is an 
option to manoeuvre the satellite into an orbit that will allow it to naturally decay in 25 years, which 
implies an uncontrolled re-entry. Alternatively propulsion can be used to perform a direct controlled re-
entry (Burkhardt, et al., 2002). The latter option will obviously require more propellant but has the 
possibility of controlling where the satellite will impact the Earth in case it survives the re-entry process. 
High thrust propulsion is required for controlled re-entry – to be able to control where on the globe a 
satellite comes down (Janovsky, et al., 2004). Satellites in orbits outside of the LEO region will have to 
manoeuvre to a disposal region and the requirements on the thrust and propellant will vary depending 
on the situation. 
But conventional propulsion might not be the most desirable option for de-orbiting. A lot of satellites do 
not require propulsion to fulfil the main mission requirements (Vadim, 2006). The mass and complexity 
of fitting a propulsion system might make the mission completely unfeasible. Also for satellites that 
already do have propulsion systems, the added mass of additional propellant makes the launch more 
expensive and it is possible that other more cost effective alternatives exist. Electric propulsion is an 
attractive solution in this regards since the high specific impulse means that very little propellant is 
needed (Martinez-Sanchez & Pollard, 1998). But here the requirement on the power sub-system is rather 
high. For the low thrust that EP typically generates the deorbit manoeuvre might take a long time and 
will require constant power (Gill & Stratemeier, 2016).  
 
Figure 2-2 Specific impulse of various satellite 
propulsion systems (Larson & Wertz, 1999) (Janovsky, 
et al., 2004) 
 
Figure 2-3 Thrust range of various satellite propulsion 
systems (Larson & Wertz, 1999) (Janovsky, et al., 2004) 
Less conventional alternatives are generally suggested to bridge the gap. Satellites that do not need 
propulsion to carry out its main mission objectives, or scenarios that require too much added propellant 
mass might benefit from low mass alternatives with lower system cost.  
Drag augmentation 
Drag augmentation is one such alternative to conventional propulsion. The use of drag augmentation for 
LEO satellite disposal has been shown to have a lower mass impact than conventional propulsion 
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alternatives (Petro, 1992), (Campbell, et al., 2001), (Meyer & Chao, 2000). But it has also been highlighted 
that drag augmentation devices present a larger cross-section area for collisions (Campbell, et al., 2001) 
and even if a satellite is removed from orbit quicker using drag, this may negate the whole de-orbiting 
intention if it does not reduce the number of collisions that will occur. This problem is elaborated further 
in section 2.4. 
Drag augmentation is achieved by deploying a larger structure at the end of the normal satellite 
operations - to result in a larger drag surface area. Thin film membranes like the materials used in solar 
sails are ideal candidates for drag augmentation surfaces because they do not contribute much mass. A 
support structure may also be needed to maintain the drag surface. Irrespective of the materials and 
shape, the aim will be to make the deployable structure as light-weight as possible. 
Various drag augmentation alternatives exist. The use of inflatable balloons for debris removal has been 
suggested early on (National Research Council, 1995). From a technical point of view, inflatable balloons 
do not pose many obstacles and have been proved in flight as early as 1969 on the Echo II project (Figure 
2-4). The application of balloons specifically for deorbiting purposes have been researched and found to 
be a feasible alternative (Nock, et al., 2010) and there already exists commercial ventures that aim to 
exploit the technology for debris removal (Global Aerospace Corporation, 2014). A graphical 
representation of such a deorbiting device is shown in Figure 2-5. 
All drag augmentation surfaces should consider the effect of micrometeoroid impact because such 
impacts are increasingly likely to occur in large structures in LEO. For inflatable structures the option 
exists to rigidise the membrane after inflation. This was the strategy followed by the Echo II balloon: 
rigidisation occurred through yielding of the aluminium and Mylar laminate surface under strain 
(Staugaitis & Kobren, 1966). The other alternative is to maintain a constant pressure under small 
leakages that may occur. The latter strategy can make use of a single polymer layer membrane. Essentially 
the structure will have less mass but will require more inflation gas with associated complexity of the 
inflation system. 
Another example of a large inflatable structure with potential use as a drag augmentation device 
(although this was not the purpose of the mission) is the Inflatable Antenna Experiment. The inflatable 
structure was made from Mylar by L’Garde Inc. and had a 14 m diameter. It was deployed from the 
Spartan-207 satellite, which was launched from the Space Shuttle Endeavour in 1996 and can be seen in 
Figure 2-6.  
 
Figure 2-4 Echo II undergoing 
stress test (image credit NASA) 
 
Figure 2-5 Global Aerospace GOLD 
inflatable balloon (Global Aerospace 
Corporation, 2014) 
 
Figure 2-6 Inflatable Antenna 
Experiment (image credit NASA) 
Deployable sails are another drag augmentation alternative that can be achieved with low complexity. 
Deployable sails have been in development since 1976 when JPL (Jet Propulsion Laboratory) started the 
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Heliogyro project (Friedman, et al., 1978) but the aim was to achieve solar sailing. It is only more recently 
that flat deployable sails are being considered for debris mitigation. 
Various sail deployment designs have been proposed but for drag augmentation only rigid structures 
(rigid after deployment) are considered. Spinning sails such as the Heliogyro and IKAROS designs are 
unattractive for deorbiting because they require constant power and attitude control to maintain the 
spinning motion. Rigid sail structures will allow deorbiting with a passive host satellite. 
A number of past and current CubeSat missions are being used to demonstrate sail deployment and drag 
deorbiting. Most notably is the NanoSail-D2 satellite (Figure 2-7) that successfully deployed a 9 m2 square 
sail and demonstrated a quick deorbit (Alhorn, et al., 2011). NanoSail-D2 remained in orbit for only 240 
days from an initial circular orbit at 650 km altitude. Other CubeSats with similar aim include The 
Planetary Society’s LightSail-1 (Figure 2-8), University of Toronto’s CanX-7 and European Union funded 
DeOrbitSail (Figure 2-9) (Stohlman, et al., 2014).  
 
Figure 2-7 NASA's NanoSail-D with sail 
deployed (image credit NASA) 
 
Figure 2-8 LightSail (before 
deployment) (Image credit The 
Planetary Society) 
 
Figure 2-9 DeOrbitSail deployment 
system (image credit DLR) 
Larger satellites with drag-sail payloads have also been launched recently. These include the UK’s 
TechDemoSat-1 (TDS-1), shown in Figure 2-10, and Ball Aerospace STPSat-3. The TDS-1 satellite bus was 
built by Surrey Satellite Technology Limited (SSTL) to host a number of innovative payloads which 
includes a drag-sail.  The sail payload, called Icarus 1, was developed by Cranfield University to allow the 
150 kg satellite to comply with the 25 year mitigation rule from an initial orbit at 676 km (Hobbs, et al., 
2013). 
 
Figure 2-10 TechDemoSat-1 and 
deployed drag sail (image credit 
SSTL) 
 
Figure 2-11 dragNET De-orbit System – Shown 
Deployed (image credit MMA Design) 
 
Figure 2-12 ESA Gossamer 
Deorbiter 
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STPSat-3 is a US Department of Defence commissioned satellite launched in 2013 which also carries a 
number of experimental payloads. One of the payloads is dragNET - a 2.8 kg, 14 m2 drag-sail deorbit 
module made by MMA Design LLC (Figure 2-11). The company also provided a second dragNET module 
which is currently de-orbiting the Minotaur I upper stage. 
The ESA funded Gossamer Deorbiter project involved development and testing of a deployable sail 
payload for satellite deorbiting. It comprises a 5⨯5m sail structure and a telescopic deployment system 
to distance the sail from the host satellite (Fernandez, et al., 2013). 
A critique of flat drag augmentation structures like a sail is that it also requires active control to maintain 
an optimal attitude for efficient drag deorbiting. This issue is further addressed in section 2.5. 3D drag 
structures are often proposed to counter the issue. Examples of such structures include the IDEAS system 
on the MICROSCOPE satellite. The IDEAS (Innovative DEorbiting Aerobrake System) shown in Figure 
2-13 makes use of twin deployable wings where each wing is supported by inflatable mast. The deorbit 
system has a mass of 12 kg and a mean (over all possible angles of attack) drag surface of 6.7 m2 (Dupuy 
& Le Couls, 2010).  
Other 3D shapes that have been proposed are mainly variations of boom supported membranes. The 
design goal is usually to create a 3D shape with uniform cross section area under all angles of attack, or a 
shape that enhances passive attitude stability by restoring the angle of attack to a nominal orientation, 
such as the proposed IOD (Inflatable de-Orbiting Device) for CubeSats (Maessen, et al., 2007) seen in 
Figure 2-14. 
 
Figure 2-13 MICROSCOPE satellite 
de-orbiting configuration  (Dupuy 
& Le Couls, 2010) 
 
Figure 2-14 IOD (Inflatable de-
Orbiting Device) from TU Delft 
(Maessen, et al., 2007) 
Another drag augmentation idea that is less proven is the use of expanding foam (Pergola, et al., 2011), 
although this method is more applicable to ADR. 
Solar sailing 
Solar sailing has existed as an idea long before the first planned mission. The principle motivation for 
solar sailing satellites was, and still is, to achieve interplanetary or interstellar travel (Macdonald & 
McInnes, 2005) (McInnes, 2004). Solar sails are particularly suited to this since they provide a low cost 
option of achieving thrust for long duration without the need for propellant.  
It is also this characteristic that makes it an attractive alternative for a deorbiting device. Although the 
effect that is responsible for the generated force is different (for a drag sail, the force is a result of 
momentum exchange with atmosphere particles and for a solar sail, photon momentum exchange 
provides the thrust), the same thrust-to-mass ratio is applicable to both solar sailing and drag deorbiting 
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– the largest acceleration is achieved when the mass is at a minimum. That is then also why solar sails 
and drag sails have such similar designs.  
A key difference between the two is that solar sailing requires active steering. The sail has to be oriented 
in a specific way with respect to the Sun to achieve the desired thrust (McInnes, 2004).  So where drag 
deorbiting can be achieved with a passive host satellite, solar sailing requires an active satellite.  
Drag sails are usually supported by booms to maintain the drag surface, but some solar sail designs do 
away with them to save mass. So-called spinning sails require that the satellite bus rotates to deploy the 
sail and a constant spinning motion is required to maintain the sail shape. The successfully launched 
IKAROS solar sail makes use of a spinning square sail, and the first solar sail mission study, JPL’s 
Heliogyro, made use of a spinning motion to deploy the 12 vanes making up the sail.  
 
Figure 2-15 IKAROS on-orbit photo (image credit JAXA) 
 
Figure 2-16 JPL Heliogyro 
 
Figure 2-17 Prototype of L’Garde Sunjammer solar sail in 
a vacuum chamber (image credit NASA and L’Garde) 
 
Figure 2-18 DLR Gossamer 1 graphical depiction. The 
sail remains attached to the rocket upper stage 
The most recent contributions towards solar sailing comes from NASA’s Sunjammer and the DLR 
Gossamer Project. Sunjammer was a 38 ⨯ 38m square sail that would have demonstrated solar sailing 
while other payloads on the satellite monitored solar winds (www.space.com, 2013). The satellite and 
sail was to be built by L’Garde Inc. The project was unfortunately cancelled by NASA in October 2014, 
citing a lack of confidence in its contractor’s ability to deliver (www.spacenews.com, 2014).  
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The cancellation is unfortunate since the investment NASA made on solar sailing did lead to advances in 
sail and deployment technologies, such as the ultra-thin membrane and two types of deployable booms. 
The specific technologies available to deployable sails will be further elaborated on in the next section. 
DLR is working on a three-step programme called Gossamer that aims to advance technology for a deep 
space solar sailing mission. Each step of the programme involves launch of a solar sail demonstrator with 
the size of the sail increasing at every step (Geppert, et al., 2011). The first step is Gossamer 1 – a 5m ⨯ 
5m sail that will be launched as part of the QB50 project in 2016 into lower LEO. Gossamer 3 will be a 
50m ⨯ 50m sail that will be launched into an orbit above 10,000 km.  
Although the use of solar sailing for satellite deorbiting has the same propellant-less advantage as that of 
a drag-sail, there are plenty of issues to overcome. The biggest problem is that of active control and 
prolonged mission duration – the cost of operating a satellite during its deorbiting phase might make it 
unfeasible.  
It might be possible to make use of a hybrid mode where solar sailing is initially used to lower the orbit 
of a host satellite up to the point where drag augmentation can be used. In this case the duration for which 
active attitude control is required can be minimized. 
(Lücking, et al., 2013) have shown that is it possible to make use of solar radiation pressure (SRP) to de-
orbit from high orbits without active control of the satellite. Despite the recognition of this possibility, 
very little research has been done to support solar sail deorbiting and meaningful use-case scenarios have 
yet to be identified. 
Tethers 
The other big contender for propellant-less deorbiting in LEO is the Electrodynamic tether (EDT) (Ahedo 
& Sanmartin, 2002) (Vannaroni, et al., 1999)  (Hoyt & Forward, 2000).  Tethers are thin conductive cables. 
The de-orbiting principle relies on electromagnetic interaction with the Earth magnetic field. Movement 
through the magnetic field will induce a current in the tether which causes a Lorentz force, capable of 
converting between electric energy and kinetic energy. This conversion of energy can either be employed 
to slow down the tether satellite (for de-orbiting) or accelerate it. The induced Lorentz force is a function 
of the tether length, orbit, and characteristics of the local ionosphere. 
Tethers are also deployed. They typically have very long lengths to create effective forces. An EDT will 
have a mass at the end, so that the gravity gradient effect can be used to stabilize the attitude. In reality 
the attitude will oscillate due to the Lorentz force (Aslanov, 2011) (Troger, et al., 2010). This coupled 
with the long tether length implies that the EDT requires a large exclusion zone to prevent collisions with 
other spacecraft. Long tether lengths also imply significant mass, although recent work suggests that 
lighter tethers can be manufactured for efficient de-orbiting (Voronka, et al., 2005). 
Tether manufacturing poses a challenge because they need to have low mass but high strength and 
electrical conductivity. They are susceptible to micrometeoroid impacts and require shielding or multiple 
redundant strands. The Hoytether (Hoyt & Forward, 2000) design consists of multiple strands of 
aluminium wire knitted together with PTFE thread. 
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Figure 2-19 Hoytether (left) and EDT operation (right). Image credit: TUI (Hoyt & Forward, 2000) 
The problem of tether survivability has also been addressed by investigating different tether cross 
sections. A thin tape-shaped tether does not have to be as long as an equivalent performing round cross 
section tether (Fujii, et al., 2011) but the calculation of tether survivability relies on the assumption that 
the collision cross section is due only to the thickness of the tether tape and not the width (Ahedo & 
Sanmartin, 2002). 
(Hoyt, et al., 2009) proposed a passive, conductive tether tape solution that combines aerodynamic drag 
with a passive interaction with the Earth magnetic field and ionosphere plasma to achieve efficient 
deorbiting results. 
Electrodynamic tether systems are not passive since electric power and a control system is required to 
modulate the current through the tether. EDTs are also dependent on the orbit inclination. At inclinations 
above 75 degrees they are not useful due to the Earth magnetic field orientation and lower ion densities 
(Pardini, et al., 2009). They are also not useful in highly eccentric orbits, or at high altitudes. 
Various aspects of tether de-orbiting as well as different tether configurations have been studied 
extensively. Successful tether satellite missions have taken place, such as the SEDS I and II missions. The 
Plasma Motor Generator (PMG) satellite deployed a 500 m electrodynamic tether and demonstrated the 
operation (Caroll & Oldson, 1995) (Cosmo & Lorenzini, 1997). The MAST (Multi-Application Survivable 
Tether) was meant to deploy a 1 km tether but unfortunately failed to deploy. 
The deorbiting alternatives that have been discussed here are by no means an exhaustive list, but they 
are the near-term contenders that satellite providers should consider in an attempt to comply with 
mitigation measures.  
2.3 Sail Designs 
The general design that will invariably be considered in the rest of this thesis is a square sail membrane 
supported by 4 booms extending from a central hub diagonally to each corner of the membrane.  
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Figure 2-20 Solar sail configuration used further in this thesis. A square sail supported by 4 booms extending from a 
central hub 
The first reason for focussing on this general design is because it has a high TRL (Technology Readiness 
Level) due to recent missions and developments (Johnson, et al., 2011) (Geppert, et al., 2011) (Alhorn, et 
al., 2011). A high TRL implies that such a sail can be produced without significant development risk, since 
it has already been proven to some extent. By requiring a sail design with high TRL, the results of this 
thesis are applicable to sail devices that are currently manufacture-able. Such a deployable sail can very 
realistically be used on a new satellite as a de-orbiting device without the need for significant design and 
testing. 
A square sail with four booms is favoured above sail shapes with more sides and more booms because 
more booms increases mass and lowers the packing ratio. Advances in materials and structures, and 
novel stripping patterns and sail attachment and loading techniques (Lichodziejewski, et al., 2004) 
(Fernandez, 2014) have made it possible to produce large sails (up to 20 m ⨯ 20 m) without requiring 
more than four booms. 
The second reason for this design has to do with the use case. An important distinction in sail designs is 
that of spin-stabilization vs. a rigid structure. Solar sails such as IKAROS rely on the spinning motion of a 
central hub to maintain the shape of the sail thus doing away with the support structure of a rigid sail. 
The argument of high TRL is equally valid for spinning sails since one such sail has been demonstrated in 
flight. But one of the advantages of a drag sail for deorbiting purposes is that it can take place with an 
inactive host satellite (past the point of deployment). A spinning sail might collapse if the host satellite 
can no longer maintain the spinning motion. A tumbling rigid sail will still produce drag, but a collapsed 
sail might not. 
Although the general design is laid out, there are plenty of implementation specific design variations and 
challenges. There are different types of booms and sail membrane and the deployment mechanisms vary 
with the booms. Deployment of such a large structure is also rather challenging. This thesis will not focus 
on structural design or mechanisms. It is recognised that deployable elements on a satellite lead to 
complexity and can lead to lower reliability. However only a brief synopsis of the different technologies 
will be given here for the sole purpose of establishing achievable area-to-mass ratios. 
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There are currently three contenders for boom technologies. Two of these saw an increase in technology 
development when NASA contracted both ATK Space Systems and L’Garde to develop and test 20 m 
ground demonstrator solar sails in 2005 (Johnson, et al., 2011). 
ATK’s design made use of coilable booms – a truss made up of elements running along the length of the 
boom (longerons), and connecting elements between the longerons. The boom is stowed by coiling the 
elements into a tight helix inside a canister.  
 
Figure 2-21 Coilable boom in deployed state (image 
credit ATK Space Systems) 
 
Figure 2-22 L'Garde 
inflatable boom for 20m 
ground demonstrator 
solar sail 
 
Figure 2-23 DLR's CFRP 
tubular boom (image credit 
DLR) 
L’Garde used an inflatable boom for their 20 m ground demonstrator. The boom makes use of a semi-
monocoque configuration with fibres impregnated with a resin that hardens when the temperature 
decreases below the glass-transition temperature (Lichodziejewski, et al., 2004).  Both L’Garde and EADS 
Astrium (now Airbus Defence and Space) manufactured inflatable booms that make use of aluminium 
laminate – a layer of aluminium sandwiched between 2 layers of thin plastic film. Rigidisation is achieved 
by increasing the inflation pressure to the point where the aluminium is permanently strained – removing 
packing wrinkles, and work hardening the material (Lichodziejewski, et al., 2002).  
The third broad category of booms is tubular structures. Tubular booms are flexible shells that can be 
flattened and coiled. Deployment occurs by unrolling the boom from the coil, and the boom gains stiffness 
once it has been unrolled by having a non-flat cross section. There are numerous variations of cross 
sections and coiling strategies (NASA, 1971). The booms used on Gossamer 1, 2 and 3 are lenticular 
shaped booms made from carbon-fibre reinforced polymer (CFRP) (Geppert, et al., 2011). Nanosail-D also 
used tubular TRAC booms (Johnson, et al., 2011) and the ESA Gossamer Deorbiter also made use of CFRP 
open-section booms (Fernandez, et al., 2013).  
The deployment mechanism and deployment actuation is closely related to the type of boom that is being 
used. Tubular booms are usually rolled around a central hub with a motor driving the deployment. 
Examples of such mechanisms can be seen in Figure 2-24 and Figure 2-25. The DLR CFRP booms are 
different in this respect since they have a mechanism that travels along the boom as it is being deployed, 
showed in Figure 2-26 (Geppert, et al., 2011). Inflatable booms need pressure to actuate the deployment 
and coilable booms are either motor driven or rely on stored strain energy for deployment.  
The sail supporting structure is designed around the ability to deploy the sail and the ability to withstand 
the loads the sail will experience in operation. But another important aspect to the boom design is that of 
scalability. As can be seen in the DLR Gossamer development roadmap (Geppert, et al., 2011), solar sailing 
technology is developed typically in steps of increasing size. But for the following step to build on the 
previous step, it should be possible to scale up the original design. 
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Some boom technologies scale better than others. The metal booms used on the ESA Gossamer Deorbiter 
were successful in deploying a scale model of the sail but it had problems deploying the full 5 m ⨯ 5 m 
sail (Fernandez, et al., 2013) and open section tubular booms lack the torsional stiffness for large scale 
deployments (Donohue & Frisch, 1969). Closed section tubular booms like the DLR CFPR booms, 
inflatable booms and coilable booms seem to be more suited to medium and large scale sails. 
 
Figure 2-24 Deployment 
mechanism of the ESA 
Gossamer Deorbiter (metal 
boom version) (Fernandez, et 
al., 2013) 
 
Figure 2-25 DeOrbitSail deployment 
mechanism (image credit DLR) 
 
Figure 2-26 DLR Boom Deployer that 
travels along with boom as it extends 
(image credit DLR) 
The manner in which the sail is attached to the booms also plays a big role in the load distribution and 
scalability of the design. The L’Garde Sunjammer prototype used a stripped net architecture with multiple 
sail attachment points that improves transfer of sail loads to the booms (Johnson, et al., 2014). The booms 
carry less load and can be made lighter.  
Smaller designs simply attach the sail membrane to the four outer corners and the central hub. Although 
other sail configurations have been studied (Greschik & Mikulas, 2002), the design that occurs most often 
is with the sail membrane divided into four equilateral triangle segments, and each triangle is suspended 
at the boom tips and central hub as shown in Figure 2-7, Figure 2-9 to Figure 2-12 and Figure 2-20. 
The sail membrane usually consists of a thin polymer film substrate with coating to achieve the desired 
thermal and optical properties. The most common substrate materials used are Mylar, Kapton and CP-1. 
Mylar is the trade name for Biaxially-oriented polyethylene terephthalate (BoPET). Kapton is a polyimide 
film with better temperature resistance than Mylar. It has a density of 1.42 g/cm3 and can be made in 
very thin layers. The Sunjammer sail had a thickness of 5 µm but layers as thin as 2 µm have also been 
used. For such thin membranes, handling and folding becomes problematic. CP-1 (Colourless Polyimide) 
is also a polyimide film like Kapton with the same thermal stability, but with very high optical 
transmittance.  
The sun-facing side of a solar sail membrane will typically have a very thin layer of vapour-deposited 
aluminium and the opposite side will have an even thinner layer of high-emissivity chromium for thermal 
control (McInnes, 2004). 
The sail is also usually reinforced by added strips of Kapton tape spaced at regular grid intervals or Kevlar 
fibres embedded into the substrate (Garner, et al., 1999). Such reinforcements make the sail more 
resistant to tearing, improve the load bearing capability and make it easier to handle. It also prevents 
tears that may originate from micrometeoroid impacts from spreading. 
The packed volume of the deployable sail is also a concern and origami and other elaborate folding 
patterns are usually employed to minimize the packed volume. 
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As mentioned before, the specific technologies are only mentioned for background purposes. But for the 
mission analysis conducted later in this thesis it is required to know what mass-to-area ratios can be 
achieved for a solar sail or drag sail using current technology. The mass and cross-section areas for 
missions and designs mentioned in this chapter are summarized in Table 2-2. 
Table 2-2 Mass and cross section area of deployable structures for deorbiting 
Provider/Mission Area, m2 Mass, kg Packed volume, m3 
Sails 
NASA Nanosail-D2 10 4* 0.1 ⨯ 0.1 ⨯ 0.2 
MMA Design dragNET 14 3 - 
ESA Gossamer Deorbiter 25 3 0.1 ⨯ 0.1 ⨯ 0.2 
DLR Gossamer-1 25 40 0.45 ⨯ 0.45 ⨯ 0.5 
Planetary Society LightSail-1 32 < 5* 0.1 ⨯ 0.1 ⨯ 0.2 
JAXA Ikaros 200 310* 1.6 ⨯ 1.6 ⨯ 0.8 
L’Garde Sunjammer 1200 50 - 
3-D shapes 
EADS Astrium IDEAS 4 12 - 
NASA Echo-I 730 71* - 
Global Aerospace GOLD    
It can be seen that small deployable sails (25 m2) can be made with a sail area to mass ratio (for the sail 
sub-system) of 8 m2.kg-1. For larger sails this ratio can be higher with the Sunjammer project setting the 
record at over 20 m2.kg-1. 
  
In the previous three sections it was shown that sail-based satellite de-orbiting, either using drag 
augmentation or solar sailing, can be considered when traditional propulsion is not available or adequate. 
A number of concerns however still remain to be addressed before this alternative can be accepted.  
The first of these concerns is the ability of a sail-based deorbit solution to reduce collision risk.  The debris 
studies that led to the formulation of current guidelines (see section 2.1) did not take into account the 
sudden increase in surface area that a deployed sail will bring about. It remains to be shown that sail-
based deorbiting will adequately reduce the risk of collision.  
The second concern is that of attitude control and stability. Drag augmentation from a deployed sail 
requires that the sail faces the velocity direction to maximize the deorbit performance. This should 
preferably happen without active control – to allow for a passive deorbiting solution. An unstable sail will 
also have increased drag, albeit less than in the optimal orientation. It remains to be shown that a flat sail 
can be used under passive drag conditions and if there are measures that can be taken to improve on the 
passive stability. 
Finally, it has to be shown for which scenarios a sail-based deorbiting solution is ideal and which 
scenarios can benefit. Drag sails have been demonstrated in flight and are already being used for 
deorbiting (e.g. the Minotaur upper stage using the dragNet sail from MMA Design). But when it comes 
to deorbit mission design, system engineers are faced with a number of alternatives and apart from 
conventional propulsion, there is a shortcoming in mission analysis references to give guidance on this 
selection. 
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The following sections discuss the abovementioned concerns in more detail, highlighting what studies 
have been done and the basis that exists for the novelty in this thesis. 
2.4 Collision Risk Mitigation of Sails 
The goal of deorbiting is to remove a satellite from orbit and the desired outcome is an overall decrease 
in the probability of a collision. But the process of removing the debris can also incur risk and this should 
be considered when assessing the overall effectiveness of the strategy. 
Sail-based deorbiting suffers from a potential problem in this regard. The sail presents a larger cross-
sectional area which may increase the risk of collision, at least in the short term.  
This statement applies not just to sails, but drag augmentation in general. The orbit of a drag augmented 
object in LEO will decay quicker, but in doing so the cross sectional area of the object is enlarged which 
increases the probability of a collision. The question then remains if the nett effect is an improvement: 
Will there be fewer collisions with a quicker decay time and larger drag surface compared to leaving the 
object to decay naturally?  
The parameter that is often cited in these circumstances is the Area-Time-Product (ATP) (Klinkrad, 2006) 
– the product of the remaining orbit lifetime and the cross-sectional collision area. The ATP provides a 
measure of the risk of a collision assuming a constant debris flux.  
The problem of increased collision area for drag augmentation has also been addressed in the NASA 
Debris Mitigation Guidelines (NASA, 1995) where it is stated that drag augmentation alternatives should 
show a significant decrease in ATP, although the required reduction is not quantified.  
For short periods during which the atmosphere density can be considered constant, the ATP for all drag 
augmentation scenarios is the same regardless of surface area. That is, assuming that the drag surface 
area is also used as the collision cross section area in the ATP calculation. The drag force is proportional 
to the surface area and thus also the ATP that is achieved. In Figure 2-27, both scenarios result in the 
same ATP, but the scenario on the right has a 2x larger sail and requires half the time from the left-hand 
scenario. A constant density is assumed. 
  
Figure 2-27 Two different drag scenarios that produce the same ATP 
The ATP would thus make it seem that there is no reduction in collision risk by using drag-augmentation.  
It has been shown (Nock, et al., 2013) that consideration of the collision energy-to-mass-ratio will result 
in drag augmentation scenarios with lower ATP. This reduction occurs if the drag augmentation surface 
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is made from a thin enough membrane so that collisions with the membrane will not lead to significant 
fragmentation – no additional debris is created as a result. In this case the cross-section collision area 
that is used in the ATP calculation only uses the portion of the satellite area for which a collision will lead 
to fragmentation. 
The ATP is a convenient measure because it is easy to calculate. But it is important to realize that it is an 
approximation for the true collision probability and in performing the approximation some contributing 
factors have been generalized. The ATP does not take into account the distribution of objects in Earth 
orbit. The number of objects in orbit varies by size and orbit altitude and inclination. The ATP also does 
not take into account the nature of collisions that may occur. As mentioned above it is possible for some 
collisions to not create additional debris (such as micrometeoroids passing through the sail membrane). 
It is possible to calculate the collision probability of a satellite in its descent by taking into account the 
above contributions (Klinkrad, 1993) (Liou, 2006). However it remains to be shown how the ATP 
correlates with actual collision probability and how to safely apply the ATP generalization. Ultimately it 
must also be shown that a drag-sail will lead to a reduction in the collision probability.   
Solar sailing also suffers from the problem of an increased surface area with which collisions can occur. 
Solar radiation pressure is a low thrust force and solar sailing orbit manoeuvres may also take a 
considerable time to execute.  
One example where solar sailing might cause increased collisions is when it is used to move a GEO 
satellite to a graveyard orbit at higher altitude. The low thrust due to SRP will result in a gradual increase 
in altitude with corresponding drift in longitude. The sail will drift into neighbouring slots on the GEO 
belt with increased probability of colliding with currently stationed satellites.  
Solar sailing deorbiting is relatively unstudied and it remains to be shown for which solar sail deorbiting 
scenarios the collision probability will be decreased. 
2.5 Deorbit-sail Attitude Considerations 
Deorbiting strategies that do not make use of high-thrust propulsion will take a relatively long time to 
execute. A deorbit-sail can potentially be sized to make use of the full 25 year span that mitigation 
guidelines allow. Throughout the deorbit manoeuvre, active attitude control is undesirable because it will 
require critical sub-systems to be active for this duration. Unfortunately a sail used as a drag 
augmentation device requires a specific attitude to perform optimally and solar sailing requires a specific 
attitude if it is to work at all.  
When considering drag augmentation, a solution to this problem exists in designing the drag surface to 
result in passive attitude stability. It is possible to shape the deployed membrane so that there is always 
a restoring torque when the angle of attack is non-zero. Such a shape can easily be realized by a cone-
shaped membrane (Maessen, et al., 2007) (Roberts & Harkness, 2007). 
A cone or pyramid shaped sail will however be less efficient as a drag augmentation device. The projected 
surface area becomes smaller (for the same length of booms) and the shape also results in a smaller drag 
coefficient. A shortcoming of previous work is to neglect the host satellite itself when calculating 
aerodynamic torques. A gossamer drag sail will have a limited impact on the centre of mass of the 
combined system. As long as the deployed sail is offset from this combined centre of mass, it is possible 
to have a restoring torque that will rotate the system back to a zero angle of attack even if the sail surface 
is flat. 
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Aerodynamic effects are often combined with other control techniques such as gravity gradient booms 
(Chen, et al., 2000) to aid in passive stabilization. Aerodynamic torques can be harnessed through 
steerable or rotatable panels to result in active control under high aerodynamic force (Gargasz, 2007) 
and passive aerodynamic stability can be enhanced by active magnetic damping (Psiaki, 2004). These 
techniques were investigated for satellite configurations with much smaller surfaces and hence smaller 
aerodynamic torque and it remains to be shown how applicable they are to a flat drag sail. 
A drag-sail of which the attitude is not stabilized will still operate as a drag augmentation device, only at 
lower efficiency – the deorbit manoeuvre will take longer to execute than a stabilized sail of the same 
dimensions. Nanosail-D2 took 240 days to de-orbit from 650 km initial altitude while tumbling but 
models predicted a duration between 70 and 120 days with optimal attitude. In this case it was possible 
to determine an effective drag area to feed back into orbital decay calculations (Heaton, et al., 2014).  It 
should be possible to determine an efficiency factor for general tumbling scenarios so that the sail can be 
sized for non-optimal attitude stability. Note that even with the unstable sail the decay time was much 
shorter than the 20 to 30 years decay time that can be expected for a CubeSat without a sail from this 
altitude. 
Solar sailing is achieved by orienting the sail with certain angle to the sun to result in the desired thrust 
direction and contrary to drag augmentation it cannot be done without active attitude control. As 
mentioned before, an active attitude control requirement is undesirable for deorbiting but it might be 
possible to combine solar sailing with drag augmentation to reduce the duration for which active control 
is needed.  
The attitude reference profile that should be followed in order to achieve the desired orbital change is 
called a steering law. The solar sail steering law that is used to perform orbit raising or lowering 
manoeuvres maximizes (or minimizes) the energy rate of change of the orbit by projecting the sail 
acceleration vector onto the velocity vector (Macdonald & McInnes, 2005). The optimal attitude will 
result in a maximum force component along the velocity vector for orbit raising manoeuvres, and a 
minimum force component (largest negative) along the velocity vector for orbit lowering manoeuvres. 
There are two special cases of this steering law: one for orbits of which the sun vector lies in the orbital 
plane and another for orbits that are perpendicular to the sun vector. In the first case the steering law 
requires only a pitch manoeuvre while the yaw and roll remains zero (optimal pitch steering law) as 
shown in Figure 2-28. The second special case requires a constant yaw angle of 54.73° or -54.73° 
depending on if the orbit should be raised or lowered (Figure 2-29). 
The orbits for which the optimal pitch steering law will be used has a portion where the satellite is in 
eclipse. If the orbit altitude is low enough and the steering law is being used to lower the satellite orbit it 
may be possible to make use of drag augmentation in eclipse periods by reverting to a zero pitch angle as 
shown in the graph in Figure 2-28. Such a manoeuvre and also the 180° pitch flip that has to occur, require 
relatively fast actuation from the control system.  
Different control strategies are often proposed for solar sails compared to conventional satellites. This is 
mainly due to the large disturbance torques and effects they have on the attitude dynamics. The dynamics 
of solar sails have been studied in detail by (Wie, 2004) and various solar sail control strategies have been 
proposed and studied in (Murphy & Wie, 2004), (Wie, et al., 2004), (Steyn & Lappas, 2011) and various 
others.  
 28 
 
  
 
Figure 2-28 Optimal pitch steering law 
 
Figure 2-29 Constant yaw steering law 
Solar sails have traditionally been proposed for interplanetary and interstellar missions and as such have 
much larger dimensions than de-orbiting might require. The large disturbance torques and moments of 
inertias associated with such sailcraft often makes conventional actuators unsuitable. Efforts have thus 
been made to utilize the solar force from the sail to generate control torques.  
This is achieved by a combination of changing the force vector itself and controlling the centre-of-
pressure to centre-of-mass offset. The torque that is generated is a cross product of these two vectors. 
The centre-of-mass is the point through which rotations occur and the centre-of-pressure is the effective 
point of the sail where all the solar force is acting. Sail-based attitude actuation methods include the use 
of trim masses running along the booms (Wie, et al., 2004), gimballed sail attachments (Wie, 2004), 
translation stages (Steyn & Lappas, 2011) and rotating veins and roll stabilizing spreader bars. 
The use of sail-based attitude actuation is not desirable for de-orbiting purposes as the proposed methods 
increase the system complexity, mass and stowed volume. It remains to be investigated how solar sail 
attitude actuation for deorbiting purposes can efficiently be achieved. 
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Figure 2-30 Sailcraft controlled by a two-axis gimballed 
control boom system proposed by JPL and Able 
engineering. 
 
Figure 2-31 Able’s solar sail mast with control ballast 
mass (running along a lanyard tape) and tip mounted 
roll stabilizer bars attached to sail panels (Wie, et al., 
2004) 
2.6 Identification of Use Cases & Comparative Studies 
Certain deorbiting alternatives apply better to specific scenarios than others, but it is also possible for a 
good solution in one instance to be a poor solution when applied to another satellite or orbit. Host 
satellite requirements as well as deorbit mission requirements can often be quite divergent from one 
scenario to the next. This and the fact that most of the non-conventional deorbiting alternatives are fairly 
recent developments make it difficult to perform generalized comparisons. 
Useful comparisons are available for conventional propulsive deorbiting options. (Janovsky, et al., 2004)  
have shown that the optimal solution to deorbit in LEO in terms of delta-v required is to transfer to an 
elliptical orbit with limited lifetime. But this is only valid if an uncontrolled re-entry is admissible.  
Among the alternative proposed strategies such as drag augmentation and tethers, comparative studies 
risk being biased to promote the particular technology over others. This can easily happen when selecting 
scenarios that are known to produce good results, or by neglecting certain contributing factors. 
Valuable comparisons have been made for different tether configurations under different orbits 
(Vannaroni, et al., 1999) (Pardini, et al., 2009). The collision cross section areas (and area-time-product) 
have also been compared for certain drag augmentation configurations alongside tethers (Nock, et al., 
2013).  
One of the problems that arise is the decision of what to use for the comparison metric. Spacecraft and 
mission designers will be more interested in a comparison of the additional mass that each alternative 
incurs (either propellant mass or additional system mass from a deorbiting system). This might give 
contrasting results compared to the more ethical approach of comparing collision risk (or the ATP) or 
deorbit times. 
There are also factors that are not easily quantified such as the impact a deorbiting alternative has on 
satellite system design and operation.  
A comparison of conventional chemical propulsion, electric propulsion, tether and drag augmented 
deorbiting was done by (Pastore, 2014). In this comparison, the focus was on a single 1 ton satellite but 
at various orbital regimes in LEO. Drag augmentation (either from a sail or inflatable balloon) was 
determined to be an inferior option but as will be demonstrated later in this thesis, drag augmentation 
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fares better with smaller host satellites. (Also, the number of 1 ton and heavier satellites in LEO are but a 
small fraction of the total number). 
It is thus important to first identify scenarios or use cases to which sail-based deorbiting applies. The 
applicable scenarios can be defined by a range of satellite sizes and mass, orbit types and altitudes. The 
applicable scenarios can further be extended by considering the active or passive nature of the deorbit 
phase and functionality required from the host satellite.  
Such an identification of applicable use cases has recently been carried out by (Macdonald, et al., 2014). 
Use cases were identified based on the additional mass that a satellite can carry if it made use of a 25m2 
drag sail. This thesis aims to expand on the work by including time-dependent atmospheric variations 
and considering different sail sizes. It is also necessary to identify use cases for the solar sailing mode and 
hybrid solar sailing-drag modes of operation. 
It will further be illuminating to find the fraction of current orbiting satellites that is covered by the 
applicable use cases. This will be a good measure of how well the deorbiting solution applies to general 
future satellite populations, assuming that future satellites will follow the same trend in satellite design, 
orbit selection and purpose as current satellites. 
Finally, once the potential use cases have been identified, it will be useful to show how the sail-based 
deorbiting approach compares to electrodynamic tethers, inflatable spheres and conventional propulsion 
schemes. The comparison should be performed in terms of the incurred mass as well as collision risk. 
The identification of sail-based deorbiting use cases, extrapolation to the general satellite population and 
comparison with leading alternatives is an important area of the research field where this thesis will 
demonstrate further novelty.  
2.7 Summary    
A summary of the literature relevant to this research field was presented in this chapter. Firstly, the 
references that give background on space debris mitigation were presented, followed by foremost 
alternatives for debris mitigation and satellite de-orbiting. Deployable gossamer sails as a means of de-
orbiting was introduced and leading sail design patterns were presented to aid in establishing realistic 
area-to-mass ratios for future analysis.  
In the last three sections of this chapter, the shortcomings in literature were identified in order to 
establish the novelty of research findings in the thesis. This includes the shortcoming in current literature 
to prove the debris mitigation capability of sail-based deorbiting, the ability of a sail to achieve attitude 
stability under passive conditions, and the lack of definitive use-cases for sail deorbiting strategies. 
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Part I  
Mission Analysis  
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Chapter 3  
Theory 
In this chapter, the theory that is required to perform the analysis for this thesis is elaborated. This 
includes the theory to perform general deorbiting mission analysis but with specific focus on sail-based 
deorbiting.  
In the first section, equations are supplied to accurately model the effect of solar force and aerodynamic 
force on a satellite (and sail membrane). In section 3.2 the theory to model the changes in orbit due to 
the perturbations from the sail is presented and in section 3.3 the theory that is needed to model the 
attitude dynamics of the host satellite with sail is presented. In section 3.4 the solar sailing steering law 
that is used in the thesis is derived and in section 3.5 the method that is used to determine collision 
probability of a satellite in a debris environment is detailed and the threshold that determines when a 
collision will result in fragmentation is explained. 
3.1 Solar and Aerodynamic Force Models 
Aerodynamic force 
The presence of gas molecules in low Earth orbit results in a disturbance force.  The in-track component 
of the aerodynamic force is called drag (acting opposite the direction of velocity), while the perpendicular 
component is called lift. 
The effect of drag is a change in orbital semi-major axis and eccentricity over time. 
 
𝐅𝑑𝑟𝑎𝑔 = −
1
2
𝜌𝐴𝑝𝐶𝑑(𝐯𝑟𝑒𝑙 . 𝐯𝑟𝑒𝑙)
𝐯𝑟𝑒𝑙
|𝐯𝑟𝑒𝑙|
 
3-1 
Where 
 𝜌 is the density of the atmosphere,  
𝐴𝑝 is the area presented to the approaching molecules,  
𝐶𝑑 is the coefficient of drag and  
𝐯𝑟𝑒𝑙 is the velocity of the satellite relative to the atmosphere.  
Because the Earth atmosphere rotates along with the Earth there will also be an out-of-track component 
leading to changes in the orbit inclination. To better capture the effect of aerodynamic forces the lift also 
has to be taken into consideration.  
The velocity of a satellite relative to the rotating atmosphere is given by 
 𝐯𝑟𝑒𝑙 =  𝐯 + 𝐫 × [0 0 ?̇?𝐸]
𝑻 3-2 
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Where 𝐫 and 𝐯 is the inertial position and velocity of the satellite respectively and ?̇?𝐸 is the Earth rotation 
rate. 
A satellite will experience free-molecular flow for the largest portion of its lifetime. This type of flow 
occurs when the mean free path in the stream, 𝜆𝑜, is large compared to a linear dimension of the satellite 
body, 𝐿. Free molecule flow will be satisfied when  
 𝜆𝑜
𝐿
≫
|𝐯𝑟𝑒𝑙|
𝑣𝑏
 
3-3 
The molecular exit velocity, 𝑣𝑏, represents the probabilistic kinetic energy of the surface temperature 
and is related to the surface temperature, 𝑇𝑏, by: 
 
𝑣𝑏 = √
𝜋𝑅𝑇𝑏
2𝑚
 
3-4 
Where 
𝑅 = 8.314 x 103 J/kg.mol.C is the universal gas constant and 
𝑚 is the molecular weight of the gas. 
The ratio of remitted molecule velocity to that of incident molecules is described by the symbol r for 
convenience. 
 
𝑟 =
𝑣𝑏
|𝐯𝑟𝑒𝑙|
= √
𝜋𝑅𝑇𝑏
2𝑚
/|𝐯𝑟𝑒𝑙| 
3-5 
Practically equation (3-3) means that incoming air particles interact with the satellite surface and not 
with other air molecules. The above condition is true for all satellites at altitudes above 200km where the 
mean free path is larger than 200 m (Moe & Moe, 2005). Because of the large mean free path, the gas-
surface interaction has to be considered when determining the aerodynamic force.  
The aerodynamic force is a result of gas molecules impacting the satellite surface and transferring 
momentum to it. The resultant force is influenced by the energy of the incoming gas particle and the 
ability of the surface to adjust the kinetic energy of the particle towards the temperature of the surface 
(Cook, 1965). The latter ability is called the surface accommodation coefficient, ∝.  
 
∝=
𝐸𝑖 − 𝐸𝑟
𝐸𝑖 − 𝐸𝑤
 
3-6 
Where 
𝐸𝑖  is the kinetic energy of the incident molecule  
𝐸𝑟  is the kinetic energy of the reemitted molecule  
𝐸𝑤 is the kinetic energy that the incident molecule would have if it left the surface at the surface 
temperature. 
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∝ is thus a measure of how closely the energy of impacting molecules have been adjusted to the thermal 
energy of the surface. Complete accommodation (∝ = 1) is often referred to as diffuse scattering and no 
accommodation (∝ = 0) is called specular scattering.  
The amount of accommodation is determined by the incident angle, molecule type, surface properties 
and in particular the amount of “adsorbed” molecules on the surface. It has been found that at low 
altitudes (150 to 300 km) satellite surfaces become coated with atomic oxygen and its reaction products 
(Moe & Moe, 2005). In the absence of adsorbed molecules, particles are reemitted near the specular 
reflection angle with only a partial loss of the original energy. But the more the surface becomes 
contaminated, the larger the energy loss becomes resulting in more diffuse scattering and consequently 
higher accommodation (Gaposchkin, 1994). From the above discussion it is evident that the drag 
coefficient cannot be regarded as constant throughout the lifetime of the satellite. (Schamberg, 1959) 
calculated the drag coefficient for a flat plate as a function of incident angle, 𝜃, and ratio of the velocity of 
reemitted molecules  to that of incident molecules, 𝑟, to be 
 
𝐶𝑑 = (1 +
2
3
𝑟 sin𝜃) sin𝜃 
3-7 
With a corresponding lift coefficient 
 
𝐶𝑙 = (
4
3
𝑟 sin 𝜃) cos𝜃 
3-8 
The ratio 𝑟 is related to the accommodation coefficient by: 
 𝑟 = √1−∝ 3-9 
Based on the normal and tangential components of momentum it is possible to define a normal, 𝜎𝑛, and 
tangential accommodation coefficient, 𝜎𝑡, for a surface, analogous to the expression for ∝ (Gaposchkin, 
1994). These coefficients can be determined empirically for the various gas constituents in LEO as a 
function of incident velocity, angle and gas temperature (Gaposchkin, 1994). 
A more accurate approach to the simplified drag equation uses a particle-surface interaction model 
(Gargasz, 2007) (NASA, 1971). This model requires integration over the surfaces of the satellite and takes 
into account momentum exchange (accommodation) of particles with the surface, and temperature of 
the atmosphere and surface. The aerodynamic force on a small surface segment, 𝑑𝐅𝑎𝑒𝑟𝑜, is given by 
 𝑑𝐅𝑎𝑒𝑟𝑜 = 𝜌|𝐯𝑟𝑒𝑙|
2𝑑𝐴 cos 𝜃 [𝜎𝑡?̂?𝑟𝑒𝑙 + (𝜎𝑛 (
𝑣𝑏
|𝐯𝑟𝑒𝑙|
) + (2 − 𝜎𝑛 − 𝜎𝑡) cos 𝜃)𝐧] 
3-10 
Where 
𝜌 is the atmospheric density, 
𝑑𝐴 is the area of the surface, 
𝐯𝑟𝑒𝑙, as before, is the velocity of the satellite relative to the atmosphere. It is assumed that the 
spacecraft velocity is much higher than the random thermal motion of the individual gas molecules, 
thus 𝐯𝑟𝑒𝑙 represents the direction and magnitude of incoming particles 
?̂?𝑟𝑒𝑙 is the unit vector representing only the direction of the incoming gas molecules 
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𝐧 is the normal vector to the surface 
𝜃 =  cos−1(?̂?𝑟𝑒𝑙 ∙ 𝐧) is the angle between the surface normal and the incident gas stream 
𝜎𝑡 is the tangential accommodation coefficient, 
𝜎𝑛 is the normal accommodation coefficient, 
𝑣𝑏 is the molecular exit velocity. 
(Gargasz, 2007) uses constant values for the normal and tangential coefficients and the ratio 𝑟. But in 
reality the molecular exit velocity depends on the type of gas. The normal and tangential accommodation 
coefficients are also different depending on the gas molecular weight and isentropic exponent 
(Gaposchkin, 1994). The thermosphere major constituents are H, He, N, O, N2, O2 and Ar. Below 600 km 
the major constituents of the thermosphere are N2, O and O2, and above 1200 km altitude H and He 
dominate.  
Table 3-1 Surface momentum transfer constants (Gargasz, 2007) 
Constants Value 
𝜎𝑛 0.8 
𝜎𝑡 0.8 
𝑟 0.05 
The total aerodynamic force is then found by integrating equation (3-10) over the entire exposed satellite 
surface. 
 
𝐅𝒂𝒆𝒓𝒐 =∯𝑑𝐅𝑎𝑒𝑟𝑜 
3-11 
It is possible to calculate the equivalent drag coefficient, 𝐶𝑑, that matches with the particle-surface 
interaction model. This is done by calculating the total aerodynamic force using equation (3-11) equating 
it with equation (3-1) and solve for 𝐶𝑑. A flat plate with normal vector aligned with the velocity vector 
with accommodation coefficients as in Table 3-1 results in a drag coefficient of 2.48. 
 
Figure 3-1 DSMC computed drag coefficients (Mehta, et al., 2014) 
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Yet an even more accurate approach to finding the aerodynamic force is through the Direct Simulation 
Monte Carlo (DSMC) method (Pilinski, et al., 2014). The DSMC method uses a numeric approach to 
simulate the probabilistic flow of molecules to solve the Boltzman equation. DSMC computed drag 
coefficients for spherical and flat plate geometries are plotted in Figure 3-1 as a function of altitude and 
for solar minimum and maximum conditions. 
Atmosphere model 
Another important factor that influences the aerodynamic force is the atmospheric density, 𝜌. 
The density of the atmosphere generally varies exponentially with altitude and the simplest static model 
takes on the form of an exponential function of altitude. The gas law on which this is based stops being 
valid at altitudes above 500 km because then the mean free path of the molecules become greater than 
the scale height (King-Hele, 1987). The temperature of the air also greatly affects the density and at 
altitude above 200 km the temperature is determined mostly by the sun.  
The thermosphere is the layer of atmosphere that starts around 85 km and continues upwards. Extreme 
ultra-violet (EUV) and X-ray radiation from the sun is absorbed almost entirely in the thermosphere. The 
absorbed energy causes an increase in temperature and density (as well as the formation of ions). The 
EUV and X-ray radiation from the sun is highly variable, as opposed to radiation in the visible spectrum 
that remains near constant (Wilson, 1984).  
The heating of the thermosphere by the sun manifests in two significant effects that have to be taken into 
account when accurately modelling the atmosphere: 
1. There is a day/night variation in temperature across the globe (and consequent variation in 
density). This is often referred to as the diurnal bulge. The maximum occurs at about 3 PM (local 
solar time) 
2. The 11 year solar cycle of sunspot activity produces varying amounts of EUV and X-ray 
radiation that causes variations in temperature and density.   
 
Figure 3-2 Atmospheric density as a function of 
altitude (produced using NRLMSISE-00 model by 
finding maxima and minima at various latitude, 
longitude and time) 
 
Figure 3-3 Atmospheric density at 500 km altitude 
showing the diurnal bulge (produced using NRLMSISE-00 
model) 
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to determine the time dependent density. The models that are most often used and recommended include 
(Klinkrad, 2006) (Vallado & Finkleman, 2008): 
 1976 Standard Harris-Priester 
 Jacchia 1970 and 1971 
 Jaccia Roberts 
 NRLMSISE-00 
It was found that the input data to these models affects the accuracy just as much as the choice of the 
actual model (Vallado & Finkleman, 2008). It is therefore important to accurately estimate the solar and 
geomagnetic activity in order to accurately model the atmosphere. Solar activity is generally difficult to 
predict and large uncertainties in the prediction implies that there will also be large uncertainties in de-
orbit times due to drag. 
De-orbiting times due to drag are typically a few years, thus day-to-day variations can be averaged. But 
in order to capture the effect of the 11 year solar cycle, solar and geomagnetic inputs to the atmosphere 
models should follow a pattern of mean values based on past solar cycle data, similar to (Niehuss, et al., 
1996). But simply using a mean solar flux and ap profile with a fixed cycle duration as inputs to the 
atmosphere model will yield an unvarying deorbit time, for the same initial conditions. In reality the 
spread in orbit lifetime for the same initial conditions is large as a result of stochastic variation in solar 
activity. Historic F10.7 and ap data shows significant variation from the mean profile (shown in Figure 3-4). 
There is a variation in daily solar flux values from the mean trend, but also the profile from one cycle to 
the next can show significant variation in amplitude. The cycle duration is also not fixed.  
To account for these variations in the orbit lifetime calculation, the mean solar activity profile should be 
augmented by a stochastic process (ISO, 2011). For a particular solar cycle, the smoothed profile of F10.7 
and ap values from Figure 3-4 should take on a profile somewhere between the predicted minimum and 
maximum profiles. The per-cycle profile should then further be varied by adding stochastic generation of 
daily F10.7 and ap indices A Guass-Markov stochastic modelling process is typically employed to obtain the 
variation from the mean cycle (Schatten, 2003).  
  
Figure 3-4 Mean solar flux and geomagnetic indices for use in atmospheric density estimation 
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The standard deviation in orbit lifetime that is calculated using the same initial conditions but accounting 
for both mean and daily variations in the solar profile, can be as much as 24% of the mean orbit lifetime. 
If only the daily variations are simulated the standard deviation in orbit lifetime is less – around 5% of 
the mean deorbit time (Woodburn & Lynch, 2005). Failing to include any stochastic variations will leave 
one with only a single orbit lifetime value, somewhere in this spread. 
Solar force 
Solar radiation pressure occurs as a result of momentum exchange of photons with satellite surfaces. The 
solar radiation pressure force on a small surface segment is given by (McInnes, 2004): 
 
𝑑𝐅𝑠𝑜𝑙𝑎𝑟 = 𝑃𝑑𝐴(𝐬 ∙ 𝐧) {(1 − 𝜌𝑠 − 𝜌𝑡)𝐬 + [2𝜌𝑠(𝐬 ∙ 𝐧) +
2
3
𝜌𝑑] 𝐧} 
3-12 
𝑃 = 4.563 x 10-6 N/m2 is the nominal solar-radiation-pressure constant 1 AU from the sun,  
𝑑𝐴 is the surface area,  
𝐧 is the normal vector to the surface and  
𝐬 is a unit vector pointing from the sun to the surface. 
𝜌𝑠, 𝜌𝑑 and 𝜌𝑡 represent the optical properties of the surface, and are the specularly reflected, 
diffusely reflected and transmitted portions of incoming photons respectively. The set of optical 
properties is completed by the fraction of photons that are absorbed by the surface, 𝜌𝑎. Together 
these four factors should add up to a total of 1.  
The solar radiation pressure is inversely proportional to the square of the distance from the Sun. This is 
normally accounted for in the solar force equation by scaling the constant P. In Earth orbits up to GEO 
altitude it is valid to keep the constant as it is because the change in satellite-to-sun distance is negligible.  
It is evident in equation (3-12) that the solar force will have a component normal to the surface and also 
a tangential component. In the extreme case where there is only specular reflection, the force will be 
along the normal only.  
For a solar sail, specular reflection is desired because it gives the ability to control the direction of the 
force (by changing the orientation of the surface) and also results in a force twice as large as when the 
photons are absorbed by the surface. For this reason solar sails are usually coated with a highly reflective 
layer. 
If the sail is to be used purely for drag augmentation purposes then there is no need for a reflective layer. 
It will also be seen later on that a reflective sail will have an adverse effect on passive attitude stability 
under drag conditions. By choosing a membrane with high transmittance in the solar spectrum the SRP 
force (and torque) can be reduced significantly which is beneficial to passive attitude stability under drag 
conditions. 
Table 3-2 Optical properties for solar force model 
Material 𝝆𝒂 𝝆𝒕 𝝆𝒔 𝝆𝒅 
Reflective solar sail (McInnes, 2004) 0.17 0 0.83 0 
Transparent membrane (Nexolve, n.d.)  0.08 0.83 0.09 0 
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The optical properties for both a reflective and transparent membrane are listed in Table 3-2. 
As before with aerodynamic force, the total force due to solar radiation pressure is found by integrating 
over the total satellite surface that is exposed to sunlight. 
 
𝐅𝑠𝑜𝑙𝑎𝑟 =∯𝑑𝐅𝑠𝑜𝑙𝑎𝑟 
3-13 
Self-shading 
It is possible to account for self-shading effects such as the shading of the sail by the satellite bus by 
restricting the integral in equations (3-11) and (3-13) to areas that are not blocked from sunlight or 
incoming air particles. For the aerodynamic torque calculation this “ray-tracing” approximation excludes 
the random motion of molecules superimposed on the flow velocity.  
 
Figure 3-5 Obscuration of atmosphere molecules 
It is possible to further account for air particles that overflow into the shaded region. The angle at which 
the flow stream penetrates into the shaded region depends on the ratio r in equation (3-5) such that it 
can be approximated by  
 𝜉 = tan−1 𝑟 3-14 
In the one extreme case where r → 0, the angle 𝜉 would also be zero and the self-shaded region is the 
same as the ray-tracing approach. In the other extreme exit molecules have the same velocity as the 
incoming molecules and r → 1. In this case the overflowing angle is 45°. 
 Solar radiation pressure does not have a similar overflowing region and the ray-tracing approach is 
sufficient to account for solar self-shading. 
Non-rigid modelling 
The sail membrane and support structure is often regarded as a rigid object. In reality the booms will 
deflect and the sail will billow under the effect of aerodynamic loads and solar radiation pressure. Sail 
billowing and boom deflection is a complex modelling task that depends to a great extent on the material 
properties and design detail. 
𝜉 
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Boom flexure will depend on how the booms are supported at the roots and how the sail is attached to it. 
The booms that support the stripped sail of the Sunjammer prototype in Figure 2-17 can be expected to 
have a different deflection profile from a boom of which the sail is only attached to the end-points 
(Greschik & Mikulas, 2002).  
Beam theory (Timoshenko, 1983) can be used to determine first order analytic expressions for boom 
deflection profiles under lateral loads. Euler-Bernoulli beam theory is valid for small deflections 
(compared to the length of the beam) and for lateral loads. The more general Timoshenko beam theory 
includes shear effects and rotational inertia.  
To solve the beam profile equations, the boundary conditions have to be specified, as well as the loading 
profile along the beam. The booms that support the sail designs studied in this thesis can be regarded as 
cantilever beams – beams that are fixed in both position and orientation at one end and free at the other 
end. The equation that describes the bending profile for a cantilever beam with a load only at the free end 
is given by 
 
𝑤(𝑥) =
𝑃𝑥2(3𝐿 − 𝑥)
6𝐸𝐼
 
3-15 
Where w(x) is the deflection as a function of distance from the root, L is the length of the boom, P is the 
force acting on the boom tip, E is the elastic modulus of the boom material and I is the second moment of 
area taken through a cross section of the boom.  
The shape of a billowing sail is often modelled as a parabola (Erwing, 2005) or catenary (Bridges & 
Palmer, 2011) for first order approximations. A catenary describes the shape of a rope or cable suspended 
between two end points under uniform load such as gravity. The catenary curve is mathematically 
described by the hyperbolic cosine function 
 𝑦 = 𝑎 cosh
𝑥
𝑎
 
3-16 
Where the parameter 𝑎 varies the amount of billow. The parabolic curve closely resembles the catenary 
shape and is deemed a valid approximation for sail billow when the depth of billow is small compared to 
the side length of the sail (Greschik & Mikulas, 2002).   
In reality the exact sail shape will evolve due to the complex interaction of the load forces.  The force 
distribution will change as the shape changes. And in reality the booms are also compression loaded 
which invalidates the assumptions for simple beam theory.  
When first order approximations are insufficient, Finite Element Analysis (FEA) is often used in 
membrane and boom analysis to model the non-linear deformations. With FEA it is possible to model the 
membrane folding creases and wrinkles due to tensioning. It is also possible to model the interaction 
between boom flexure and membrane billow by describing the sail-to-boom attachments more 
accurately. But it should also be evident that FEA results are quite specific to the design and 
implementation and cannot easily be generalized for all sail designs. 
FEA of solar sails can be problematic due to numeric problems encountered in matrix inversion. Solutions 
can be found with custom elements and explicit time integration (Wang, et al., 2004).  
Validation of FEA models for solar sails is cumbersome because is it difficult to create representative 
scenarios in a laboratory and there is a lack of in-flight observations. This lack of validation means that 
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FEA results may be far from the truth. The IKAROS solar sail membrane was found to have a much higher 
bending stiffness than initial numeric models suggested. It is postulated that the tape reinforcements and 
fold creases resulted in higher bending stiffness and even when the normally spin-stabilized sail stopped 
spinning there was no significant membrane deformation observed in flight (Shirasawa, et al., 2014). 
FEA methods will not be considered in the analysis for this thesis because of the non-generality of it.  
3.2 Orbital Mechanics 
Ultimately the goal of orbit analysis applied to sail-based deorbiting will be to determine sizing 
relationships – how big must the sail be to deorbit in a desired time frame. It is possible to find simple 
analytic relationships between sail size, satellite mass and orbit decay duration by considering only drag 
force (Macdonald, et al., 2014) and a similar relationship can also be found for deorbit times under the 
influence of SRP. Such expressions are useful for first order approximations but they do not include all 
the contributing factors.  
In order to perform more accurate mission analysis it is necessary to understand how an orbit will evolve 
over time as a result of the various contributing influences. The factors that affect an orbit are called 
perturbations. The foremost perturbations are discussed briefly in the next subsection followed by how 
the Earth, sun and moon gravity is modelled. This is again followed by orbit propagation methods that 
can usefully be applied to deorbit analysis. 
Orbit Perturbations 
An idealistic satellite in orbit around a perfect symmetrical sphere will have an unchanging orbit. In 
reality a satellite’s orbit will change as a result of perturbations. The most significant perturbations for 
an Earth orbiting satellite include the following: 
1. Conservative perturbations 
a. Non-spherical shape and non-uniform mass distribution of the Earth 
b. Gravity due to the Sun and Moon 
2. Non-conservative forces 
a. Aerodynamic force 
b. Solar radiation pressure 
c. Lorentz force in tethers 
d. Thrust (from propulsion system) 
To see how these perturbations relate to the equations of motion, consider the Cartesian equation that 
describes the motion of an Earth orbiting satellite in an inertial coordinate frame (Battin, 1999): 
 ?̈? = −
𝜇𝐫
|𝐫|3
+ 𝐪 + ∇V 
3-17 
Where 
𝐫 is the position vector from the centre of mass of the Earth to the satellite 
?̈? =
𝑑2𝐫
𝑑𝑡2
 is the acceleration vector,  
𝜇 = 𝐺𝑀 is the gravitational parameter for the Earth, 
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The vector 𝐪 is the acceleration due to non-conservative perturbing forces such as aerodynamic drag, 
solar radiation pressure (SRP) and electromagnetic forces. Non-conservative SRP and aerodynamic force 
models were discussed previously in section 3.1, and tether forces and propulsive thrust will be discussed 
in Chapter 10. The acceleration vector q is simply obtained by dividing the sum of the non-conservative 
forces by the satellite mass, m. 
 
𝐪 =
𝐅𝑎𝑒𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 + 𝐅𝑠𝑜𝑙𝑎𝑟 + 𝐅𝑡𝑒𝑡ℎ𝑒𝑟 + 𝐅𝑡ℎ𝑟𝑢𝑠𝑡
𝑚
 
3-18 
The effect of conservative perturbations are captured by the potential function, 𝑉. The gradient of this 
potential function provides the acceleration due to third-body point-mass and central body spherical 
harmonics.  
 𝑉(𝐫) = 𝑉𝐸𝑎𝑟𝑡ℎ(𝐫) + 𝑉𝑠𝑢𝑛(𝐫) + 𝑉𝑚𝑜𝑜𝑛(𝐫) 3-19 
The gravity potential function due to the Earth, Sun and Moon will now be elaborated in more detail.  
Central body gravitational potential 
The Earth gravity potential is modelled using spherical harmonics. The satellite position vector, 𝐫 =
[𝑥 𝑦 𝑧]𝑇 , is first transformed into a spherical coordinate representation (𝑟, 𝜙, 𝜆) using 
 𝑟 =  |𝐫| 
𝜆 = atan2(𝑦, 𝑥) 
𝜙 = sin−1 (
𝑧
𝑟
) 
3-20 
Here 𝑟 is the distance from the satellite to the Earth’s centre of mass, 𝜆 is the longitude and 𝜙 is the 
geocentric latitude. 
The spherical harmonics gravity potential function is then (NIMA, 2000): 
 
𝑉𝐸𝑎𝑟𝑡ℎ =
𝜇
𝑟
[∑ ∑ (
𝑅
𝑟
)
𝑛
?̅?𝑛𝑚(sin𝜙)
𝑛
𝑚=0
(𝐶?̅?𝑚 cos𝑚𝜆 + 𝑆?̅?𝑚 sin𝑚𝜆)
𝑁
𝑛=2
] 
3-21 
As before, 𝜇 = GM is the gravitational parameter of the Earth and 𝑅 is the semi-major axis of the WGS84 
ellipsoid (mean equatorial radius). 
?̅?𝑛𝑚 is the associated Legendre function of order m and degree n. 𝐶𝑛𝑚 and  𝑆𝑛𝑚 are the normalized 
gravitational constants. 
The terms where m=0 are functions of the geocentric latitude only (and not longitude). They are called 
the zonal terms and the constants 𝐶𝑛0 (2 ≤ n ≤ N) are usually substituted with 𝐽𝑛. J2 is the most influential 
coefficient to the Earth gravity potential as it describes the oblate shape of the Earth geoid. 
The EGM96 (Earth Gravity Model 1996) provides coefficients to the spherical harmonics geopotential 
function, up to order and degree 360. 
Sun and Moon (third body) gravity potential 
The sun and moon are modelled as point-masses. In this case, the disturbing potential becomes (Battin, 
1999) 
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𝑉𝑠𝑢𝑛 =
𝜇𝑠𝑢𝑛
𝑅𝑠𝑢𝑛
(
𝑅𝑠𝑢𝑛
|𝐑𝑠𝑢𝑛 − 𝐫|
−
𝐑𝑠𝑢𝑛. 𝐫
𝑅𝑠𝑢𝑛
2 ) 
𝑉𝑚𝑜𝑜𝑛 =
𝜇𝑚𝑜𝑜𝑛
𝑅𝑚𝑜𝑜𝑛
(
𝑅𝑚𝑜𝑜𝑛
|𝐑𝑚𝑜𝑜𝑛 − 𝐫|
−
𝐑𝑚𝑜𝑜𝑛. 𝐫
𝑅𝑚𝑜𝑜𝑛
2 ) 
3-22 
With 
𝜇𝑠𝑢𝑛 and 𝜇𝑚𝑜𝑜𝑛 are the gravitational constant for the Sun and Moon respectively, 
𝐫 is the position vector from the Earth centre of mass to the satellite, 
𝐑𝑠𝑢𝑛 and 𝐑𝑚𝑜𝑜𝑛 are the vectors from the Earth centre of mass to the sun and moon respectively, 
and 
𝑅𝑠𝑢𝑛 and 𝑅𝑚𝑜𝑜𝑛 are the length of these vectors. 
The position of the sun is calculated by assuming an unperturbed elliptical motion of the Earth around 
the Sun, as described in (Meeus, 1991). The position of the moon relative to the Earth centre of mass is 
calculated using periodic terms, also described in (Meeus, 1991). 
Orbit Propagation 
Orbit propagation techniques fall in three general categories: analytic, numerical integration and semi-
analytic. Analytic orbit propagators attempt to solve the satellite equations of motion analytically but in 
doing so a lot of assumptions have to be made. 
Probably the most widely used analytic orbit propagator is the General Perturbations method which 
includes SGP4 and SDP4 models. These models make use of an initial orbit state in the form of mean 
orbital elements in a so-called two-line element (TLE) format. General Perturbations is useful because 
TLEs for all tracked satellites are publicly available and are updated frequently. The SGP4 and SDP4 
models can be used to predict the position of a satellite in the short term and they have primary use in 
satellite tracking applications.  
Analytic methods are poor at propagating orbits over the long term. It can be expected that analytic 
methods will not be able to accurately describe the time-dependent atmospheric density and complex 
surface interactions needed by the solar and aerodynamic force models in the previous section. It is also 
not possible to include other non-conservative forces. 
To better capture these effects and their long-term impact on orbit evolution, numeric integration of the 
equations of motion is required. It is possible to propagate the state of a satellite by direct numerical 
integration of the equations of motion in Cartesian form. This provides a very high fidelity approach but 
is computationally expensive since the integration time step has to be small enough to keep numeric 
errors within bounds. The errors inherent in the atmospheric modelling and uncertainties in solar 
activity negates the gain in accuracy that might be realised by this method.   
A way around the computational cost problem of direct numeric integration can be found by expressing 
the satellite state as orbital elements with slower variations over time and making use of the Variation of 
Parameters (VOP) method to find time derivatives of the elements as functions of partial derivatives of 
the other orbital elements.   
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Semi-analytic propagation provides a fast method for achieving similar accuracy to numeric integration 
methods. This is done by expressing osculating orbital elements as a mean, slow varying component and 
periodically (fast) varying component. This is illustrated in Figure 3-6 where the osculating semi-major 
axis is plotted over time alongside the mean semi-major axis. The mean components are propagated by 
numeric integration with large time steps while analytic solutions are found for the periodic components. 
 
Figure 3-6 Osculating and mean semi-major axis for example orbit 
The ISO standard for estimation of orbit lifetime suggests the use of semi-analytic propagation as an 
acceptable method by incorporating at least J2 and J3 perturbations, drag force using an accepted 
atmosphere model and an average ballistic coefficient (ISO, 2011). 
Semi-analytic Satellite Theory (SST) Orbit Propagation 
(Danielson, et al., 1995) provides a complete reference for SST orbit propagation. This section contains a 
summary of the main principles. 
In SST, the orbit state is represented by an equinoctial element set. The set consists of 6 elements, 
𝑎1, . . , 𝑎6. It relies on the equinoctial reference frame, defined by the three basis vectors 𝐟, 𝐠 and 𝐰. These 
vectors have the following properties: 
1. Vectors 𝐟 and 𝐠 lie in the orbital plane 
2. 𝐰 is parallel to the angular momentum vector of the satellite 
3. The angle between 𝐟 and the ascending node is equal to the longitude of the ascending node 
6850
6855
6860
6865
6870
6875
6880
6885
6890
0 50 100 150 200 250
Se
m
i-
m
aj
o
r 
ax
is
 (
km
)
Time (days)
Osculating Mean
 45 
 
 
Figure 3-7 Direct equinoctial elements (Danielson, et al., 
1995) 
 
Figure 3-8 Retrograde equinoctial elements 
(Danielson, et al., 1995) 
There are two choices for 𝐟 and 𝐠 and this choice will determine whether the direct or retrograde 
equinoctial element set is being used. The 6 elements of the equinoctial element set are 
𝑎1 = 𝑎 - the Keplerian semi-major axis 
(𝑎2, 𝑎3) = (ℎ, 𝑘) - the components of the eccentricity vector along 𝐠 and 𝐟 respectively 
(𝑎4, 𝑎5) = (𝑝, 𝑞) - the components of the ascending node vector along 𝐠 and 𝐟 respectively 
𝑎6 = 𝜆 - the mean longitude 
The retrograde factor, 𝐼, determines whether the direct or retrograde equinoctial element set is being 
used. For the direct set, 𝐼 = 1, and for the retrograde set 𝐼 = −1. This choice is necessary to avoid 
singularities that exist at equatorial and polar orbits (inclination of 0° and 90°).  
The first 5 elements are slowly varying with time, while the mean longitude is fast varying. 
SST separates the osculating equinoctial elements into mean values and a remainder which varies 
periodically with the fast variable, 𝜆.  
 ?̂?𝑖 = 𝑎𝑖 + 𝜂𝑖(𝑎1, . . , 𝑎6, 𝑡) 3-23 
Where ?̂?𝑖  represents the osculating element and 𝑎𝑖  the mean element.  
The effect of orbital perturbations on the mean elements can be described by ordinary differential 
equations 
 𝑑𝑎𝑖
𝑑𝑡
= 𝛿𝑖6𝑛 + 𝐴𝑖(𝑎1, . . , 𝑎5, 𝑡) 
3-24 
Where 𝛿𝑖𝑗 = 1 if 𝑖 = 𝑗 and 0 otherwise (Kronecker delta).  𝑛 is the mean motion of the satellite. The short-
period variations are described by Fourier series expressions 
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𝜂𝑖 =∑[𝐶𝑖
𝑗(𝑎1, . . , 𝑎5, 𝑡) cos 𝑗𝜆 +𝑆𝑖
𝑗(𝑎1, . . , 𝑎5, 𝑡) sin 𝑗𝜆]
∞
𝑗=1
 
3-25 
Because the effect of perturbations on the mean elements are described by differential equations, the 
mean elements can be integrated numerically. Because the mean elements vary slowly, the integration 
time step can be quite long (typically a day or longer).  
Analytic expressions for all the contributions to the mean element differential equations for central body 
gravity potential and third body gravitational potential can be found in (Danielson, et al., 1995). 
The effect of the non-conservative aerodynamic force and solar radiation pressure on the mean elements 
is described by the following differential equation: 
 𝑑𝑎𝑖
𝑑𝑡
=
1
2𝜋√1 − ℎ2 − 𝑘2
∫ (
𝑟
𝑎
)
2
(
𝜕𝑎𝑖
𝜕?̇?
∙ 𝐪)
2𝜋
0
𝑑𝐿 
3-26 
Where the integration spans over the true longitude, 𝐿. The integration span is divided into 36 
quadratures and the partial derivatives 
𝜕𝑎𝑖
𝜕?̇?
 are again given by (Danielson, et al., 1995). 
3.3 Attitude Dynamics 
The attitude dynamics of the satellite and sail have to be modelled in order to determine the attitude 
behaviour over time under the various disturbing influences. 
Since the attitude of the satellite describes the orientation of the satellite relative to a coordinate frame 
it is necessary to define the coordinate systems that are used. This is done in the next subsection, followed 
by the different ways in which the attitude can be represented. Following this, the equations for 
propagating the attitude using numeric integration are elaborated. 
Coordinate system definitions 
All coordinate frames are right-handed coordinate frames. The satellite body coordinate (SBC) system is 
defined in terms of the sail: The satellite body XB axis is perpendicular to the sail surface, chosen to point 
from the sail base to the centre of mass of the satellite. The YB and ZB axes are perpendicular to the XB axis 
and point along the sail boom directions. 
The satellite attitude is propagated in the orbit referenced coordinate (ORC) system.  The orbit coordinate 
system rotates with the orbit so that the ZO reference axis points towards nadir, the XO reference axis 
points towards the velocity vector and the YO axis points along the orbit anti-normal. The satellite 
coordinate system will nominally be aligned with the orbit coordinate system when roll, pitch and yaw 
equal 0.  
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Figure 3-9 Satellite body coordinate system 
 
Figure 3-10 Orbit coordinate system 
The Earth-centred inertial coordinate frame (ECI) is used to propagate the position of the satellite and 
third bodies. A transformation is required to convert from the inertial frame, repositioned to the satellite 
current position, into the orbit coordinate frames. This transformation can be obtained from the satellite 
position, 𝐫,  and velocity,  𝐯, vector. 
 
𝐀𝐼/𝑂 = [
(𝐫 × (𝐯 × 𝐫))
𝑻
(𝐯 × 𝐫)𝑻
−𝐫𝑇
] 
3-27 
The orbit angular rate, 𝜔𝑜, is used to convert angular rates in the orbit reference frame to the inertial 
frame and for a circular orbit it is given by: 
 
𝜔𝒐 =
|𝐯|
|𝐫|
  
3-28 
Attitude representation 
The spacecraft attitude is the transformation between the orbit coordinate frame and the satellite body 
frame. This transformation can be expressed as a quaternion, direction cosine matrix (DCM) or Euler 
angles.  
When propagating the attitude a quaternion is used to avoid singularities.  
 𝐪𝑂/𝐵 = [𝑞1  𝑞2  𝑞3  𝑞4]
𝑇 3-29 
The quaternion attitude representation can be converted to a DCM using the following: 
 
𝐀𝑂/𝐵 = [
𝑞1
2 − 𝑞2
2 − 𝑞3
2 − 𝑞4
2 2(𝑞1𝑞2 + 𝑞3𝑞4) 2(𝑞1𝑞3 − 𝑞2𝑞4)
2(𝑞1𝑞2 − 𝑞3𝑞4) −𝑞1
2 + 𝑞2
2 − 𝑞3
2 + 𝑞4
2 2(𝑞2𝑞3 + 𝑞1𝑞4)
2(𝑞1𝑞3 + 𝑞2𝑞4) 2(𝑞2𝑞3 − 𝑞1𝑞4) −𝑞1
2 − 𝑞2
2 + 𝑞3
2 + 𝑞4
2
] 
3-30 
The attitude will also be expressed as pitch, 𝜃,  roll, 𝜙,  and yaw, 𝜑,  Euler angles, defined as successive 
rotations. A 2-1-3 rotation will be used, so the pitch rotation takes place first. The Euler angles can be 
computed from the DCM and vice versa. 
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 𝜃 = atan2(𝐴31, 𝐴33)
𝜙 = −sin−1(𝐴32)
𝜑 = atan2(𝐴12, 𝐴22)
 
3-31 
 
 
𝐀𝑂/𝐵 = [
𝐶𝜑𝐶𝜃 + 𝑆𝜑𝑆𝜙 𝑆𝜑𝐶𝜙 −𝐶𝜑𝑆𝜃 + 𝑆𝜑𝑆𝜙𝐶𝜃
−𝑆𝜑𝐶𝜃 + 𝐶𝑆𝜙𝑆 𝐶𝜑𝐶𝜙 𝑆𝜑𝑆𝜃 + 𝐶𝜑𝑆𝜙𝐶𝜃
𝐶𝜙𝑆𝜃 −𝑆𝜙 𝐶𝜙𝐶𝜃
] 
3-32 
Where C is the cosine function and S the sine function. 
Attitude propagation 
The orbit referenced body rate vector, 𝛚𝐵
𝑂 = [𝜔𝑥𝑜 𝜔𝑦𝑜 𝜔𝑧𝑜]𝑇 , (the rotation rate of the spacecraft body 
frame relative to the orbit reference frame) is used to propagate the quaternion attitude.  
 
[
?̇?1
?̇?2
?̇?3
?̇?4
] =
1
2
[
0 𝜔𝑧𝑜 −𝜔𝑦𝑜 𝜔𝑥𝑜
−𝜔𝑧𝑜 0 𝜔𝑥𝑜 𝜔𝑦𝑜
𝜔𝑦𝑜
−𝜔𝑥𝑜
−𝜔𝑥𝑜
−𝜔𝑦𝑜
0
−𝜔𝑧𝑜
𝜔𝑧𝑜
0
] [
𝑞1
𝑞2
𝑞3
𝑞4
] 
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The relationship between the orbit referenced body rates and inertially referenced body rates, 𝛚𝐵
𝐼 , is 
given by 
 𝛚𝐵
𝐼 = 𝛚𝐵
𝑂 +𝐀𝑂/𝐵[0 −𝜔𝑜 0]
𝑇 3-34 
Where 𝜔𝑜 is the orbit angular rate. 
The Euler equation for attitude dynamics gives the rate of change of the inertially referenced body rates. 
 𝐈?̇?𝐵
𝐼 =∑𝐍𝑖
𝑖
−𝛚𝐵
𝐼 × 𝐈𝛚𝐵
𝐼  
3-35 
Where ∑ 𝐍𝑖𝑖  is the sum of all the disturbance and control torques on the satellite and 𝐈 is the moment of 
inertia tensor.  
The attitude state can be propagated using a numerical integration method, using the differential 
equations (3-33) and (3-35) and some initial state for the attitude and orbit referenced body rates. 
The disturbance torques that should be taken into consideration are the aerodynamic disturbance 
torque, solar radiation pressure disturbance torque and gravity gradient torque. 
Gravity Gradient Torque 
The gravity gradient torque 𝐍𝐺𝐺  is a result of varying gravitational force on parts of the spacecraft 
depending on their distance to the Earth. It is calculated from the equation. 
 𝐍𝐺𝐺 = 3𝜔𝑜
2(𝐳𝑜
𝐵 × 𝐈𝐳𝑜
𝐵) 3-36 
The vector 𝐳𝑜
𝐵 is the orbit nadir vector in body coordinates. 
 𝐳𝑜
𝐵 = 𝐀𝑂/𝐵[0 0 1]
𝑇 3-37 
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Surface torque 
The torque due to aerodynamic and solar force stems from the fact that the point where the force is 
applied does not coincide with the centre-of-mass (about which the spacecraft rotates). The point where 
the force applies is called the centre-of-pressure. Considering only an infinitesimally small surface 
segment, the torque due to the aerodynamic and solar force on the surface is given by 
 𝑑𝐍𝑎𝑒𝑟𝑜 = 𝐜 × 𝑑𝐅𝑎𝑒𝑟𝑜 
𝑑𝐍𝑠𝑜𝑙𝑎𝑟 = 𝐜 × 𝑑𝐅𝑠𝑜𝑙𝑎𝑟 
3-38 
The vector c is the distance from the surface segment to the centre of mass of the system. 𝑑𝐅𝑎𝑒𝑟𝑜 and 
𝑑𝐅𝑠𝑜𝑙𝑎𝑟 are the aerodynamic and solar force contributions to the surface as given by equations (3-10) and 
(3-12).  
 
𝐍𝑎𝑒𝑟𝑜 =∯𝐜 × 𝑑𝐅𝑎𝑒𝑟𝑜 
𝐍𝑠𝑜𝑙𝑎𝑟 =∯𝐜 × 𝑑𝐅𝑠𝑜𝑙𝑎𝑟 
3-39 
The total aerodynamic and solar torque is then found by integrating over the exposed satellite surface, 
taking into account any self-shading from other parts of the geometry. 
3.4 Solar Sailing Steering Law 
The mechanism that will be used to change the orbit using SRP relies on maximizing the change in orbital 
energy (McInnes, 2004). The method for optimal orbit raising is described in (McInnes, 2004) and 
(Macdonald & McInnes, 2005) and is easily adapted for orbit lowering.  
The solar sail steering law that is used to perform orbit raising or lowering manoeuvres maximizes (or 
minimizes) the energy rate of change of the orbit by projecting the sail acceleration vector onto the 
velocity vector (Macdonald & McInnes, 2005). 
The optimal attitude is described by pitch and yaw angles that will result in a maximum force component 
along the velocity vector for orbit raising manoeuvres, and a minimum force component (largest 
negative) along the velocity vector for orbit lowering manoeuvres.  
In order to derive the steering law it is assumed that the sail acts as a flat plat with perfect specular 
reflectivity. It has been shown that more realistic parametric sail models based on billow and deflection 
(McInnes, 2004) will result in an inability to direct the force vector at large pitch deflections. But since 
the solar force goes towards zero as the pitch angle goes to 90°, the useful thrust from the sail is generated 
at small pitch deflections where the ideal (flat plate) sail and realistic (billowing) still has comparable 
behaviour. 
The SRP force is then calculated from: 
 𝐅𝑠𝑜𝑙𝑎𝑟 = 2𝑃𝐴(𝐬 ∙ 𝐧)
2𝐧 3-40 
The component of the force vector along the velocity direction is then 
 𝐹𝑣 = 2𝑃𝐴(𝐬 ∙ 𝐧)
2𝐧 ∙ ?̂? 3-41 
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Where ?̂? is the unit vector in the velocity direction. The implementation of the steering law will then 
maximize (or minimize) 𝐹𝑣 by finding the optimal sail normal vector. The attitude can then be found from 
the normal vector. 
The method with which attitude angles are found is detailed next.  
The attitude of the sail is determined by the roll (𝜙), pitch (𝜃) and yaw (𝜑) attitude angles, but the roll 
angle has no influence on 𝐹𝑣.  By setting the roll angle to zero in equation (3-32), the transform from orbit 
to body coordinates, 𝐀𝑂/𝐵, becomes 
 
𝐀𝑂/𝐵 = [
𝑐𝜃𝑐𝜑 𝑠𝜑 −𝑠𝜃𝑐𝜑
−𝑐𝜃𝑠𝜑 𝑐𝜑 𝑠𝜃𝑠𝜑
𝑠𝜃 0 𝑐𝜃
] 
3-42 
Where 𝑐𝜃 = cos(𝜃),  𝑠𝜃 = sin(𝜃), 𝑐𝜑 = cos(𝜑) and 𝑠𝜑 = sin(𝜑). 
The sail normal vector points along the +X body direction (𝐧𝑏 = [1 0 0]
𝑇). The normal vector in orbit 
coordinates, 𝐧𝑜, is thus: 
 
𝐧𝑜 = 𝐀𝑂/𝐵
𝑇 𝐧𝑏 = [
𝑐𝜃𝑐𝜑
𝑠𝜑
−𝑠𝜃𝑐𝜑
] 
3-43 
If one assumes a circular orbit then the velocity vector will be along the X orbit axis only (𝐯𝑜 =
[1 0 0]𝑇). Then the component of the SRP force vector along the velocity direction is: 
 𝐹𝑣 = −2𝑃𝐴(𝐬 ∙ 𝐧)
2 𝑐𝜃𝑐𝜑 3-44 
The surface for the normalized SRP force (𝐹𝑣
∗ = 𝐹𝑣/2𝑃𝐴) as a function of pitch and yaw angles is shown 
in Figure 3-11 for a sun vector with local azimuth and elevation angles of 70° and 60° respectively.   
 
 
Figure 3-11 SRP force component along the velocity vector as a function of pitch and yaw 
The yellow markers in Figure 3-11 are the local minima and maxima where the surface gradient is zero. 
These are the points where maximum and minimum force values will be found. It can be seen that there 
are multiple points that correspond to the same maximum and minimum force values. Some of these 
points can be eliminated by imposing the additional constraint that the angle between the sun vector and 
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the sail normal must be acute (smaller than 90°). This is so that the sail centre-of-pressure will be behind 
the centre of mass (as seen from the sun) to provide attitude stability. This will also ensure that the 
reflective side of the sail is facing the sun, in case of different coatings on the top and bottom layer. 
The function to maximize/minimize is then 
 𝐹𝑣 = 𝐻(𝐬 ∙ 𝐧)2𝑃𝐴(𝐬 ∙ 𝐧)
2 𝑐𝜃𝑐𝜑 3-45 
Where  𝐻(𝑥) = 1, 𝑥 > 0 and 𝐻(𝑥) = 0, 𝑥 < 0 is the Heavyside function. 
To find the optimal pitch and yaw angles, it can be noted that the optimal normal vector will lie in the 
plane formed by the sun and velocity vectors. It is then only necessary to find a single “pitch” angle in the 
same plane as the Sun and velocity vector. There are 6 possible values for the modified pitch angle - 𝜃𝑖
∗ 
with 1 ≤ i ≤ 6. The first three can be obtained from 
 
𝜃1
∗ =
1
2
[𝜋 + 𝛼 − sin−1 (
sin𝛼
3
)] 
𝜃2
∗ =
1
2
[𝛼 + sin−1 (
sin𝛼
3
)] 
𝜃3
∗ =
𝜋
2
+ 𝛼 
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Where 𝛼 = cos−1(𝐬 ∙ ?̂?) is the angle between the Sun and velocity vector. The other three possibilities are 
obtained by shifting the first three values for 𝜃∗ by 𝜋. The normal vector that corresponds with each of 
the 𝜃∗ can then be computed from 
 
𝐧𝑖 = [
1 0 0
0 sin𝛽 cos𝛽
0 cos𝛽 −sin𝛽
] [
cos𝜃𝑖
∗
sin𝜃𝑖
∗
0
] = [
𝑛𝑥𝑖
𝑛𝑦𝑖
𝑛𝑧𝑖
] 
3-47 
Again with 1 ≤ i ≤ 6. 𝛽 = tan−1 (
𝑠𝑦
𝑠𝑧
) and 𝐬𝑜 = [𝑠𝑥 𝑠𝑦 𝑠𝑧]
𝑇  is the Sun vector in the orbit coordinate 
frame. 
The yaw and pitch angles that correspond with each solution for the normal vector is then  
 𝜑𝑖 = sin
−1(𝑛𝑦𝑖) 
𝜃𝑖 = atan2 (
𝑛𝑥𝑖
cos𝜑𝑖
,
𝑛𝑧𝑖
cos𝜑𝑖
) 
3-48 
Finally, the optimal solution is found by evaluating 𝐹𝑣 for all the solutions and selecting the largest (for 
orbit raising) or smallest (for orbit lowering). 
3.5 Collision risk analysis 
An import aspect of deorbiting mission analysis is the determination of collision risk and consequent 
mitigation of this risk by the deorbiting strategy. As mentioned in section 2.4, the collision risk is 
sometimes approximated using the area-time-product but equivalence with actual collision probability 
needs further investigation. In order to examine this equivalence a method is required to efficiently 
determine collision probability for a deorbiting satellite.  
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It is also necessary to determine the outcome of a potential collision because, as mentioned before, some 
collisions might be benign in terms of debris creation. The chance of a significant debris generating 
collision can be determined by examining the collision energy.  
The theory and methods for determining collision probability and fragmentation extent is incorporated 
in debris mitigation analysis models such as IDES and LEGEND. An important difference between these 
models and the theory presented here is that long-term mitigation strategy analysis models evolve the 
debris population over time by propagating objects and inserting new objects to simulate future launches 
and breakup events.  
In order to limit the effort and simplify the analysis method, a static debris population was used instead. 
By making this choice the orbit propagation of objects in the population and insertion of simulated 
launched objects can be ignored. The information required to compute collision probability only has to 
be initialized once. The only orbit propagation that is performed is that of the test satellite, with 
subsequent gain in computational performance. 
But this choice also has implications to the conclusions that can be drawn from the results. What is in fact 
computed, is the collision risk of a satellite in an artificial debris environment. The debris objects that the 
decaying test satellite will interact with, will be different in an evolving debris population. Since debris 
objects also decay, with rate depending on their ballistic coefficients, one can expect different 
conjunctions from an evolutionary approach. The distribution of debris, especially in LEO where drag has 
a significant effect, might look completely different 20 years from now. 
The drawback of the static debris population is that one cannot conclusively make claims about the ability 
of a deorbit sail to mitigate the risk of debris growth in the long term. But the approach is still valid for 
demonstrating the equivalence of ATP and collision probability as a means of comparing collision risk 
from one scenario to the next. It is also useful for relative comparison of collision risk of various 
deorbiting scenarios, at least in the short term.  
The incorporation of an evolutionary debris model is left as a suggestion for future work, as mentioned 
in section 11.7. 
The nature of collisions that can potentially occur and the threshold for fragmentation is explained in the 
next subsection, followed by a method for calculating collision probability for a deorbiting test satellite. 
Collision Energy 
A distinction is made between so-called catastrophic and non-catastrophic collisions. Catastrophic 
collisions are those collisions where both objects involved fracture, while non-catastrophic collisions are 
characterized by fracturing of the smaller object and cratering of the larger object (Johnson, et al., 2001).  
As was mentioned in section 2.1, numerous ground based and on-orbit observations have led to refined 
breakup models. The NASA Standard Breakup Model uses the collision energy-to-target-mass-ratio 
(EMR) as measure of when a catastrophic outcome is more likely (Johnson, et al., 2001).  
In the EMR calculation, the impactor is the lower mass object while the target object has higher mass. The 
EMR is then calculated from 
 EMR =
𝑚𝑖
2𝑚𝑡
(𝑣𝑖 − 𝑣𝑡)
2 
3-49 
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Where 𝑚𝑖 and 𝑣𝑖 is the mass and velocity of the impacting object and 𝑚𝑡 and 𝑣𝑡 is the mass and velocity 
of the target. 
A threshold of 35 to 40 J/g is generally accepted as the threshold above which a collision will be 
catastrophic (Johnson, et al., 2001) (McKnight, et al., 1995) (Krag, 2014). But it has also been noted by 
(Nock, et al., 2013) that even at a lower EMR a catastrophic collision may also occur, albeit with an 
exponential distribution in the mass of fragments that are produced. Such a distribution is more akin to 
an explosion. Collisions with EMR above 40 J/g are likely to have a fragment mass distribution that 
follows a power law. (Nock, et al., 2013) chose 10 J/g as a worst-case lower threshold for any type of 
catastrophic collision.  
Non-catastrophic collisions still produce fragments (the lower mass object is likely to fragment). The 
difference is that catastrophic events produce many more fragments. A 2 kg CubeSat colliding with a 5 
ton satellite at 7 km/s relative velocity has EMR of 9.8 J/g – just below the threshold from (Nock, et al., 
2013). If the collision is non-catastrophic then, according to the Standard Breakup Model, around three 
0.5 m and larger fragments will be produced. But if both objects fragment in a catastrophic collision then 
270 objects of 0.5 m size and larger will be produced. 
The application of this threshold is often over-generalized by assuming that below the critical threshold 
no fragments are produced. This is clearly not true and consideration of the EMR to conclude the type of 
collision should also include an investigation into the resulting fragment mass distribution, in order to 
make claims about the contribution to orbital debris.  
Especially when considering the sail, it is anticipated that collisions with ultra-thin membranes will not 
lead to significant fragmentation. The collision energy-to-target-mass-ratio (EMR) and Standard Breakup 
Model can be used to predict the extent of fragmentation for various collision scenarios, as described 
next.  
  
Figure 3-12 Examples of non-catastrophic micrometeoroid impacts. Left: returned solar array from the Hubble 
telescope (image credit ESA). Right: impact on satellite component retrieved during the STS-41C Solar Max repair 
mission (image credit NASA) 
Collision Areas 
For a sail-assisted satellite it is instrumental to consider the three main constituents of the system (sail 
membrane, booms and satellite bus) separately because it can be expected that little to no impact energy 
will be transferred from the sail to the booms, and from the booms to the satellite bus.  
Normally the EMR for the impact between two rigid bodies considers the entire body at once, so the mass 
supplied to equation 3-49 will equal the mass of the entire satellite. This is because hard-body satellites 
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have metal structures which transfer most of the impact energy to the entire structure. But impacts to 
appendages should consider the mass of only the appendage because the mounting structures often do 
not offer good load paths to the body (McKnight, et al., 1995). 
In Table 3-3 the system comprised of a sail membrane, booms and host satellite is evaluated for impacts 
to these three constituents. The conservative EMR threshold of 10 J/g is applied to determine if the 
collision will more likely be catastrophic or non-catastrophic. The Standard Breakup Model is then 
further applied to determine the number of fragments produced and their size. 
When considering the sail membrane, it is found that collisions with larger objects (10 cm and larger) 
tend to be non-catastrophic. This assumes that the part of the sail involved in the collision equals the 
projected area from the impacting object – the same approach followed by (Nock, et al., 2013). Such 
collisions will result in a hole in the sail membrane but the impacting object will not fragment. The part 
of the sail that was impacted will likely be vaporized or turned to dust. Very large impacting objects will 
leave very large holes and it is possible that the sail will collapse in such an event. In this case the deorbit 
sail will no longer function. 
If the object impacting the sail happens to be an operational satellite, it can also be expected that 
appendages of the satellite, such as solar panels and antennae, might be damaged from the impact with 
the sail, leading to loss of function. 
Small particles will however result in a catastrophic collision. A 1-mm sized micro-meteoroid will collide 
with 6.2 μg of sail material with resulting EMR of 150 J/g. But here the fragments that are produced will 
be mainly dust particles and it can be argued that the creation of dust, although unwanted, does not pose 
a risk of creation of more debris. Dust particles can also efficiently be shielded for by Whipple shields or 
similar devices. 
Collisions with the booms are likely to be catastrophic. It is only for very small particles that the EMR is 
below the catastrophic threshold. It can also be assumed that the booms will be designed with micro-
meteoroid impacts in mind and that there will be some resistance to fracturing. But at the limit where the 
boom will fragment, at least one 10 cm boom fragment will be produced. A collision of a large 100 kg 
satellite with a boom will result in numerous 10 cm and larger fragments (around 150 such fragments 
are predicted by the Standard Breakup Model). 
Finally, collisions with the satellite bus (to which the sail is attached) will be catastrophic for any 
impacting object larger than 5 mm (assuming a bus mass of 20 kg and relative velocity of 7 km/s).  
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Table 3-3 Collision scenarios for a test satellite with sail 
Target 
constituents 
Impacting 
object 
Collision 
type 
What happens to sail satellite? What happens to 
impacting object? 
Sail membrane 
(7µm Aluminized 
Kapton) 
Micro-
meteoroid 
Catastrophic Hole and micro-cracks in sail. 
Part of impacted sail membrane 
turned to vapour and dust 
Fragmentation 
(dust produced) 
Small object 
(10 cm 
spacecraft 
fragment) 
Non-
catastrophic 
Small hole in sail. Impacted sail 
membrane turned to 
dust/vapour 
Pass through 
Large object 
(100kg 
satellite) 
Non-
catastrophic 
Large hole in sail. Loss of 
deorbiting function 
Pass through, 
damage to 
operational satellite 
Boom  
(18 – 49 g/m) 
Micro-
meteoroid 
Catastrophic Very small (<1mm) objects are 
less likely to damage boom. In 
case of fragmentation, at least 
one 10cm fragment expected 
Fragmentation 
(dust produced) 
Small object 
(10 cm 
spacecraft 
fragment) 
Catastrophic Fragmentation. Two or three 10 cm fragments 
produced 
Large object 
(100kg 
satellite) 
Catastrophic Fragmentation. Four 1 m fragments produced. Number 
of 10 cm and larger fragments = 150  
Hard-body 
satellite 
Any object 
larger than 5 
mm 
Catastrophic Fragmentation 
 
The conclusion that can be made from Table 3-3 is that, since it is the creation of multiple larger fragments 
(large enough to cause damage to other satellites) that should be avoided in order to prevent growth of 
orbital debris, only impacts with the booms and satellite bus will be treated as significant debris-
generating events. 
The above conclusion was arrived at by considering hypervelocity impacts. Hypervelocity impacts are 
more likely due to the high velocities required to keep a satellite in orbit. But impacts at lower velocity 
are still possible and the EMR threshold and Standard Breakup Model might no longer be valid for these 
situations. For impacts lower than the speed of sound in the colliding object, it can be anticipated that 
more of the collision energy will be absorbed by the colliding objects. Where fragments from objects 
involved in a hypervelocity impacts will continue on similar trajectories as before the impact, low velocity 
impacting objects can be expected to transfer more momentum to each other, and possibly produce less 
fragments. This remains to be investigated. 
Collision probability 
The method of (Klinkrad, 1993) can be used to calculate the probability of a collision during a satellite’s 
de-orbiting phase. The volume surrounding the Earth in which the test satellite will orbit is divided into 
smaller control volumes. Spherical coordinate cells are used by (Klinkrad, 1993), where the control 
volumes are defined by boundary radii and declination and right-ascension angles. (Liou, 2006) uses cube 
regions of constant volume.  
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Within a single volume element, the rate at which a collision is expected to take place between two 
occupying objects is given by 
 𝑃𝑖𝑗𝑘 = 𝑠𝑖𝑘𝑠𝑗𝑘𝑉𝑟𝑒𝑙𝜎𝑖𝑗𝑑𝑈𝑘  3-50 
Where 
𝑃𝑖𝑗𝑘  is the collision rate for collisions between satellite 𝑖 and j, in volume segment k 
𝑠𝑖 is the spatial density of satellite 𝑖 in volume segment k, 
𝑠𝑗 is the spatial density of satellite j in volume segment k, 
𝑉𝑟𝑒𝑙 = |𝐯𝑖𝑘 − 𝐯𝑗𝑘| is the relative velocity between satellites 𝑖 and j,  
𝜎𝑖𝑗 is the collision cross section area and 
𝑑𝑈𝑘  is the volume of segment k 
This equation is based on the principle that the object interactions can be described by the kinetic theory 
of gases. This assumption is valid if the volume segment is smaller than the uncertainties in the position 
of the object within the segment. Applied to orbits, the size of the volume segment is chosen to capture 
the short period perturbations in the orbit position. (Liou, 2006) suggests a dimension for their cubed 
volume segments less than 1% of the average semi-major axis for all satellites in the population. 
The NASA LEGEND model uses the collision rate from 3-50 in a Monte-Carlo fashion. The collision rate is 
multiplied by the simulation time step to yield the collision probability (or number of collisions). A 
uniform random number is generated and compared to the collision probability, to determine if a 
collision should be simulated. LEGEND makes use of uniform sampling in time, with updated orbital 
elements for each satellite at every time step. The default LEGEND time step is 5 days. 
The approach detailed here is a hybrid between the LEGEND approach and that of (Kessler, 1981). The 
latter made use of uniform sampling in space. The semi-major axis, inclination and eccentricity of each 
object was assumed to be fixed while the right-ascension of the ascending node, argument of perigee and 
true anomaly could be placed anywhere between 0 and 2π over the time range of interest.  
The difference (between uniform time sampling and uniform spatial sampling) manifests in the spatial 
densities that are input into equation 3-50. For the uniform time sampling approach of LEGEND, the 
instance collision rate is evaluated based on all objects that are present in a volume segment at the 
particular sampling time. An object can be in a single volume segment only, hence the spatial density is 
either one divided by the volume of the segment, or zero. (If satellite i’s position is calculated to be in 
segment k, then 𝑠𝑖𝑥 will be 1/dUk for x = k, but zero otherwise.) 
For the uniform spatial sampling approach, the spatial density of an orbiting satellite in a particular 
volume segment is the fraction of time that the satellite spends in the volume segment compared to the 
total orbit duration, divided by the volume of the segment. The spatial density of a satellite i in a particular 
volume segment is somewhere between zero and one, and the sum of spatial densities over all volume 
segments that the object would occupy in the time range of interest, will be one (divided by the total 
control volume). 
 57 
 
The control volume around the Earth is divided into three dimensional volume segments, but the spatial 
density can be illustrated in two dimensions as in Error! Reference source not found., where the colour 
of each square through which the orbit passes indicates the spatial density. Darker squares have higher 
spatial density.  
 
Figure 3-13 Spatial density of an orbiting satellite per volume segment. Darker shaded squares indicate higher spatial 
density 
The approach followed in this thesis evolves the orbit of a single test satellite in the population through 
numeric integration (making use of Semi-Analytic Satellite Theory). At every integration time step the 
collision probability is found by uniform spatial sampling. 
The SST orbit propagator makes use of relatively large time steps. If the collision probability is only 
evaluated for the instance volume segment at each propagation time step, a lot of volume segments that 
the satellite would normally traverse would be omitted. Forcing the integrator to use smaller time steps 
so that each volume segment can be evaluated will significantly increase the computational effort. 
Instead the test satellite is assumed to be in a constant orbit that changes with every integration time 
step. In-between integration steps, the orbital elements for the test satellite will be propagated. At each 
integration step, all the volume segments that are traversed by the mean orbit is found by varying the 
orbit longitude and keeping the other mean orbital elements constant.  
Firstly, the per-satellite-interaction, per-segment collision rate, 𝑃𝑖𝑗𝑘 , is summed over all satellite 
interactions and all volume segments that the test satellite, i, would encounter in its mean orbit. This 
yields the total collision rate for satellite i at time t. 
 𝑃𝑖(𝑡) =∑∑𝑃𝑖𝑗𝑘
𝑘𝑗
 
3-51 
The probability that satellite i will collide (or the number of collisions that the satellite will be involved 
in) over the entire period of interest is given by 
 
𝑁𝑖 = ∫ 𝑃𝑖(𝑡)
𝑡𝑒𝑛𝑑
𝑡𝑠𝑡𝑎𝑟𝑡
 
3-52 
 58 
 
For a decaying satellite, tstart would be the start of the deorbiting phase and tend would be the time of 
atmospheric re-entry. 
The time steps in which the test satellite’s orbit is propagated is chosen so that the collision 
characteristics can be assumed to be constant. Then the above integral can be evaluated in a piece-wise 
fashion, reducing the equation to 
 
𝑁𝑖 =∑𝑃𝑖(𝑡𝑠𝑡𝑎𝑟𝑡 + 𝑠∆𝑇)∆𝑇
𝐿
𝑠=0
 
3-53 
where ∆𝑇 is the integration time step, and the time between tstart and tend is divided into L shorter time 
steps of ∆𝑇. 
The static nature of the debris population allows for the collision analysis method to be initialized with 
preloaded “cell passage events”. As part of the initialization process, all the volume segments are 
preloaded with a number of events, which includes a record of the debris objects that passes through it, 
their spatial density, 𝑠𝑖𝑘, averaged velocity vector of the object as it passes through the segment, 𝐯𝑖𝑘, and 
the object radius. 
The object size plays an import role in determining the collision cross section area, as will be explained 
later in section 6.2.  
As mentioned before, the debris population does not have to be exact but should reflect the actual Earth-
orbiting debris population in altitude, orbit orientation and object size distributions. The Satellite 
Situation Report (SSR) is a convenient source of tracked orbiting objects. The report contains basic orbit 
information for all tracked objects, excluding a number of classified objects. The SSR is generated daily 
and can be downloaded from www.space-track.org (www.space-track.org, 2014).  
The radar cross-section (RCS) of tracked objects is also available in the SSR and this was taken to be the 
debris size for the purposes of the study. It is recognized that the RCS does not necessarily correspond to 
the true debris area. This and the fact that the SSR catalogue is not complete implies that collision 
probabilities calculated using this population will not be the true collision probability. But is still valid for 
demonstrating the equivalence of ATP and collision probability, and performing comparisons of deorbit 
alternatives. 
The Satellite Situation Report contains only tracked objects, typically with diameter larger than 10 cm. 
But it is suggested above that objects as small as 5 mm will still cause debris generating collisions. The 
unobserved debris objects are accounted for by including a scaling factor of 20 (Klinkrad, 1993) to the 
total collision probability. This assumes that the untracked debris objects below 10 cm size have exactly 
the same orbital distribution as the tracked objects. 
3.6 Summary 
The theory that was used in the analysis for this thesis was presented in this chapter. This includes 
detailed solar and aerodynamic force models, and methods for propagating the orbit and attitude of a 
satellite with an attached sail. The solar sail steering law that is used to raise or lower the orbit was 
explained and the collision energy threshold was elaborated, together with the method with which 
collision probability of a deorbiting satellite can be calculated in a static debris environment. 
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This theory serves as the basis for the analysis that will follow, but first the sail-based deorbiting concept 
is elaborated in the next chapter. 
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Chapter 4  
Mission Concept 
The mission concept that will be analysed in this thesis is explained in this chapter. This includes the 
modes of operation, how they are applied and the requirements of each mode in terms of operational 
effort and dependencies on the host satellite. 
The deorbiting system design will be kept as generic as possible so that the results obtained can easily be 
applied. Some basic assumptions have to be made about the shape and structure of the sail and host 
satellite and this basic design is elaborated in section 4.2. 
4.1 Modes of operation 
The sail-based deorbiting mission will have two distinct modes of operation, each making use of a 
different perturbing force due to a deployed sail: drag mode and solar sailing mode. The modes can be 
applied separately to achieve only drag augmentation or only solar sailing deorbiting, but it is also 
possible to combine both modes in a single deorbit scenario, by first performing solar sailing to lower the 
orbit followed by drag augmentation. 
Drag mode 
Drag mode makes use of an increased surface area from the deployed sail with which air molecules can 
interact. The drag force operates opposite the satellite velocity vector to decrease the orbital energy with 
a resulting lowering in altitude. Drag will eventually circularise an elliptic orbit. 
Drag de-orbiting can be used in orbital regimes where there is still enough air molecules to have a 
significant effect. The atmospheric density generally falls off with an exponential trend as altitude 
increases. Drag de-orbiting is only an option for the LEO regime. For all practical purposes, at altitudes 
above 1000 km the atmosphere density is insignificant. Drag mode is thus only useable up to this upper 
limit. 
Drag augmentation from a deployed sail will ideally not require any functionality from the host satellite 
after the sail has been deployed. There should also not be any operational requirements, so that the 
deorbiting can take place in a completely passive manner. 
To achieve efficient drag deorbiting the sail has to be oriented to maximize the drag force. This is 
accomplished when the sail normal vector points along the velocity vector of the satellite. This 
corresponds to a rotation relative to the inertial reference frame of 360° per orbit revolution. This is 
illustrated in Figure 4-1. 
Even if the attitude of the sail and host satellite does not comply with the above requirement, the enlarged 
surface will still lead to a shorter decay time. The achievable deorbit times for a given sail size will be 
longer if the sail is spinning relative to the orbit frame. Deorbit times as long as 25 years are possible in 
this mode. 
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Figure 4-1: Efficient drag de-orbiting 
 
Figure 4-2: Solar sailing orbit raising where the sun vector lies 
in the orbital plane 
Solar sailing mode 
In solar sailing mode, the sail will be oriented according to a steering law to change the orbit of the host 
satellite over time. Although different planet-centred solar sailing trajectories have been studied before 
(McInnes, 2004), (van der Ha & Modi, 1977) and (Steyn & Lappas, 2011), the solar sailing operating mode 
will be limited to orbit manoeuvres within the orbital plane either to raise or lower the orbit. The steering 
law for this is described in section 3.4. Because of the asymmetric nature of SRP, a change in semi-major 
axis will also lead to changes in eccentricity. 
This mode can be employed in any initial orbit although certain orbits result in easier implementation of 
the steering law, such as the equatorial orbit in Figure 4-2. There is also a lower limit to the altitude for 
which SRP orbit raising can be performed. At very low altitudes the SRP will not be able to overcome the 
drag force.  
Orbits in the GEO protected region are equatorial orbits and satellites in this region can be de-orbited 
using SRP to raise their orbits in order to comply with the mitigation guidelines in section 2.1. Solar 
sailing can also be used for orbits outside of the LEO and GEO protected region.  
Solar sailing mode carries a very big penalty in the sense that it requires active attitude control. Active 
control is undesirable because it either has to rely on sub-systems of the host satellite past sail 
deployment, or it means that the deorbiting system should include its own attitude control system. Either 
way, this will increase the complexity of the interface to the host satellite and also raise the reliability 
requirements for the attitude and power sub-systems since they will have to remain functioning after the 
principle mission has come to an end. 
It also has to be investigated if conventional actuators are adequate to perform the required attitude 
manoeuvring. The host satellite with deployed sail will have very different attitude dynamics than 
without the sail and if the satellite makes use of attitude control to fulfil the main objectives it might not 
be possible to execute the steering law with the same actuators.  
If the solar sailing phase drives the design of the host satellite sub-systems (such as power and attitude 
control) then there is no longer modularity in the design of the deorbiting system.  
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Active control also raises the concern of interacting with the satellite from a ground station. This should 
be avoided for the deorbiting phase because not only does it imply a working communications sub-
system (in addition to the dependencies mentioned above) but satellite operations are extremely costly. 
The active attitude control that takes place for solar sailing deorbiting should be performed in a 
completely autonomous manner on-board the satellite without the need for ground intervention. 
Because of the big concerns with active control, it is foreseen that solar sail based deorbiting will be 
feasible only for a minimum duration. It is assumed that active control of a de-orbiting satellite will be 
possible for 1 or 2 years, but longer than that will be too costly.  
Combined Solar Sailing and Drag mode 
The hybrid operating mode combines both solar sailing and drag augmentation to raise the ceiling 
altitude from which satellites can be deorbited to destructive re-entry in the atmosphere. 
Figure 4-3 shows the force per unit area for both solar radiation pressure and drag force as a function of 
altitude. A perfect reflective surface was assumed and for the drag force a value of 2.2 was used for Cd. 
There is a large variation in drag force at each altitude due to the fluctuation in solar activity. But it is 
evident that there is a critical altitude above which SRP will have a greater influence while the 
aerodynamic force becomes less significant. Solar conditions will shift this critical altitude between 440 
and 800 km.  
 
Figure 4-3 Drag force and solar radiation pressure per unit area as a function of altitude 
The deorbit sail operating only as a drag augmentation device will be less efficient than SRP orbit 
lowering at altitudes above this critical point. This observation can be used to define a hybrid operating 
mode. SRP orbit lowering will be performed first up to a point where drag takes over.  
This operating mode still applies to LEO, but it will be possible to deorbit from higher altitudes than with 
pure drag augmentation. The same argument as before regarding active control applies to this mode, so 
the solar sailing phase should also be limited to short durations.  
The three operating modes are summarized in Table 4-1. 
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Table 4-1 Orbital range, operation requirements and sub-system dependencies of the 3 operating modes 
 Drag mode Solar sailing mode Hybrid mode 
Orbital range LEO only, up to 1000km 
altitude 
All orbital regimes, but 
orbit raising below 650km 
not possible 
LEO 
Operational requirements None (ideally) None (ideally) None (ideally) 
Host satellite/sub-system 
dependence 
None (ideally) Attitude control (which 
also requires power) 
Attitude control (which 
also requires power) 
Duration Up to 25 years Limited by design lifetime 
of dependent sub-systems 
25 year total. Solar 
sailing phase limited by 
design lifetime of 
dependent sub-systems 
4.2 Deorbit System Concept 
As mentioned earlier, the analysis in this thesis aims to be as general as possible. But such analysis is also 
not possible without assuming some design principles. To make the analysis as applicable as possible, 
existing deployable sail designs from section 2.3 will be used to base a generic sail structure design. The 
design parameters of the sails mentioned in section 2.3 will also be used to obtain realistic solutions for 
a deorbit sail in terms of area-to-mass ratio and other geometric properties.  
The deorbit sail that will be studied further on will have a square shape. Four booms support the sail 
membrane which is divided into 4 separate triangle quadrants. The booms will extend from a central 
deployment mechanism. This simple design is depicted in Figure 4-4. 
 
Figure 4-4 Sail design properties 
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The booms and sail are assumed to deploy from a box with dimensions w ⨯ w ⨯ hmech. It is assumed that 
the sail deorbiting system is completely contained in this volume when stowed. After deployment, the 
sail and booms will extend outside of the volume. The box also has a mass, mmech, which includes the mass 
of the mechanical structure, rollers, inflation system, motors and any other components required by the 
sail sub-system other than booms and sail membrane. 
The length from the boom tip to the centre of the square sail shape (which also coincides with the centre 
of the deployment mechanism) is denoted by l. The relationship between the side length of the square 
sail shape, s, and the boom length is 
 𝑠 = √2𝑙 4-1 
And the sail area is given by 
 𝐴 = 𝑠2 = 2𝑙2 4-2 
In calculating the surface area, gaps between sail segments due to different sail attachment strategies will 
be neglected. It is assumed that the total sail area will be large compared to such gaps.  
Scaling law 
One of the outcomes of the deorbiting analysis should be the required sail size to deorbit a satellite as a 
function of initial orbit and satellite mass. There will be an advantage in introducing some form of scaling, 
instead of using a single sail size or even a number of discrete sail sizes. The concept design of Figure 4-4 
can be scaled by changing the length of the booms to result in the desired surface area. 
In the section 2.3 it was seen that there are limits to the range in which a boom design can be scaled. The 
ESA Gossamer Deorbiter open section CFRP booms were only just capable of upholding the deployment 
loads of the full 5 m x 5 m sail. For larger sail sizes, either closed section, inflatable or coilable booms 
should be used. But these booms are less suited to smaller sail sizes because of their complex deployment 
needs. An inflatable boom for instance requires an inflation system which will have larger mass and 
volume than the simple co-coiled boom mechanism of the ESA Gossamer Deorbiter and Nanosail-D. 
When considering the scaling law for the deorbiting system, the actual properties of the existing designs 
in section 2.3 will be used with an assumed scale range for each design. Between scaling ranges there will 
be a discrete jump as the next type of design takes precedence. By making use of existing designs with 
proven deployments, the analysis results in this research can be applied to existing technology and not 
be reliant on the advancement of TRL. The results of the research should benefit missions that are 
currently being conceived. 
The physical properties of the open section CFRP booms from the ESA Gossamer Deorbiter will be used 
for sail sizes up to 25 m2. The ESA Gossamer booms have a mass per unit length of 15 g/m and a 
deployment mechanism with a mass of 0.3 kg with dimensions 12 ⨯ 12 ⨯ 8 cm. 
A conservative sail thickness of 7.5 µm will be used for all sail sizes. (Sails as thin as 2 µm are 
manufactured by SRS). The thickness will be the average thickness including edge reinforcements and 
rip-stops. The sail material will be assumed to be Kapton or CP-1, with a density of 1.42 g/cm3. The mass 
of coatings will be assumed to be negligible. 
For the range 25 m2 to 100 m2, the current concept designs for the Near Earth Asteroid (NEA) Scout and 
Lunar Flashlight missions will be used. These will deploy 80 m2 square sails using TRAC booms, from two 
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side-by-side NanoSail-D deployment mechanisms. The booms are assumed to have a mass per unit length 
of 50 g/m, and the deployment mechanism will have a volume of 2000 cm3, with a mass of 1 kg. 
 
Figure 4-5 Lunar Flashlight concept design (image 
credit NASA) 
 
Figure 4-6 Lunar Flashlight and NEA Scout sail sub-system 
For the range 100 m2 to 400 m2, the DLR booms from (Leipold, et al., 2003) will be used with mass per 
unit length of 100 g/m and a deployment mechanism of 60 ⨯ 60 ⨯ 60 cm.  
Finally, for sail sizes larger than 400 m2 and up to a size of 1000 m2, the ATK Coilable Mast as used on the 
ATK Scalable Square Solar Sail (S4) will be used. In this thesis, 1000 m2 is the maximum sail size that will 
be considered for deorbiting. 
Table 4-2 Parameters used in the estimation of mass and geometric properties. The parameters follow the scaling law 
defined in this section 
Symbol Meaning Unit < 
25m2 
25m2 to 
100m2 
100m2 to 
400m2 
400m2 to 
1000m2 
ρboom Boom mass per unit length g/m 15 50 100 70 
ρsail Sail membrane mass per unit 
area 
g/m2 10.65 
mmech Mass of deployment mechanism kg 0.3 1 20 50 
hmech Height of deployment 
mechanism 
m 0.08 0.10 0.60 0.53 
w Side length of the deployment 
mechanism 
m 0.12 0.14 0.60 1.33 
Mass, centre-of-mass and inertia  
It will be instrumental to know what the physical properties such as mass, moment of inertia and centre 
of mass is for scaled versions of the system. Once these properties have been established for the 
deorbiting system, it will be possible to calculate the same properties for the deorbiting system combined 
with a host satellite. The mass of the combined system is the mass that should be considered when 
performing decay calculations, and can also be compared to added mass of other deorbiting alternatives. 
The centre-of-mass and moment of inertia of the combined system is required for attitude simulations. 
The deorbiting system mass, 𝑚𝐷𝑆, can be calculated using the above parameters and the geometric 
parameters. 
 𝑚𝐷𝑆 = 𝑚𝑚𝑒𝑐ℎ + 𝐴𝜌𝑠𝑎𝑖𝑙 + 4𝑙𝜌𝑏𝑜𝑜𝑚 4-3 
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The sail sub-system mass as a function of sail area, using the proposed scaling law is plotted below in 
Figure 4-7. 
 
Figure 4-7 Deorbit system mass as a function of sail area 
When calculating the moments of inertia of the sail sub-system, the booms are assumed to be thin rods 
and the sail a flat plate. The deployment mechanism box has uniform density. The equations for the 
principle moments of inertia about the body axes defined in Figure 4-4 are given by 
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4-4 
The moments of inertia about the body axes are plotted in Figure 4-8. The centre of mass of the sail sub-
system falls in the geometric centre. 
  
Figure 4-8 Moments of inertia about the sail principle axes. The plot on the left shows the moments of inertia for sail 
sizes below 100m2. The right-hand plot shows values for the entire scaling range 
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4.3 Host satellite integration 
Mechanical integration 
It is expected that the proposed sail sub-system will be mechanically integrated with the satellite by 
attaching it to an external facet. It may also be a requirement that the sail deploys a certain distance away 
from the satellite bus, so that it does not interfere with appendages like solar arrays or antennae. The ESA 
Gossamer Deorbiter makes use of a telescopic extension boom to provide a clearance of 60 cm between 
the attachment base to the host satellite and the plane in which the sail deploys. Such extension 
mechanisms are considered part of the host satellite.  
  
Figure 4-9 ESA Gossamer Deorbiter telescopic extension boom (Fernandez, et al., 2014) 
It is also assumed that the sail normal vector, extended from the geometric centre of the square sail, will 
pass through the centre of mass of the combined system. This assumption will aid in simplifying the 
attitude analysis. 
When considering the combined host and sail deorbiting system, the centre of mass can be found using 
 𝐜 =
𝑚𝑠𝑎𝑡𝐜𝑠𝑎𝑡
(𝑚𝑠𝑎𝑡 +𝑚𝐷𝑆)
=
𝑚𝑠𝑎𝑡𝐜𝑠𝑎𝑡
𝑚
 
4-5 
Where 𝐜𝑠𝑎𝑡 = [𝑐𝑥,𝑠𝑎𝑡 𝑐𝑦,𝑠𝑎𝑡 𝑐𝑧,𝑠𝑎𝑡]
𝑇 is the centre of mass vector for the host satellite in the coordinate 
system defined in Figure 4-4, m is the total system mass and 𝐜 = [𝑐𝑥 𝑐𝑦 𝑐𝑧]𝑇 is the combined centre-
of-mass vector (again relative to the body coordinate system of the sail). 
The moments of inertia of the combined system can be found by applying the parallel axis theorem: 
 𝐼𝑥𝑥 = 𝐼𝑥𝑥,𝐷𝑆 +𝑚𝐷𝑆(𝑐𝑦
2 + 𝑐𝑧
2) + 𝐼𝑥𝑥,𝑠𝑎𝑡 +𝑚𝑠𝑎𝑡 [(𝑐𝑦 − 𝑐𝑦,𝑠𝑎𝑡)
2
+ (𝑐𝑧 − 𝑐𝑧,𝑠𝑎𝑡)
2
] 
𝐼𝑦𝑦 = 𝐼𝑦𝑦,𝐷𝑆 +𝑚𝐷𝑆𝑐𝑥
2 + 𝐼𝑦𝑦,𝑠𝑎𝑡 +𝑚𝑠𝑎𝑡(𝑐𝑥 − 𝑐𝑥,𝑠𝑎𝑡)
2
 
𝐼𝑧𝑧 = 𝐼𝑧𝑧,𝐷𝑆 +𝑚𝐷𝑆𝑐𝑥
2 + 𝐼𝑧𝑧,𝑠𝑎𝑡 +𝑚𝑠𝑎𝑡(𝑐𝑥 − 𝑐𝑥,𝑠𝑎𝑡)
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4-6 
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Where 𝐼𝑥𝑥,𝑠𝑎𝑡, 𝐼𝑦𝑦,𝑠𝑎𝑡 and 𝐼𝑧𝑧,𝑠𝑎𝑡 are the principle moments of inertia of the host satellite on its own for the 
same body axes as before, but passing through the host satellite centre of mass.  
Deployment command interface 
Although not relevant for the mission analysis in this thesis, it is worthwhile documenting how the 
deployment functionality might be separated from the host spacecraft systems. It is anticipated that the 
deorbiting system will be a modular component, with interfaces akin to that of other satellite modules.  
An electrical interface consisting of power input (and power return) as well as a data interface compliant 
with what the host satellite uses for TT&C communication between units will result in a clean modular 
interface. The power input will supply required power to the deployment actuation components such as 
motors, hold-down and release mechanisms (HDRM), valves etc., while the data interface can be used by 
the host satellite to command deployment or to request telemetry from the sub-system. 
Ideally the de-orbit system should also be able to operate even in the event of complete loss of function 
of the host satellite. In the event that the host satellite fails, the safe operation would be to deploy the 
deorbiting system and commence the deorbiting phase, but only after a suitable waiting period during 
which the host may be recovered. 
For this purpose, the deorbiting system requires a battery that can supply the power to the deployment 
actuation components if power from the host satellite is not available. The host spacecraft power supply 
input can act also as a triggering mechanism for arming the deployment. Such a deployment command 
strategy is shown in the state diagram in Figure 4-10. 
Cancel 
command 
received
Power from 
S/C restored
Standby
Armed - 
commanded
Armed - 
backup
Deploy
Power supply from 
host S/C lost
Arm command 
received
Timer expires Deploy command 
received
 
Figure 4-10 Deployment activation state diagram 
If power from the host satellite is interrupted, the deployment system is automatically armed. If the 
power is restored before the deployment timer expires, the system returns to standby mode. It should 
also be possible to perform explicit deployment commands via the data interface. 
A proposed system block diagram that supports this functionality is shown in Figure 4-11. 
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Figure 4-11 Proposed deorbit system interface and deployment actuation block diagram 
4.4 Summary 
The sail-based deorbiting concept was briefly introduced in this chapter. The difference between drag 
and solar sailing operating modes and their impacts on the host was explained. The orbital ranges to 
which each applies were also defined. The mass and physical properties of the deorbiting device was 
stated, based on a scaling law that will allow for sail areas up to 1000 m2. The latter made use of existing 
sail design specifications. Finally, potential host integration methods were investigated. 
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Chapter 5  
Simulation Model Implementation 
The theory in Chapter 3 contains all the equations and methods that are needed to perform deorbiting 
analysis for a sail. When it comes to performing simulations, there are some implementation details that 
are worth mentioning. The way in which simulations were implemented for this thesis is briefly detailed 
in this chapter.  
Section 5.1 lists the different types of simulations that were implemented. It also details the object 
oriented approach that was followed, that allows objects to be shared by the different simulation types. 
Sections 5.2 through 5.4 contain specific choices and parameters that were used in each simulation. 
5.1 Simulation Types and Object Oriented Approach 
Different simulations were performed for this research to produce different desired outputs. The three 
main simulation types with the rationale for each is listed in Table 5-1. 
Long-term simulation was carried out to propagate the orbit of a test satellite from some initial orbit to 
an end orbit condition. The end condition would either be a decayed orbit, typically with altitude below 
100 km, or a target graveyard orbit with higher altitude than the start orbit.  
Table 5-1 Simulation types 
Simulation type Start conditions (input 
conditions) 
Output Rationale 
Orbit simulation  Initial orbit 
 Initial epoch 
 Satellite configuration 
(mass, shape, area) 
Time to reach desired 
end orbit condition 
 Sail sizing relationship 
to deorbit in target 
period 
 Monte-Carlo 
simulations with 
varying 
environmental 
conditions 
Orbit simulation with 
collision probability 
Same as above Total collision 
probability between 
start and end condition 
Find collision probability 
for scenario (to compare 
with other scenarios) 
Attitude simulation  Initial orbit 
 Initial attitude 
 Initial epoch 
 Satellite configuration 
(mass, moments of 
inertia, centre of 
mass, surface model) 
 Propagated attitude 
angles 
 RMS angle of attack 
 Average drag 
efficiency 
 
 Determine ability to 
passively stabilize 
attitude (in drag 
mode) 
 Find average drag 
efficiency / effective 
drag area for 
uncontrolled attitude 
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Such a simulation will be able to inform how large the sail area has to be to reach the target orbit in the 
desired time frame. It is also possible to perform Monte-Carlo simulations with varying environmental 
conditions to determine a range of deorbit times for the same satellite configuration. Implementation 
details for the orbit simulation is given in 5.2. 
The second type of simulation was conceived to calculate the probability of a collision for a deorbiting 
satellite. The same long-term orbit propagation as in the orbit simulation is performed, but at every time-
step in the numeric integration process, the collision probability is evaluated and summed. The 
assumptions that were made for the sail and host satellite, as well as the way the orbital debris population 
is initialised is detailed in 5.3. 
A different approach was followed for investigating the attitude behaviour of the sail and host satellite. 
Propagating the attitude state over the full deorbiting period will be very costly in terms of processing 
time due to the smaller time-steps. Instead, the attitude behaviour as a function of altitude was 
investigated at discrete orbits. The orbit position and velocity were obtained by analytic means through 
use of an SGP4 orbit model, where the input two-line elements were initialized for a certain altitude. This 
allows for more detail to be applied to the surface model when calculating aerodynamic and SRP torque. 
This detail and the implementation of the attitude simulation is described in section 5.4. 
5.2 Orbit Simulation 
In this simulation, only the orbit of the test satellite is propagated while the attitude is assumed constant 
for drag mode simulations or analytic for solar sailing mode. The solar sail steering law of section 3.4 is 
used in this case to calculate the optimal pitch and yaw angles for the sail and it is further assumed that 
the reference attitude is followed exactly. 
A block diagram showing the orbit simulation elements and their dependencies is shown in Figure 5-1. 
The simulation is implemented using modular objects. The overall Simulation Model, Environmental 
Model and Satellite Model are convenient containers for other simulation objects.  
Environment models 
The Sun and Moon model implements the equations from (Meeus, 1991) in order to output a Sun and 
moon vector referenced to the ECI frame.  
The Earth Gravity Potential Model takes as input the satellite position vector in ECI coordinates, converts 
it to an equinoctial element set and outputs the time rate-of-change of the equinoctial elements. In the 
Environment Model, the sun and moon ECI referenced vectors are also used to calculate the time rate-of-
change of the equinoctial elements as per the theory mentioned in section 3.2 and given in detail by 
(Danielson, et al., 1995). The third body contributions to the orbit element derivatives are added to that 
of the central body, and this output is then fed to the Satellite Model, where it is used by the Orbit Model 
integration step.  
The Atmosphere Model that was used in the analysis in this thesis is the US Naval Research Laboratory 
NRLMSISE-00 model since it is particularly suited to space applications. The atmosphere model takes as 
input the current time and satellite position in ECI coordinates, and calculates the density of the 
atmosphere at that location and time. The model requires other inputs as well – the solar activity F10.7 and 
ap indices. The atmosphere model implements a predictor for these parameters based on the mean solar 
cycle shown in Figure 3-4. The predictor adds daily variations to F10.7 and ap using a Guass-Markov 
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random process. The cycle variations mentioned in 3.1 (deviation from mean cycle and varying cycle 
duration) have not been implemented. The implication is that the orbit lifetime that will be calculated in 
a single simulation run will be close to the mean value (because including only stochastic variations in 
the daily solar indices will cause but a small spread in orbit lifetime). But the spread resulting from all 
solar variations will not be captured even if numerous Monte-Carlo simulations are performed. 
These indices are estimated based on the mean solar cycle with stochastic variations as described in 
section 3.1. 
Atmosphere 
model 
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Simulation 
model
SST orbit modelSatellite model
Simplified SRP 
and drag force 
model
position, 
velocity
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Sun model
Time
Sun position (ECI)
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Moon pos (ECI)
Time
Density
Sat position (ECI)
Earth grav.
Sat position (ECI)
Gravity gradient
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Density
Sun vector (SBC)
Sun position (ECI)
Attitude
Aero force (SBC)
Solar force (SBC)
Equinoctial 
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Equinoctial -> 
ECI
t, Δt
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Figure 5-1 Orbit simulation block diagram 
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Attitude Model 
The Satellite Model incorporates an Orbit Model and an Attitude Model. The Attitude Model provides an 
analytic attitude solution. For the drag operational mode the output attitude is simply the identity 
transform (roll, pitch and yaw angles equal to zero). For solar sailing mode, the attitude output is obtained 
from the steering law described in 3.4.  
Orbit Model 
The orbit model for this simulation type will numerically integrate the mean orbital elements using the 
time rate-of-changes values due to central and third body gravitational effects. For the non-conservative 
SRP and aerodynamic force, the time rate-of-change for each orbital element is obtained using equation 
(3-26).  
The latter equation is also computed by numeric integration. 36 points are found along the orbit formed 
by the mean orbital elements at one particular time-step by varying the mean longitude, L, in steps of 10°. 
The orbital element time derivatives are calculated for each value of L and then summed over the orbit. 
This internal integration loop runs inside the normal integration step. It is thus necessary to call the 
environmental models multiple times from the inner loop to determine the sun vector and density for the 
particular point along the mean orbit. The sun vector, velocity vector and atmospheric density is fed to 
the surface force model, which is also invoked multiple times from the inner integration loop. This 
process for calculating the derivatives of the mean orbital elements is shown in Figure 5-2. 
Calculate dai/dt due to Earth graviity
Calculate dai/dt due to Sun graviity
Earth gravity model
Sun model
Calculate dai/dt due to Sun graviity Moon model
L = 0° 
L ≤ 360° 
Convert (a, h, k, p, q, L) to r, v
Calculate qL Surface model
Calculate dai/dt due to qL
L = L + 10° 
Sum dai/dt contributions
(dai/dt)Earth
(dai/dt)sun
(dai/dt)moon
(dai/dt)q,L
Simulation object 
used
Output
 
Figure 5-2 Process for calculating the derivatives of the mean orbital elements 
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The orbital element derivatives are integrated using a 4th order Runge-Kutta (RK4) numeric integration 
scheme. A fixed time-step of 1 day was used. Because it is only the satellite orbit lifetime that is important 
(and not exact position of the satellite) the analytically calculated short-period variations that should be 
added to mean orbital elements (as per the complete Semi-analytic Satellite Theory implemented) were 
omitted. 
Satellite Surface Model 
For scenarios where a host satellite and attached sail was simulated, only the sail surface was considered 
to be significant. The surface was approximated as a flat rectangle, and the aerodynamic force equation 
(3-11) becomes 
 𝐅𝑎𝑒𝑟𝑜 = 𝜌|𝐯𝑟𝑒𝑙|
2𝐴 cos𝜃 [𝜎𝑡?̂?𝑟𝑒𝑙 + (𝜎𝑛 (
𝑣𝑏
|𝐯𝑟𝑒𝑙|
) + (2 − 𝜎𝑛 − 𝜎𝑡) cos 𝜃)𝐧] 
5-1 
The constant surface accommodation coefficients of Table 3-1 were used. For drag mode operation the 
angle of attack is zero and the above equation reduces to equation (3-1), with Cd equal to 2.48.  
The solar force equation for the single rectangular surface is (from equation 3-12) 
 
𝐅𝑠𝑜𝑙𝑎𝑟 = 𝑃𝐴(𝐬 ∙ 𝐧) {(1 − 𝜌𝑠 − 𝜌𝑡)𝐬 + [2𝜌𝑠(𝐬 ∙ 𝐧) +
2
3
𝜌𝑑] 𝐧} 
5-2 
For drag mode operation the transparent membrane optical coefficients of Table 3-2 were used and for 
solar sailing and hybrid modes the reflective membrane coefficients were used.  
For comparison purposes it is necessary to simulate the natural decay of a satellite without a drag 
augmentation surface. In these cases the basic aerodynamic force equation (3-1) was used. To account 
for the possibility of a tumbling satellite a minimum drag coefficient of 2.2 was used and a maximum 
value of 2.48 to obtain a range of orbital decay durations. The SRP force on the satellite without a sail was 
not included. 
Verification of orbit propagator 
The orbit propagator that was developed for this thesis was verified by comparison with the commercial 
tool, Freeflyer, from a.i. solutions, Inc. 
The comparison was performed by initialising both propagators with the exact same initial state. The 
Bulirsch-Stoer VOP (Variation of Parameters) numeric integrator with default error tolerance was chosen 
in Freeflyer in order to perform a lifetime simulation. The NRLMMSISE-00 density model was also used, 
and the F10.7 and ap index file used by Freeflyer was populated to the same monthly values predicted by 
the propagator developed for this thesis. The stochastic variations in this case were omitted.  
A specific test case is plotted in Figure 5-3 and Figure 5-4. The plot shows the decline in semi-major axis 
of an Iridium-NEXT satellite deorbiting using a 90 m2 drag area. (The relevance of this test case will 
become apparent in Chapter 10). 
The initial orbit is circular with 86.4° inclination and 780 km altitude. The satellite mass is 710 kg, and a 
start epoch of 1 January 2000 was used. 
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Figure 5-3 Semi-major axis over time for Iridium-NEXT 
satellite deorbiting with 90 m2 sail, produced by 
Freeflyer lifetime simulation, and orbit simulation 
developed for this thesis 
 
Figure 5-4 Atmosphere density over time for Iridium-
NEXT satellite deorbiting with 90 m2 sail, produced by 
Freeflyer lifetime simulation, and orbit simulation 
developed for this thesis 
It can be seen that both the Freeflyer and the orbit simulation developed for this thesis produces the same 
trend for the semi-major axis, and equal density profile throughout the descent. The only difference 
between the two is the fact that the Freeflyer propagator calculates the osculating elements by adding 
the short-period analytic component of the semi-major axis to the numerically integrated mean value. 
The propagator used for this thesis only propagates the mean semi-major axis without inclusion of the 
short-period variation. The Freeflyer simulation predicts atmosphere re-entry in 5767 days, while the 
propagator for this thesis predicts a deorbit duration of 5714 days. 
The same process was repeated for a number of initial orbits and area-to-mass ratios. Circular polar 
orbits at 600 km, 800 km and 1000 km were used, and area-to-mass ratios of 0.01, 0.1 and 1.0 kg/m2. The 
deorbit durations predicted by Freeflyer are shown in Table 5-2 and Table 5-3 shows the difference in 
Freeflyer predicted deorbit duration and that of the custom propagator – as a percentage of the Freeflyer 
duration. 
Table 5-2 Deorbit duration predicted by Freeflyer, for 
various initial orbits and area-to-mass ratios 
Initial 
altitude 
(km) 
Deorbit duration (days) 
A/m = 0.01 
kg/m2 
A/m = 0.1 
kg/m2 
A/m = 1.0 
kg/m2 
600 8213 261 29 
800 - 9585 302 
1000 - - 5306 
 
Table 5-3 Difference in deorbit duration predicted by 
Freeflyer and custom propagator (as a percentage of 
Freeflyer duration), for various initial orbits and area-
to-mass ratios 
Initial 
altitude 
(km) 
Difference in deorbit duration (% of 
Freeflyer duration) 
A/m = 0.01 
kg/m2 
A/m = 0.1 
kg/m2 
A/m = 1.0 
kg/m2 
600 0.41 % -1.15 % -3.45 % 
800 - 0.29 % -2.32 % 
1000 - - 0.62 % 
 
Freeflyer was not able to propagate the orbit past the year 2060, which is why deorbit times for small 
area to mass ratios and high initial altitudes are not populated in the tables. 
It can be seen that the difference in estimated deorbit durations is small for longer deorbit times. In cases 
where the error is more than 1%, the deorbit duration was short – less than a year. And in these instances 
the error between Freeflyer deorbit estimate and the custom propagator is only a few days. (For the 600 
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km initial orbit and 1.0 kg/m2 area to mass ratio, Freeflyer predicts a decay duration of 29 days while 
the custom propagator predicts 28 days.) 
In all cases, the error in estimated deorbit duration is much less than that causes by stochastic variation 
in atmospheric density. 
5.3 Orbit Simulation with Collision Probability 
The simulation that calculates the probability of collision of a deorbiting satellite follows the same 
implementation as the previous simulation. The Orbit Model is however extended with the necessary 
functionality to accumulate the collision probability. After every integration update in the Orbit Model, 
the collision probability is calculated and accumulated as described in 3.5. 
The Orbit Model makes use of a structure that is first initialized with a constant debris population prior 
to running the simulation. The pre-set debris population structure can be saved to disc so that subsequent 
simulation runs can start quicker by simply loading the structures. 
Debris population 
The volume surrounding the LEO region was sub-divided into smaller volume segments, but instead of 
the spherical volume sections proposed in (Klinkrad, 1993) the cube regions of (Liou, 2006) were used. 
The dimensions of cubed volume elements are 50 ⨯ 50 ⨯ 50 km. This is larger than the default LEGEND 
parameter, but still below 1% of the average semi-major axis as recommended by (Liou, 2006). 
A recent version of the Satellite Situation Report (SSR) (www.space-track.org, 2014) was used to 
generate a series of passage events for every cube volume. A single cell passage event is described by the 
spatial density of the satellite in the cell, velocity at which it passes through the cell and the radius of the 
debris satellite.  
The overall structure is a sparse three dimensional array. Only cube cells in which satellites from the 
population pass through will have entries in the sparse array. The cells that are occupied by the Earth, 
for instance, will not have satellite cell passage events. Per cube volume cell, a 1-dimensional array of cell 
passage events is then stored.  
For each object in the SSR, its orbit is propagated for one orbital period in 1000 steps. Per step, the cell is 
found in which the satellite position falls. If there isn’t a cell passage event for the particular satellite for 
the particular volume segment, another one is added to its array of cell passage events. A counter keeps 
track of the number of times the satellite position falls in the same cell as the orbit is propagated. Once 
the orbit has been propagated for all 1000 points, the spatial density of each cell passage event is simply 
the counter value divided by 1000. The velocity vector that is stored per cell passage event is the average 
of the propagated velocity vectors for positions that fall in the cell. 
The collision rate calculation in equation (3-50) makes use of the relative speed of the debris object. It is 
thus assumed that the collision rate of two objects in the same control volume will be the same regardless 
of direction of motion. Such an approach is valid for a satellite of which the width, height and depth are 
approximately equal. But for a flat structure such as a sail, the collision rate will depend on the direction 
of the incoming debris object relative to the surface normal. The relative speed was used in equation 
(3-50) regardless of the shape of the satellite under evaluation, in order to simplify the simulation. But it 
should be noted that collision probability for a flat object such as a sail will be overestimated as a result. 
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When the collision probability has to be calculated for a test satellite, a similar orbit-stepping approach 
is followed. At the end of each numeric integration iteration of the Orbit Model, the mean orbital elements 
at that time step is used to find 1000 points along the mean orbit. The cells that the test satellite orbit 
passes through and its spatial density is found as before. For each cell that the test satellite passes 
through, equation (3-50) is evaluated and summed for each cell passage event from the debris population 
structure.  
Ideally the number of points chosen along the orbit should be greater than 1000. A circular orbit in LEO 
will have points separated between 40 and 53 km (depending on altitude) which is of similar size to the 
cube volume element dimensions. The averaging operation will thus not come into play, as most orbits 
will result in a single propagated point per volume cell. The recorded cell passage events are thus not 
true reflections of that used by (Klinkrad, 1993) since they do not capture the time a satellite spends in 
the cell. But the approach is valid from a statistical point of view, as can be seen by comparing the spatial 
density produced by the technique to that generated by the ESA MASTER-2009 model. 
Figure 5-5 shows the spatial density of Earth orbiting objects as a function of altitude and declination. 
The two figures at the top of Figure 5-5 are the distributions produced by the ESA MASTER-2009 model, 
for the same date as for which the SSR report was taken, and using the “business as usual” scenario. In 
order for the 1000-step process to produce a comparable output, the points along the orbit were divided 
into spherical shell elements with the same altitude and declination ranges as in the MASTER plot.  
The MASTER scenario was configured to only show objects larger than 10 cm, again to result in a valid 
comparison (the SSR will not have objects smaller than 10 cm since they cannot be tracked by current 
methods). The altitude was also limited to the range 200 km to 2000 km. The MASTER database lumps 
launch vehicles and satellites in to the category LMRO (Launch and Mission Related Objects) while the 
SSR makes a distinction between named satellites and launch vehicles (launch vehicles have the text 
“R/B” – for Rocket Body – in their descriptions). For the plot, these items from the SSR were grouped 
together. Finally, the SSR distinguishes named satellites and rocket bodies from debris objects (“DEB” in 
their descriptions). The MASTER EXPL (explosion fragments) and COLL (collision fragments) groups 
were added together to create an equivalent category. 
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Figure 5-5 Spatial density as a function of altitude (left) and declination (right), produced by the MASTER-2009 model 
(top) and the method described in this thesis (bottom) 
It can be seen from Figure 5-5 that the orbit stepping method produces similar spatial density profiles, 
and also the same spatial density values. Differences in the distributions can be explained by the fact that 
the database of objects for the SSR and MASTER are not exactly the same – MASTER contains classified 
objects not listed in the SSR. The SSR plot also shows a slight increase around zero declination which is 
not present in the MASTER plot. This is probably due to the category of MLI (Multi-Layer Insulation) 
objects for which the MASTER “2010 to 2055 Business As Usual” population files do not have an entry. 
The reference 2009 population does have such a population file and will produce a similar peak to the 
SSR output at zero declination. 
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5.4 Attitude Simulation 
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Figure 5-6 Attitude simulation block diagram 
The block diagram that shows the simulation objects and their dependencies for performing attitude 
simulations is shown in Figure 5-6. 
Where previous simulations used an attitude model with analytic output while the orbit was propagated, 
the reverse is performed in this simulation. The orbit position and velocity is calculated analytically 
through an SGP4 orbit propagator while the disturbing torques are calculated and used to numerically 
integrate the satellite attitude.  
The same container models for the overall Simulation Model, Environment Model and Satellite Model as 
before were used. The Environment Model this time only made use of a Sun Model to provide the satellite-
to-sun vector and the NRLMSISE-00 Atmosphere Model to obtain the density for aerodynamic torque 
calculations in the surface model.  
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The Attitude Model uses the disturbance torques that are output by the Surface Model and numerically 
integrates equations (3-33) and (3-35). A 4th order Runge-Kutta scheme with fixed time step was used. 
A number of implementation details of the Surface Model deserve specific mention. 
Surface tessellation 
The surface integration of equation (3-39) is implemented using numeric integration. The surface of the 
sail was divided into small triangle segments. The process of fitting smaller triangles onto a larger surface 
is referred to as tessellation and the technique is often used in computer graphics. Examples of tessellated 
surfaces are shown in Figure 5-8. 
Treating the surface as smaller individual segments has a number of advantages. The force on each 
triangle can be computed easily from equations (3-10) and (3-12), effectively letting the force act on a 
“centre of pressure” on each triangle segment. The torque is then calculated using the vector to the centre 
of pressure on each triangle segment.  
In this manner it is possible to calculate a varying velocity vector per triangle segment. The per-segment 
velocity vector can also include the angular rotation contribution to the relative air velocity due to the 
rotation of the segment around the satellite centre of mass. This contribution adds to the damping effect 
of attitude oscillations that occur under passive aerodynamic conditions, as will be seen in Chapter 8.  
Arbitrary shapes for the host satellite can also be modelled easily in this way. Finally, the use of 
tessellation allows for self-shading to be evaluated on a per-segment basis as described in the next 
paragraph.  
Tessellation through subdivision of the sail surface was applied to the four triangle quadrants. Each sail 
quadrant was divided into smaller equal-area triangles. Tessellation made use of simple geometric 
manipulation, by choosing a subdivision factor, n. The large triangle segment is divided by n-1 lines 
running parallel to the short edges of the triangle. Finally, the small triangles are found by connecting the 
intersecting points with diagonal lines. This results in n2 equal area smaller triangles, as shown in Figure 
5-7 for a subdivision factor of 5. 
 
Figure 5-7 Tessellated sail quadrant, using a subdivision factor of 5 
Tessellation was not applied to the spacecraft bus since the area is smaller than that of the sail. Also, self-
shading of the satellite bus due to the sail should not occur for a stable attitude. In the attitude 
simulations, a subdivision factor of 10 was used. It was however found that the resolution is not 
particularly important as long as the smaller triangle area is comparable to the satellite bus area (or 
smaller). 
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Self-shading 
Self-shading is implemented by excluding or including smaller surface segments on the whole. A 
particular segment is considered to be shaded if a line that passes through the segment centre of pressure, 
parallel to the air velocity vector (or sun vector in the case of sun shading) intersects another surface 
segment, and the point of intersection is in front of the segment – in the direction of the relative air 
velocity (or sun vector). The shielding segments are defined as larger triangles to save on computation 
time. A shielded segment is not included in the torque calculation. 
 
 
Figure 5-8 Examples of surface tessellation and self-shading 
Boom deflection and sail billow 
The sail and booms are treated as rigid objects in the simulation. In reality the boom deflection and sail 
billow will be highly dependent on material properties, making it difficult to generalize the results. 
Most studies on the subject of sail billow and boom deflection are also concerned with bigger sails where 
billowing is expected to have more influence. On smaller sails such as the dimensions considered for this 
study, with the anticipated aerodynamic and solar loads, the amount of boom deflection is actually 
expected to be rather small. By way of illustration, consider the deflection of a 3.5m long CFRP boom (to 
support a 25 m2 sail) modelled as cantilevered Euler beam under aerodynamic loads in Figure 5-9.  
 
Figure 5-9 Boom deflection under aerodynamic load as a function of altitude 
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The material properties of the smallest design in the scaling law from section 4.2 was used, but at the 
maximum end of its scaling range. The value for E, the elastic modulus, is 1.3 x 1011 kg/ms. The value of 
I, the second moment of area, is 4.5 x 10-11 m4. 
It can be seen from Figure 5-9 that it is only at altitudes below 400 km that the deflection becomes 
significant. For these altitudes it will be beneficial to include the dynamic deformations in the Surface 
Model. But as will be seen in the next chapter the time that the satellite spends at 400km and lower is 
insignificant compared to the full deorbiting time span. At 400 km and below, the attitude stability of the 
sail is much less important because the air is so much denser and deorbiting will be rapid even if the sail 
tumbles. 
The unexpected higher stiffness of the IKAROS solar sail membrane also highlights the difficulty in 
correctly estimating the sail shape under load and provides further justification for treating the sail as a 
flat sheet with no billow. 
5.5 Summary 
The analysis results in the following chapters were obtained through numeric simulation. Different 
simulations were implemented depending on the desired output. This chapter described the three main 
simulation structures that were conceived and the motivation for each. The implementation detail for 
each simulation type was also given, with references to the equations in the theory chapter and how they 
were implemented.  
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Chapter 6  
Drag mode de-orbiting 
In this chapter, the mission analysis results are reported for the drag operating mode of a gossamer sail 
deorbit device. This mode can only be used to deorbit in LEO because the atmosphere does not extend 
past this region.  
One of the key outputs of the deorbiting mission analysis is the sizing of the drag surface area to achieve 
desired decay times. This is reported first in section 6.1. The variables in the analysis include the satellite 
mass, drag surface area and initial orbit. Orbital decay times are affected by various factors in the initial 
orbit, including deorbit start epoch, and results are presented for different orbit classes.  
In section 6.2 the collision mitigation potential of a drag sail is analysed. The simple area-time-product 
as well as collision probability is computed for a deorbiting satellite, again taking into account different 
start conditions and satellite masses and sail sizes.  
6.1 Deorbiting Times 
Area-to-mass ratio 
When computing orbital decay times the area-to-mass ratio is often used a parameter. The disturbing 
accelerations (aerodynamic and SRP) vary linearly with this ratio and it is thus possible to vary only a 
single parameter without loss of generalization. 
The ballistic coefficient, BC, is sometimes also used as a parameter since it relates to the satellite area and 
mass through the equation 
 𝐵𝐶 =
𝑚
𝐶𝑑𝐴
 
6-1 
But because it includes the drag coefficient, Cd, in the definition and the aerodynamic force equation for 
the sail rather makes use of accommodation coefficients the ballistic coefficient is less meaningful in this 
analysis.  
The mass that is used in the area-to-mass ratio is the entire system mass including that of the deorbiting 
system. When considering the range in which the area-to-mass ratio should be varied, it is useful to 
consider the mass of the deorbiting system based on the scaling law in section 4.2.  
There is not much point in analysing a scenario where the mass of the deorbiting system is almost as 
much as the total system mass. An upper limit of 50% deorbit system mass out of the total system mass 
is considered for the analysis.  
The percentage deorbit system mass out of the total system mass is plotted in Figure 6-1 for an area-to-
mass ratio of 0.1, 1, 2 and 5 m2/kg. The scaling law from 4.2 was used to find the deorbit system mass for 
a given sail area. 
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Figure 6-1 Percentage deorbit system mass out of total system mass for the system concept scaling law, for a range of 
area-to-mass ratios 
It can be seen that for an area-to-mass ratio of 5 m2/kg, the deorbit system mass will result in unrealistic 
scenarios. A 100 m2 deorbit sail will have a mass of 24 kg (lowest scaling range of 3rd step size), but for 
an area-to-mass ratio of 5 m2/kg, the entire satellite mass has to be 20 kg. An area-to-mass ratio of 2 
kg/m2 produces high deorbit system mass percentages for the largest two scaling steps, but acceptable 
mass percentage for the first two scaling steps. The upper limit for the area-to-mass ratio that will be 
analysed is 2 kg/m2.  
For the lower limit, a value of 0.05 m2/kg was chosen. Below this value the deorbiting benefit becomes 
less significant as will be seen further in the results in this chapter.  
In most cases it is also necessary to compare drag augmented decay times to that of a no-mitigation 
scenario. Area-to-mass ratios of satellites normally exhibit significant variation. (Wertz & Larson, 1999) 
provides a formula based on statistical analysis of past satellites. The relationship between the body area 
and mass of a satellite is given by 
  𝐴 = 0.0625𝑚2/3 6-2 
For the satellites in their dataset (minimum mass of 135 kg and maximum mass of 3,625 kg) the area-to-
mass ratio will vary between 0.005 and 0.01 m2/kg. This is also the range that was chosen for a no-
mitigation comparison scenario. 
Deorbit times for circular orbits 
When analysing orbital decay times, it is easier to interpret results if they are generated for different orbit 
classes. It is then also easier to find the parameters that contribute to decay times and the effect they 
have.  
The results that are reported in this section typically involve the time it takes for the orbit to decay. A 
large number of simulations with varying initial conditions were performed. In order to present these 
results in a meaningful way, processing was performed as described in the following paragraphs. A 
number of specific simulations were however singled out in the following results to describe a particular 
trend or to illustrate specific points, such as in Figure 6-2, and Figure 6-6 to Figure 6-9. 
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The parameters that define an orbit describe the shape and size of the ellipse, the orientation of the 
orbital plane and the orientation of the ellipse in the orbital plane. Most orbits are circular or very close 
to circular and it is therefore appropriate to analyse such orbits in detail. Confining the analysis to circular 
orbits allows for variation of fewer orbital parameters since the orientation of the ellipse in the orbital 
plane (argument of perigee) is irrelevant and the shape of the ellipse does not have to be described. The 
parameters that are significant include the semi-major axis (or altitude for the circular orbit) and the 
inclination.  
The right-ascension of the ascending node is also less significant in affecting deorbiting results because 
of the relatively long time that deorbiting takes. Over the deorbiting time span the sun angle and local 
atmosphere density variation will be averaged so that the right-ascension of the ascending node does not 
affect the deorbiting time. 
An exception to this is the special case of sun-synchronous orbits, which again is prevalent for LEO 
satellites. Earth observation satellites especially make use of such orbits because of the advantage it 
brings in lighting conditions. Sun-synchronous orbits are analysed in the next section. 
In order to find the decay time as a function of initial altitude and inclination, a single orbit simulation 
can be performed as detailed in section 5.2. The progression of the orbital parameters for such a single 
simulation can be seen in Figure 6-2. The initial altitude of the orbit was 800 km, initial eccentricity was 
0.001 and the sail area-to-mass ratio was 0.1 m2/kg. 
  
Figure 6-2 Semi-major axis and eccentricity for a decaying circular orbit 
It can be seen by the osculating eccentricity that the orbit remains near-circular while the semi-major 
axis of the orbit decreases gradually. There are evident periods where the semi-major axis has a steeper 
gradient that at other times. This comes as a result of increased atmospheric density due to solar activity. 
The start epoch in the above simulation coincided with maximum solar activity in the 11 year solar cycle, 
so there is a steeper descent in semi-major axis in the beginning of the simulation. The following steeper 
gradient occurs 11 years (4020 days) later with the following solar maximum.  
The exponential nature of the atmosphere is also evident in the plot of semi-major axis over time. It takes 
about 22 years (8000 days) for the altitude to decrease by 150 km from its initial value, down to 650 km. 
But after this point it takes only 3 years for the orbit to decay completely. 
In order to find the relationship of deorbit time to start epoch, altitude, inclination and area-to-mass ratio, 
around 32000 simulations were performed. The initial altitude was varied in steps of 20 km, the 
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inclination in steps of 10° and area-to-mass ratio in exponential steps from 0.05 to 2.0 m2/kg. The de-
orbit start epoch was also varied between solar minimum and maximum conditions with 1 year steps.  As 
was discussed in section 5.2, the input solar and geomagnetic indices to the atmosphere model made use 
of the mean profiles from Figure 3-4 with daily stochastic variations. The duration of the cycle was not 
varied, nor was the amplitude of the mean profiles. 
From all the data points it is possible to produce a minimum and maximum deorbit time for a given input 
area-to-mass ratio and altitude, where the variation in deorbiting times is due to the start epoch and orbit 
inclination. This is demonstrated in Figure 6-3 and Figure 6-4, where the deorbiting time range is plotted 
as a function of initial altitude, for both an area-to-mass ratio of 0.5 m2/kg (Figure 6-3) and 1.0 m2/kg 
Figure 6-4. 
 
Figure 6-3 Minimum and maximum deorbit time as a 
function of altitude for area to mass ratio of 0.5 m2/kg 
 
Figure 6-4 Minimum and maximum deorbit time as a 
function of altitude for area-to-mass ratio of 1 m2/kg 
It can be noted from Figure 6-3 and Figure 6-4 that there is little change in the shape of the deorbiting 
profile as a result of area-to-mass ratio. The contribution that the latter makes is to shift the upper 
altitude that produces the same deorbiting times.  
This can also be pictured differently, by plotting the surface of maximum (or minimum) deorbit time as 
a function of area-to-mass and initial altitude, as in Figure 6-5. In this figure the ability of a larger surface 
area to increase the altitude from which the satellite can be deorbited is clearly visible. 
The figure also shows the deorbit times of a typical satellite without drag augmentation. It can be seen 
that such a typical satellite will deorbit within 25 years from altitudes as high as 680 km, but for the worst 
case configuration a satellite without a sail can take 25 years to deorbit from 560 km.  
As mentioned before, the range in deorbit time is due to different start epochs and different initial 
inclination angles. How much each of these contributes to the deorbit time variation is discussed in the 
next two sub-sections. 
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Effect of de-orbit start epoch 
Because of the dependency of atmospheric density on solar activity, different decay times can be found 
for the same initial orbit by varying the start epoch. This can be seen in Figure 6-6 where the de-orbit 
time is plotted for varying starting times relative to solar maximum and minimum. The orbit was an 800 
km polar circular orbit and surface area-to-mass was 1.0 m2/kg. 
 
Figure 6-5 Maximum (left) and minimum (right) deorbit time (years) as a function of initial altitude and area-to-mass 
ratio. For the “no sail” scenarios, an Area to mass ratio of 0.005 and 0.01 m2/kg was used. 
 
Figure 6-6 Orbital decay times under varying starting epoch 
The shorter decay time is due to the increase in atmospheric density in the early stages of de-orbiting. 
The density in the upper thermosphere varies significantly with solar activity and can be orders higher 
Deorbit time (years) 
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at solar maximum compared to solar minimum. Thus, if the deorbit phase is timed to span over a period 
of maximum solar activity, much shorter decay times can be achieved. 
This effect becomes more pronounced, when expressed as a percentage, where the time to de-orbit is less 
than the 11-year solar cycle, as can be seen by the inflection point in Figure 6-7. Nevertheless, the absolute 
difference in minimum and maximum deorbit time is in the order of 5 years, independent of the area-to-
mass ratio. The minimum and maximum orbital decay time depending on start epoch is plotted as a 
function of sail area-to-mass ratio from a polar circular 850 km orbit. 
The dotted line in the graph is the difference between the minimum and maximum de-orbit times as a 
percentage of the minimum de-orbit time. It can be seen that there is a significant percentage variation 
in the maximum and minimum decay times where the time to decay is shorter than the 11-year solar 
cycle. The shorter de-orbit times are achieved by timing the start of the de-orbiting phase to coincide 
with the peak of solar activity. 
 
Figure 6-7 Minimum and maximum de-orbit times from 850km polar circular orbit under varying sail area-to-mass 
ratios 
Effect of inclination 
Where the start epoch tends to cause a variation of around 5 years in deorbit time regardless of initial 
altitude, the effect of orbital inclination on the deorbit time is less pronounced at lower altitudes and 
more visible at higher altitudes. This can be seen in Figure 6-8. The satellite had an area-to-mass ratio of 
0.5 m2/kg, and the deorbit start epoch was chosen around minimum solar conditions in each case. 
It can be seen that polar orbits tend to decay quicker, and the longer the total deorbit time is, the more 
significant the contribution. The quicker deorbit time comes as a result of slightly higher average density 
of the atmosphere for a polar orbit. This is particularly the case at higher altitudes.  
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Figure 6-8 Deorbit times as a function of orbit inclination for various initial altitudes 
Sun synchronous orbits 
Sun-synchronous orbits exploit the nodal precession that is caused by the oblate Earth, to result in a near 
constant angle between the orbit normal and the sun. A sun-synchronous orbit will precess at a rate of 
360°/year. Such an orbit has a specific relation between the orbital inclination and the altitude (or semi-
major axis), as in the equation (Battin, 1999) 
 
cos 𝑖 ≈ −
2𝜌𝑎
7
2
3𝑅2𝐽2√𝜇
 
6-3 
In the equation 𝜌 is the precession rate of 2π/year, 𝑎 is the orbit semi-major axis, 𝑅 is the semi-major axis 
of the WGS84 ellipsoid (mean equatorial radius), 𝜇 is the gravitational parameter of the Earth and 𝐽2 is 
the 2nd zonal coefficient of the Earth geopotential model, related to the oblateness of the Earth geoid. 
For a drag-assisted deorbiting satellite the altitude will decrease over time while the inclination remains 
unchanged and so the above relationship will no longer be valid. Nevertheless if the orbit is sun-
synchronous at the beginning of the deorbiting phase then it can be seen that the sun angle does have an 
influence in the time to deorbit. This comes as a result of the diurnal bulge in the atmosphere density, as 
mentioned in section 3.1 and illustrated in Figure 3-3.  
The atmosphere is denser around 3PM local solar time and if the sun-synchronous orbit crosses the 
equator at the same local solar time it will on average experience a higher density than for other sun 
angles. This can be seen in Figure 6-9 where the time to deorbit is plotted as a function of local time of 
the descending node (LTDN) for sun synchronous orbits at 740, 880 and 940 km. The deorbiting start 
epoch was at solar minimum, and the sail area-to-mass ratio was 0.5 m2/kg. 
For the 740 km orbit, the time to deorbit is relatively short so the effect of the LTDN is less noticeable. At 
940 km the diurnal bulge is less pronounced and also here there is not much variation in deorbit times. 
By the time that the orbit has descended enough for the diurnal bulge to be significant, the orbit will no 
longer be sun-synchronous. 
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At 880 km a significant variation in deorbit times can be seen. It is also clearly evident that the quickest 
deorbit times occur for a LTDN close to 3PM. The difference between the minimum and maximum deorbit 
times in this case is 4 years.  
 
Figure 6-9 Deorbit times as a function of local time of the descending node (LTDN) for a sun-synchronous orbit at 
various altitudes 
Altitude range for circular orbits 
It is often more insightful to know what the maximum altitude is from which a satellite can be deorbited 
for a given target deorbit time. It will further be insightful to know how this maximum changes as a 
function of sail size (or sail area-to-mass ratio).  
In order to find such a relationship the Monte-Carlo dataset was processed to find the intersection of 
deorbit time with altitude for each discrete area-to-mass ratio. This corresponds to finding the 
intersection of a horizontal line with the deorbit-time vs. altitude graphs of Figure 6-3 and Figure 6-4. 
Because the deorbit time has a minimum and maximum range (due to variation in start epoch and 
inclination) the intersecting altitudes will also have a minimum and maximum. This is demonstrated by 
Figure 6-10, where each dark black horizontal line intersects the shaded area at the minimum and 
maximum altitude (shown for an area-to-mass ratio of 1.0 m2/kg). 
The minimum and maximum altitudes that are found this way are plotted below in Figure 6-11 for the 
entire range of area-to-mass ratios, for a target deorbit time of 5, 15 and 25 years. The figure also shows 
the altitude range from which an unassisted satellite will deorbit in 25 years. 
The altitude ranges in Figure 6-11 are again due to the effect of start epoch and orbit orientation. It was 
shown in the previous sub-sections that deorbit time varies consistently with deorbit start epoch and this 
is also the main source of variation in the altitude ranges.  
The time-to-deorbit varies by as much as 5 years as a result of start epoch, so when targeting a 5 year 
deorbit time a much wider band of altitude range can be expected as seen in Figure 6-11. For a 25 year 
target deorbit time the variation due to start epoch is a smaller percentage of the total deorbit time, so 
the altitude band from which a satellite can be deorbited is also narrower. 
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Figure 6-10 Intersection of target deorbit time with deorbit-time vs. altitude graph for an area-to-mass ratio of 1 
m2/kg  
 
Figure 6-11 Altitude range from which a satellite can be deorbited when targeting 5, 15 and 25 years deorbit time (for 
circular orbits with varying inclination and varying deorbit start epoch) 
Elliptic orbits 
A satellite in an elliptic orbit that passes through the Earth atmosphere will circularize over time while 
the perigee altitude remains almost constant. This can be seen in the evolution of an initial elliptic orbit 
over time in Figure 6-12. The orbit had an initial perigee altitude of 600 km and apogee altitude of 1350 
km, corresponding to an eccentricity of 0.05. The area-to-mass ratio of the satellite was 0.5 kg/m2. 
There are more parameters to vary in an elliptic orbit. The shape of the ellipse is determined by both the 
eccentricity and semi-major axis. The argument of perigee is also significant because it determines where 
in the orbit the perigee occurs, and the density at this point will influence the deorbit time.  
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But the argument of perigee will precess for an elliptic orbit and so it was found that there is no 
correlation between initial argument of perigee and deorbit times. The same is also true for the right-
ascension of the ascending node. 
 
 
Figure 6-12 Apogee and perigee altitude (left) and eccentricity (right) over time for a decaying elliptic orbit 
To find a relationship between deorbit time and ellipse shape the same process as before was carried out 
for a range of elliptic orbits. A number of simulations were performed by varying the initial perigee 
altitude from 600 km in steps of 40 km. The eccentricity was varied from 0 (circular orbit) to 0.1 in steps 
of 0.01. At 600 km perigee altitude and eccentricity of 0.1 the apogee altitude is 2160 km. The inclination 
was again varied as before, as were the deorbiting start epoch. A fixed area-to-mass of 0.5 m2/kg was 
used. The minimum and maximum deorbit times for all the simulations are shown in the surface plots of 
Figure 6-13 as a function initial eccentricity and perigee altitude. 
 
Figure 6-13 Maximum (left) and minimum (right) deorbit times for a range of eccentric orbits 
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As with circular orbits the start epoch plays a significant role in the total deorbit time, causing most of 
the variation between minimum and maximum in the previous figure. The inclination of the orbit also 
had a similar effect as in Figure 6-8. 
For very eccentric obits it was found that there is not much correlation between initial orbit conditions 
and deorbit time. Highly elliptic orbits are perturbed more by solar radiation pressure and third body 
gravity at apogee altitude and the result is an almost chaotic dependence on initial conditions. 
6.2 Collision Mitigation 
The need to reduce the risk of a collision is the premise of deorbiting and the commonly adopted 
mitigation guidelines. It should thus be shown that sail-based deorbiting does indeed reduce the risk of 
collisions and to what extent. 
Naïve ATP 
As explained in section 2.4, one of the measures that is often used to gauge the amount of risk reduction 
is the area-time-product (ATP). The advantage of using the ATP is that is can be computed directly from 
the datasets used to generate Figure 6-5 and Figure 6-13. Once the deorbit time has been computed the 
ATP is simply the time multiplied by the area projected onto the velocity direction (which is also the sail 
area).  
The ATP for one particular scenario by itself is less meaningful but serves a purpose when comparing 
different scenarios with each other. The ATP for a 500 kg satellite in an initial 800 km orbit is shown 
below, in Figure 6-14. The orbital decay times are also plotted using a range of sail sizes. From the 
minimum and maximum deorbit times a minimum and maximum ATP is calculated. The ATP for a non-
mitigation scenario is also shown. Without drag augmentation the satellite (with area-to-mass ratio of 
0.0075 m2/kg) takes between 405 and 442 years to decay naturally. 
 
Figure 6-14 Area-time-product for 500kg satellite in initial 800km circular orbit using range of sail sizes for 
deorbiting 
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For small sail sizes, the calculated ATP displays less variation (between minimum and maximum deorbit 
times, and also relative to the natural decay scenario). But for larger sail sizes the ATP can either decrease 
or increase depending on the start epoch of deorbiting (the main source of variation between minimum 
and maximum decay times). The ratio between minimum and maximum ATP in each bar is a direct 
consequence of the ratio of minimum to maximum decay times. A large 400 m2 sail deployed at solar 
minimum conditions will lead to a much higher ATP than that of a non-mitigation scenario.  
If the ATP that is calculated in this manner is a true reflection of collision risk, this does not bode well for 
drag-sail based deorbiting. At best the ATP can be reduced by 50% if a very large sail is used and deployed 
at the right time. But if the large sail is deployed at the wrong time it will actually incur much greater 
collision risk. There is only a marginal saving in ATP for a smaller sail. 
Debris generating and non-debris generating ATP 
The benefit of drag augmentation is however achieved by realizing that only a part of the projected area 
will lead to debris generating events. As shown in section 3.5, impacts with the sail membrane will not 
lead to catastrophic debris-generating collisions. To aid in the analysis, consider a de-orbiting satellite 
with a square cross section, and a square shape sail supported by four booms. 
It is not only the geometry of the booms and satellite bus that influence the debris generating extent of 
the system but also the geometry and size of the debris object. In the general case the debris object is 
considered spherical with radius, rdebris.  
Figure 6-15 shows the simplified satellite geometry with shaded overlays indicating the collision cross-
section areas for the spherical debris object. A similar assessment of the debris-generating areas of 
various deorbiting alternatives – one of them being a sail – was carried out by (Nock, et al., 2013). The 
sail design that they considered was an octagon shape supported by 8 booms.  
  
Figure 6-15 Simplified geometry for impact considerations showing total collision cross section (left) and debris-
generating collision cross-section (right) with a spherical debris object with radius rdebris 
The total collision cross section area is the entire area where the debris sphere might intersect with the 
de-orbiting satellite – including the sail membrane. It includes the projected area of the sail and a border 
around that with thickness equal to rdebris. This is the same approach that was followed by (Nock, et al., 
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2013), however it is also possible to compute the collision cross section in a different way. One could 
instead consider the area where any part of the debris sphere may intersect the de-orbiting satellite, not 
just a part of the sphere extending from the centre. Such an approach would result in a border around 
the projected sail area of 2 ⨯ rdebris. 
The debris-generating collision cross section includes only the area where the booms or satellite bus may 
intersect the debris object. Given the assumed geometry, the total collision area and debris generating 
collision areas can be expressed as 
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6-4 
These collision cross section areas are also the parameters that are used in order to evaluate the collision 
probability for a single passage event in equation (3-50). 
The debris-generating and non-debris-generating areas are plotted in Figure 6-16 for a 100 kg satellite 
with a 25 m2 sail. It can be seen that for small debris objects the debris-generating area is but a small 
fraction of the total collision area. This reduction in effective debris-generating collision area will give the 
drag-sail deorbit scenario an advantage over natural decay both in terms of area-time-product and 
collision probability. 
 
Figure 6-16 Portion of collision cross-section that will result in debris-generating collisions and non-debris-
generating collisions, plotted as a function of debris object size 
The equations to find the debris generating and non-debris generating areas are intended for a particular 
collision where the debris object is known (at least in size). Since the ATP calculation does not allow for 
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variation in debris size, and the aim with the ATP is to achieve comparable results with the actual collision 
probability, we should use the median object radius of the debris population when computing the 
collision area.  
As was mentioned in section 5.3, the population of debris objects used in this study was initialized from 
the Satellite Situation Report. The Report lists all tracked orbiting objects. The radar cross-section (RCS) 
of tracked objects is available in the Report and this was taken to be the debris size for the purposes of 
the study. The median debris radius based on the RCS in the Satellite Situation Report equals 0.23 m. 
Equation (6-4) also takes into account an assumed size of the satellite bus. To find the satellite bus area 
for a given satellite mass, the typical relationship of equation (6-2) can be used. From the debris 
generating and non-debris generating areas it is then possible to calculate an improved ATP which should 
separate the risk of a debris generating collision from that of a benign collision with the sail membrane. 
The benefit of sail-based drag augmentation can now clearly be seen in Figure 6-17 where the debris 
generating and non-debris generating ATP is plotted for the same range of scenarios as before. 
  
Figure 6-17 Debris-generating and non-debris generating ATP for 500 kg satellte in initial 800 km orbit. The graph on 
the left uses the minimum de-orbit time and the graph on the right uses the maximum de-orbit time, based on 
different start epochs. The horizontal black line (in both plots) is the ATP for natural decay. Columns indicate the ATP 
(debris-generating and non-debris generating) for a range of sail assisted scenarios. 
The graph on the left uses the minimum deorbit time while the one on the right uses the maximum deorbit 
time based on the deorbit start epoch. It can be seen that even at worst case deorbit times with a small 
sail there is a significant reduction in debris generating ATP. With a favourable deorbit start epoch and a 
large sail the debris generating ATP can be reduced to 6% of the non-mitigation scenario. 
Deorbiting start epoch benefit 
It should be clear that the deorbit start epoch plays a significant role in reducing the debris generating 
ATP. But the deorbit start epoch is usually not something that is under the control of the satellite operator.  
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The deorbiting phase will commence after the satellite has completed its normal operations and although 
the specific time at which this occurs is not something that can be controlled, it may be possible to delay 
the deployment of the sail until a time where atmospheric drag will be more optimal. In this case the 
deorbiting time span that is considered for risk reduction purposes should include the period for which 
the sail deployment was delayed. But in calculating the ATP for such a scenario, the area used in the initial 
undeployed phase will only take into account the area of the satellite without the added sail. Once the sail 
has deployed, only the debris generating cross section is used. 
The ATP for such delayed scenarios is calculated in Figure 6-18 to Figure 6-20, using the same satellite 
configuration and orbit as before – a 500 kg satellite in an initial 800 km circular polar orbit. Figure 6-18 
shows the delayed ATP for a 250 m2 sail – a sail area to mass ratio of 0.5 m2/kg. Figure 6-19 shows the 
delayed ATP for a 100 m2 sail and Figure 6-20 for a 60 m2 sail.  
In each set of graphs a surface is produced where the ATP is plotted as a function of end-of-mission epoch 
and delay (in years). The figures on the right show slices through the surface at varying delays. The dotted 
orange line is the ATP when no delay is applied and the sail is deployed immediately at mission end. The 
black trace corresponds to a delay of 1 year after the mission has ended and following traces with lighter 
shades has another 1 year added delay with each lighter shade of grey. 
The idea of delaying the sail deployment to result in a lower ATP seems unintuitive but because the 
collision area is small with an undeployed sail, a delay of a few years does not add much to the overall 
ATP. And once the optimal epoch has been reached, the time spent with a larger collision cross section 
(due to the deployed sail) is minimized. The increase incurred in the ATP by delaying is smaller in some 
instances than the decrease from to an optimal deorbit start epoch. 
 
 
Figure 6-18 ATP for delayed deployment of a 250m2 sail. The dotted orange line is the ATP when no delay is applied. 
The black trace corresponds to a delay of 1 year after the mission has ended and following traces with lighter shades 
has another 1 year added delay with each lighter shade. 
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Figure 6-19 ATP for delayed deployment of a 100m2 sail 
 
 
Figure 6-20 ATP for delayed deployment of a 60m2 sail 
This can be seen for instance in Figure 6-18 (right) where an immediate deployment of the sail at year 6 
into the solar cycle will lead to a relatively high ATP at almost 200 m2.yr. But delaying the deployment by 
8 years brings the solar activity back to the optimal point and the satellite will deorbit quicker with a 
resulting ATP of only 120 m2.yr. The total duration of the deorbit phase in this case is 11 years – 3 years 
longer than if the sail was deployed immediately. In spite of the longer total deorbit time, the delayed 
option still has lower collision risk (assuming the ATP is a true reflection of the collision risk). 
The scenarios depicted in Figure 6-18 were for relatively short deorbit times – at most as long as a single 
solar cycle. The 100 m2 sail used for Figure 6-19 produced deorbit times between 12 and 16 years. Here 
too it can be seen that there are some cases where a delay in the sail deployment can lead to a smaller 
ATP.  
0 1
2 3
4 5
6 7
8 9
10
0
100
200
300
400
0
2
4
6
8
10
Epoch at end of mission (yrs relative to solar min)
A
TP
 (
m
2
.y
r)
Epoch of sail 
deployment 
(yrs after 
mission end)
0
50
100
150
200
250
300
350
400
0 2 4 6 8 10
A
TP
 (
m
2 .
yr
)
Epoch at end of mission (yrs relative to solar 
min)
0 1
2 3
4 5
6 7
8 9
10
0
100
200
300
400
0
2
4
6
8
10
Epoch at end of mission (yrs relative to solar min)
A
TP
 (
m
2
.y
r)
Epoch of sail 
deployment 
(yrs after 
mission end)
0
50
100
150
200
250
300
350
400
0 2 4 6 8 10
A
TP
 (
m
2
.y
r)
Epoch at end of mission (yrs relative to 
solar min)
 99 
 
For the 60 m2 sail in Figure 6-20 the deorbit times were between 20 and 23 years. In this case there does 
not appear to be any advantage in delaying the sail deployment because the reduction in ATP that can be 
achieved by waiting for the optimal deploy epoch will be smaller than the gain incurred by the delay. 
Regardless of when the normal satellite mission ends, the lowest ATP is achieved by immediately 
deploying the sail. 
Collision probability 
It remains to be shown how the ATP correlates with the actual probability of a collision. The collision 
probability of a deorbiting satellite should take into account the distribution of debris objects both in 
terms of orbit parameters and debris object size.  
Collision probability of a deorbiting satellite can be calculated using the method described in section 3.5. 
This is demonstrated in the following orbital decay scenario where a 500 kg satellite deorbits from 900 
km altitude. 
Figure 6-21 shows how the instantaneous collision probability changes over time and as a function of 
altitude.  
 
Figure 6-21 Collision probability over time for a satellite that decays under the influence of drag 
There is a distinct peak in the instantaneous collision probability at 770 km. This correlates well with the 
debris distribution per altitude from Figure 1-3. It can thus be expected that drag augmented satellites 
that decay from altitudes higher than 770 km will experience higher collision risk than those that decay 
from lower altitudes. 
The collision probability for a number of scenarios was calculated in order to perform a useful 
comparison with the ATP. A 100 kg and a 1000 kg satellite were allowed to deorbit from initial circular 
orbits at 720 and 900 km. For each initial configuration (satellite mass and altitude) a choice of three 
mitigation solutions were applied, to result in a deorbit time of (roughly) 25 years, 15 years and 5 years. 
For each deorbit simulation the optimal start epoch was chosen to result in the shortest deorbit time. 
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The calculated accumulated collision probability for each initial configuration is plotted in Figure 6-22 to 
Figure 6-25. Each plot shows the ATP and collision probability side-by-side for a no-mitigation scenario 
and for the three sail sizes. 
 
Figure 6-22 Collision probability and ATP for a 100 kg satellite from 720 km 
 
Figure 6-23 Collision probability and ATP for a 100 kg satellite from 900 km 
 101 
 
 
Figure 6-24 Collision probability and ATP for a 1000 kg satellite from 720 km 
 
Figure 6-25 Collision probability for a 1000 kg satellite from 900 km 
The height of the bars in each graph has been scaled so that the ATP and collision probability for the no-
mitigation scenario has the same height. The reason for this is that the equivalence of the ATP and 
collision probability relies on the relative reduction they bring about. 
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The ATP will be considered to be an equivalent measure of collision risk if the ratio of debris-generating 
ATP for a sail-based scenario to the ATP for the no-mitigation scenario is the same as the ratio calculated 
for the collision probability. The absolute ATP value by itself does not have much meaning. By contrast 
the accumulated collision probability of a specific scenario does have meaning – it is the chance that a 
satellite might experience a collision during its descent. Nevertheless in this instance we are only 
interested in the relative comparison between the two measures. 
It can be seen that in general there is good correlation between the ATP and collision probability both for 
the debris generating and non-debris generating areas.  
The slight differences between collision probabilities relative to the ATP can be explained by the use of a 
constant debris object radius used in determining the ATP. The debris flux changes with altitude both in 
terms of number of objects and also in terms of object size. This can be seen in Figure 6-26 where the 
median object radius is calculated per 25 km altitude region.  
 
Figure 6-26 Median object radius as a function of altitude 
There is a big increase in median object size around 350 and 400 km because of the International Space 
Station. Above 950 km there is another peak. Because the ATP calculation relies on a single debris radius 
size in defining the debris generating collision area, the variation in the above graph is not captured.  
However the median object size displays much less variation in the 400 km to 950 km range, and for the 
deorbiting scenarios considered here the satellite will spend most of its time above 400 km altitude. The 
consistency in median object radius in the range 400 to 950 km will thus contribute to the correlation 
between ATP and collision probability seen in Figure 6-22 to Figure 6-25, and provides further 
justification for using the debris-generating ATP as an approximation for collision risk. 
6.3 Summary 
This chapter presented the results for the drag operating mode of a host satellite with attached sail. The 
factors that influence the deorbiting times were identified and their contributions were assessed. The 
time to deorbit is a function primarily of the initial orbit and area-to-mass ratio of the satellite. But it was 
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also seen that the de-orbit start epoch causes significant variation in decay times, due to the variation in 
atmosphere density from solar activity. The difference between minimum and maximum deorbit times 
for the same orbit, but different start epoch, is around 5 years.  
Orbital decay times for a drag-sail are summarized by Figure 6-5, Figure 6-11 and Figure 6-13. These 
figures serve as convenient lookup sources from where orbital decay times can be found for given initial 
conditions, or to find the required sail size to deorbit. 
The collision mitigation capability of a sail was assessed next in this chapter. It was demonstrated how 
approximation of collision risk by the simple product of deorbit time and drag area leads to a possible 
misconception. The simple ATP indicates either a small saving or possibly even an increase in collision 
risk if the deorbit epoch is timed incorrectly. 
More careful consideration of the material and densities of the sail deorbiting satellite shows that there 
is indeed a significant reduction in collision risk. This is a consequence of the fact that impacts with the 
sail membrane will not lead to fragmentation. An improved Area-Time-Product that considers only the 
debris-generating area was presented for the square sail design, similar to previous work that considers 
a sail supported by 8 booms. 
The debris-generating area was also used in numeric simulation where the collision probability is 
integrated for a decaying satellite. It was seen that the debris-generating ATP calculation displays a 
similar reduction as the collision probability calculation for the same sail size. 
The risk of a debris-generating collision from a decaying 100 kg satellite from a 720 km orbit can be 
halved by using a small 5m2 sail. The risk can be reduced to a 10th of the non-mitigation scenario by using 
a modest 20m2 sail.  
Finally, it was shown that if the time that it will take to deorbit is less than 15 years, it is better to delay 
the deployment of the sail until solar maximum conditions since this strategy will have the lowest overall 
collision risk. 
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Chapter 7  
Solar-sail mode deorbiting 
The previous chapter detailed the analysis results for drag operating mode. It still remains to be seen 
how solar sailing mode can be used and what advantages it brings to risk mitigation. In the first section 
of this chapter the sizing relationships for a solar sail will again be established. It will be shown what 
increase or decrease in altitude can be achieved using solar sailing over a certain period of time.  
The use of a hybrid mode for deorbiting in LEO will also be discussed. This will involve using solar sailing 
for an initial period before switching to the previous drag operating mode. It will be shown how this 
increases the ceiling altitude from which a satellite can be deorbited in comparison with the drag-only 
mode.  
In section 7.2 the collision mitigation benefits of solar sailing mode will be elaborated, and finally the 
results of this chapter will be summarized in section 7.3. 
7.1 Solar Sailing Performance 
Because the solar radiation pressure that accelerates (or slows down) the sail is not symmetrical around 
the orbit it can be expected that the shape of the orbit will change over time under the influence of solar 
sailing. Orbits that experience eclipse will also see changes in the orbit shape due to this. This is 
demonstrated in Figure 7-1 where the altitude and eccentricity is plotted for a 500 kg satellite with 50 
m2 sail. The initial orbit was an equatorial circular orbit at 5000 km. It is recognised that this orbit is not 
in a protected region, but the results in Figure 7-1 serve to show how the orbit evolves as a result of solar 
sailing (rather than to address a specific deorbiting need). 
 
 
Figure 7-1 Solar sailing orbit raising example altitude and eccentricity over time 
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For larger sail sizes the increase in eccentricity is even more evident. But for the sail area-to-mass ratios 
considered for the deorbit sail and at lower altitude the orbit remains close to circular, especially given 
the time frame of deorbiting.  
As was mentioned before, solar sailing requires active control of the satellite to maintain the optimal sun 
angle in order to direct the solar force. Active control is undesirable for deorbiting because of the 
operations burden and additional requirements on sub-system design lifetimes. But instead of excluding 
solar sailing mode altogether for this reason it will be investigated what deorbiting performance can be 
achieved with relatively short durations. A maximum duration for operations of 5 years will be 
considered, but ideally this phase will only last for 1 or 2 years. 
It will thus be instructive to show what increase or decrease in altitude can be achieved in such a time 
span, given varying area-to-mass ratios. Figure 7-2 shows the change in altitude that can be achieved 
using solar sailing, from an initial 10,000 km circular orbit. As before, this is not an orbit in a protected 
region, but the results are reported in order to quantify the manoeuvring capability of a solar sail. For an 
increase in altitude the graph shows the change in perigee altitude and for an orbit lowering manoeuvre 
the graph shows the change in apogee altitude. The bands in the graph show the achievable delta-altitude 
that is reached after 1, 2 and 5 years, where the difference in delta-altitude (the thickness of each band) 
is due to different initial orbit orientations. Figure 7-3 shows the same thing but from an initial circular 
orbit close to geosynchronous altitude (35,000 km). 
 
Figure 7-2 Change in altitude using solar sailing steering law from 10,000km 
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Figure 7-3 Change in altitude using solar sailing steering law from 35,000km 
It can be seen in Figure 7-2 and Figure 7-3 that large sail-to-mass ratios can lead to significant delta-
altitude after a relatively short period. For deorbiting purposes such large sails might not be the most 
attractive solution, but even with a modest sail area-to-mass ratio of 0.2 m2/kg it is possible to raise the 
altitude by 1,000 km from an initial geosynchronous orbit after 2 only years.  
This result suggests that solar sailing might be a useful alternative when disposing of a GEO satellite. For 
a satellite in the GEO protected region, the post-mission disposal guidelines of the IADC require an 
increase of 635 km in this case (area-to-mass ratio of 0.2 m2/kg and coefficient of reflectivity of 2.0). It 
will be shown later however that this strategy suffers from drawbacks. 
Solar sailing for deorbiting in LEO 
Solar sailing mode can be employed at high orbits to do either orbit raising or lowering manoeuvres. 
Specific to the LEO protected region there are two ways that solar sailing can be used. The first is to raise 
the orbit of a satellite that is close to 2000 km above this altitude. The LEO protected region ends at 2000 
km and satellites above this altitude would essentially habit a graveyard orbit which is less densely 
populated. 
To find the altitude from which a given sail size should be used, in order to raise the orbit above LEO for 
a target duration, a number of simulation where again performed, similar to the process followed for 
Figure 6-11. The orbit raising steering law was used, and by performing simulations with varying area-
to-mass ratio, initial orbit altitude and inclination, the time for the perigee altitude to increase above 2000 
km was recorded. From this data it is possible to determine the minimum and maximum altitude for a 
given area-to-mass ratio to reach the target orbit in 2 years, and 5 years duration. 
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The altitude range that is obtained in this way is plotted in Figure 7-4. The range in altitude (thickness of 
each band) is due to variations in orbit inclination. 
 
Figure 7-4 Altitude range from where solar sailing can be used to raise the orbit above the LEO region, for a duration 
of 2 years and 5 years 
The other way in which solar sailing can be used by a LEO satellite is to lower the orbit initially using 
solar force up to the point where drag becomes dominant. This will allow a satellite to deorbit from a 
higher altitude compared to using drag only.  
The same range of simulations that was used to obtain Figure 6-5 for drag mode-only operations was 
repeated for such a hybrid strategy. In each simulation, the attitude of the sail was determined by the 
orbit lowering solar sailing steering law for a fixed period of 2 years. After that, the attitude was set to 
identity (maximum drag).  
The effect of the hybrid strategy can be seen in Figure 7-5 and Figure 7-6. 
There is a small decrease in deorbiting times for a smaller sail (an area to mass ratio of 0.05 m2/kg). This 
is because the small sail only allows deorbiting from initial orbits around 750 km in 25 years and at this 
altitude the solar radiation pressure force and aerodynamic force still has comparable magnitude. But as 
the sail size increases so too does the upper altitude from which the satellite can be deorbited. And at 
higher altitudes the solar force is significantly greater than the aerodynamic drag so the hybrid mode 
serves well to increase this upper altitude even further.  
The increase in ceiling altitude from which a satellite can be deorbited using the hybrid mode is 
demonstrated better by Figure 7-6, which is the hybrid-mode analogue of Figure 6-11 (drag mode-only 
results). It can be seen in the figure that larger sail sizes, relative to the satellite mass, will increase the 
altitude range dramatically. Unfortunately with sail sizes at the maximum of the range in Figure 7-6 the 
sail sub-system mass might be too high to serve as an efficient deorbiting strategy.  
A sail with area to mass ratio of 0.5 m2/kg might be deemed to be more acceptable in terms of added 
system mass and with such a sail the upper altitude range from with the satellite can be deorbited in 25 
years is increased to 1100 km, from a previous 1000 km using drag mode only. 
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Figure 7-5 Maximum (left) and minimum (right) deorbit time (years) as a function of initial altitude and area-to-mass 
ratio for a hybrid solar sailing and drag mode 
 
Figure 7-6 Altitude range from which a satellite can be deorbited when targeting 5, 15 and 25 years deorbit time using 
hybrid solar sailing and drag mode 
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7.2 Collision Mitigation 
As with drag mode, it remains to be shown that using solar sailing to deorbit leads to a reduction in 
collision risk. 
Collision risk for MEO and GEO orbit manoeuvres 
In the previous chapter it was useful to compare the risk mitigation metric (ATP and collision risk) of a 
sail-based deorbiting scenario to that of a no-mitigation scenario – to prove that drag augmentation from 
a sail does indeed reduce the risk of collision. When using solar sailing to raise or lower the orbit to reach 
a graveyard orbit that will not decay under drag conditions, such a comparison has no merit because the 
non-mitigation scenario cannot be considered. Leaving the satellite in the original orbit is not an option 
because there is no “natural decay” that will take the satellite to the intended graveyard orbit. 
The Area-Time-Product and collision probability of such a manoeuvre can still be calculated and used in 
comparisons with other deorbiting alternatives. This will be done in Chapter 10 for a number of case 
studies.  
But unfortunately solar sailing to reach a graveyard orbit has some undesired consequences that might 
lead to an increase in collision risk.  
Solar sailing was briefly proposed in the previous section as a method for raising the orbit of a 
geosynchronous satellite. Although solar sailing in GEO can be used to comply with the general mitigation 
guidelines, the problem arises from the relatively small thrust that the solar sail generates. As the altitude 
of the satellite slowly increases, the longitude of the satellite will start to drift as it becomes less 
synchronized with the Earth rotation rate. There are numerous satellites studded around the GEO belt at 
specific longitudes and the solar sailing satellite will drift into neighbouring locations, without a 
significant increase in altitude. 
This scenario is illustrated in Figure 7-7 where the change in longitude is plotted for the first 3 months. 
The perigee and apogee altitude is also shown and it can be seen that the perigee altitude changes by a 
mere 15 km in this time while the longitude would have changed by 45°. 
 
 
Figure 7-7 Longitude drift and change in altitude for a solar sailing geosynchronous satellite  
All low-thrust scenarios will suffer from this problem, but a solar sail also has increased area which will 
increase the likelihood of a collision. And although collisions with the sail membrane itself might not 
-45
-35
-25
-15
-5
0 20 40 60 80 100
Lo
n
gi
tu
d
e
 (
d
e
g)
Time (days)
35860
35880
35900
35920
35940
35960
35980
36000
0 20 40 60 80 100
A
lt
it
u
d
e
 (
km
)
Time (days)
Perigee Altitude (km)
Apogee Altitude (km)
 110 
 
generate debris, most satellites in the GEO region are active satellites and a collision might render them 
inoperable. 
A solar sailing strategy in GEO will also result in a disposal orbit which is non-circular. This can be seen 
by the difference between perigee and apogee altitude in Figure 7-7 towards the end of the manoeuvre. 
The post-mission disposal guidelines require that the graveyard orbit above GEO remains close to 
circular (eccentricity should be below 0.003). It is thus unlikely that a solar sailing strategy will be 
compliant. 
For Medium Earth Orbit (MEO) scenarios, and orbit raising from LEO to reach a graveyard orbit above 
2000 km, there is also a problem. The solar sailing manoeuvre itself may be efficient in terms of risk 
reduction but once the graveyard orbit has been reached the satellite will still have a sail attached with 
associated increase in collision risk. The satellite will theoretically stay in the graveyard orbit indefinitely 
so the risk of a collision will be higher than for a satellite without a sail.  
The presence of the solar sail on an inactive satellite will also increase the effect of solar radiation 
perturbations and it may be possible for the satellite to eventually drift out of the graveyard orbit and 
cross into habited and active orbits again. To counter this problem it is conceivable that the sail can be 
designed to retract at the end of the manoeuvre. Only in this case should a solar sail be considered for 
manoeuvring to a graveyard orbit. 
Collision risk mitigation for hybrid-mode operation 
The benefit of the proposed hybrid operating mode has been demonstrated in terms of the increase in 
altitude range from where a satellite can be deorbited. Or alternatively for the same initial altitude it may 
be possible to deorbit quicker using an initial solar sailing phase than with drag only. This is especially 
true if the initial altitude was above 700 km where drag force tends to be lesser than solar radiation 
pressure on the sail.  
The effect of this on risk mitigation should also be obvious. The time spent in orbit around the Earth is 
decreased using the hybrid mode and so there is less chance of a collision compared to the drag mode 
only scenario. This reduction is made concrete by the ATP and collision probability comparisons in Figure 
7-8 and Figure 7-9. The same 1,000 kg satellite test case from Figure 6-25 was used. The initial altitude 
was 900 km and the orbit was circular polar.  
Figure 7-8 shows the area-time-product for the 3 different sail sizes – an area to mass ratio of 0.2, 0.5 and 
1.0 m2/kg. The ATP for drag mode only is plotted alongside the ATP for the hybrid mode. The reduction 
in ATP is immediately evident, even for the smaller sail size. A dramatic reduction in debris-generating 
ATP is observed for the largest sail size – less than 1% of the non-mitigation scenario. 
The collision probability is plotted in a similar manner in Figure 7-9. As before there appears to be good 
correlation between the ATP and collision probability and the same reduction can be seen when using 
hybrid mode. 
7.3 Summary 
The results of active solar sailing operating modes were presented in this chapter. It was shown that 
although solar sailing in general can be used to manoeuvre to graveyard orbits, there is not enough 
benefit to risk mitigation. Solar sailing is still useful when used in combination with drag augmentation – 
to increase the initial altitude from which a satellite can be deorbited to reach atmospheric re-entry. The 
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reduction in decay time that can be achieved with an initial solar sailing phase results in a reduced 
collision risk and area-time-product. 
 
Figure 7-8 Area-Time-Product comparison for drag mode only and hybrid mode deorbiting in LEO 
 
Figure 7-9 Collision probability comparison for drag mode only and hybrid mode deorbiting in LEO 
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Chapter 8  
Attitude Stability Analysis of a Drag Sail 
The use of aerodynamic torques to aid in attitude stabilization has been investigated for satellites with 
smaller surfaces (Gargasz, 2007), and often in combination with other effect such as gravity gradient and 
magnetic damping (Chen, et al., 2000) (Psiaki, 2004). In this chapter these techniques will be exploited 
for the large aerodynamic surface from the sail.  
The attitude stability of a deorbiting satellite with a drag sail relies on the presence of a restoring 
aerodynamic torque – a torque that will act to rotate the satellite back to its nominal orientation. For a 
drag deorbiting mode the nominal orientation is with the sail normal aligned with the velocity vector.  
In order to realize such a restoring torque without resorting to active control, the geometry of the sail 
and host satellite has to be exploited. This is most easily achieved by ensuring that the centre of mass of 
the combined satellite and sail is offset from the sail plane. It is further beneficial if the sail normal vector, 
extending from the geometric centre of the sail, passes through the centre of mass of the combined system 
as illustrated in Figure 3-9. Such a configuration can be assumed without loss of generality because the 
drag sail is more likely to be fitted to an external face of the spacecraft.  
Existing work on this subject (Roberts & Harkness, 2007) considered only the sail surface and not the sail 
and host satellite combination. In this latter reference a flat sail was deemed inadequate for passive 
attitude stability and a cone-shaped membrane was proposed as a result. But this is because the study 
considered only the sail, and a flat sail will have a coinciding centre of mass and centre of pressure, thus 
there is zero restoring aerodynamic torque. This chapter will expand on this work by modelling the host 
satellite as well and ultimately show that a flat sail can also be used to gain passive attitude stability. 
The presence of a restoring aerodynamic torque alone is not sufficient to result in a stable attitude 
because there are other attitude disturbances as well. The next section explains the nature of the 
restoring aerodynamic torque, followed by a relative comparison with solar radiation pressure induced 
disturbance torque and gravity gradient torque. Following this comparison, numeric simulation results 
are used to show under which conditions a stable attitude can be achieved and possible problems that 
may arise.  
8.1 Generic satellite properties 
In the analysis that follows, it is required to know the moment of inertia and centre-of-mass to centre-of-
pressure offset for a general satellite with a sail. To find first order estimates of these values, the following 
approach was used. For a given satellite mass, the surface area and side length was determined using the 
mass to surface area relationship of equation (6-2). It was assumed that the general satellite is a cube 
with equal side lengths. A uniform mass distribution is further assumed to find the satellite moments of 
inertia. 𝐼𝑥𝑥,𝑠𝑎𝑡 = 𝐼𝑦𝑦,𝑠𝑎𝑡 = 𝐼𝑧𝑧,𝑠𝑎𝑡, and the centre of mass of the satellite falls in the geometric centre.  
The moments of inertia of the desired sail are then found from the scaling law in section 4.2 and using 
equation (4-4). It is assumed that the sail sub-system is attached on one of the sides of the satellite so that 
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the offset between the sail centre and host satellite centre is half the side-length of the cube. The moments 
of inertia for the combined system, and the centre-of-mass to centre-of-pressure offset is then found from 
equations (4-5) and (4-6). 
The combined system properties for four assumed satellites are listed in Table 8-1. The size of the sail 
was chosen at the end of each of the scaling steps for the scaling law, and the satellite mass was chosen 
for an area-to-mass ratio of 0.25 kg/m2.  
Table 8-1 Combined system properties for assumed general satellite configurations 
Host satellite  Combined system properties 
mass 
(kg) 
Ixx/Iyy/Izz 
(kg.m2) 
Sail area 
(m2) 
Ixx 
(kg.m2) 
Iyy/Izz 
(kg.m2) 
cx shift 
(m) 
CoP/CoM 
(m) 
100 22.44 25 24.43 23.74 0.04 0.62 
400 226.2 100 267.5 250.1 0.04 0.96 
1,600 2280 400 2944 2704 0.27 1.73 
4,000 10499 1000 13328 12248 0.23 2.21 
It can be seen that the moments of inertia do not increase dramatically with the addition of the sail. This 
is true especially for the first two configurations. The shift in centre of mass due to the addition of the sail 
is also fairly small compared to the dimensions of the satellite. The latter is because the chosen sails have 
relatively small mass compared to the satellite mass. 
8.2 Restoring aerodynamic torque 
The aerodynamic torque due to the sail will always try to rotate the satellite back to the nominal attitude. 
As long as the angle between the sail normal and the relative atmosphere velocity (the angle of attack) is 
non-zero there will be a corrective torque that will rotate the sail back to zero. 
  
 
Figure 8-1 Restoring aerodynamic torque 
The restoring aerodynamic torque due to a flat sail with the geometry as described earlier can be reduced 
to the following analytic expression 
 𝑁𝑎𝑒𝑟𝑜,𝑓𝑙𝑎𝑡 = 𝑐𝜌|𝐯𝑟𝑒𝑙|
2𝐴 𝜎𝑡 cos 𝜃 sin 𝜃 8-1 
𝜃 =  cos−1(?̂?𝑟𝑒𝑙 ∙ 𝐧) is the angle of attack and c is the distance from the sail centre-of-pressure (in the case 
of a flat sail this is also the geometric centre of the square surface) to the centre-of-mass of the system. 
The maximum restoring torque occurs at a 45° angle of attack. It should also be evident that for a flat sail 
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it is only the tangential component of the force that contributes to the torque; the sail normal force 
component does not have an effect.  
A restoring torque alone is not enough to result in a stable attitude - the restoring aerodynamic torque 
will rotate the satellite back to a zero angle of attack, but at the point where the angle of attack is zero, it 
will have a non-zero angular rate. Without damping, the attitude will not be stable, but merely oscillate 
around the zero angle of attack. The aerodynamic force on the sail will damp the oscillation due to two 
contributions: the rotation contribution to the relative velocity in the aerodynamic force equation (3-10) 
and dynamic motion of the sail membrane and booms.  
The damping due to non-zero angular rates of the satellite stems from the fact that a rotating surface will 
be slowed down because of friction with the air. The relative velocity contribution made by the angular 
rate on the sail surface will be very small compared to the translational velocity of the satellite, and so 
the damping due to this will be small. 
8.3 Relative torque comparison 
The most significant attitude disturbances on a satellite in LEO are due to aerodynamic, solar and gravity 
gradient torque. The SRP induced torque behaves in the same way as aerodynamic torque – it will also 
attempt to restore the sail angle of attack to zero but in this case the angle of attack is with respect to the 
Sun vector. Passive attitude stability for drag conditions will be possible if the aerodynamic restoring 
torque is large enough to overcome the gravity gradient and solar radiation pressure disturbances.  
The aerodynamic force depends on the atmospheric density and the restoring torque will become larger 
as the altitude decreases. The aerodynamic torque will also vary considerably as function of sun activity 
since the atmospheric density can be 100 times higher at the maximum epoch of the 11-year solar cycle. 
Unfortunately most factors that increase the aerodynamic torque (larger sail, longer torque arm, angled 
booms) will also lead to an increase in SRP torque. One design change that does lead to a reduction in SRP 
torque without influencing the aerodynamic torque is the optical properties of the sail membrane. By 
choosing a membrane with high transmittance in the solar spectrum the SRP force (and torque) can be 
reduced significantly.  
The relative disturbance torques have been plotted below in Figure 8-2 as a function of altitude for a 100 
kg satellite with a 25 m2 sail. A circular Sun-synchronous polar orbit was assumed with 12:00 LTAN. The 
NRLMSISE-00 atmospheric model provided the minimum and maximum densities for each particular 
orbit and epoch. Figure 8-2 only shows the maximum magnitude of the respective disturbance torques. 
Nuances in the way the disturbances interact are not captured (as will be seen in the next sections) but 
it nonetheless provides a meaningful comparison. 
 It can be seen that the aerodynamic torque will be dominant under maximum solar conditions up to an 
altitude of 800 km (assuming a transparent membrane is used). At minimum solar conditions the 
aerodynamic torque will only be able to stabilize the sail up to 600 km altitude. The added value of timing 
the deorbit phase to coincide with solar maximum has already been demonstrated in terms of risk 
mitigation but it should now be apparent that attitude stability also benefits from doing so. 
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Figure 8-2 Aerodynamic, solar and gravity gradient torque vs. altitude for a 100 kg satellite with 25 m2 sail 
8.4 Effect of restoring torque 
Figure 8-3 shows how the satellite attitude evolves over time due to the aerodynamic drag effects from 
an attached sail.  The attitude for a 100 kg satellite with 25 m2 sail was propagated in a 500 km sun-
synchronous orbit. The initial attitude had a pitch angle of 30°. The simulation was performed under 
maximum solar conditions. 
The aerodynamic torque causes the satellite to rotate back from the initial pitch angle to zero, but as 
mentioned before, the motion continues until the aerodynamic torque brakes the motion in the opposite 
direction at which point the pitch angle will have the same deflection as before but in the negative 
direction. The result is an undamped oscillation. Due to the cross-wind component of the relative 
atmosphere velocity there is also a deflection in the yaw angle that oscillates over time. 
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Figure 8-3 Simulation output for 100 kg satellite with 25 m2 sail in 500 km orbit. Simulation was run over 3 orbits. 
Initial pitch angle was 30°. Left: attitude angles over time. Top right: sail angle-of-attack over time. Bottom right: 
atmospheric density over time 
The combined attitude deflections are described better by the (modified) angle of attack – the angle 
between the sail normal and the satellite velocity vector. The angle of attack would normally have been 
with respect to the relative atmosphere velocity which differs from the satellite velocity by the cross-
wind component. For deorbiting purposes it is the angle relative to the satellite velocity that is important 
because it is in the opposing direction that the force has to be maximized for efficient deorbiting results. 
The amplitude and frequency at which the angle of attack oscillates changes with initial deflection, 
satellite inertia, sail area and torque arm length, but importantly it also varies with density. This can be 
seen in Figure 8-3. When the density is higher (during daylight portion of the orbit) the amplitude of the 
oscillation decreases and the frequency increases. When the satellite goes back into eclipse the reverse 
happens. The apparent damping effect due to increased density is termed pseudo-damping (Roberts & 
Harkness, 2007) since it does not remove energy from the system.  
In order for the system to be stable, true damping of the oscillation is required by removing energy from 
the system. True damping will occur due to energy loss from air friction of the rotating sail and dynamic 
motion of the sail membrane and booms. Additional measures of damping are described later in this 
chapter. 
It was found that the effect of self-shading was irrelevant to the restoring torque and it did not affect the 
simulation output. Firstly this is because the exposed sail area is relatively large compared to the area 
occupied by the shading satellite bus, so the restoring torque remains largely unaffected. Secondly the 
symmetric nature of the chosen satellite configuration causes symmetric changes to the restoring torque. 
The restoring torque for a positive deflection in angle of attack is balanced out in the opposite deflection 
angle, so the attitude will oscillate regardless of whether this effect is included or not. 
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8.5 Attitude stability at higher altitudes 
Based on Figure 8-3 one would expect the restoring aerodynamic torque to have the same effect on the 
satellite attitude up to 800 km altitude. There is an unfortunate a side-effect in the way the disturbance 
torques interact that is not accounted for when simply comparing magnitudes.  
To demonstrate potential problem situations consider a 200 kg satellite with a 25 m2 sail, where the sail 
is extended further away from the satellite by an extension boom of 60 cm. The centre-of-mass to centre-
of-pressure offset is 1.32 m which results in a larger restoring torque, but the moment of inertia about 
the satellite body X-axis is now smaller than for the Z axis. (Ixx = 73.4 kg.m2 and Iyy = 75.1 kg.m2). 
The attitude for the satellite was propagated in a number of simulations where the orbit altitude ranged 
from 400 to 1000 km. As before, the simulation start epoch was timed to coincide with maximum solar 
conditions. The initial pitch angle was 30°, and yaw and roll angles were zero. Over time the sail angle of 
attack oscillations should remain bounded because of the restoring aerodynamic torque. However it was 
found at 650 km and in the range 750 to 800km the oscillation amplitude increased unbounded. The RMS 
angle of attack and maximum deflection for each simulation was recorded and plotted below in Figure 
8-4. For each altitude, the attitude was propagated for a period of 5 days. In cases where the oscillation 
amplitude increased unbounded, the eventual angle-of-attack would exceed 90° and the sail flipped over. 
 
Figure 8-4 RMS angle of attack and maximum angle of 
attack vs altitude, for attitude propagated over 5 days 
from initial 30° pitch attitude 
 
Figure 8-5 Sail oscillation frequency vs altitude for initial 
30° pitch angle 
The failure to achieve a stable attitude at certain altitudes can be explained by examining the frequency 
at which the sail oscillates. As mentioned above, the frequency of oscillation depends on many factors 
including density. As the altitude increases and the density decreases, the oscillations that the sail 
executes become slower. At critical points where the sail oscillation period equals the orbital period, or 
multiples thereof, the system becomes unstable. 
At 650 km the orbital period is close to the oscillation period of the sail. The atmospheric density will also 
vary with the same period as the satellite traverses over day and night. That means that it is possible for 
the maximum positive pitch deflection to occur at minimum density (and aerodynamic torque) and 
maximum negative pitch deflection to coincide with a much larger aerodynamic torque. The restoring 
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torque for positive pitch thus does not cancel out the restoring torque for negative pitch and the result is 
an increase in the pitch deflection at every oscillation. 
 
  
Figure 8-6 Unstable attitude behaviour at 650 km for a 200 kg satellite with 25 m2 sail. Top left: Pitch angle over time, 
showing amplification. Bottom left: Atmosphere density of time. Right: Aerodynamic, SRP and gravity gradient torque 
over time 
The problem is made worse in the presence of other disturbance torques. Gravity gradient torque in this 
instance wants to rotate the satellite away from the nominal orientation because Ixx is smaller than Izz. 
SRP torque also only acts on the sail during the negative pitch deflection period causing further 
unbalance. 
It should be noted that even if all of the roll pitch and yaw angles are initially zero, the sail will eventually 
oscillate unbounded in these altitude ranges. The cross-wind component of the aerodynamic torque and 
SRP torque will cause slight disturbances in the initial attitude which leads to the initial small oscillations. 
Over time the phase of the oscillations will shift, eventually reaching the same conditions as above with 
a rapid loss of stability thereafter. 
At 750 km the orbital period is half of the sail oscillation period. A similar amplification effect occurs, but 
this time more as a result of unbalanced SRP torque, instead of atmospheric density variations. 
8.6 Characterisation of resonance with periodic disturbances 
Problematic combinations of satellite-sail configurations and altitudes can be found by linearizing eq. 
(8-1) around zero angle of attack. For small θ angles, the restoring torque becomes 
 𝑁𝑎𝑒𝑟𝑜,𝑓𝑙𝑎𝑡 ≈ 𝑐𝜌|𝐯𝑟𝑒𝑙|
2𝐴 𝜎𝑡𝜃 8-2 
The equation for the attitude dynamics as a result of only the aerodynamic torque then becomes that of 
a simple harmonic oscillator 
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?̈? =
−𝑁𝑎𝑒𝑟𝑜,𝑓𝑙𝑎𝑡
I
≈
−𝑐𝜌|𝐯𝑟𝑒𝑙|
2𝐴 𝜎𝑡
I
𝜃 
8-3 
With the period of oscillation equal to 
 
𝑇 =
1
𝑓
= 2𝜋√
I
𝑐𝜌|𝐯𝑟𝑒𝑙|2𝐴 𝜎𝑡
 
8-4 
The natural oscillations that occur are combined pitch and yaw rotations, because of the equal moments 
of inertia I = Iyy = Izz. 
The above equation was used to predict the oscillation period for the same scenario that was numerically 
simulated in Figure 8-5. An average between the day and night time densities was used as input to eq. 
(8-4). It can be seen in Figure 8-7 that there is a good correlation between the observed oscillation 
frequency from the numeric simulations and the predicted frequency from eq. (8-4). 
 
Figure 8-7 Sail oscillation frequency as a function of altitude. The plot shows the correlation of numeric attitude 
simulations with analytically determined values 
8.7 Solutions to oscillation resonance 
The same simulation as in Figure 8-5 was carried out for the 4 test cases in Table 8-1. The RMS angle of 
attack as a function of altitude is plotted for all 4 test cases below. 
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Figure 8-8 RMS angle of attack and maximum angle of 
attack vs altitude, for 100 kg satellite 
 
Figure 8-9 RMS angle of attack and maximum angle of 
attack vs altitude, for 400 kg satellite 
 
Figure 8-10 RMS angle of attack and maximum angle of 
attack vs altitude, for 1600 kg satellite 
 
Figure 8-11 RMS angle of attack and maximum angle of 
attack vs altitude, for 4000 kg satellite 
It can be seen that especially the 100 kg satellite suffers from the same resonance problems as before at 
altitudes below 800 km. The 400 kg satellite remains stable up to 850 km and the 1600 kg satellite is 
stable up to 900 km. There are still peaks below 800 km in the RMS angle of attack for the 400 kg and 
1600 kg satellite and if the simulation was allowed to continue past 5 days the sail eventually becomes 
unstable.  
However, the time it takes to reach that state is considerably longer. For the same satellite configuration, 
with initial zero attitude angles the attitude will remain stable below 800 km even after 60 days of 
attitude propagation. The 4000 kg satellite appears stable even at very high altitudes but also suffers 
from a resonance problem at 600 km altitude.  
Looking at the moment of inertias of the 4 test satellites in Table 8-1 it can be seen that the 400 kg and 
1600 kg satellite displays significantly larger moment of inertia about the satellite XB axis than the other 
axes. The larger variation in moment of inertia causes a larger gravity gradient torque which works 
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together with the aerodynamic torque to restore the satellite to nominal orientation. The overall 
restoring torque on the satellite is larger (because the gravity gradient torque now adds to the 
aerodynamic torque) and the oscillations tend to be quicker, and with smaller deflections. 
The moments of inertia for the test cases are consequences of the chosen cubic host satellites and sail 
scaling law. It is conceivable that the satellite mass distribution can be manipulated further to create an 
even bigger difference between Ixx and Iyy/Izz. The use of dummy masses on the satellite body or tip masses 
at the end of the booms is a way to increase Ixx without affecting the moments about the other axes.  
The simulation of Figure 8-8 is repeated below for Ixx = 30 kg.m2, and Iyy = Izz = 20 kg.m2. With this 
configuration the satellite remains stable up to 800 km altitude.  
 
Figure 8-12 RMS angle of attack and maximum angle of attack vs altitude, for 100kg satellite with improved mass 
distribution showing stable attitude up to 800km 
Because satellites are often not cubic in shape, it might also be possible to achieve a favourable mass 
distribution for passive attitude stability without the need for added parasitic mass. A satellite that has a 
contracted dimension will automatically have a larger moment of inertia about the axis that is aligned 
with the smaller dimension. By fitting the sail to the largest surface facet as shown in Figure 8-13, a 
favourable mass distribution for passive attitude stability can more easily be guaranteed. 
8.8 Effect of attitude on deorbit efficiency 
A useful consequence of the numeric simulations from the previous sections is the RMS angle of attack 
and how that feeds back into orbit decay calculations. It is often assumed that the sail has optimal attitude 
when determining drag force for orbital decay calculations. In reality the oscillations that the sail are 
performing will have an impact on the orbital lifetime and the RMS angle of attack provides a way of 
gauging this effect.  
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Figure 8-13 Different configurations for a rectangular box satellite. The configuration on the left will result in higher 
attitude stability while the middle and right conffiguration may potentially be unstable 
The ratio of the in-track aerodynamic force, Fdrag, to the optimal drag force, Fdrag*, for a flat plate as a 
function of angle of attack, based on eq. (3-10) is 
 
𝐹𝑑𝑟𝑎𝑔
𝐹𝑑𝑟𝑎𝑔
∗ = cos 𝜃
[𝜎𝑡 + (𝜎𝑛
𝑣𝑏
|𝐯𝑟𝑒𝑙|
+ 2 − 𝜎𝑛 − 𝜎𝑡) cos 𝜃]
2 − 𝜎𝑛 (1 −
𝑣𝑏
|𝐯𝑟𝑒𝑙|
)
 
8-5 
This ratio is plotted in Figure 8-14 as a function of angle of attack. The ratio can then be used in orbital 
decay calculations as it accounts for both the difference in projected drag area and change to the drag 
coefficient. It should be noted that this factor applies to the in-track drag force component. The oscillating 
sail will cause an out-of-track lift force as well, but for small RMS angles of attack this can be neglected. 
 
Figure 8-14 Ratio of drag force of an angled sail to optimal drag force 
With the favourable mass distribution results of Figure 8-12, the RMS angle of attack was between 20° 
and 30° for the stable region. This implies an 82% to 92% de-orbiting efficiency compared to the optimal 
case for the majority of the de-orbit timespan. This efficiency will be better if the initial attitude angles 
were zero (the simulations were all started with an initial 30° pitch angle). 
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8.9 Additional stability measures 
The aerodynamic torque can be harnessed in such a way that there is always a restoring torque to rotate 
the satellite back to a zero angle of attack. Damping is required otherwise the sail will just continue 
oscillating. A small amount of natural damping can be expected from the rotation of the sail in the 
atmosphere and dynamic motion of the sail membrane and booms. For better stability it may be required 
to damp the oscillations more efficiently.  
Magnetic hysteresis is a passive method that can be employed to damp oscillations. Hysteresis occurs 
when a permeable, ferromagnetic material is immersed in a changing magnetic field, such as the Earth 
magnetic field. The material will have an internal magnetic field that lags behind the environment 
magnetic field, and a torque will be present due to the remanent dipole interaction with the Earth 
magnetic field. Rods made from material of high permeability placed perpendicular to the axis about 
which the rotation is taking place have been shown to damp satellite angular motion (Fischell, 1961). 
Although this is a proven passive stabilization method, hysteresis rods will adversely affect active 
attitude control systems that may already exist on the satellite for fulfilment of the main mission 
requirements. Simple active magnetic control can also be used to effectively damp oscillations. 
Conventional magnetorquers (electromagnets) can be used to generate a controlled dipole that will 
quickly damp angular motion of the satellite and sail. The B-dot control law (Steyn & Hashida, 1999) 
requires only a single magnetorquer perpendicular to the axis of rotation. 
8.10 Summary 
In this chapter the attitude stability of a passive deorbiting satellite with attached sail was examined. The 
nature of the aerodynamic torque that is mainly responsible for the stable attitude was investigated and 
a relative torque comparison was struck against other attitude disturbances.  
It was shown contrary to existing literature that the sail does not have to be a cone or pyramid shape but 
that a flat sail can indeed be used to obtain passive attitude stability. The sail will typically be mounted 
so that it deploys at an offset from the centre of mass of the host satellite and it is this offset that generates 
the aerodynamic disturbance torque that contributes to the passive stability. 
Numeric simulation results showed that a stable attitude can be maintained but potential problematic 
combinations of altitudes and satellite configurations were identified where the oscillating attitude 
resonates with the orbit to become unstable. An equation (8-4) was derived with which problematic 
resonance configurations can be predicted.  
Combining the aerodynamic restoring torque with gravity gradient increases the attitude stability. A 100 
kg satellite can be made to have a stable attitude up to 800 km altitude by adding small masses to the 
boom tips. 
Finally the RMS angle of attack was used to find an average efficiency that can feed back into drag force 
calculations. Additional measures of stability were briefly mentioned. Equation 8-5 was derived to find 
the ratio of effective drag force to optimal drag force for a given RMS angle of attack. A sail of which the 
angle of attack has an RMS value of 30° will have an effective drag force ratio of 80%. 
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Part II 
Applications  
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Chapter 9  
Applicable Scenarios for Gossamer Sail 
Deorbiting 
In the preceding part of this thesis it was established what size of sail is required to deorbit for a specific 
scenario and given target deorbit time. It was also shown in which cases the risk of collision will be 
reduced and to what extent. But the analysis was intentionally carried out for generalized scenarios – to 
be able to learn as much as possible which initial conditions affect the outcome and the extent of their 
influence.  
In the following chapter it will be investigated further how applicable the proposed deorbiting strategy 
really is, by taking into account practical considerations. The preceding analysis serves as good basis to 
eliminate (or include) scenarios based on mass, satellite size and form factor and initial orbit. A critical 
view will be taken to identify scenarios where drag-sail deorbiting and solar sail deorbiting will satisfy 
mitigation rules with minimum impact on the satellite, the design process and launch mass. 
An important consideration that was followed for the assessment in this chapter is that the 
implementation for the sail sub-system should be based on available technologies and existing designs. 
The applicability of sail-based deorbiting should not have to rely on huge advances in technology. In 
terms of the Technology Readiness Level (TRL) scale, it is expected that the technology being used should 
be at level 6 or above (ground prototype demonstration at least). 
In the first part of this chapter, in section 9.1, a number of constraints are identified based on the analysis 
performed previously. These include constraints on satellite orbits, size and operating conditions that 
limit the situations for which a sail can be used for deorbiting.  These constraints are then applied to the 
current population of satellites, to determine what fraction of current satellites, and by extension, future 
satellites, can be deorbited with this technology. Finally in section 9.3 the same exercise is performed for 
the rocket body population. 
9.1 Assessment of Application Constraints 
In this section the constraints that limit the use of a gossamer sail for deorbiting will be discussed. The 
constraints are motivated by the analysis of preceding chapters. 
Modes of operation and orbital regimes 
Based on the analysis in 6.2 and 7.2 it is evident that sail-based deorbiting can be used to mitigate the 
risk of a collision in Low Earth Orbit, either by acting as a pure drag augmentation device, or by combining 
an initial solar sailing phase with drag augmentation.  
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Although solar sailing can be used for other orbital regimes to comply with mitigation guidelines, there 
are significant disadvantages. Firstly, solar sailing would require operations input and rely on active host 
satellite sub-systems. But more importantly, the presence of a satellite with a sail attached to it, even if it 
has been moved to a graveyard orbit, will lead to increase in collision risk over a long time, due to the 
increased surface area and possibility of being perturbed back into actively used orbits. 
Solar sailing in the GEO region is discarded because of the small thrust that it generates. Because of the 
low thrust there exists a possibility of drifting into areas occupied by neighbouring active satellites 
without sufficient increase in altitude to ensure a collision won’t occur.  
Solar sailing in MEO and orbit raising to escape the LEO region should only be considered if the sail can 
be retracted once the target orbit has been reached. At present sail designs do not allow for such a 
provision and in keeping with the statement that the applicability will be discussed in terms of existing 
and achievable technology, this option should not be considered. 
Therefore the only orbital regime to which sail-based deorbiting can be applied is LEO. Pure drag mode 
can be applied to hasten the natural decay of the orbit, to result in destructive re-entry in the Earth 
atmosphere. A hybrid operating mode that makes use of an initial solar sailing phase followed by an 
inoperative drag mode can be applied to further increase the upper altitude from which this natural decay 
process takes place.  
There is an upper altitude limit to which the solution can be applied. This upper limit will be defined by 
the 25 year curves in Figure 6-11 for drag mode and Figure 7-6 for the hybrid operating mode. These 
figures suggest that deorbiting may be possible from altitudes as high as 1200 km in drag mode, and as 
high as 1500 km using the hybrid mode. However it will be seen further on in this section how the satellite 
mass and sail sub-system mass influences the sail size and ultimately how the maximum orbit altitude is 
affected. 
Elliptic orbits that pass through the LEO region are also eligible for sail-based deorbiting. Below 500 km 
to 600 km there is not much benefit to using a sail for deorbiting, since objects at these altitudes will 
deorbit naturally in 25 years anyway. 
Operations and host satellite sub-system requirements 
The use of the hybrid mode relies on an active attitude control capability on the host satellite, and 
extending satellite operations past the end of the normal mission. These factors will also greatly affect 
the applicability.  
In situations where the host satellite already has the ability to actively control the attitude, because it is 
required for normal operations, it is conceivable that the attitude control sub-system can also be available 
for solar sailing (assuming the attitude actuators are sized accordingly). But if the satellite does not 
require active attitude control, or only has limited control capability (spin-stabilized, for instance) then 
it will be unrealistic to expect that a full active control system should be included only for deorbiting 
purposes. 
When it comes to operating the satellite in the solar sailing phase, such operations should involve only a 
small extension of the normal operations duration, in order to limit the associated cost. Typical satellite 
missions seldom last longer than 20 years, and durations in the order of 10 years are more common. If a 
10% maximum increase in operations duration is allowed, this limits the solar sailing phase to 1 or 2 
years. 
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Past this period it is expected that deorbiting should take place in a purely passive way. Intervention or 
telemetry monitoring from a ground station should not be required, and the deorbiting system should 
not rely on a functioning host satellite.  
It is assumed that NORAD will continue to monitor and update the general perturbations two-line 
elements (TLE) for the decaying satellite, as these will serve as the primary indication that the satellite is 
deorbiting as intended. 
It is also anticipated that the deorbit sail should be able to deploy in the event of a failure of the host 
satellite. In such a scenario the host might not be able to supply power to actuate the deployment. A 
possible method for handling such eventualities was presented in section 4.3. 
Attitude stability under drag conditions 
The passive nature of drag mode deorbiting requires that the sail maintains a stable attitude without the 
need for active control. It was shown in Chapter 8 that this is indeed possible, but care should be taken in 
terms of satellite layout and placement of the sail.  
The passive attitude stability may be compromised at certain altitudes due to resonating disturbance 
torques. It is possible to manipulate the altitude at which such conditions will occur by changing the mass 
distribution on the satellite. The resonation problem will also cease when the altitude lowers further and 
the atmospheric drag increases. 
In order to account for regions of instability and small deviations from the nominal attitude under such 
passive conditions, the effective sail area can be scaled so that it compares to deorbit times achieved 
under optimal attitude. An efficiency between 80% and 90% is possible for a passively deorbiting sail 
(relative to a perfectly stable sail).  
Target deorbit time 
Increasing the size of the sail also shortens the duration of deorbiting. It was shown in sections 6.2 and 
7.2 that there is a clear benefit to collision risk mitigation by using a larger sail and shorter deorbit time. 
This was demonstrated both in terms of ATP and collision probability. But a larger sail will also be heavier 
and result in an increased launch mass. There is thus a trade-off between a shorter deorbit time and mass 
increase. 
Compliance with mitigation guidelines will probably be a bigger driver for the decision as to what time 
frame to deorbit in. Even if the minimum sail area is used so as to deorbit in 25 years, there will be a 
reduction in collision risk. Since debris mitigation guidelines do not put a specific value to how much the 
collision risk should be reduced by, from a commercial point of view the option with lowest cost will more 
likely be followed than the more ethical choice.  
Liability for damage of in-space collisions might be another driver for a shorter deorbit time (or lower 
collision probability solution). One can also imagine that being the cause of an in-orbit collision will have 
an impact to the reputation of the parties involved (be they operators, owners or the launching state).  
Especially constellation operators seem to prefer a responsible approach when it comes to deorbiting as 
demonstrated by the current deorbiting strategy for Iridium and planned strategy for the OneWeb 
constellation of 648 LEO satellites. Iridium satellites are typically deorbited in few months 
(www.spacenews.com, 2014) and the planned OneWeb strategy will see satellites deorbited in around 
two years’ time after end of life (de Selding, 2015). 
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Sail sub-system mass as a percentage of total system mass 
The deorbit times from previous chapters were computed for the ratio of the sail area-to-mass. This 
provides a useful scaling parameter to find optimal deorbit times. But when deciding on the applicability 
of a deorbiting strategy the actual mass of the sail sub-system needs to be known. In particular the mass 
of the sail sub-system in relation to the total system mass is important because high ratios will most likely 
not be acceptable.  
Once the satellite and sail parameters have been established (an X m2 sail is needed to deorbit a Y kg 
satellite in a desired time frame) then the mass of the sail sub-system can be recovered using the scaling 
law in section 4.2. Figure 9-1 below demonstrates this for a range of sail sizes applied to a 500 kg satellite 
in an initial 800 km circular orbit. 
 
Figure 9-1 Sail sub-system mass as a percentage of total system mass for a 500 kg satellite at 800 km initial altitude 
The discrete jumps in the sail sub-system mass percentage are due to the step sizes in the deorbit sail 
concept design. It can be seen that for the last step size, for a sail larger than 400 m2, the sail sub-system 
will contribute significantly to the satellite mass. The lower step sizes offer a more acceptable mass 
margin. There also does not appear to be much advantage in choosing such a large sail because the deorbit 
time range decreases slowly over this range. 
The allowable increase in mass due to the deorbit sail should ultimately be compared to that of 
alternatives. If a satellite already has a propulsion system, and plans to make use of it for deorbiting, the 
propellant mass can be compared to that of the sail. In the next chapter, the sail sub-system mass will be 
compared to alternative deorbiting strategies such as conventional propulsion, for a number of case 
studies.  
Even without performing such a comparison it can be expected that any mass increase above 10% will 
be undesirable. A conservative mass ratio of 5% is more likely to be acceptable since it is comparable to 
the margin that is typically applied to the mass budget (Wertz & Larson, 1999).  
Need for controlled re-entry 
As all of the applicable operating modes of sail-based deorbiting rely on the decay of the orbit under the 
influence of drag, the topic of re-entry deserves attention. When the orbit of a satellite reaches an altitude 
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around 100 km the satellite will heat up due to friction with air molecules and the satellite will begin to 
melt and disintegrate. It is typical that the satellite breaks up into smaller fragments. 
In some instances it is possible for fragments to survive the re-entry process and impact the Earth surface. 
The material and ballistic coefficient of the fragment strongly influences this. There is no lower mass limit 
above which satellites will survive re-entry but heavier objects are more likely to survive (or have 
fragments that survive).  
An uncontrolled re-entry refers to the situation when a satellite re-enters the Earth atmosphere without 
control over where it or its breakup fragments will impact the Earth surface. A controlled re-entry in 
contrast makes use of thrusters on-board the (functioning) satellite to make sure the area of impact is 
either in the ocean or sparsely populated land areas. 
Since sail-based deorbiting is ultimately a passive deorbiting solution, it can only be used with an 
uncontrolled re-entry strategy. Even if the sail could be used to direct the solar thrust this force is too 
small to allow for a controlled re-entry.  
Uncontrolled re-entry strategies are not unheard of but in terms of risk mitigation, additional analysis is 
required to show that it does not “pose an undue risk to people or property” (IADC, 2007). The US Orbital 
Debris Mitigation Standard Practices places a specific number on this risk: the risk of human casualty will 
be less than 1 in 10,000. 
A growing trend is to Design-for-Demise – to purposefully make design decisions to allow fragments to 
completely disintegrate before reaching the Earth surface. The methods that can be employed to result 
in a demisable satellite include the following (Waswa, 2005): 
- Make use of different materials with lower melting temperature 
- Change the shape of the structure to increase the surface area to mass ratio 
- Change the wall thickness of structures – this will alter the mass while preserving the dimensions, 
and lead to increased surface area to mass ratio 
- Perforate material structure 
- Change the location of satellite parts. Satellite parts that are located closed to the structural 
boundary will be exposed to the ablation environment earlier than parts located toward the 
centre of the satellite, leading to increased likelihood of demise. 
Since most of the Design-for-Demise methods involve increasing the surface area-to-mass ratio of the 
satellite, it is conceivable that the inclusion of a sail might aid in improving the likelihood of demise. But 
this would require further investigation into sail designs and purposeful design of the sail structure. The 
structural designs considered for this thesis are likely to collapse under the aerodynamic loads at low 
altitude and will probably have less of an influence on the re-entry profile. 
In any case, re-entry analysis has to be performed for a satellite that makes use of a sail for deorbiting 
and this analysis should include the sail and support structure – in order to assess if the sail improves (or 
worsens) the likelihood of demise in the atmosphere. 
9.2 Applicability to existing (and future) satellite population 
In determining the extent to which sail-based deorbiting can be applied to satellites that are to be 
developed and launched in the future, it will be assumed that the same trend as with the current 
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population will be followed. It is assumed that future satellites will be launched with similar distribution 
of mass, into similar orbits and with similar purpose as the current satellite population.   
The Union of Concerned Scientists (UCSUSA) maintains a database of current operational satellites 
(Union of Concerned Scientists, 2014). The current database (1 Aug 2014) lists 1,235 satellites and 
includes information about the mass, orbit and purpose of each satellite.  
The orbital distribution of the catalogued satellites is illustrated in Figure 9-2. There are 655 operational 
satellites in LEO, comprising 53% of the total number of operational satellites. The figure also illustrates 
the distribution across purpose for the satellites in LEO. 
 
Figure 9-2 Distribution of UCSUSA database satellites per orbit region, and purpose for LEO satellites 
Highly elliptic orbits are included in the Elliptical orbit category even if they pass through the LEO region. 
The LEO classed satellites have circular (or close to circular) orbits.  
It will now be demonstrated how well the proposed sail-based deorbiting strategy applies to the 
population of satellites in the database, by taking the previously mentioned constraints into 
consideration. At first a conservative selection of criteria will be used. Following this the criteria will be 
relaxed to see if a wider range of satellites can be included. 
Applicability under conservative constraints 
In order to find the fraction of satellites in the database to which the sail-based deorbiting solution can 
be applied, the following conservative criteria were used: 
- Only LEO classed satellites were considered 
- Only drag operating mode was considered. 
- Satellites with altitude below 600 km are expected to deorbit naturally, and do not need a 
mitigation solution. Satellites that have an altitude above 600 km were considered eligible. 
- Satellites with altitude below 1200 km can be deorbited using drag. This was chosen as the 
upper altitude limit. 
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- Satellites with a dry mass below 1000 kg were assumed will break up during re-entry without 
significant risk to people or property. Above this margin it was assumed that satellites are too 
heavy for uncontrolled re-entry. 
- A maximum duration of 15 years was allowed for deorbiting. 
- Sail sizes below 400 m2 were accepted. Above this the sail size was deemed too large for current 
TRL. 
- A maximum mass increase of 5% due to the addition of the sail was allowed 
- A drag force efficiency of 80% was assumed, due to regions of attitude instability and deviations 
from optimal attitude 
The constraints were applied to the satellite database using the following procedure: First, the list was 
filtered to include only LEO satellites within the allowed altitude range and with mass below the 1000 kg 
threshold. For the remaining satellites, the data tables used to compile Figure 6-11 was used to find the 
required area-to-mass to deorbit in the 15 years duration. The required sail area was then found by 
multiplying the area-to-mass with the satellite dry mass, and dividing by the efficiency factor (80%). The 
list was further trimmed at this point if the required sail area is larger than the TRL threshold (400 m2). 
Finally the mass of the required sail was calculated from the scaling law and expressed as a percentage 
of the dry mass. A final down selection of eligible satellites occurs by excluding satellites of which the 
mass percentage is above the threshold.  
This per-satellite decision making procedure is illustrated by the flow diagram in Figure 9-3, and the 
summary of the conservative criteria is shown below in Table 9-1. 
Satellite i Is orbit = LEO?
Is altitude < 
600km?
Increment “No 
mitigation need” 
counter
Is mass > 
1000kg?
Increment “Too 
heavy for 
uncontrolled re-
entry” counter
Is altitude > max 
altitude?
Increment “Too 
high initial orbit” 
counter
Look-up required 
area-to-mass ratio 
(ATMR)
Required area = 
ATMR * dry mass / 
efficiency
Is sail area > TRL 
threshold?
Increment 
“Required sail too 
big for TRL” counter
Calculate sail sub-
system mass ratio
Is mass % > 
threshold?
Increment 
“Required sail too 
big for TRL” counter
Increment “Sail 
deorbiting can be 
used” counter
next
next next next
next
next next
 
Figure 9-3 Per-satellite decision process 
By applying the above procedure and criteria it was found that 41% of satellites in LEO are eligible for 
sail-based deorbiting, which makes for 22% of the total population. The percentage of excluded satellites 
by exclusion criteria is depicted in Figure 9-4. 
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Table 9-1 Conservative criteria for sail-based deorbiting 
Criteria Value 
Satellite orbit region LEO only 
Operating mode Drag mode only 
Maximum satellite mass 1000 kg 
Lower altitude threshold 600 km 
Upper altitude threshold 1200 km 
Maximum allowed deorbit duration 15 years 
Maximum allowed sail size 400 m2 
Drag force efficiency 80 % 
Maximum allowed percentage of dry mass 5 % 
 
Figure 9-4 Applicability of sail-based deorbiting to LEO satellites, using conservative criteria 
It should be noted that the order in which exclusion were applied will affect the percentage in each 
category (but not the percentage of occurrences to which sail deorbiting can successfully be applied). 
This is because an earlier exclusion will prevent the same satellite from possibly being excluded because 
of another reason. The test for satellite mass, for instance, is applied before testing for valid altitude. A 
satellite that is too heavy may also be too high, but it will be included to the “Too heavy for uncontrolled 
re-entry” category.  
It is also useful to examine the applicable satellites as a function of altitude, mass and purpose. This is 
shown in Figure 9-5 to Figure 9-7. The altitude range of satellites that can successfully deorbit with a sail 
predictably falls off below 600 km. But while it should have been possible for satellites to deorbit with a 
sail up to 1200 km, between 950 km and 1200 km none of the database satellites can make use of a sail. 
This is mainly because satellites in this range are heavier than what can be used for a controlled re-entry.  
Figure 9-5 also shows the peak of satellites that occur at 750 km, and this also appears to be the ideal 
application area for the deorbit sail. Almost all satellites in this altitude bin can make use of a drag sail for 
deorbiting. A further peak occurs at 1400 and 1450 km, but at this altitude drag mode alone cannot be 
used for deorbiting.  
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Figure 9-5 Applicability of sail deorbiting for LEO satellites per altitude (conservative criteria) 
 
 
Figure 9-6 Applicability of sail deorbiting for LEO satellites per mass (conservative criteria) 
 
 
Figure 9-7 Applicability of sail deorbiting for LEO satellites per purpose (conservative criteria) 
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Figure 9-6 shows that sail deorbiting can be applied to the whole mass spectrum between 10 kg and 
1000kg. Smaller satellites in the population are mostly CubeSats and they either have orbits low enough 
to decay naturally in 25 years, or the mass percentage of the required sail is too high a fraction of the 
satellite mass. This is not to say that there aren’t solutions to deorbit CubeSats using drag. But the smallest 
scale design considered in this thesis still has a mass of at least 0.3kg which results in a 10% mass increase 
for a 3U CubeSat. For CubeSats there are lighter more compact alternatives available which are not 
covered by the scaling law. 
The greatest peak in the mass distribution graph occurs for a mass between 400 kg and 630 kg, and also 
here almost all cases can make use of a sail for deorbiting. 
The distribution of applicable satellites by satellite purpose (Figure 9-7) shows that all categories except 
Surveillance and Navigation are equally favoured. Surveillance satellites were generally too heavy for 
uncontrolled re-entry and navigation satellites were in too high initial orbits. The figure (and also Figure 
9-2) does show that there is a strong presence of communication satellites in LEO, and that sail deorbiting 
can be used for more than half of them (127 out of 219 communication satellites). This will be explored 
further in the next chapter where in particular communication satellites will be selected for case studies. 
Applicability under relaxed constraints 
From the preceding section it should be clear that there is definite use for a sail-based deorbiting strategy. 
But it is important to know what limits the use of the deorbit sail. Within achievable limits it should be 
possible to relax the constraints to target a wider range of the LEO population. 
The constraints from the previous section were relaxed mainly to allow the hybrid operating mode. But 
only certain satellites were deemed eligible for this mode. A satellite was considered an eligible candidate 
for an initial solar sailing phase if it had a mass above 100 kg, and if the purpose of the satellite was 
Remote Sensing, Communications or Meteorology. The motivation for the selection criteria is that these 
satellites are more likely to have existing attitude control capability. 
Further, the maximum allowed sail size was increased to 1000 m2, and the maximum mass increase was 
changed to 10%. The relaxed criteria are summarized in Table 9-2. 
Table 9-2 Relaxed criteria for sail-based deorbiting 
Criteria Value 
Satellite orbit region LEO only 
Operating mode - Hybrid mode allowed for satellites heavier 
than 100kg, and with Communications, 
Remote sensing or Meteorology as purpose 
- Drag mode otherwise 
Maximum satellite mass 1000 kg 
Lower altitude threshold 600 km 
Upper altitude threshold - 1200 km for drag mode only 
- 1500 km for hybrid mode 
Maximum allowed deorbit duration 15 years 
Maximum allowed sail size 1000 m2 
Drag force efficiency 80 % 
Maximum allowed percentage of dry mass 10 % 
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With the relaxed criteria the fraction of LEO satellites that can make use of a sail for deorbiting increases 
to 50% - 27% of the total operational satellite population, as seen in Figure 9-8. 
The increase in applicable satellites comes as a result of slightly heavier or slightly higher satellites that 
can now be deorbited. The altitude distribution of Figure 9-9 shows that the secondary peak at 1400 km 
can now be accessed.  
It is also not a surprise that these satellites are mostly communication satellites. The GlobalStar 
constellation of communication satellites has an altitude around 1400 km, and the satellites weigh 
between 550 and 700 kg, depending on their generation, and it is this constellation that is included by 
the relaxed criteria. 
 
Figure 9-8 Applicability of sail-based deorbiting to LEO satellites, using relaxed criteria 
 
Figure 9-9 Applicability of sail deorbiting for LEO satellites per mass (conservative criteria) 
9.3 Applicability to rocket upper stages 
The final orbit of a rocket upper stage depends very much on the primary payload requirements. 
Consequently the deorbiting strategy for the upper stage will be unique to every mission. 
It can be seen in Figure 1-2 and Figure 1-3 that the population of rocket upper stages also exhibit the 
same distributions in altitude and inclination as other satellites. This is because the upper stages, that 
deposited their payloads into specific orbits, also ended up in similar orbits.  
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Upper stages are also subject to the same debris mitigation rules as other satellites. Since rocket upper 
stages make use of chemical propulsion, it is thus also to be expected that this will be the principle method 
for deorbiting. As most of the newer generation launch vehicles such as the Vega, Ariane 5 (Ariane 5 ES 
variant) and Falcon 9 have re-ignitable upper stages, it is possible to perform a controlled re-entry.  
Table 9-3 Example launch vehicle and upper stage specifications 
Launch Vehicle Upper stage Upper stage dry mass 
(kg) 
Typical load carrying 
capability 
Vega AVUM 670 1430 kg to 700 km 
polar orbit 
Ariane 5 ES Cryogenic Upper Stage 1200 21000 kg to LEO 
Soyuz Fregat 930 – 1050 6450 kg to LEO 
Falcon 9 Falcon 9 2nd stage 4900 13150 kg to LEO 
Minotaur Star-37FM 82 532 kg to GTO 
Table 9-3 lists the dry mass for a number of upper stages for launch vehicles that are currently in use. It 
can be seen that there is quite some variation in the size of upper stages. It can then also be anticipated 
that a sail deorbiting strategy would have varying applicability.  
The Vega Attitude and Vernier Upper Module (AVUM) and Minotaur upper stages in particular qualify 
under the constraints determined earlier. The fact that the dragNET drag sail was chosen to deorbit a 
Minotaur I upper stage indicates that this is indeed a feasible alternative. 
9.4 Summary 
The findings from previous chapters were applied to the population of operational satellites, to find out 
how applicable a sail-based deorbiting strategy is to the broad spectrum of satellites. A set of constraints 
were defined, based on the analysis results from previous chapters, which includes (or rules out) certain 
satellites. The constraints specify orbital ranges, satellite mass and operational requirements to which a 
sail-based deorbiting strategy applies.  
It was shown that a conservative set of criteria encompasses 40% of satellites in LEO, and that by relaxing 
the criteria to include a hybrid solar sail-drag mode, this fraction can further be increased to 50%. There 
is also a potential to use a sail to deorbit launch vehicle upper stages.  
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Chapter 10  
De-orbiting Alternative Comparison 
In the previous chapter it was seen that sail-based deorbiting can be applied to a large portion of LEO 
satellites. But the applicability study performed only shows which satellites are susceptible to sail-based 
deorbiting. It does not mean that it’s the best available solution. The application aspect of sail-based 
deorbiting is advanced further in this chapter by comparing it with foremost alternatives for LEO satellite 
deorbiting. 
The biggest fraction of satellites in LEO are communication satellites. This number is made up of large 
constellations formed by the Iridium, Orbcomm and Globalstar satellites. The Iridium and Orbcomm 
satellites are in orbits where a drag-sail can be used for passive deorbiting. Globalstar satellites have a 
higher altitude and if a sail-based deorbiting strategy is used, it will require an initial solar sailing phase 
to lower the orbit up to the point where drag can be used. 
The communication satellites mentioned above make ideal test cases for a comparative study. In this 
chapter a sail deorbiting strategy will be compared to conventional propulsion, electrodynamic tether 
and an inflatable sphere drag augmentation device. The comparison will be performed for the selected 
communication satellites, and will include quantitative measure of the collision risk, and comparison of 
the additional mass of each alternative. 
The first three sections in this chapter, 10.1 to 10.3, elaborate on each of the alternative strategies. The 
required theory is discussed, together with how this was incorporated in the simulation model. The mass 
requirement for each strategy is detailed and existing designs are used to define the expected mass. The 
collision risk implications, such as the increased collision cross section area for each alternative is 
discussed along with the operational and sub-system constraints. 
In section 10.4 to 10.7 the comparison results are detailed. 
10.1 Propulsion 
Theory 
Propulsion methods rely on the expulsion of mass away from the satellite. The mass is expelled through 
a nozzle in order to direct it and this will cause an acceleration in the opposite direction, as per the 
conservation of momentum. Increasing the velocity at which the mass is expelled also increases the 
acceleration (or thrust), which is why propulsion motors often apply energy to the propellant (the mass 
that will be expelled).  
Chemical propulsion methods make use of a chemical reaction to increase the propellant energy while 
electric propulsion applies electrical energy to the propellant in some way. A resistojet heats up the 
propellant before releasing it out the nozzle, and ion drives make use of electrical energy to accelerate 
ionized gas out of the nozzle.  
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Regardless of propulsion implementation, the same theory applies. 
The propellant exhaust velocity, 𝑣𝑒, is related to the thrust generated by the motor through the equation 
 
𝑣𝑒 =
𝐹𝑡ℎ𝑟𝑢𝑠𝑡
?̇?
 
10-1 
Where ?̇? is the propellant mass flow rate. The efficiency of the motor in terms of the amount of propellant 
that it uses is often given in terms of the specific impulse, 𝐼𝑠𝑝 
 𝐼𝑠𝑝 = 𝑣𝑒𝑔0 10-2 
Where 𝑔0 is the standard earth gravity acceleration (9.80665 m/s2).  
The effect that the propulsion thrust has on the motion of the satellite is governed by the rocket equation 
 ∆𝑣 = 𝑣𝑒 ln
𝑚0
𝑚1
 
10-3 
Where 𝑚0 is the initial mass of the satellite and 𝑚1 the mass after the propulsive manoeuvre. ∆𝑣 (delta-
v) is the change in velocity of the satellite as a result.  
Mass requirement 
The required delta-v is usually known for a specific orbital manoeuvre and the propellant mass that is 
required to execute the manoeuvre can then found from 
 
𝑚𝑝𝑟𝑜𝑝𝑒𝑙𝑙𝑎𝑛𝑡 = 𝑚1 (𝑒
∆𝑣
𝑣𝑒 − 1) 
10-4 
In addition to the mass of the propellant itself, the thruster and propellant tanks should also be 
considered when comparing alternative strategies. If a satellite already possesses a propulsion system in 
order to fulfil its normal mission, it is only the added mass of the propellant that has to be considered. 
Propulsion systems vary significantly in terms of thrust capability and specific impulse, as can be seen in 
Figure 2-2 and Figure 2-3. The mass of available propulsion systems will also vary as a result. Liquid fuel 
rocket engines are available with mass as little as 4 kg, but as much as 140 kg (Wertz & Larson, 1999).  
Arcjets – a type of electric propulsion system – are available with relatively low mass, around 5 kg. 
Commercially available Hall-effect thrusters have a mass range between 10 to 30 kg, and ion engines are 
available with mass ranging from 10 to 25 kg (Wertz & Larson, 1999). These masses are only for the 
thruster and control electronics. The propellant tanks and pipework should also be included and is 
usually accounted for in the mass budget as a percentage of dry system mass. 
Propulsive deorbiting strategy 
From an initial circular orbit in LEO the deorbit manoeuvre that will require the lowest delta-v (and hence 
the least propellant) is to transition to an elliptical Hohmann-transfer orbit, from where the effect of 
aerodynamic drag will limit the orbital lifetime to 25 years (Janovsky, et al., 2004).  
This is true even for low-thrust propulsion such as electric propulsion systems. A lower delta-v is 
achieved by performing multiple thrusts each time at apogee to result in a Hohmann-type orbit, as 
opposed to a continuous thrusting. This will also have the advantage of reducing the total thruster 
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operating time. By choosing the direction of perigee appropriately it might be possible to limit thruster 
firings to sunlit parts of the orbit where power is available to the EP system from solar cell generation.   
Controlled re-entry is possible with suitable high-thrust propulsion. In the event of a controlled re-entry, 
the angle that the velocity vector makes with the local horizon as it enters the atmosphere at 120 km (the 
flight path angle) should be between -1.5 to -2.5 degrees (Janovsky, et al., 2004). This is so that there can 
be sufficient control over the area where the satellite and its fragments impact the Earth. If the flight path 
angle is too shallow, the fragmentation of the re-entering satellite will happen over a wider trajectory 
and the fragment impact locations will be spread out over a long strip.  
Controlled re-entry is performed by applying a single thruster firing with sufficient delta-V to result in 
the required flight path angle. The time at which the thruster firing is performed is determined by the 
desired impact location. With typical controlled re-entry delta-v requirements of 150 to 400 m/s, it 
should be obvious that only very high thrust propulsion systems can fulfil the requirement. A 1000 kg 
satellite has to fire a 1 kN liquid propellant thruster for 2.5 minutes in order to achieve a delta-v of 150 
m/s. This will consume 52 kg of propellant. The thrust levels from typical electric propulsion systems 
will not allow for such an “impulsive” thrust.  
Collision energy and fragmentation risk 
The collision cross sectional area for a satellite that deorbits using propulsion remains unaltered from 
the non-mitigation scenario. Since most (or all) of the satellite areas will have high density any collision 
will be a debris generating event. The propulsive deorbiting manoeuvre(s) will limit the time during 
which the satellite is exposed to the debris flux and thus there will be a reduction in collision risk as a 
result. 
Operation, Integration and sub-system requirements 
The cost of including a propulsion system on a satellite for the sole purpose of deorbiting at end-of-life 
may be prohibitively expensive. This expense will be in terms of mass, complexity and as a result of these, 
financial cost as well. Even if the propellant requirement is low the base mass of a propulsion system is 
not. This is especially true for smaller satellites where the ratio of propulsion system mass to the satellite 
mass will be higher. Propulsion systems also require propellant storage tanks, feeding systems, valves 
and so on, and are often not contained in a single place on the satellite, hence the increased system 
complexity. 
It is thus unlikely that conventional propulsion will be selected for deorbiting unless the satellite already 
possesses the sub-system for normal mission functions, and it may be used for deorbiting. In this case 
deorbiting can easily be performed simply by factoring in the required propellant when compiling the 
mass budget. 
For the same reasons as above, electric propulsion also seems like an unlikely contender for deorbiting, 
unless the system is already present for normal operations. Electric propulsion also places more demand 
on other sub-systems because the low relative thrust means the thruster will have to remain operational 
for longer, with high electric power requirement. 
High thrust chemical propulsion is the only alternative considered in this study that is capable of a 
controlled re-entry. But it is likely that satellite operators will only use a controlled re-entry strategy if 
they have to (as mandated by mitigation guidelines and casualty risk). If a satellite will demise during re-
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entry then it does not make sense to reserve the large amount of propellant in order to perform a 
controlled re-entry, since it may be better spent prolonging the normal operations. 
10.2 Inflatable Sphere 
A proposed drag augmentation alternative is to make use of an inflatable envelope to increase the area 
to mass ratio at the beginning of the deorbit phase (National Research Council, 1995). Such an envelope 
will typically have a spherical shape similar to the Echo balloon missions.  
The advantage of a sphere is that the drag area will always be the same regardless of attitude. There is 
thus no need to stabilize the attitude, although it is likely that the satellite will self-stabilize eventually 
with the balloon trailing behind the host satellite. 
The envelope will be susceptible to impact (like any other drag augmentation option) but where a sail 
can be designed to remain intact with the help of rip-stops and reinforcements, an inflated balloon will 
lose pressure in such an event.  
There are two realistic options to maintain a rigid sphere. The first is to rigidise the envelope after 
inflation. This can be achieved by making use of a metal-polymer laminate and applying pressure past 
the tensile yield point of the metal. This removes all the creases from it, and after the gas is vented the 
structure remains rigid. This process was demonstrated on the Echo II mission (Staugaitis & Kobren, 
1966). It should also be possible to utilize chemical rigidisation – by using a material that will harden 
with exposure to UV radiation. 
The other alternative is to maintain a constant pressure inside the envelope so that even if it is punctured 
it will retain its shape (Nock, et al., 2010). In the first case, the membrane will be thicker and heavier, but 
in the second case the inflation system will be more complex and should be capable of sustaining pressure 
over an extended period. 
Theory 
The inflatable sphere is also a drag augmentation method, and the same theory as for a sail applies. 
However the aerodynamic and solar force due to an inflatable sphere will be different from that of a sail 
because of the different shape.  
It is assumed that the sphere will be significantly larger than the host satellite, so that only the inflatable 
balloon surface is taken into account when modelling the aerodynamic and solar disturbances. The 
symmetric nature of the sphere implies that the aerodynamic and solar forces on the surface will be 
independent of attitude. The aerodynamic force will act only in the direction of the relative air velocity, 
𝐯𝑟𝑒𝑙, and the solar force will only act along the sun vector. The tangential force components will cancel 
out.  
The aerodynamic surface force on the sphere can be found by integrating equation (3-10) over half of the 
sphere surface (the other half will be shaded by the exposed half). The resulting force is: 
 
𝐅𝑎𝑒𝑟𝑜,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝜌|𝐯𝑟𝑒𝑙|
2𝑅2 [1 +
𝜎𝑡
2
+ 𝜎𝑛 (
2
3
𝑟 −
1
2
)] ?̂?𝑟𝑒𝑙 
10-5 
Where 𝜎𝑛 and 𝜎𝑛 are the surface accommodation coefficients as before, 𝑟 =
𝑣𝑏
|𝐯𝑟𝑒𝑙|
 is the ratio of exit 
molecule velocity to mean incoming particle velocity, and R is the radius of the sphere. By equating the 
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above force to the simplified drag equation (3-1) it is possible to find the equivalent drag coefficient for 
a sphere. With the surface parameters in Table 3-1, this yields a drag coefficient of 2.05. 
The solar force is obtained by similar means. Integrating equation (3-12) over half the sphere results in 
the following expression for the solar force (Wertz, 1978) 
 
𝐅𝑠𝑜𝑙𝑎𝑟,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝑃𝑅
2 [
1 + 𝜌𝑠
2
+
4𝜌𝑑
9
] 𝐬 
10-6 
In equation (10-6) the fraction of transmitted photons was omitted to simplify the equation. It can thus 
not be applied to transparent membrane material. For a transparent membrane the integration should 
be extended to cover the inner surface of the sphere. 
Mass Requirement 
The relationship between the sub-system mass and balloon area is given by the following equation 
 𝑚𝑠𝑝ℎ𝑒𝑟𝑒 = 4𝜋𝑅
2𝜌𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 +𝑚𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 10-7 
Where 𝑚𝑠𝑝ℎ𝑒𝑟𝑒 is the mass of the balloon sub-system, R is the radius, 𝜌𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 is the areal density of the 
envelope material and 𝑚𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 is the combined mass of the inflation gas and inflation system.  
The typical values for the envelope material density and inflation system mass can be found from the 
Echo balloon specifications (Staugaitis & Kobren, 1966). Echo 1 and 1A used 12.5 µm thick Mylar with 
areal density of 17.5g/m2. It is anticipated that newer inflatable structures will attempt to make use of 
thinner material and 7 µm Mylar is assumed for the inflation-maintained envelope material. The mass of 
the canister carrying the inflation chemicals and the mass of the chemicals themselves totalled 32 kg.  
The rigidisable membrane of Echo II used a Mylar-Aluminium laminate. An areal density of 45 g/m2 is 
assumed for the 4.5 µm Al - 9 µm Mylar – 4.5 µm Al membrane including adhesives. It is further assumed 
that the same inflation system mass as before will suffice. 
Table 10-1 Mass properties for an inflatable sphere deorbiting system 
 𝝆𝒆𝒏𝒗𝒆𝒍𝒐𝒑𝒆 (g/m2) 𝒎𝒊𝒏𝒇𝒍𝒂𝒕𝒊𝒐𝒏 (kg) 
Rigidisable envelope 45.0 32 
Inflation-maintained envelope 10.4 32 
It is recognised that the inflation system mass mentioned above is appropriate for large diameter spheres. 
Smaller balloons can likely be inflated with lighter inflation system mass. 
Collision energy and fragmentation risk 
The collision energy-to-target-mass ratio (EMR) can be calculated in a similar fashion to the findings for 
the sail and host satellite in Table 3-3. For both the rigidisable and inflation maintained envelope, impacts 
with the membrane from a range of objects has EMR below the 10 J/g threshold. It is thus only impacts 
with the host satellite body that lead to fragmentation. 
Operation, Integration and sub-system requirements 
An inflatable sphere poses the same advantage as a drag-sail in that it can be used for a passive deorbiting 
strategy. But it also suffers from the same restriction in that it will only allow for an uncontrolled re-entry. 
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The use of such a system is thus limited to situations where the host satellite will completely disintegrate 
when entering the atmosphere or where the fragments that do survive have a low enough casualty risk. 
The operational constraints for the inflatable sphere are very much the same as with a drag sail. It is also 
anticipated that after deploying the structure there will be no intervention from ground and the host 
satellite does not have to remain functional. In the case of an inflation-maintained envelope the inflation 
system might impose constraints on the host satellite, since it will have to maintain the pressure inside 
the sphere. If such functionality depends on active sub-systems it may count against this deorbiting 
alternative. 
10.3 Electrodynamic Tether 
The deorbiting principle of an electrodynamic tether relies on the Lorentz force that is generated as the 
tether moves through the Earth magnetic field. The operation relies on a current that flows through the 
tether. The current loop is closed by allowing the tether to exchange charge with the ionosphere plasma 
at both ends of the tether. 
An electrodynamic tether used for deorbiting operates as a generator – by taking energy out of the orbit 
and converting it into heat. The reverse is also possible, allowing orbit raising manoeuvres, although this 
application will not be considered here. 
In a deorbiting application, the tether will be deployed and stabilized so that it is aligned with the local 
vertical direction. A tip-mass at the end of the tether will aid in stabilization through a gravity gradient 
effect. Most of the tether will be uninsulated so that it can collect electrons from the ionosphere plasma. 
The electrons will travel along the length of the tether towards the tip-mass where an electron emitter 
will expel them back into the ionosphere plasma, closing the current loop.  
The current that flows up the tether, that is moving through the Earth magnetic field, will result in a 
Lorentz force that opposes the orbital motion of the satellite, causing it to spiral towards the Earth similar 
to aerodynamic drag.  
Theory – Lorentz force 
The Lorentz force generated by an electrodynamic tether moving through the Earth magnetic field is 
dependent on the current flowing through the tether. The force is found by integrating along the length 
of the tether (Pardini, et al., 2009): 
 
𝐅𝑡𝑒𝑡ℎ𝑒𝑟 = ∫ 𝐼
𝐿
0
𝑑𝐥 × 𝐁 
10-8 
In the equation, L is the length of the tether, I is the current, dl is a differential element of the tether and 
B is the local magnetic field.  
The current flows through the tether as a result of the induced voltage  
 
Φ = ∫ (𝐯 × 𝐁) ∙ 𝑑𝐥
𝐿
0
 
10-9 
Where v is the velocity of the tether relative to the magnetic field. Ideally the tether would be aligned 
with the nadir direction so as to maximize the Lorentz force. This is usually achieved by having a tip-mass 
at the end of the tether and relying on gravity gradient stabilization. In reality the tether would have a 
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bowed shape due to the Lorentz force interaction (Xianren, et al., 2010). The tether is also likely to exhibit 
dynamic motion and oscillate over time.  
For simplicity it is assumed that the tether will be straight, and oriented at a fixed angle, α, with respect 
to the local vertical. It is also assumed that the orbit is circular. 
The tether length vector can then be expressed in the orbit reference frame as 
 
𝐋𝒐 = [
−𝐿 sin𝛼
0
𝐿 cos𝛼
] 
10-10 
For the circular orbit the velocity vector is 𝐯 = [𝑣 0 0]𝑇 and the local magnetic field vector in the orbit 
reference frame is 𝐁𝑂 = [𝐵𝑂𝑥 𝐵𝑂𝑦 𝐵𝑂𝑧]
𝑇
. The induced voltage is then  
 Φ = 𝑣𝐿 cos𝛼 𝐵𝑂𝑦 
10-11 
The current flowing through the tether is  
 
𝐼 =
Φ
𝑅
 
10-12 
Where R is the tether resistance. The latter will also be a function of the tether length, the resistivity of 
the tether material, ρ, and the cross sectional area of the tether, AT. 
 
𝑅 =
𝜌𝐿
𝐴𝑇
 
10-13 
The resulting tether force vector is 
 
𝐅𝑡𝑒𝑡ℎ𝑒𝑟 =
𝑣𝐴𝑇
𝜌
cos𝛼 𝐵𝑂𝑦(𝐋 × 𝐁) 
10-14 
The component of the tether force along the velocity direction is called the electrodynamic drag. It is this 
force that will act to decelerate the satellite and cause it to deorbit. For the above configuration the 
electrodynamic drag force is (Hoyt & Forward, 2000) 
 
𝐹𝑡𝑒𝑡ℎ𝑒𝑟 𝑑𝑟𝑎𝑔 = −
𝑣𝐿𝐴𝑇
𝜌
cos2 𝛼 𝐵𝑂𝑦
2  
10-15 
From the above equation it can be seen that the drag force will be optimal if the tether is aligned with the 
local vertical (α = 0). It should also be evident why a tether will not work well in a polar orbit. For a polar 
orbit the component of the magnetic field along the orbit normal (𝐵𝑂𝑦) will be very small. 
This can be seen also in Figure 10-1 where the time to reach atmospheric re-entry is plotted for a 700 kg 
satellite from initial 780 km circular orbit with attached electrodynamic tether. The plot shows the 
deorbit time for a 0°, 40° and 80° inclined orbit. For the 80° orbit the deorbit time is considerably longer. 
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Figure 10-1 Time-to-deorbit for a 700kg satellite as a function of tether length, under various orbit inclinations 
The tether satellite will continue to experience aerodynamic drag as well as solar radiation pressure 
disturbing forces. In this case the surface area will be that of the host satellite itself and the tether.  A 5 
km long 1 mm diameter tether will have a drag surface area of 5 m2. 
Mass Requirement 
The tether drag force (and as a result the time to deorbit) can be changed by scaling the tether length. 
The tether material and cross section also plays a role.  
The mass of the tether system includes the mass of the tether itself, and the mass of the deployment 
mechanics, housing, electron emitter, current controller and tip mass. The latter items have all been 
lumped together as 𝑚𝑠𝑢𝑏−𝑠𝑦𝑠𝑡𝑒𝑚 and the total mass for the tether is then 
 𝑚𝑡𝑒𝑡ℎ𝑒𝑟 = 𝐿𝐴𝑇𝑑 +𝑚𝑠𝑢𝑏−𝑠𝑦𝑠𝑡𝑒𝑚 10-16 
The density of the tether material is d. Aluminium is usually chosen for the tether material due to its low 
density and high electrical conductivity (inverse of resistivity). To select values for the mass parameters 
in the above equation, existing designs are again consulted. A commercially available tether system, the 
Terminator Tether, served as reference for the mass properties. The mass properties are listed below 
(Hoyt & Forward, 2000). 
Table 10-2 Mass properties for an electrodynamic tether 
Parameter Value 
𝐴𝑇 2 mm2 
𝑑 2700 kg/m3 
𝑚𝑠𝑢𝑏−𝑠𝑦𝑠𝑡𝑒𝑚 16.45 kg 
The mass properties from Table 10-2 are again applicable to large satellites (>1000 kg) and it is likely 
that smaller versions can be designed for smaller satellites. The same commercial venture responsible 
for the Terminator Tether also has a passive solution for nanosatellites that does not include active 
management of the current in the tether using an electron emitter. It augments the “passive” 
electrodynamic force with increased aerodynamic drag by increasing the surface area of the tether. 
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Collision energy and fragmentation risk 
Tethers are susceptible to small particle impacts. Due to their long lengths it is inevitable that they will 
be impacted by small particles, capable of severing the tether. Tether manufacturers have devised robust 
designs that make use of multiple strands to improve the survivability. An example is the Hoytether (Hoyt 
& Forward, 2000) that combines three aluminium strands.  
In spite of efforts to increase robustness, tethers remain highly vulnerable to small particle impacts. Even 
multiple tether strands may fail due to multiple particle impacts, and knot points still contribute to a 
single point of failure.  
It also remains to be shown if a collision between a tether and larger satellite will lead to fragmentation. 
In the same manner as before the energy-to-mass ratio can be calculated. For a large object impacting 
with the tether, the energy-to-impactor-mass-ratio is below the threshold for fragmentation. A 100 kg 
satellite will collide with about 6 g of tether material with resulting collision energy-to-impactor-mass 
ratio of 3.1 J/g at 10 km/s relative velocity. The 100 kg object is less likely to fragment, but higher energy 
collisions, or collisions where the geometry is unfavourable might still lead to fragmentation of the 100 
kg object. Regardless of fragmentation of the larger object, the tether will be destroyed.  
The debris-generating cross section area for a tether deorbiting satellite can be calculated in a similar 
approach as for the sail in Figure 6-15. We will assume that it is only the host satellite bus area and tip-
mass that contributes to the debris generating area, but the total cross-section area will be quite large 
due to the long tether. 
Operation, Integration and sub-system requirements 
A true electrodynamic tether will actively control the flow of current through the tether, and as such is 
not a purely passive solution. Keeping the tether in a stable attitude will also require active control, with 
inputs from attitude sensors. There is thus a need for a functioning power system and attitude and tether 
dynamics sensing. (Attitude control can make use of controlled tether current).  
It is possible to deorbit using a tether without the need for operations support. It may not be necessary 
to communicate with the host satellite to change settings or check telemetry. The tether concept 
presented by (Hoyt & Forward, 2000) does however include an RF transceiver for telemetry monitoring 
and allowing the descent rate to be controlled.  
The operational and active sub-system constraints imply that tether deorbiting will not likely make use 
of the full 25 year allowed time. The sub-system reliability and operating cost will influence this, but in 
keeping with the philosophy for active solar sailing deorbiting presented in Chapter 7, tether deorbiting 
should also target a 1 or 2 year deorbit duration. This is also in line with existing tether analysis results 
where deorbit times shorter than a year is achieved with tethers in the order of a few of kilometres (Hoyt 
& Forward, 2000). 
The electrodynamic force from a tether is also a low thrust force making a controlled re-entry impossible. 
The same constraints as drag augmentation apply when considering the re-entry breakup and 
fragmentation. The re-entry analysis should also analyse the survivability of the tether.   
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The previous three sections introduced the alternative strategies that can be applied to LEO satellite 
deorbiting. In the following sections these strategies will be evaluated on the hand of a number of case 
studies. 
10.4 LEO Communications Satellites 
The constellations of communication satellites from Iridium and Globalstar serve as good case studies for 
sail deorbiting, and comparison with the aforementioned alternatives. Aside from forming a substantial 
fraction of LEO satellites, they are also eligible for sail-based deorbiting based on the analysis in the 
previous chapter. 
The Iridium satellites are covered by the drag-sail application criteria from the previous chapter and 
Globalstar can also make use of a sail for deorbiting if an initial solar sailing phase is used. 
Iridium 
The Iridium satellites provide voice and data communications capabilities to users of the network. The 
current constellation has 72 satellites – 66 active and 6 spare - orbiting at 781 km. The orbits are circular 
with 86.4° inclination. The constellation makes use of 6 orbital planes, spaced apart by 30°, and there are 
11 satellites orbiting in each plane. The first generation of satellites had a launch mass of 689kg (Krebs, 
2015). 
The first generation satellites are to be replaced by the next generation Iridium NEXT satellites. The first 
two of these are to be launched in 2015, with steady launches in the coming years to replace all 66 
operational satellites. The Iridium NEXT satellites will have a launch mass of 860 kg, and make use of the 
ELiTeBus (Extended LifeTime Bus) from Thales Alenia Space (Krebs, 2015). 
 
 
Figure 10-2 Iridium first generation satellite (Image 
credit Iridium Communications Inc) 
 
Figure 10-3 Iridium NEXT satellite (Image credit Iridium 
Communications Inc) 
Meanwhile the first generation satellites will be decommissioned and deorbited. The deorbiting strategy 
that will be followed is to make use of the on-board propulsion system to transfer to an elliptic orbit with 
250km perigee altitude. From here the satellites will decay rapidly and re-enter the Earth atmosphere 
uncontrolled in a matter of months. Iridium has been given permission to follow a longer strategy for 10 
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of the satellites in the current constellation that will not have enough propellant to reach the 250km 
perigee orbit. For these satellites, the perigee altitude will be lowered to 600km from where the orbital 
decay can take up to 10 years (www.spacenews.com, 2014). 
Globalstar 
The Globalstar constellation provides a range of services similar to that of Iridium. The 48 Globalstar 
satellites orbit at 1410km altitude in 52° inclined orbits. The first generation of satellites had a launch 
mass of 450 kg. Some of the first generation satellites have already been deorbited by moving them to 
graveyard orbits above 2000 km.  
The constellation has since been augmented with the addition of 24 2nd generation satellites, each 
weighing around 700 kg. The 2nd generation satellites uses the same ELiTeBus as the Iridium NEXT 
satellites, and are capable of 3-axis attitude stabilization.  
 
Figure 10-4 Globalstar 1st generation satellite 
(image credit Globalstar) 
 
Figure 10-5 Globalstar 2nd generation satellite (image credit 
Globalstar) 
 
The Iridium NEXT and Globalstar 2nd generation satellites were selected for the comparison studies that 
follow. Their relevant specifications are summarized in Table 10-3. 
Table 10-3 LEO Communications constellations summary 
 Iridium NEXT Globalstar 2nd generation 
Orbit 781 km circular 
86.4° inclincation 
1410 km circular 
52° inclination 
Mass 860 kg (launch) 693 kg (launch) 
Surface area/configuration ELiTeBus trapezoid bus and deployable solar panels.  
Attitude control 3-axis control 
 
3-axis control 
4 reaction wheels 
Propulsion 4x 1N thrusters 
154kg hydrazine 
4x 1N thrusters 
154kg hydrazine 
Since both Iridium NEXT and Globalstar 2nd generation satellites use the same bus they have roughly the 
same basic structure shape and solar panel configuration. For the analysis that follows, the assumed 
dimensions are as shown in Figure 10-6. 
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Figure 10-6 Globalstar 2nd generation and Iridium NEXT dimensions 
The maximum drag area occurs when both panels and the base of the trapezoidal body face the velocity 
vector. This corresponds to an area of 16.5 m2.  
10.5 Case study: Iridium NEXT 
In this section the deorbit alternatives mentioned earlier will be applied to an Iridium NEXT satellite in a 
circular 780 km orbit with 86.4° inclination. The comparison alternatives considered were not selected 
to be used in a like-for-like comparison, but rather based on their technical feasibility and relevance to 
the mission and satellite operations. For example, the tether deorbiting alternatives do not consider 
deorbit durations longer than two years because of the operational requirements and reliance on other 
sub-systems. 
No mitigation 
The Iridium NEXT satellite from its initial 780 km orbit, with maximum drag area of 16.5 m2 and dry mass 
of 710 kg will take between 97 and 106 years to deorbit naturally. This is well above the 25 year debris 
mitigation guideline, so it is obvious that Iridium will have to implement a mitigation strategy. It is also 
expected that the satellite will not be stabilized for maximum drag conditions and for a tumbling satellite 
the natural decay time will be even longer. 
Propulsion 
For the propulsive deorbiting strategies the two options that will be considered is the normal Iridium 
deorbiting strategy of transferring to an elliptic orbit with 250 km perigee, and the limited propellant 
strategy that was accepted for the 10 satellites with inadequate fuel. In this case the perigee will only be 
lowered to 600 km. 
In the first case a delta-v of 144 m/s is required to transfer to the elliptical orbit. The liquid mono-
propellant thruster of the Iridium NEXT satellite can achieve this with 48 kg of propellant (assuming an 
Isp of 225s). From the elliptic orbit with apogee at 780 km and perigee at 250 km, it takes between 72 
and 125 days to re-enter the atmosphere, again assuming a maximum drag surface.   
The second scenario has a much lower delta-v requirement of only 48 m/s and will require 15 kg of 
hydrazine. From this orbit (600 km perigee and 780 km apogee) it will take between 21 and 24.5 years 
until re-entry.  
Drag-sail deorbiting 
We will consider three drag-sail mitigation options: a 5 year targeted deorbit time, 15 and 25 years. 
Looking at Figure 6-11, it can be seen that an area-to-mass ratio between 0.25 and 1.25 is needed to 
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deorbit from 780 km in 5 years. The wide variation is due to changes in solar activity, and for the purposes 
of the comparison we will assume that the deorbit phase can be delayed up to the point where the smaller 
area-to-mass ratio can be used. 
For a 15 year target deorbit time an area-to-mass ratio of 0.12 is sufficient, again if it is allowable to delay 
deorbiting until the point of maximum solar activity, and finally a 25 year deorbit time can be achieved 
with an area-to-mass ratio of 0.08. Given the (dry) mass of the Iridium NEXT satellite, this corresponds 
to a 60 m2 sail with sub-system mass of 2.7 kg for the 25 year target time, a 90 m2 sail with sub-system 
mass of 3.3 kg for the 15 year target time and 180 m2 sail weighing 25.7 kg for the 5 year target. 
Inflatable sphere 
The time to deorbit for the Iridium NEXT satellite with attached inflatable sphere is plotted below in 
Figure 10-7. The deorbit times were obtained using the same simulation process as for a sail but 
substituting equations (5-1) and (5-2) for the drag force and solar radiation pressure.  
 
Figure 10-7 Time to deorbit for an Iridium satellite with attached inflatable sphere as a function of drag area 
The same scenarios as for a sail were sought for comparison purposes – to deorbit with a 5 and 15 year 
target time. As before it was assumed that the deorbiting can take place with the smallest area to result 
in the target time. For a 5 year deorbit target a balloon with 225 m2 cross section is required, and for a 
15 year deorbit target a 110 m2 balloon is needed. This corresponds to a diameter of 17 m and 12 m 
respectively.  
The 17 m diameter balloon that is needed to deorbit in 5 years, manufactured from laminate membrane 
so that it is rigidisable, weighs 72 kg, based on equation (10-7). The same drag structure made from a 
single 7 µm reflective Mylar layer weighs 41 kg. The 12 m rigidisable balloon weighs 52 kg and the 
inflation-maintained envelope weighs 36 kg.  
Tether 
Because of the operational requirement of an electrodynamic tether, long deorbit times are undesirable. 
Electrodynamic tethers also require power and working sub-systems and for this reason the deorbit time 
in the comparison will be limited to two years. A one year target deorbit time will also be investigated. 
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Figure 10-8 Deorbit time for Iridium NEXT using an electrodynamic tether as a function of tether length 
From Figure 10-8 it can be seen the Iridium NEXT satellite requires a 1 km long tether to deorbit in 1 
year, and 500 m long tether to deorbit in 2 years, where the tether is made from aluminium with 2 mm2 
cross section. The high inclination of the Iridium orbit puts electrodynamic tethers at a disadvantage, and 
if the satellites were in equatorial orbits the deorbit times would have been much lower for the same 
tether lengths. 
The 500 m tether will weigh 2.7 kg and the 1 km tether, 5.4 kg. This excludes the mass of the control 
electronics and other parasitic mass which adds up to another 16.5 kg. 
Collision risk 
In order to assess the collision risk of each alternative, it is required to define the collision cross section 
area, similar to Figure 6-15. As before, the debris generating collision cross section area and non-debris 
generating areas will be considered separately. 
For the no mitigation scenario, the Iridium satellite was considered to have a maximum drag area which 
corresponds to the largest face of the bus and both solar panels facing the velocity direction. The entire 
satellite is considered to be a “hard body” object and any impact with debris objects larger than 5 mm 
will lead to some fragmentation.  
 
Figure 10-9 Collision cross section area for Iridium NEXT 
The collision cross section area as shown in Figure 10-9 can be calculated from 
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 𝜎𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑑𝑔 = (𝑑 + 2𝑟𝑑𝑒𝑏𝑟𝑖𝑠)(2𝑐 + 2𝑒 + 𝑎) + 2𝑑𝑟𝑑𝑒𝑏𝑟𝑖𝑠 + (𝑏 − 𝑑)(𝑎 + 2𝑟𝑑𝑒𝑏𝑟𝑖𝑠) 
𝜎𝑛𝑜𝑛−𝑑𝑔 = 0 
10-17 
For the drag-sail deorbiting strategy it is assumed that the sail will deploy from the smaller side of the 
trapezoid bus. It is further assumed that the solar panels can be gimballed so that they are flat in the plane 
formed by the velocity vector and orbit normal. This will reduce the debris-generating collision cross 
section. 
  
Figure 10-10 Debris generating (left) and total collision cross section areas (right) for an Iridium NEXT satellite and 
attached sail 
With the geometry in Figure 10-10 the collision areas are given by 
 𝜎𝑡𝑜𝑡𝑎𝑙,𝑠𝑎𝑖𝑙 = 2𝑙
2 + 4√2𝑙𝑟𝑑𝑒𝑏𝑟𝑖𝑠 + 𝜋𝑟𝑑𝑒𝑏𝑟𝑖𝑠
2  
𝜎𝑑𝑔,𝑠𝑎𝑖𝑙 = 8(𝑙 − 𝑟𝑑𝑒𝑏𝑟𝑖𝑠)𝑟𝑑𝑒𝑏𝑟𝑖𝑠 +  2𝜋𝑟𝑑𝑒𝑏𝑟𝑖𝑠
2 + 4𝑟𝑑𝑒𝑏𝑟𝑖𝑠
2 + 𝑎𝑏 
𝜎𝑛𝑜𝑛−𝑑𝑔,𝑠𝑎𝑖𝑙 = 𝜎𝑡𝑜𝑡𝑎𝑙,𝑠𝑎𝑖𝑙 − 𝜎𝑑𝑔,𝑠𝑎𝑖𝑙 
10-18 
The collision cross section that was used for the inflatable balloon assumes the same orientation and 
solar panel rotation as for the sail. The collision cross section areas for the balloon is shown in Figure 
10-11. 
The expressions with which the collision areas can be calculated are: 
 𝜎𝑡𝑜𝑡𝑎𝑙,𝑏𝑎𝑙𝑙𝑜𝑜𝑛 = 𝜋(𝑟𝑏𝑎𝑙𝑙𝑜𝑜𝑛 + 𝑟𝑑𝑒𝑏𝑟𝑖𝑠)
2 
𝜎𝑑𝑔,𝑏𝑎𝑙𝑙𝑜𝑜𝑛 = 4𝑟𝑑𝑒𝑏𝑟𝑖𝑠(2𝑐 + 2𝑒 + 𝑎) + 𝜋𝑟𝑑𝑒𝑏𝑟𝑖𝑠
2 + 𝑏(2𝑟𝑑𝑒𝑏𝑟𝑖𝑠 + 𝑎) 
𝜎𝑛𝑜𝑛−𝑑𝑔,𝑏𝑎𝑙𝑙𝑜𝑜𝑛 = 𝜎𝑡𝑜𝑡𝑎𝑙,𝑏𝑎𝑙𝑙𝑜𝑜𝑛 − 𝜎𝑑𝑔,𝑏𝑎𝑙𝑙𝑜𝑜𝑛 
10-19 
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Figure 10-11 Debris generating (left) and total collision cross section areas (right) for an Iridium satellite with 
inflatable balloon 
Finally, for the tether configuration a square tip-mass with side length of 0.4 m is assumed at the end of 
the tether. The tether itself does not contribute to the debris generating area. 
The expressions for the collision areas, based on the above geometry, are: 
 𝜎𝑡𝑜𝑡𝑎𝑙,𝑡𝑒𝑡ℎ𝑒𝑟 = 𝜎𝑑𝑔,𝑏𝑎𝑙𝑙𝑜𝑜𝑛 + 𝑡
2 + 4𝑡𝑟𝑑𝑒𝑏𝑟𝑖𝑠 + 𝜋𝑟𝑑𝑒𝑏𝑟𝑖𝑠
2 + 2(𝐿 − 2𝑟𝑑𝑒𝑏𝑟𝑖𝑠)𝑟𝑑𝑒𝑏𝑟𝑖𝑠 
𝜎𝑑𝑔,𝑡𝑒𝑡ℎ𝑒𝑟 = 𝜎𝑑𝑔,𝑏𝑎𝑙𝑙𝑜𝑜𝑛+ 𝑡
2+4𝑡𝑟𝑑𝑒𝑏𝑟𝑖𝑠+𝜋𝑟𝑑𝑒𝑏𝑟𝑖𝑠
2  
𝜎𝑛𝑜𝑛−𝑑𝑔,𝑡𝑒𝑡ℎ𝑒𝑟 = 𝜎𝑡𝑜𝑡𝑎𝑙,𝑡𝑒𝑡ℎ𝑒𝑟 − 𝜎𝑑𝑔,𝑡𝑒𝑡ℎ𝑒𝑟 
10-20 
The expressions in equations (10-17) to (10-20) are used both for determining the debris-generating 
ATP and collision probability for each of the alternative strategies.  
  
Figure 10-12 Debris generating (left) and total cross section collision areas (right) for an Iridium satellite with an 
electrodynamic tether 
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With these expressions for the collision areas, it was found that the Iridium NEXT satellite without a 
mitigation strategy, deorbiting naturally under only the influence of drag from the main body and solar 
panels, has an ATP of 1924 m2.yr and collision probability of 2.29%.  
The normal deorbiting procedure for Iridium –using propulsion to transfer to an elliptic orbit that will 
decay in a few days – reduces the ATP to only 3.42 m2.yr with correspondingly low collision probability. 
The reduced-propellant strategy of transferring to an elliptic orbit with perigee at 600 km results in an 
ATP of 417 m2.yr and collision probability of 0.33%.  
  
Figure 10-13  Debris generating ATP (left) and collision probability (right) for various deorbiting strategies for 
Iridium NEXT 
The drag augmentation alternatives produces very similar results with both the 5 year target deorbit 
time using sail and balloon producing ATPs around 100 m2.yr. The ATP for a 15 year target deorbit time 
is around 250 to 300 m2.yr. The drag sail has slightly higher debris-generating ATP (and collision 
probability) due to the supporting booms that also contribute to the debris generating collision area. A 
25-year drag-sail strategy has higher collision risk (both in terms of collision probability and ATP) than 
the 20 to 25-year elliptic decay strategy. 
It would appear that the target deorbit time is the biggest contributor to the ATP and collision probability, 
since the normal propulsion mitigation strategy has by far the lowest collision risk. This is also evident 
for the electrodynamic tether options where a 1 and 2 year deorbit time was targeted. Both tether options 
produces ATP below 50 m2.yr.  
The results are shown graphically in Figure 10-13. As before, the debris-generating collision probability 
and ATP shows good correlation, except for the 15-year drag augmentation strategies where both the sail 
and inflatable sphere collision probability is proportionally higher. 
By cross-referencing the UCS database of operational satellites with the space object population from 
where the debris population is initialized, it is possible to single out collision events with operational 
satellites. It is thus possible to calculate the probability that an operational satellite will be interfered 
with by the sail membrane, balloon envelope or tether, without necessarily generating significant debris 
fragments. It was found that the balloon has the highest probability of causing non-debris generating 
damage to an operational satellite (0.09%) while tethers and a sail have similar probabilities (around 
0.06%). 
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The results are summarized further in Table 10-4. 
Operations and sub-system requirements 
Propulsion scenarios require operations input, and an active host satellite. This has to be maintained for 
as long as the thrusting takes place. The propulsion strategies that were considered for Iridium NEXT 
require that thrusting takes place only for a few orbits, each time at apogee to result in the desired elliptic 
orbit. Once the desired orbit has been reached, the rest of the deorbiting phase takes place with a 
passivated satellite.  
The collision risk due to the tether alternatives are low, mainly because of the short deorbit time targets. 
But it should not be forgotten that electrodynamic tethers require active electronics on the satellite to 
achieve current control through the tether, attitude stabilization and damping of tether librations. The 
requirement for an active host satellite and operations support continues until the satellite re-enters the 
atmosphere and as such it is a much more demanding requirement than for propulsion. 
The drag augmentation alternatives that were investigated are, or have the potential to be, passive 
solutions that do not require operations input or an active satellite. The inflatable sphere can either be 
rigidised or maintain a constant pressure inside the envelope in the presence of small leaks. In the latter 
case the implementation of the inflation system may be slightly more complex with pressure sensing and 
valve control electronics required.  
A drag-sail has the advantage of being a completely passive solution. The sail can be optimally sized if it 
can be shown that the satellite will have a stable attitude under passive conditions. (Deorbiting can also 
take place with a tumbling satellite, but a slightly larger sail will be required to account for the non-
maximized drag). In order to investigate the passive attitude stability of an Iridium satellite, the same 
numeric attitude propagation method as in Chapter 8 was performed for the range of altitudes that the 
Iridium NEXT satellite will experience while it is deorbiting. The ELiTeBus was modelled as a trapezium 
with uniform mass, and the gimballed solar panels were modelled as flat rectangular plates, as in Figure 
10-14.  
 
Figure 10-14  ELiTeBus model for attitude 
analysis 
 
Figure 10-15  ELiTeBus sail surface tesselation and self 
shadowing 
 
 155 
 
The mass of the bus was 690 kg, and each solar panel 10 kg. With the dimensions in Figure 10-6 and a 
100 m2 sail, the moments of inertia amount to Ixx = 896 kg.m2, Iyy = 706 kg.m2, and Izz = 450 kg.m2. For the 
215 m2 sail the moments of inertia are Ixx = 1086 kg.m2, Iyy = 816 kg.m2, and Izz = 560 kg.m2. 
The simulation output for the 100 m2 and 215 m2 sail is shown below in Figure 10-16 and Figure 10-17. 
The simulation for each altitude step was initialised with zero attitude angles and zero angular rate vector 
(referenced to the orbit coordinate frame) and the simulation was run for 5 days. For both the 100 and 
215 m2 sail it can be seen that the RMS angle of attack remains below 5° for the majority of the altitude 
range, which suggests that the sail and host satellite attitude will remain stable if the deorbiting phase 
starts with a stabilized attitude. 
 
Figure 10-16 Maximum and RMS angle of attack for an 
Iridium NEXT satellite with 100m2 sail as a function of 
altitude 
 
Figure 10-17 Maximum and RMS angle of attack for an 
Iridium NEXT satellite with 215m2 sail as a function of 
altitude 
Complexity and Reliability 
Of the alternatives considered, propulsion is arguably the most reliable strategy. Deployable structures 
such as sails and tethers pose an inherent risk of failure. And few in-flight demonstrations have taken 
place compared to propulsion use. Propulsion sub-system reliability can be quantified based on statistical 
data, but similar data does not exist for tethers, sails and inflatable structures. It is thus not possible to 
perform a quantitative analysis of reliability of the proposed alternatives. But one would select 
propulsion over the other alternatives because of their uncertain reliability. 
None of the deorbiting alternatives would be described as “simple” as all of them are in some way 
dependent on complex interaction of components and other sub-system dependencies. The complexity 
and impact this has on the host satellite is something that will also influence the decision as to which 
deorbiting alternative to select. As with reliability, the complexity and its impact to the mission is not 
easy to quantify, and will not be addressed in this comparison. 
Summary – Iridium NEXT 
The findings from this section are summarized in Table 10-4. 
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Table 10-4 Summary of deorbit alternatives for Iridium NEXT 
Deorbiting strategy Detail 
Mass 
(kg) 
d.g. ATP 
(m2.yr) 
Collision 
probability (%) 
 Operations/Sub-system 
reqs 
D.g. 
Op. sat. 
interfere 
No mitigation 97 years natural decay 0 1920 2.29 - - 
Drag sail         
Drag sail 5 years 180m2 sail 26 133 0.12 0.055  - 
Drag sail 15 years 90m2 sail 3.3 309 0.32% 0.076  - 
Drag sail 25 years 60m2 sail 2.7 460 0.41 0.084  - 
Inflatable sphere         
Sphere 5 years 225m2 cross section balloon 41 88.4 0.11 0.090 Inflation pressure 
maintained Sphere 15 years 110m2 cross section balloon 36 265 0.31 0.094 
EDT         
EDT 1 year 1km tether 22 18.4 0.01 0.058 Requires operations input 
and active satellite sub-
systems. EDT 2 years 500m tether 19 36.7 0.03 0.069 
Propulsion         
current strategy delta-v = 144m/s, 72 days 48 3.42 0.00 - Requires operations input 
and active satellite sub-
systems while thrusting 20 to 25-year elliptic delta-v = 48 m/s, 21 years 16 417 0.33 - 
The current Iridium deorbiting strategy – using the on-board propulsion to transfer to an elliptic orbit 
with 250 km perigee – is also the option that has the lowest collision risk. This is because the time that it 
remains on orbit after the initial manoeuvre is very short. But this strategy also incurs the greatest mass 
penalty, since almost a third of the available propellant mass has to be reserved for deorbiting.  
Drag augmentation, either from a sail or inflatable sphere, that targets a 15 year deorbit timespan has 
similar collision risk as the reduced propellant option, however the inflatable sphere will be heavier than 
the reduced propellant amount. The drag sail provides a big mass saving since it weighs only 3.3 kg.  
Larger drag augmentation structures reduce the collision risk further, but again come at the expense of a 
heavier deorbiting sub-system. 
The advantage or limitations of a drag sail, compared to conventional propulsion, is not immediately 
apparent from Table 10-4, because the decision as to which solution is better is a combination of deorbit 
duration, collision risk and additional mass. To better guide the decision, the mass of a drag sail, and 
propellant mass as a function of ATP has been plotted in Figure 10-18. Figure 10-19 shows the time to 
deorbit for a drag sail and chemical propulsion strategy also as a function of ATP.  
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Figure 10-18 Sail sub-system mass and propellant mass 
as a function of ATP, for deorbit times ranging from 1 to 
25 years 
 
Figure 10-19 Deorbit time for a drag-sail and chemical 
propulsion as a function of ATP 
From these plots one can see that for a deorbit target duration in excess of 15 years, the same ATP will 
be produced by a sail of lower mass than the required propellant for a propulsion strategy. This is true, 
even though the drag sail will take slightly longer to deorbit (again for the same ATP). For shorter deorbit 
times, the sail sub-system mass to result in the same ATP as the propulsion strategy will be higher than 
the required propellant, even though the sail will result in a slightly shorter de-orbit time. 
The decision can thus be made in terms of collision risk. If a collision risk equivalent to an ATP of 300 
m2.yr, or higher, can be tolerated, then the drag sail will be a far better choice because it can be achieved 
with much lower mass. But if collision risk should be minimised below this then propulsion will be the 
preferred choice. The sharp decrease in sub-system mass past 300 m2.yr is a direct result of the sail 
scaling law that was used. It might be possible to design a more efficient sail in-between the smallest and 
second smallest step in the scaling law, in order for the sail to still have lower mass with improved ATP. 
There is an inherent uncertainty in the ATP calculations because of the assumptions that had to be made 
– de-orbit durations vary depending on initial conditions, and drag surface area depends on the attitude. 
Regardless of propulsive or drag-deorbiting strategy, it should be evident that there is a considerable 
reduction in debris-generating ATP compared to non-mitigation, for both the elliptic propulsive strategy 
and the 15 year drag-sail strategy, while the added mass (propellant or drag-sail) is insignificant 
compared to the wet mass of the satellite. 
Electrodynamic tethers appear to have fairly low collision risk implications and comparable mass to that 
of the reduced propellant option. But an EDT suffers from the operational and active sub-system 
requirement. It should also be noted that the theory used in this thesis for the EDT option has been 
simplified significantly. It does not, for instance, model the ionosphere. It was assumed that electrons 
flowing in the tether can readily exchange with ionosphere. In reality the ionosphere has varying density 
that will influence the ability of the tether to generate electrodynamic drag. The ionosphere has lower 
density at the poles which suggests that the analysis for the Iridium NEXT test case requires further 
refinement. The analysis also does not consider the complexities of tether dynamics and stabilization of 
the tether. 
Given the fact that Iridium will nominally deorbit satellites with lowest risk, regardless of the high 
propellant cost, and the reluctance of the FCC (The US Federal Communications Commission – the body 
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that licenses Iridium’s operations) to allow deorbiting of the remaining 1st generation satellites using the 
reduced propellant option it seems unlikely that any of the other alternatives will be considered for 
nominal deorbiting.  The 90 m2 sail for instance has a potential mass saving compared to propulsion, but 
the risk associated with the strategy is almost the same as the reduced propellant option which was 
rejected by the FCC (for satellites that carry enough propellant to transfer to the low-risk elliptic orbit).  
In this case because Iridium satellites are already equipped with propulsion sub-systems, making use of 
propulsion to deorbit seems like the most likely outcome. It is also unthinkable that Iridium will deorbit 
an entire fleet using drag augmentation or tethers. The analysis in the thesis assumes a constant debris 
population, but if a large number of satellites start deorbiting from similar initial orbits using deployable 
structures with increased collision area, the risk of a collision might increase significantly. 
But there does appear to be a place for a drag sail on an Iridium NEXT satellite in the form of a secondary 
or fail-safe deorbit strategy. In case the nominal propulsion strategy cannot be performed, due to a failed 
satellite for instance, fitting a 3.3 kg sail will still allow the satellite to comply with mitigation rules 
without making a big impact on the mass budget. None of the other deorbiting alternatives has such a 
low mass. 
10.6 Case study: Globalstar 2nd Generation 
The Globalstar 2nd generation satellite with dry mass of 550 kg has to be deorbited from 1420 km altitude. 
The current deorbiting strategy is to raise the orbits of the satellites to a graveyard orbit above the LEO 
region at 2000 km using the on-board propulsion. 
No mitigation 
The Globalstar 2nd generation satellite from its initial 1420 km orbit, with maximum drag area of 16.5 m2 
and dry mass of 550 kg will take around 4200 years to deorbit naturally. In this time it will incur an 18% 
chance of colliding with objects from the existing debris population. 
Propulsion 
The two propulsion scenarios that will be considered for the Globalstar satellite is the current strategy of 
raising the orbit to above the LEO protected region, and a reduced propellant option that lowers the 
perigee sufficiently so that the satellite will deorbit naturally in 25 years under the influence of drag. 
In the first case, the manoeuvre is typically performed by making use of an elliptic transfer orbit 
(Hohmann transfer). The orbit will have a perigee at 1420 km and apogee at 2000 km. This is achieved 
by activating the thruster at perigee over a few orbits. Once the apogee reaches 2000 km the orbit is 
circularized by activating the thruster at apogee for a few orbits until the perigee has been raised to 2000 
km. 
The first transfer manoeuvre requires a delta-v of 127 m/s while the second incurs another delta-v of 
125 m/s. The total propellant mass requirement, assuming an Isp of 225 s and dry mass of 550 kg is 66 
kg.  
While the propulsion strategy will take a few orbits to complete, the collision probability will be almost 
zero, because the strategy relies on the fact that the satellite is being operated and tracked. Collision 
avoidance is thus possible. 
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For the second strategy – transferring to an elliptic orbit that will decay naturally under drag conditions 
in 25 years – the perigee altitude that is needed is 485 km. This will require a delta-v of 232 m/s and 61 
kg of propellant.  
Both strategies require similar amount of propellant, but in the last case the satellite will take 25 years 
to fully deorbit. In this time the satellite will be exposed to the orbital debris population with a collision 
probability of 0.25%. For the scenario where the satellite is re-orbited to a graveyard orbit, the 
probability of a collision during the re-orbit manoeuvre is virtually zero, but the total collision probability 
can potentially be 100%. The proposed graveyard orbit will never decay naturally and unless a way is 
found to remove the satellite in the future, the collision risk is not truly mitigated by this strategy. 
Hybrid sail deorbiting 
To deorbit a satellite from the altitude where Globalstar satellites operate using drag augmentation alone 
will require a very large structure. This is because the atmosphere is very sparse at this altitude. The size 
of the sail that is required for drag operating mode is too large to be a realistic option.  
Using solar sailing mode to raise the orbit of the satellite to 2000 km is possible. From Figure 7-4 it can 
be seen that it is possible to achieve the desired manoeuvre over 2 years with an area to mass ratio of 1.6 
m2/kg, or 880 m2 sail fitted to the Globalstar satellite. But as was explained in Chapter 7 solar sailing orbit 
raising is undesirable because of the large structure that remains attached to the satellite. Solar sailing 
orbit raising will thus not be considered as an option. 
It was seen in the previous chapter that using an initial solar sailing phase followed by passive drag 
operating mode it is possible to deorbit a Globalstar satellite with a realistically sized sail. From Figure 
7-6 it can be seen that it’s possible to deorbit using combined solar sailing and drag operating modes 
from 1420 km with a 1.26 m2/kg area to mass ratio, or a 700 m2 sail. In this scenario active solar sailing 
will be used for 2 years followed by up to 13 years of passive drag mode.  
The assumed strategy makes use of a fixed period of solar sailing before switching to drag mode but it 
might be that there is a more optimal epoch for the mode switch. This optimal epoch will ultimately 
depend on which force – drag or solar radiation pressure – dominates. This is discussed further in the 
Future Work section in 11.7. 
If a total deorbiting time of 5 years is sought (2 years active solar sailing followed by up to 3 years of 
passive drag decay) then a sail size of 880 m2 is needed, for an area to mass ratio of 1.6 m2/kg.  
The 700 m2 sail will have a boom length of 18.7 m and mass of 63 kg. For the 880 m2 sail, the mass will 
be 65 kg and boom length 21 m. The smaller sail will result in a total debris generating collision 
probability of 0.32% while the slightly larger sail with shorter deorbit time results in a collision 
probability of only 0.11%. 
Inflatable sphere 
A balloon with 5000 m2 projected drag surface area is required to deorbit the Globalstar satellite (mainly 
under the influence of drag) from 1400 m2 in 15 years. This corresponds with a diameter of 80 m. Such a 
size inflation-maintained envelope deorbiting system will weigh 240 kg. A rigidisable membrane will 
weigh more than the satellite itself.  
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Targeting a 5 year deorbiting period requires a sphere with 10,000 m2 cross section area, or diameter of 
113 m. This structure made from 7µm Mylar (for which the inflation pressure has to be maintained in the 
presence of small leaks) will weigh 450 kg. 
Clearly an inflatable sphere of any sort is not a viable deorbiting alternative for Globalstar because the 
mass of it is a significant fraction of the satellite itself. For the sake of comparison, the collision probability 
of the 5000 m2 sphere is suitably low at 0.06%. But the probability of a non-debris generating collision is 
high at 15%. It poses a significant risk that the sphere will be damaged by a large debris object, past the 
point where it can fulfil its deorbiting purpose, or where an intact satellite might be rendered inoperable 
when it passes through the membrane.  
Tether 
As with the Iridium NEXT satellite, a 1 and 2 year target deorbit time will be considered for the Globalstar 
electrodynamic tether alternative. The Globalstar satellites have lower orbital inclination at 52° and thus 
the electrodynamic tether option is more efficient than with Iridium.  
A 200 m tether with 2 mm2 cross section area is sufficient to deorbit the 550 kg satellite in 2 years. Such 
a deorbiting system will weigh 18 kg and result in a low debris generating collision probability of 0.01%. 
A 400 m tether will reduce the collision risk even further to only 0.006%, while targeting a deorbit 
duration of 1 year with a sub-system mass of 19 kg. 
Operations and sub-system requirements 
All of the alternatives that were considered except the inflatable sphere require operational input or 
some form of active host satellite sub-system functionality. The inflatable sphere has already been ruled 
out as a feasible alternative due to its high mass. 
The hybrid sail deorbiting strategy requires active control ability of the satellite attitude for the initial 
solar sailing phase at least. Thereafter it is possible to deorbit passively under the influence of only drag.  
The electrodynamic tether alternatives also require active control of the host satellite attitude, damping 
of tether librations and control of current through the tether. For the tether, this requirement will be for 
the entire deorbiting duration.  
The propulsion deorbiting strategies can only be performed with an active host satellite of which the 
propulsion system is still functioning. 
Complexity and Reliability 
As with the Iridium comparison, the deorbit alternative selection for Globalstar will face the same 
considerations regarding reliability and complexity. 
Summary: Globalstar 2nd Generation 
The different deorbiting strategies that were considered for the Globalstar 2nd generation satellite are 
summarized in Table 10-5. 
As with Iridium NEXT, the current deorbiting strategy – using propulsion to raise the orbit above the LEO 
protected region – is also the one with the lowest risk. Using propulsion to transfer to an elliptic orbit 
that will decay under drag conditions requires almost the same amount of propellant as the orbit raising 
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manoeuvre, but will have much higher collision risk because of the 25 year duration in which the satellite 
will deorbit. Of the alternatives considered, only the electrodynamic tether is really a viable option.  
The strategies that rely on drag augmentation are inefficient because of the sparse atmosphere at the 
Globalstar orbit. A very large structure is needed for it to be effective. Such a large inflatable sphere will 
be too heavy – at least half of the mass of the satellite itself.  
A sail that makes use of combined solar sailing and drag operating modes will require a smaller structure 
than with drag alone. It is possible to deorbit the satellite with a 65 kg sail in 5 years by first employing 
solar sailing for 2 years. This mass increase is the same as the safe propulsion option, but a sail might 
cause collisions while deorbiting. A slightly smaller sail can be used for a longer drag operating phase, 
but this does not save much mass and has even higher collision risk. 
Table 10-5 Summary of deorbiting alternatives for Globalstar 2nd generation 
Deorbiting 
strategy 
Detail 
Mass 
(kg) 
d.g. ATP 
(m2.yr) 
Collision 
probability (%) 
Sub-system reqs 
D.g. 
Op. sat. 
interfere 
No mitigation 4200 years natural decay 0 83310 17.84 - - 
 Hybrid sail         
5 years 880m2 sail 65 185 0.11 0.064 Requires operations 
input and active 
satellite sub-systems 
for solar sailing 
15 years 700m2 sail 63 504 0.32 0.067 
 Inflatable 
sphere 
        
5 years 10000m2 cross section balloon 450 88 0.02 0.243 Inflation pressure 
maintained 15 years 5000m2 cross section balloon 240 265 0.06 0.361 
 EDT         
1 year 400m tether 19 18 0.01 0.007 Requires operations 
input and active 
satellite sub-systems 2 years 200m tether 18 37 0.01 0.008 
 Propulsion         
current strategy 
delta-v(1) = 127m/s, delta-v(2) = 
125m/s 
66 ??? ??? - 
Requires operations 
input and active 
satellite sub-systems 
25-year elliptic delta-v = 232m/s, 25 years 61 496 0.25 - 
Requires operations 
input and active 
satellite sub-systems 
for thrusting only 
A modestly sized electrodynamic tether can be used to deorbit the satellite in only a year (a lot shorter if 
a longer tether is used) and has suitably low collision risk. Such a tether will also have less mass than the 
propellant required for the nominal deorbiting option. 
In this case, even though a hybrid sail strategy can be applied to the situation, it is not the best alternative. 
10.7 Case Study: Vega AVUM Upper Stage 
The Vega AVUM will serve as a case study for a launch vehicle upper stage. As mentioned in 9.3, the final 
orbit and deorbiting strategy for an upper stage depends greatly on the main payload. This case study 
will use the orbit of the AVUM that was launched on the maiden Vega flight in 2012. The upper stage was 
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left to decay from an elliptic obit with perigee at 270 km and apogee of 1250 km (Aug 2013), and 
inclination of 69.5°. 
The mass of the upper stage is 670 kg. For this particular flight, the LARES-A&H/SS (Laser Relativity 
Satellite - Avionic & Harness / Support System) remained attached to the upper stage, incurring an 
additional 300 kg mass for a total mass of 960 kg. The drag surface area is 3 m2. For the purpose of finding 
the collision cross section area, it is assumed that the projected shape of the upper stage is a circle with 
1.95 m diameter. 
 
 
Figure 10-20 Vega launch vehicle (left) and AVUM upper stage (right). Image credit ESA 
No mitigation 
The AVUM in the test orbit will decay naturally in 8 to 10 years. For such a decay time, the risk of a 
collision is around 0.018%. In this instance, the upper stage does not need a deorbiting solution to allow 
it to comply with mitigation guidelines, but it will be instructive to see how the collision risk can be 
reduced by alternative strategies. 
Propulsion 
The ultimate risk reduction method would be to perform a controlled re-entry using the AVUM’s re-
ignitable 2.45 kN motor. The delta-v required for a controlled re-entry from the initial orbit is between 
65 m/s and 350 m/s, depending on where in the orbit the re-entry burn is performed. With an Isp of 315 
s, the smallest delta-v manoeuvre requires 20 kg of propellant. 
Drag-sail deorbiting 
With the inclusion of a 25 m2 drag sail the decay time for the AVUM is reduced to around 200 days. Such 
a sail sub-system will only weigh 3.5 kg. The risk of a debris generating collision is reduced to 0.002%. It 
is assumed that a suitable mounting configuration can be found that will result in passive attitude 
stability. 
Inflatable sphere 
An inflatable sphere with 25 m2 projected drag area will yield similar deorbit times as the sail scenario 
above. The time to deorbit is 240 days, with a debris-generating collision risk of 0.0012%. The deorbiting 
sub-system will have a mass of 33 kg. 
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Tether 
An electrodynamic tether with a length of 200m will again produce similar deorbit time as the drag 
augmentation alternatives. The tether and supporting sub-systems will weigh 18 kg, with associated 
debris generating collision risk of 0.0023%.  
Summary: Vega AVUM 
The deorbiting strategies for the Vega upper stage is summarized in Table 10-6. 
The safest deorbiting strategy is to perform a controlled re-entry. But there are a number of reasons why 
such an option might not be used. In this test case the decaying elliptic orbit in which the stage was left is 
sufficient to comply with mitigation rules. It is possible that it was more desirable to use all of the 
available propellant for the payload insertion, and perform a shorter burn to end up in the decaying orbit, 
than to spend more propellant for a controlled re-entry. 
Another reason for not performing a controlled re-entry is in the event of failure of the upper stage. In 
such a situation it will be beneficial to have a back-up deorbiting strategy. 
Table 10-6 Summary of deorbit alternatives for Vega AVUM 
Deorbiting 
strategy 
Detail 
Mass 
(kg) 
d.g. ATP 
(m2.yr) 
Collision probability 
(%) Sub-system 
requirements 
D.g. 
Op. sat. 
interfere 
No mitigation 8 years natural decay 0 36.61 0.018 - - 
Drag sail 25m2 sail, 195 days 3.5 4.68 0.002 0.000 - 
Sphere 25m2 balloon, 240 days 33 3.01 0.001 0.000 
Inflation pressure 
maintained 
EDT 200m tether, 260 days 18 3.75 0.002 0.006 Requires operations 
input and active 
satellite sub-systems 
controlled re-
entry 
delta-v = m/s 20 0.00 0.000 - 
Whatever the reason for choosing an alternative solution to a controlled re-entry, of all the available 
options the drag-sail can be implemented with lowest mass penalty. A small sail is all that is needed to 
deorbit the upper stage in less than a year, to result in a collision probability that is 1/10th of that of the 
current strategy.  
10.8 Summary 
The analysis methods and constraints that were derived earlier in this thesis were applied in this chapter 
to three case studies – two communications satellites and a launch vehicle upper stage. The analysis was 
extended by comparing results of a sail-based deorbiting strategy to that of conventional propulsion, 
electrodynamic tether and inflatable balloon. 
It was found that a drag sail strategy will serve as a good back-up for the Iridium NEXT satellite. A small 
3.5 kg sail can be used to deorbit the Iridium NEXT satellite in 15 years with full compliance to mitigation 
guidelines. But such a strategy as the primary deorbiting means will most likely be rejected by the 
satellite licensing authority based on a previous decision regarding propulsive deorbiting. The primary 
deorbiting method will continue to make use of the existing propulsion system since this has the lowest 
risk associated with it. The small sail is still attractive in this case as a secondary or fail-safe option. 
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The Globalstar 2nd generation satellite can make use of an initial solar sailing orbit lowering phase 
followed by drag augmentation from the same sail, to comply with mitigation guidelines. But the required 
sail is fairly large – 700 m2 with a mass in excess of 60 kg - and other alternatives such as the 
electrodynamic tether appears to have less risk associated.  
A drag-sail appears to be the best deorbiting option for the Vega AVUM, especially in instances where a 
controlled re-entry is not intended. A small 3.5 kg sail is sufficient to deorbit the maiden upper stage from 
its current elliptic orbit. 
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Chapter 11  
Conclusions 
The possibility of using a deployable lightweight sail for satellite deorbiting is presented and assessed in 
this thesis. This chapter highlights the novel contributions that the thesis makes to the state of the art, 
and describes future work that will further expand the field. 
11.1 Thesis summary 
The mounting problem of space debris is explained and the need for space debris mitigation solutions is 
elaborated in the first two chapters. It is against this background that a sail-based deorbiting strategy 
was identified as one of various alternative strategies. Chapter 2 also presents the current state of art of 
deorbiting methods with focus on sail-based strategies. 
In this chapter the problem of increased collision risk from enlarged drag augmentation areas is 
identified and it is concluded that the collision risk of sail-based deorbiting is not fully addressed. The 
prudence for sail deorbiting to make use of passive attitude stabilization is motivated and it is seen that 
attitude control strategies that are typical of solar sailing are not practical for drag deorbiting. Critical 
comparisons of deorbiting methods are lacking and valid use cases for sail-based deorbiting remain to be 
identified. 
In order to address these concerns, the thesis first expands the background information required. 
Chapter 3 describes the theory and models that define the behaviour of a satellite with an attached sail. 
The exact way in which a deployable sail will be utilized for satellite deorbiting is described in Chapter 4 
and an implementation of a suitable simulation environment is described in Chapter 5.  
Using these tools and context it is possible to analyse the behaviour of a host satellite with attached sail 
as a drag augmentation strategy, with results reported in Chapter 6. Chapter 7 expands on the results by 
including an active solar sailing operating mode. An important aspect that is often used against sail-based 
drag augmentation – the attitude stability of the system under passive conditions – is investigated in 
Chapter 8, with the outcome showing that it is possible to find configurations where a stable attitude will 
be achieved without the need for active control. 
The above chapter concludes the Mission Analysis section of the thesis. The results are however further 
applied in the Applications section. In Chapter 9 the analysis results are used to define a set of constraints 
that limit the use of the sail-based deorbiting strategy by orbit type, host satellite mass and operating 
mode. It is seen that these constraints applied to the population of current operational satellites includes 
a large fraction of the population. The implication is that sail-based deorbiting is a feasible alternative for 
a large number of LEO satellites. Finally in Chapter 10 it is investigated if the sail deorbiting strategy is 
better than other candidate strategies. The latter was done on the hand of a number of case studies. 
The foremost conclusions of the thesis are summarized here. 
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11.2 Contributions to state of the art 
The novel contributions that this work makes to the state of the art are: 
 Evidence of the reduction in overall collision risk by using a sail-based deorbiting strategy. An 
improvement to the normal Area-Time-Product calculation that considers only fragmentation 
impacts was introduced by (Nock, et al., 2013). But it was further shown in this thesis that this 
measure accurately reflects collision probability. Both the improved debris-generating ATP and 
collision probability calculations indicate a reduction in collision risk by using a sail to deorbit 
(compared to natural decay). 
 The geometry and orbit combinations where a sail and host satellite will maintain a stable 
attitude without the need for active control. A potential attitude resonance problem was 
identified and mitigation solutions were presented. 
 Definite use cases for a sail deorbiting strategy and comparison of sail-based deorbiting with 
other alternatives. Among technically relevant deorbiting alternatives, a sail-based strategy has 
merit, but the ultimate choice will a non-trivial decision involving mass, collision risk, de-orbit 
time and system impact. 
11.3 Collision risk mitigation from a sail-based deorbiting device 
When using the product of the drag surface area and the time it takes to deorbit as a measure of the risk 
of a collision, sail-based strategies do not fare well. But this is because a number of important factors are 
overlooked in the simple area-time-product calculation.  
These factors include the nature of the potential collisions and whether they will lead to fragmentation, 
the time varying nature of the atmosphere and atmospheric density, and the distribution of debris 
objects. 
The nature of the collisions that may occur and the surfaces that can be impacted have different outcomes 
in terms of debris generation. By realizing that certain collisions generate less potentially harmful debris 
than others, such as small particle impacts with the sail, the debris mitigation potential of a sail deorbiting 
strategy is realised. It was further shown that by using well defined collision areas for debris generation, 
and a debris object size that corresponds to the median from the debris population, the debris-generating 
area-time-product is a good approximation of the actual collision probability. 
When using a deployable sail as a drag augmentation device it was further shown that the time at which 
the sail is deployed can also be varied to reduce the risk of a collision. Timing the sail deployment to make 
use of denser atmospheres at periods of maximum solar activity further reduces the risk of a collision. 
When targeting a 5 year deorbit duration, the risk of a collision can be reduced to 5-10% of that of a non-
mitigation scenario. 
Solar sailing can be employed to raise or lower the orbit of a satellite. It was found however that solar 
sailing to reach a graveyard orbit will incur greater collision risk because of the augmented surface area, 
and the fact that the satellite never actually goes away. In addition, solar sailing in the GEO region will 
pose a large risk to other satellites in the GEO belt because of the relative low thrust that solar force 
generates. 
There is however a use of a solar sail that will further reduce the risk of a collision. This use will involve 
a period of active solar sailing to lower the orbit of a satellite in LEO, followed by passive drag 
augmentation. This hybrid operating strategy yields a higher initial altitude from which a satellite can be 
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deorbited in the same time-frame. Or it can be used to decrease the deorbit duration for the same initial 
altitude. The reduced deorbiting time will lead to a reduction in collision risk, compared to drag 
augmentation only. 
11.4 Passive attitude stability of a sail and host satellite in drag mode 
The advantage of drag deorbiting using a sail is the fact that it does not require the host satellite to be 
operational. But in such an instance it is important that the attitude of the satellite is maintained so that 
the sail generates an optimal drag force.  
It was shown that there are certain configurations where it is possible to achieve such attitude stability. 
The capability depends on the presence of a restoring aerodynamic torque that will rotate the satellite 
back to zero angle of attack. But this alone is not sufficient since certain configurations will resonate with 
solar and aerodynamic disturbance torques to result in an unstable attitude. By combining gravity 
gradient and aerodynamic effects it is possible to overcome such unstable situations. 
It was shown that a sail that is deployed at initial 30° angle of attack can still yield a drag force between 
82% and 92% of that of an optimally oriented sail.  
11.5 Applicability of a sail deorbiting strategy to existing and future satellite 
populations 
As mentioned in section 11.3, the debris mitigation potential of sail-based deorbiting is limited to pure 
drag augmentation or a hybrid mode that uses solar sailing to lower the initial orbit followed by drag 
augmentation. The orbital regimes in which sail deorbiting can be used is thus limited to the LEO region. 
Since all the operating modes involve re-entry of the host satellite, the use cases for sail-based deorbiting 
is further limited to satellites that will completely burn up during re-entry, or that will pose a sufficiently 
low risk to people and property for fragments that will survive re-entry.   
The duration for which the satellite is left to deorbit will further limit the use cases, since 25 year 
deorbiting strategies might not be desirable from a financial perspective. Finally, the available technology 
will also limit the use cases, since very large sails do not have sufficient TRL to be used on forthcoming 
missions. 
By applying a conservative set of constraints, it was shown that at least 260 (40%) of the 655 operational 
LEO satellites would have been eligible for a sail-based deorbiting strategy (had the technology been 
available and the requirement to deorbit been in place at the time of their conception). If it is assumed 
that future satellite designs, orbital distributions and purposes will not change from the current 
population, then 40% of future satellites will also be eligible for a sail-based deorbiting strategy. 
11.6 Sail Deorbiting Recommendations 
It was seen from the case study results that it is not easy to state definite use-cases for sail deorbiting, 
and most situations will benefit from individual analysis. But it is still possible to draw some general 
conclusion regarding sail deorbiting applicability. 
Sail deorbiting strategies will benefit smaller satellites more than heavier satellites. This is mainly due to 
the lower mass percentage that a sail sub-system will contribute towards the lower host satellite mass 
range, and the fact that heavier satellites will require controlled re-entry.  
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Especially smaller satellites that do not have propulsion systems equipped can make use of a sail for 
deorbiting. Satellites without propulsion systems that require debris mitigation in LEO will have to 
choose between drag augmentation, electrodynamic tether, or fitting a propulsion system. For smaller 
satellites, a deployable sail is the option that will incur the least additional mass and complexity while 
still allowing the satellite to comply with mitigation rules. 
For satellites that already have propulsion capability none of the other alternatives will be equally 
beneficial in terms of risk reduction. Again on the lighter host satellite mass side of the spectrum, it is 
possible that a sail sub-system will provide a significant mass saving compared to the amount of 
propellant required. But here the mass saving will have to be traded off against the collision risk. 
The large constellation of communication satellites in lower LEO falls in this category. The Iridium NEXT 
satellite can be deorbited with a sail sub-system with mass as low as 3.5 kg and associated collision 
probability of 0.3%, but the nominal Iridium  propulsive deorbiting strategy has virtually zero collision 
risk and is more likely to be accepted even though it requires 48 kg of propellant. 
A drag sail does have a niche use case, even in scenarios where propulsion is the preferred deorbiting 
method. Satellites that carry propulsion systems, and that plan to make use of propulsion as the nominal 
deorbiting strategy, can also include a light-weight drag sail for a fail-safe or backup strategy. Such a 
strategy can then ensure that a satellite will comply with mitigation guidelines even in the event of a host 
satellite failure. If compliance with debris mitigation guidelines becomes more strictly enforced, it might 
be required for satellite operators to show that a satellite has a secondary deorbiting strategy. And in 
these circumstances a light-weight drag sail may be the ideal solution. The 66 Iridium NEXT satellites 
qualify for such a use. A drag-sail backup deorbiting strategy can be implemented on an Iridium NEXT 
satellite with a mass increase of only 3.5 kg. 
The same philosophy is also valid for launch vehicle upper stages. Upper stages that qualify for 
uncontrolled re-entry can make use of a drag-sail to deorbit. This strategy can be used either as the 
nominal deorbiting method where there is a desire to use all of the available propellant for payload 
injection, or as a backup or fail-safe method. 
Ideally the sail should be attached to the host satellite in a way that will aid passive attitude stability. 
However even if the attitude does become destabilized the tumbling sail will still lead to an increased 
drag surface area with resulting quicker orbital decay. The decay period will not be as short as with the 
stabilized sail but still much shorter than without drag augmentation. 
The hybrid sail operating mode appears attractive from a theoretical view and may very well have a use 
in certain specific situations. But the solution will be met with reservation as other strategies might have 
less associated collision risk, or the required sail sub-system will be too heavy.  
11.7 Future Work 
There still exists shortcomings, both in implementation and analysis, in the adoption of sail-based debris 
mitigation. The foremost of these identified shortcomings are discussed next. 
Need for increased TRL and heritage of deployable sails 
The analysis in this thesis was specifically conducted for existing sail designs, using specifications of 
current designs, so that the results are applicable to satellite missions that are currently being conceived 
or designed.  
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Nevertheless it should be recognised that deployable sails do not have the same TRL and heritage as 
conventional propulsion. The TRL of deployable sails have seen a recent increase and with upcoming 
demonstrator flight missions there will be even more. But deploying a large structure in space is tricky. 
The on-ground deployment testing of a sail inevitably requires support equipment and gravity off-loading 
(Mann, et al., 2006). The fact that an in-flight deployment cannot fully be representatively tested on 
ground increases the risk of deployment failure. 
It will still be some time before a flight proven design with similar heritage to that of propulsion systems 
is available. Deployable sail mechanisms and support structures have to prove that they can survive the 
long term storage requirements, and that the structure can survive the micro-meteoroid debris 
environment. 
This shortcoming does not negate the recommendations in the previous section. Especially the fail-safe 
use case is still very much valid, if a heritage propulsion system is present for nominal deorbiting 
scenarios.  
Effect of drag augmentation on the global collision risk in LEO 
In terms of sail-based collision risk and mitigation rules it is recognised that there is scope for more work. 
The effect of multiple satellites deorbiting using sails (or other drag augmentation devices) might lead to 
an increase in collision risk in lower LEO. The analysis in this thesis considered a static debris 
environment and in such an environment a single deorbiting drag sail does indeed have a debris 
mitigation effect. But if multiple satellites are deorbiting with large surface areas then the static debris 
population is no longer valid. An evolutionary model such as LEGEND should be used instead to 
determine if there is a global increase in collision risk in LEO. 
Modelling of damping effects in aerodynamic attitude stability 
It was shown that specific configurations of a satellite and attached host sail has the potential to be 
passively stable under the influence of aerodynamic drag. But the finding relies on the fact that there will 
be some energy loss in the system that will damp attitude oscillations. This damping will typically come 
from dynamic motion of the sail and support structure, and requires further attention. It is required that 
the sail and support structure is modelled to include dynamic effects, using FEA. Such a model can then 
be used to show how much damping can be achieved. 
Optimal transition between solar sailing and drag orientation in hybrid mode 
The analysis that considered a hybrid deorbiting mode where the orientation was switched between 
active solar sailing and drag assumed a fixed solar sailing duration. It is anticipated that there will be an 
optimal epoch for this transition where the selection will depend on the magnitude of the disturbing 
forces. Ideally the switch should occur once the orbit has lowered to the point where drag force 
dominates the solar radiation pressure. The epoch will most likely not be associated with a fixed altitude 
due to the time-varying nature of the atmosphere in the 11 year solar cycle. The optimal transition epoch 
remains to be analysed. 
Refined models for tethers and tether stability 
Although not directly related to sail deorbiting, it became evident in the previous chapter that 
electrodynamic tethers have significant potential in deorbiting applications. But the model used in this 
analysis was simplified, and it remains to be shown if more accurate tether force modelling still yields 
the same results. Specifically, the interaction of the tether with the ionosphere has to be included. 
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Another important aspect of tether operation is the attitude stabilization thereof. In this field too there is 
scope for further investigation and analysis. 
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