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Abstract
Topological solitons { are of broad interest in physics. They are objects with
localised energy and stability ensured by their topological properties. It is
possible to create them during phase transitions which break some sym-
metry in a frustrated system. They are ubiquitous in condensed matter,
ranging from monopole excitations in spin ices to vortices in superconduc-
tors. In such situations, their behaviour has been extensively studied.
Less well understood and yet equally interesting are the symmetry-breaking
phase transitions that could produce topological defects is the early universe.
Grand unied theories generically admit the creation of cosmic strings and
monopoles, amongst other objects.
There is no reason to expect that the behaviour of such objects should be
classical or, indeed, supersymmetric, so to fully understand the behaviour
of these theories it is necessary to study the quantum properties of the
associated topological defects. Unfortunately, the standard analytical tools
for studying quantum eld theory { including perturbation theory { do not
work so well when applied to topological defects.
Motivated by this realisation, this thesis presents numerical techniques for
the study of topological solitons in quantum eld theory. Calculations are
carried out nonperturbatively within the framework of lattice Monte Carlo
simulations. Methods are demonstrated which use correlation functions to
study the mass, interaction form factors, dispersion relations and excitations
of quantum topological solitons. Results are compared to exact expressions
obtained from integrability, and to previous work using less sophisticated
numerical techniques.
The techniques developed are applied to the prototypical kink soliton and
to the 't Hooft-Polyakov monopole.
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L'etude approfondie de la nature est la source la plus feconde des
decouvertes mathematiques. Non seulement cette etude, en orant aux
recherches un but determine, a l'avantage d'exclure les questions vagues et
les calculs sans issue : elle est encore un moyen assure de former l'analyse
elle-me^me, et d'en decouvrir les elements qu'il nous importe le plus de
conna^tre, et que cette science doit toujours conserver: ces elements
fondamentaux sont ceux qui se reproduisent dans tous les eets naturels.
{ Joseph Fourier, Theorie Analytique de la Chaleur
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1 Introduction
The novel work presented in this thesis emerges out of a synthesis of two
rather dierent areas of theoretical physics: the study of topological solitons
and numerical simulations of quantum eld theory. We develop techniques
that give far greater insight into the properties and excitations of topological
defects than would ever be possible with perturbative quantum theory.
In order to put this progress into context, this chapter aims to give a
broad overview { in historical context { of the physics under study. For
example, while the 't Hooft-Polyakov monopole is a topological soliton, it
is also a natural development in a line of enquiry stretching back nearly a
millennium to the earliest written discussions of magnetism. The purpose
of this introduction, therefore, is to put the exposition and novel results of
the chapters that follow into some context.
1.1 Topological solitons
By the 1960s, physicists had begun to study the extended classical solu-
tions found in eld theory [95]. One can call them, generically, topological
defects by analogy with defects in a crystal lattice: they are localised inho-
mogeneities that have a nontrivial character.
When localised in space, they were termed topological solitons by analogy
with solitons in other partial dierential equations, since they were localised
solutions of the eld equations that did not disperse under time evolution. In
contrast, however, their stability was assured due to the topological nature
of the boundary conditions.
The mid-1970s saw widespread interest in the role of topological defects
in quantum eld theory (see Ref. [77] for a review from the time); other ap-
plications ranged from interfacial phenomena in statistical mechanics (see
Ref. [54]) to an eective model for quarks (see Ref. [5]). The cosmolog-
ical consequences of such objects were also studied from about the same
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time [85]. Despite recent observational work suggesting that ination is
predominant, cosmic strings may give an observable contribution to the
cosmic microwave background radiation [10] or gravitational wave back-
ground [136]. Topological defects in the form of domain walls play a central
role in string theory (as branes [116]) and in braneworld scenarios (see, for
example, Ref. [128]).
Kinks are also studied in integrable systems where various dualities mean
that study of their scattering can be relatively straightforward. The classic
example is the sine-Gordon model. This possesses a rich variety of kinks,
which can in turn be turned into fermions by making use of this model's
remarkable duality with the massive Thirring model [26].
We will restrict ourselves in this thesis to techniques for studying topolog-
ical solitons (such as kinks and 't Hooft-Polyakov monopoles) in quantum
eld theory. Much of what will be said is also applicable to topological
defects (such as domain walls), and to statistical mechanical systems where
uctuations of interfaces are treated perturbatively.
With the exception of supersymmetric theories where solitons typically
saturate the Bogomol'nyi bound [146], the consequences of quantising topo-
logical solitons are signicant. Unfortunately, theoretical studies have been
mainly limited to the classical limit in all but the simplest cases.
The techniques presented in this thesis will allow the nonperturbative
study of topological solitons to move beyond these limitations, and explore
excitations and interactions without the need for integrability or supersym-
metry.
1.1.1 Formation
Topological defects relieve frustration in systems that have undergone a
phase transition. For large systems (like the early universe after a grand
unied theory phase transition), regions that are well-separated will remain
uncorrelated during the phase transition, and inhomogeneities in the system
can form; their size will be given by a length scale dependent on the details
of the system and the rate of the phase transition.
The typical way in which the formation of topological defects takes place is
through the Kibble-Zurek mechanism, associated with spontaneous break-
ing of a symmetry [85, 160, 161]. It is most successful at describing the
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behaviour of phase transitions which can be described in Landau theory.
During the phase transition, the order parameter can only be correlated
over domains of nite size ^. These defects therefore form at the boundaries
between such domains. The interaction energies of ungauged topological
defects are often such that they would swiftly annihilate and would there-
fore be of little interest; a gauge eld may be present that stabilises them,
promoting the global symmetry to a local one. The reasons for this will be
seen in the next chapter when we discuss Derrick's theorem. Furthermore,
if a local symmetry is broken then the density of defects is modied by the
magnetic eld falling out of equilibrium [75, 122].
The breaking of global symmetries to create defects by the Kibble-Zurek
mechanism has been tested in the laboratory in, amongst other systems,
liquid crystals [22], liquid 4He [72] and ion chains [38]. The formation of
vortices in superconducting phase transitions is an example of a situation
where a local symmetry has been broken; because it is so convenient to
study and yields good results, this system has been extensively tested and
shown to generally1 obey scaling predicted by Kibble-Zurek arguments [64,
101, 100, 99].
The above systems all produce defects in a rather classical manner, due
to the high occupation numbers during the phase transition [139]. There is
no way to be sure that this will always be the case, though, particularly in
the cosmological context.
1.1.2 Quantum behaviour
While some work based on the dynamics obtained from two-particle irre-
ducible (2PI) eective actions would seem to suggest that the deviations
from classical behaviour are small [8] { at least when one considers the
statistical distribution of defects { it is by no means established whether
that is the case beyond next-to-leading order in 2PI, nor for gauge theo-
ries which might contain vortices or monopoles. In any case, this thesis is
concerned with presenting studies of the equilibrium quantum behaviour of
individual topological solitons; namely, their masses, excitations and inter-
actions. While naturally this presupposes that a symmetry breaking phase
1The author of this thesis has been involved in developing numerical simulations to study
the transition to nite-size behaviour in superconducting rings; a recent discussion of
this can be found in Ref. [155]
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transition took place that gave rise to the defects in the rst place, we are
not concerned with the extent to which thermal and quantum excitations
played a role close to the phase transition as defects were freezing out.
In summary, there seem to be two dierent questions that one can ask
about how quantum behaviour would aect topological solitons: does it
aect their formation, and does it change their equilibrium properties? It
is the latter question which we attempt to answer in this thesis, using novel
methods.
1.2 Magnetic monopoles
The earliest recorded discussion of magnetism appears to be that of the
Catholic scholar Peregrinus [19, 135]. In a letter (of which Ref. [4] is a trans-
lation), he oers no speculation on the lack of isolated poles but describes
the dipole as a `virtuous' form bearing in itself \the likeness of the heavens".
More extensive speculation had to wait until Gilbert's De Magnete of 1600
and subsequent works of the Copernican era. While the development of
electrodynamics in the nineteenth century provided qualitative descriptions
of the phenomena commented upon by earlier writers, it was not until the
twentieth century that the literature oers us quantitative discussion on the
presence { or otherwise { of monopoles.
Dirac picks up the thread in the early twentieth century [40]. Commenting
on the straightforward incorporation of a magnetic monopole into quantum
mechanics, he suggested that \one would be surprised if Nature had made
no use of it". A natural connection between the smallest electric and mag-
netic charges exists. He introduced the concept of `nodal lines' (now termed
Dirac strings), along which the phase of the quantum mechanical wave func-
tion must vanish. The conclusion is that the total magnetic ux from the
endpoint of such a string would necessarily be 2nhc=e, for n integer. This
infers that the end of the string corresponds to a magnetic monopole, and
furthermore the quantisation of electric and magnetic charge are related (in
cgs units of Dirac's original work) by
hc
e0
= 2; (1.1)
as a consequence of the nodal lines being the same for any choice of wave-
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function.
This observation is a direct consequence of quantum mechanics and does
not depend on any inferences about particular particles that carry magnetic
charge. The vector potential of a monopole can be written as
A(r) =
g
r
r n
r   r  n (1.2)
where the unit vector n points in the direction of the Dirac string.
The corresponding magnetic eld is then the result one might anticipate
for an isolated magnetic charge B = gr=r3, except that there is a contribu-
tion 4gn(z)(x)(y), where (z) is the Heaviside step function. In other
words, the isolated monopole actually looks like the end of a very exible,
thin solenoid of the form studied earlier by Poincare in Ref. [115]. He spec-
ulates on the similarity between the two objects (\Est-ce que la theorie est
incomplete, parce que nous avons suppose un po^le magnetique unique . . . ")
but his calculation in no way necessitates the existence of a monopole, un-
like the quantum mechanical result of Dirac. We need no more than one
magnetic monopole in the universe to be assured of charge quantisation,
and it may be very massive and dicult to create or direct.
The next major development relevant to the work presented here comes
with the work of Wu and Yang [157]. Embedding the Dirac potential in
a nonabelian gauge group such as SU(2) (for example, in a U(1) subgroup
as A ! A3=2), a `large' gauge transformation removes the Dirac string
and leaves the gauge eld
An = amn
rm
r2
a
2
; (1.3)
essentially, the gauge transformation exactly removes the Dirac string {
thanks to charge quantisation [135]. One problem, however, remains: the
total colour magnetic charge remains zero. For this reason we study a model
of a monopole associated with a Higgs eld, turning it into a topological soli-
ton; the symmetry breaking of the Higgs mechanism sidesteps the problems
encountered when studying the gauge eld alone2. The resulting object {
a 't Hooft-Polyakov monopole (rst described in Refs. [145, 117]) { is dis-
cussed at length in Chapter 2. Of course, the scalar eld will considerably
2Conversely, an ungauged, topologically nontrivial Higgs hedgehog conguration has
divergent energy { see Section 2.2.2.
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aect the classical and quantum behaviour of such a monopole { it will, for
example, necessarily be massive and extended { and so nding techniques
to study the behaviour and interactions of such an object is one of the aims
of this thesis. Our new results concerning the 't Hooft-Polyakov monopole
can be found in Chapter 8.
Alas { and despite their theoretical desirability { there have as yet been
no experimental detections of magnetic monopoles despite many searches
(see Refs. [58, 107] and the data tables in the latter) for production from
cosmic rays, at colliders and free-oating monopoles, none have been found.
Given the mass of a monopole produced at a grand unied phase transition
(if there is a `desert' beyond Standard Model physics up to unication)
could be as high as 1016GeV, this is scarcely surprising as it is not only
beyond the reach of colliders, it is unlikely to be produced by processes
currently taking place in the universe [121]. Nonetheless, a new experiment
at the Large Hadron Collider, MoEDAL [114], is dedicated to the search for
monopoles produced at the LHC (along with other exotics such as Q-balls);
the more traditional experiments are also conducting searches [49]. The
search therefore continues.
It is worth noting at this point that there do exist instances of magnetic
monopoles in condensed matter systems: the `spin ice' materials which have
received a lot of attention in the past few years actually have monopole-
antimonopole excitations, where the path between the two is marked by
ipped spins that carry the excess magnetic eld away { analogous to the
true Dirac string [90, 50].
One last area in modern physics in which monopoles play a large role is
in studies of connement.
In Ref. [118], Polyakov studied the issue in detail in the three dimensional
Georgi-Glashow model (one fewer dimension than the 't Hooft-Polyakov
monopole as presented in Chapter 2), where monopole condensation takes
place { seen in the lattice simulation of Ref. [33], for example. The Wilson
loop operator obeys an `area law' when there is a monopole gas present,
characteristic of a conning phase. We will return to discuss the Wilson
loop as an observable for nonabelian gauge theories in Section 4.2.3.
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1.3 Quantum eld theory on the computer
Carrying out physical calculations using probabilistic evaluations of inte-
grals is an old concept, dating at least as far as the famous attempt by
Lazzarini to calculate  in such a way, carrying out over three thousand
trials of a \Buon's needle"-style experiment [108]. The idea of simulating
the behaviour of an ergodic system is rather less elderly. Most historical
presentations of the subject (including Refs. [132, 76]) credit the major in-
novations to scientists working at Los Alamos (including von Neumann,
Ulam, Metropolis and Teller) in the years immediately following the Second
World War. While the earliest quantitative calculations were of the statis-
tical mechanics of interacting molecules [96], the applicability to quantum
mechanical calculations had already been noted in Ref. [97].
It took a couple of decades, however, before sucient computational ca-
pacity became available to physicists to study models of interest using these
techniques. Progress was made in the 1960s studying the Ising model using
both the Metropolis method [47] and a rudimentary heatbath [158]. In any
case, most physics of interest at the time could be studied using analytical
techniques.
However, putting a eld theory on a lattice provides convenient ultraviolet
and infrared cutos. Strong- and weak-coupling expansions were studied
for lattice gauge theories by Wilson himself in his original paper [156]; the
strong coupling expansion already demonstrated connement. Yet it was
only in the late 1970s that the needs of particle physics and availability of
computational resources precipitated serious attempts to study nonabelian
lattice gauge theories numerically.
Computer systems used for early calculations had limited memory re-
sources and often did not handle oating-point arithmetic well (or at all).
Eorts were made to cope with these issues, for example by using every
bit of an integer to represent a separate spin in an Ising system [56], or
approximating SU(2) by a discrete subgroup [129]. These days, oating
point operations can complete very quickly on dedicated hardware inside
microprocessors and such low-level exploitation of processors is not quite as
important.
Since the 1980s algorithms such as hybrid Monte Carlo and methods to
simulate fermions on the lattice have made it possible to simulate quantum
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chromodynamics with parameters close to reality. The particle spectrum
and interactions of QCD are widely studied, and eorts to probe behaviour
under various conditions of nite temperature and density starting to piece
together the QCD phase diagram.
1.4 Summary
The aim of this thesis is to apply the powerful numerical techniques devel-
oped over the past thirty years to the study of topological solitons. While
the introductory material in this chapter seeks to put these results into con-
text, the chapters that follow explain the necessary concepts that underlie
our calculations.
1.4.1 Structure of this thesis
Immediately following this Introduction, in Chapter 2 we discuss the clas-
sical properties of topological solitons. We introduce homotopy theory as a
way of classifying the mappings from the vacuum manifold of a eld the-
ory into coordinate space, then go on to present the properties of the two
models upon which we concentrate: the 4 kink and the 't Hooft-Polyakov
monopole.
Chapter 3 is concerned with attempts to quantise these topological defects
{ successfully in the case of the kink; less so for the monopole { and looks
at their role in quantum theory.
Having introduced both classical and quantum properties of topological
defects, we proceed to develop the techniques of lattice quantum eld the-
ory. Chapter 4 briey recapitulates the derivation of the path integral for
Euclidean quantum eld theory, before going on to discretise scalar and
then gauge eld theory. Correlation functions and measurements are also
discussed in this chapter, while Chapter 5 describes the algorithms which
can be used to simulate the quantum eld theories of interest in this thesis,
making use of the lattice eld theory developed in the previous chapter.
These four chapters provide the introductory material to the new results
presented in this thesis. The following three chapters are therefore based
substantially on results published in papers or submitted to a journal at
the time of writing. Chapter 6 incorporates work from the paper \Quan-
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tum kink and its excitations", Ref. [124]. It uses various techniques to test
the validity of the semiclassical kink results in the full quantum theory, and
introduces the `correlator' technique for measuring defect masses by exploit-
ing their unique dispersion relation and nite size eects. It is followed by
Chapter 7, based on results presented in paper \Soliton form factors from
lattice simulations", Ref. [125]. Here the correlator technique for measuring
the mass of a defect is applied again to the 4 model, this time at strong
coupling. But the amplitude of this measurement is no longer discarded;
it is used here to study the interaction between the scalar eld and the
kink. Ising universality is tested by comparing the measurement with exact
results.
The nal chapter of results, Chapter 8, applies the same techniques to
the 't Hooft-Polyakov monopole. Here there are two form factors to study,
and fewer semiclassical exact results to rely on. This chapter is based on
work that has been submitted to a journal for review, Ref. [126].
Our conclusions can be found in Chapter 9, as well as a short discussion
of future directions.
1.4.2 Other work
In order that this thesis could be self-contained, relatively short and cogent,
some work has been omitted. Two papers, Refs. [154] and [69], have not
been included because the techniques used are rather dierent to those of
lattice quantum eld theory. They both rely on variational methods for
nding low-lying states in Hilbert space for a quantum system (see [23] for
a review of these techniques). While the tensor product states involved can
be generalised to higher dimensions [150, 151], in practice it is dicult to
work variationally in more than one spatial dimension.
This does not, however, mean they are irrelevant: Ref. [69] oers a way
to study the ground state energies of kinks and magnons, both stationary
and moving, in a way which is rather similar to that discussed in this thesis.
Furthermore, the results are in innite volume.
Several refereed conference papers were also produced, including Refs. [6]
and [155]. Of these, the latter uses a Langevin simulation to study toy
models of defect formation in small-volume systems to try and explain the
results of Ref. [101].
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A continuing aliation with eorts to carry out high-performance com-
puting using volunteer resources resulted in Ref. [133], a refereed conference
paper presented at an applied computing conference. Further work along
the same lines is in preparation. With new experiments producing more
and more data, this report looks at ways of sharing the load more widely
than can be done with traditional data centres. Of course, the limited band-
width between machines in such distributed computing systems makes them
poor candidates for running lattice simulations but where data analysis can
be separated into many small chunks with minimal central post-processing,
such techniques have been demonstrated to work well.
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2 Topological defects
This chapter presents the fundamental mathematics required for the classi-
cation and study of topological defects { including solitons { at a classical
level. The rest of this thesis will be concerned with the quantum properties
of these extended solutions and techniques to study them.
The discussion in this chapter follows introductory material in Refs. [25,
95, 127, 152]. For the the 't Hooft-Polyakov monopole, Ref. [135] was a
useful resource; Ref. [106] informed the discussion on homotopy theory,
while Ref. [53] provided historical context.
2.1 Classication and homotopy theory
For the time being, the discussion shall proceed in very general terms. Con-
sider, for simplicity, an n-component real scalar eld a and potential U().
Suppose that a group G acts on the n-component scalar eld through a ma-
trix representation D(g), g 2 G. The assumption is that the potential (and
the Lagrangian as a whole) are invariant under group transformations D(g).
The minima of U() yield the vacua of the theory 0,
@U()
@a

=0
= 0: (2.1)
For each 0 there may be a subgroup H of G that leaves 0 unchanged;
this is the little group, dened as
H =

g 2 GjD(g)0 = 0	 : (2.2)
The remaining elements of G act on 0 to produce dierent ~0 that are
distinct minima of U(). The manifold of all such minima is called the
vacuum manifold M, which can also be thought of as the coset space G=H.
Topological defects are solutions of the eld equations that are nontrivial
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mappings fromM to the physical boundary of the system; because of this,
they cannot lie on the vacuum manifold everywhere inside the system { or
else they could be transformed back into a trivial, constant mapping without
energy cost. They are inequivalent to topologically trivial solutions, which
are usually constant. A classication of the distinct, inequivalent topolog-
ically nontrivial solutions is needed; these will depend on the geometry of
the boundary of the system Sd 1 (or, rather, the asymptotic behaviour of
solutions at spatial innity) and the classication of mappings from this
manifold to M. To carry out this classication in a systematic manner, it
is best to make use of some rudimentary homotopy theory.
While in algebraic topology most of the mathematics in this section is
perfectly applicable to any topological space, we are interested in the case
of vacuum manifoldsM of a eld theory. Therefore, the discussion has been
specialised to this situation. To start with, the fundamental group 1(M)
is constructed, and then the case for generalisations to higher homotopy
groups n(M) as well as the zeroth homotopy `group' 0(M) can be made.
It is then possible to look at dierent symmetry breaking patterns and say
what sort of topological defects can be formed for a given vacuum manifold.
Denition Let M be a manifold and let I = [0; 1]. A continuous map
 : I ! X is called a path with an initial point x0 and end point x1 if
(0) = x0 and (1) = x1. If (0) = (1) = x0 the path is called a loop
with base point x0.
Denition Let ;  : I ! X be loops at x0. They are said to be homotopic,
written as   , if there exists a continuous map F : I  I ! X such that
F (s; 0) = (s); F (s; 1) = (s) 8s 2 I;
F (0; t) = F (1; t) = x0 8t 2 I:
(2.3)
The connecting map F is called a homotopy between  and .
In other words, the path  can be continuously deformed into , with the
deformation parameterised by `time' t. As the notation    would imply,
the above denition yields an equivalence relation: the map is F is clearly
symmetric and reexive; transitivity can be shown by combining two such
maps and dening a new t parameter over a rescaled unit interval.
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The composition of maps lying in dierent homotopy classes is, under the
equivalence relation of homotopy, independent of the representative of each
homotopy class. Maps which are not homotopic to one another are said to
fall into dierent homotopy classes.
Denition LetM be a manifold. The set of all homotopy classes of loops
at a point x0 2M forms the fundamental group of M at x0, 1(X;x0).
The proof of the group structure can be found in textbooks such as
Ref. [106]. To summarise, though, homotopies can be found that demon-
strate: associativity of group elements; that an identity element exists; and
that it is possible to nd an inverse for any homotopy.
For a connected manifold there must exist an isomorphism between the
fundamental group of loops at dierent x0, since we can continuously deform
the loop accordingly. Therefore one can drop the base point x0 and simply
speak of the group 1(M).
As an example, consider the sphere S3, which is isomorphic to SU(2).
Any loop, containing however many twists, can be continuously moved over
the surface of the sphere and returned to an untwisted loop which can, in
turn, be shrunk to a point { much like a rubber band on a tennis ball. The
fundamental group is therefore trivial, 1(S
3) = feg. By comparison, a
closed loop in the unit circle S1 (isomorphic to U(1)) can run from 0 to any
2n; n 2 Z. From this it can be deduced immediately that 1(S1) = Z.
Quite intuitively, this is termed the winding number and dierent homotopy
classes correspond to eld congurations with dierent winding number.
Systems where the vacuum manifold has S1 topology commonly describe
vortices. However, to obtain monopole solutions with a form like that il-
lustrated in Figure 2.3, the vacuum manifold is typically of the form S2 {
a sphere { for which it can be shown that the fundamental group 1(S
2) is
trivial. One is therefore compelled to generalise the construction that gave
us the fundamental group from loops to spheres.
Rather than working with loops  and  parameterised by the unit inter-
val I, consider the n-dimensional generalisation to an n-cube In = I   I.
Under maps  and , it is assumed that the boundary @In is mapped to
a single point, meaning that the domain of the map is an n-loop (or, more
usually n sphere) Sn. Inequivalent mappings of n-loops to the vacuum
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(x) (x)
Figure 2.1: A domain wall is a kink extended into a higher dimensional sys-
tem; the codimension is unchanged. Other topological solitons
can be extended in the same way.
manifold M fall into separate homotopy classes, and the set of homotopy
classes is called the nth. homotopy group n(M).
By extension, 0(M) is the set of inequivalent mappings of two points
(S0) to the vacuum manifold, and is used to classify kinks and domain walls,
where the vacuum manifold is discrete. It does not fall into the generalised
framework given above (it is, for starters, not a group) but is a useful
denition nonetheless.
Observe that kinks in d = 1 are a special case: the two asymptotic eld
values must be treated separately; the classication is the product group
0(M)  0(M) as there are mappings to two points to consider. A eld
theory where the vacuum consists of discrete points can then be labelled by
the dierent choices at 1.
To conclude the discussion, some examples are in order. First let us
observe that for an object to be of dimension D in a eld theory of d spatial
dimensions, it is the (d   D + 1)st homotopy group that is of interest.
Specically, a topological soliton would be classied by d 1(M), becoming
a defect if extended into more than d spatial dimensions. A monopole in
d = 3, a topological soliton with d   D = 0, would in d = 3 be classied
by 2. In Chapter 8, we study it in four Euclidean dimensions, and the
monopole gains a worldline but the homotopy group classifying it remains
unchanged. A domain wall in d = 3, having dimension 2 would be classied
by 0(M) 0(M) in the same number of spatial dimensions. The objects
classied by 0(M)  0(M) are termed kinks (and are solitonic) only in
d = 1. The relationship is illustrated in Figure 2.1.
More generally, the results are summarised in Table (2.1) for the (3+ 1)-
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Topological defect Dimension Classication
Domain walls 2 0(M)
Strings 1 1(M)
Monopoles 0 2(M)
Textures { 3(M)
Table 2.1: The generalised homotopy groups n(M) that can be used to
carry out topological classication of important classes of defect
where the system has vacuum manifold M in d = 3 + 1. Table
based on material in Ref. [152].
dimensional case. In three spatial dimensions, vortices are extended into
strings making them one-dimensional objects, while kinks are promoted to
domain walls with dimension 2.
2.1.1 A note on moduli spaces
When one nds a minimum-energy solution (whether analytically or nu-
merically) to a set of eld equations, it is typical for there to be several
parameters left undened. Varying these parameters produces distinct so-
lutions but does not change the energy of the system, and as a result the
space of such parameters (termed moduli or collective coordinates) is termed
the moduli space. The parameters could include the spatial co-ordinates at
which a topological soliton are located.
Like the construction of homotopy theory introduced above, the term
originated in algebraic geometry where it has a more general meaning.
2.2 Field theoretical models
In this thesis, we are concerned with two particular types of topological
soliton, the kink and the 't Hooft-Polyakov monopole. We can demonstrate
concepts and develop techniques with the kink, but we shall nd that the
additional complexity of the monopole means that generalisations are not
always straightforward.
Here the models under study are introduced, along with the standard
symmetry breaking scenarios and particle spectra. It will be seen how topo-
logical soliton solutions can be obtained. For the case of a 4 kink, the
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analysis is straightforward and can be carried out totally analytically. The
situation is less simple for the 't Hooft-Polyakov monopole. Furthermore
the topologically nontrivial solution of the eld equations must be found
numerically except in special cases.
In the previous section homotopy theory was introduced to classify the
dierent mappings between eld space and the boundary, but given some
nontrivial boundary conditions how can one determine whether a stable
localised solution exists? Simple scaling arguments lead to Derrick's theo-
rem [39]. This involves looking at how the energy E(a) of a eld cong-
uration changes under a rescaling of the co-ordinate x ! ax, noting this
does not change the homotopy class to which the conguration belongs;
the boundary conditions are unchanged. For theories in which E(a) has no
stationary point, then Derrick's theorem states that there are no static and
localised solutions to the eld equations.
Under the rescaling scalar elds transform trivially, (x)! (ax) whereas
a gauge eld, being a one-form, scales as A(x)! aA(ax). The two-form
eld strength F will pick up another factor of a.
For an arbitrary scalar eld theory, then, in d spatial dimensions, the
energy of a static conguration
E =
Z
ddx
 
C(r(x))2 + U(((x))) (2.4)
= E2 + E0 (2.5)
rescales as
E(a) =
Z
ddxa d
 
Ca2(r(ax))2 + U(((ax))) (2.6)
= a2 dE2 + a dE0; (2.7)
meaning that for d > 1 the energy is decreasing with a. Only in one di-
mension, then, can topological solitons of nite energy exist in a purely
scalar eld theory. For example the global monopole, discussed briey in
Section 2.2.2 can already be ruled out as a viable localised nite-energy
conguration.
Adding a gauge eld it is possible to nd stationary points to the rescaling
in higher dimensions; in d = 3 one such example is the 't Hooft-Polyakov
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monopole. For d = 4 pure Yang-Mills possesses localised solutions termed
instantons.
2.2.1 Kinks
The models possessing kinks with which this thesis is concerned are those
with a single scalar eld in (1+1) spacetime dimensions. Typically the eld
will have a 4 potential, but much of the following discussion only assumes
that there are multiple degenerate minima to the potential.
Such a model has Lagrangian density
L = 1
2
(@)(@
)  U(): (2.8)
For a static (@0 = 0) solution in such a theory, one can consider a so-called
`virial theorem' that causes the gradient term and the potential energy to
be in balance (so long as the potential has its global minima at U = 0),Z
dx
1
2

@
@x
2
=
Z
dx U(); (2.9)
satisfying the requirement implied by Derrick's theorem in Eq. (2.7). This
balance is necessary but not sucient to give a minimum energy static
localised conguration. Instead, returning to the equation of motion,
 r2 =  @U
@
(2.10)
consider static congurations  = 0. Then the gradient energy balances the
potential energy at every point,
@
@x
= 
p
2U(): (2.11)
This is known as the Bogomol'nyi equation for the system [12], and a so-
lution to the eld equations that also satises this equation is a minimum
energy conguration given a choice of topological sector. It corresponds to
a minimum energy for a localised conguration, saturating the Bogomol'nyi
bound in the inequality
E 
Z dp2U() : (2.12)
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Figure 2.2: The static 4 kink prole and the corresponding energy
density.
If U() is positive (and is always possible to shift a potential such that it
is) then we can do the integration and obtain a superpotential W () such
that
E  jW ((1)) W (( 1))j ; U() = 1
2

dW ()
d

: (2.13)
Here, the minimum energy of a localised conguration depends only on the
topological sector { termed a Bogomol'nyi bound. The argument was rst
made by Bogomol'nyi in Ref. [12] (cited in Ref. [95]).
Now specialise to the case of the 4 model and the potential
U() =

4!
(2   6m2=)2 (2.14)
=  m
2
2
2 +

4!
4 +
3
2
m4

(2.15)
where the nal term on the second line makes U() positive semidenite.
If one takes m2 > 0, then the vacuum manifold consists of two degenerate
minima of this potential for distinct  = mp6=. The classical spectrum
of this eld theory is straightforward; there is a single scalar particle of massp
2m. It is immediately clear that 0(V) = Z2.
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Inserting this potential in the Bogomol'nyi equation gives
x  x0 = 
Z (x)
(x0)
d


4!
(2   6m2=)2
 1=2
(2.16)
to which the solution is the static kink centred at arbitrary position x0
(illustrated in Figure 2.2),
k(x) = m
r
6

tanh

m(x  x0)p
2

: (2.17)
Note that the classical prole of the kink has a characteristic width given by
1=m (coinciding, therefore, with the correlation length in the quantum the-
ory) and that, for large m, the solution becomes sharper and tends towards
a step function. As there is only one free parameter x0 in the solution, the
moduli space of the kink is R. This solution has energy density
E =
1
2

@
@x
2
+ U() = 2U(); (2.18)
and integrating this result gives the classical mass
M = 4
p
2
m3

: (2.19)
One can also dene a topological charge for the system,
Q =
p
=6
m
((1)  ( 1)) : (2.20)
Clearly, these kinks carry topological charge of 1; one can be called the
kink and the other the `antikink'.
By studying the eld conguration for two well-separated kinks of oppo-
site charge, the interaction energy can be found. Hence, the force on a kink
in the presence of another distance x away, is [95]
Eint(x) =  16e 2
p
2mx; (2.21)
which gives an attractive, but exponentially decaying force (that is, inter-
estingly, independent of ). It is, therefore, much weaker than the Coulomb
force that might be expected for a pair of electrical charges. Two well-
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separated kinks will take a very long time to interact.
There are many other physically interesting models which possess kinks,
of which the most well-known is the sine-Gordon model [137] with potential
U() =
m4

cos
 p

m

!
: (2.22)
Periodicities in the minima of this potential occur every 2m=
p
, and so we
have 0(V) = Z. There is therefore a richer spectrum of kink states present
in this system, and indeed enough symmetry to make the model integrable.
The techniques discussed in this thesis are general enough to apply to this
model { and others { without much further work.
One can also generalise the above discussions for kinks to the case of
domain walls, which are the extension of the concept into higher spatial
dimensions; the vacuum manifold is unchanged.
2.2.2 Monopoles
Having discussed the general physics of monopoles in our introductory re-
marks, attention now turns to treating monopoles as topological solitons. It
was noted before that monopoles can form when the vacuum manifold has
a nontrivial second homotopy group, and we also identied that an SU(2)
vacuum manifold satised these requirements. Unfortunately, an isolated
global monopole-antimonopole pair placed at a distance r from one another
will experience a force proportional to their separation due to a linear di-
vergence in their energies [117].
To get a stable, localised monopole solution it is necessary to look at
a local symmetry breaking phase transition. At its simplest this can be
SU(2) ! U(1) for a system with a single Higgs eld. It was in this model
that 't Hooft and Polyakov studied the form of a monopole where the topo-
logically nontrivial scalar eld is stabilised by the gauge eld [145, 117].
The resulting object has topological and magnetic charge (associated with
the unbroken U(1) which can be identied with electromagnetism), and is
therefore often called a magnetic monopole.
This phase transition shall be studied in the Georgi-Glashow model of a
scalar eld coupled to the Yang-Mills eld. With an SU(5) gauge group,
it was initially of physical interest as a model of grand unication [57]; in
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the context of less phenomenological studies it serves as a simple model
that possesses 't Hooft-Polyakov monopoles. Note, however, that all grand
unied theories contain magnetic monopoles as topological solitons [121], so
the discussion that follows has widespread applicability.
The model has Lagrangian density
L =  1
2
TrFF
 +TrDD
  U() (2.23)
where F = F
a
T
a and  = aT a (the adjoint representation). The co-
variant derivative is
D = @+ ie[A;] (2.24)
and the eld strength tensor can be written as
F = @A   @A + ie[A; A ] (2.25)
where A = A
a
T
a. With the chosen elds, gauge transformations are
(x)! g(x)(x)g(x) 1 (2.26)
A(x)! g(x)A(x)g(x) 1   i
e
@g(x)g(x)
 1: (2.27)
Much of this discussion can be generalised to higher gauge groups (of
which there is a detailed discussion in Ref. [135]). For the time being, how-
ever, consider the case of SU(2) where the generators obey the Lie algebrah
T a; T b
i
= iabcT
c (2.28)
and we will choose to study elds in the adjoint representation of this algebra
(T a)bc =  iabc. Taking the Higgs potential
U() =  m2Tr2 +   Tr22 ; (2.29)
the stress-energy tensor for the eld theory dened by Eq. (2.23) is
T = 2TrFF

 +TrDD
  L (2.30)
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from which the Hamiltonian is obtained
H =
Z
d3x T00 =Z
d3x

1
2
(Eai E
a
i +B
a
i B
a
i + (Di
a)(Di
a) + aa) + V (Tr2)

; (2.31)
where a = _a.
As with the kink, consider m2 > 0. The minimum energy conguration
then requires that Fij = 0 and Di = 0, and all that is needed is to
minimise the Higgs potential to obtain the scalar eld vacuum expectation
value Tr 2 = v2=2 = m=(2). This means that the elds Ai are in a
form that can be transformed everywhere to zero by a gauge transformation
(`pure gauge'), in other words
Ai =  @ig(x)g(x) 1 (2.32)
for some SU(2)-valued function g(x). When this vanishes, the covariant
derivative for  becomes an ordinary partial derivative, and so we can con-
clude that  is a constant. One can choose unitarity gauge, that is 
everywhere points in a particular direction in group space, say T 3. This
breaks the SU(2) symmetry to a U(1), where transformations are group
elements that satisfy
g(x)T 3g(x) 1 = T 3: (2.33)
Fixing this gauge for the time being, the perturbative particle content of
this theory can be developed. Let
 = (v2 + ~)T 3; A =W
1
T
1 +W 2T
2 + aT
3: (2.34)
The linearised ~ can be thought of as being massive excitations perpendicu-
lar to the S2 vacuum manifold. Due to gauge xing, the vacuum expectation
value points in the T 3 direction. Putting the above eld redenitions into
the Lagrangian and reading o the quadratic terms, the Higgs particle has
mass mH =
p
2v and the two W particles have mass mW = gv. The
photon a remains massless and is, of course, associated with the unbroken
U(1) subgroup.
In summary, the vacuum expectation values lie on the surface of a vacuum
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Figure 2.3: Illustration of the hedgehog Ansatz; illustration uses Ref. [70].
manifold with geometry S2, yielding minimum energy static congurations
consistent with  being gauge equivalent to a constant everywhere. All
the fundamental particles present in the classical formulation of this theory
have been identied.
The next step will be to use the homotopy theory discussed above to
deduce the distinct mappings from the vacuum manifold with topology S2
onto the boundary of the system in R3 (which also happens to be S2).
Specically, we know that 2(S
2) = Z. Dierent distinct mappings cor-
respond to dierent winding numbers; the trivial case of a homogeneous
vacuum expectation value that has just been presented clearly corresponds
to zero winding number.
Any static and topologically nontrivial congurations will involve map-
pings from the vacuum manifold onto the boundary of the system that are
not gauge equivalent to a uniform vacuum. One can imagine a solution
such that the components a of  point radially outwards everywhere { the
`hedgehog' Ansatz (see Figure 2.3)
lim
r!1
a(r) = vr
a
r
: (2.35)
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These would clearly carry winding number 1 because a loop wound once
on the spherical boundary of the system involves a single winding around
the vacuum manifold. It is not possible to transform this conguration back
into the trivial case a = v since trying to rotate the scalar eld (through a
gauge transformation) to point in one direction everywhere will still leave a
singularity at one point (`combing the hedgehog').
Recalling the explanation for discounting the global monopole, observe
that the gradient energy of this `hedgehog' conguration is (as stated above)
linearly divergent due to the gradient term in the potential at spatial innity.
Therefore two global monopoles of opposite charge will feel a very strong
attractive force. Although one can dene a topological charge for such a
conguration, the lack of stability is a fundamental problem with this object.
It will shortly be seen how a nontrivial gauge eld conguration solves the
problem of divergent gradient energy in the scalar eld. Before developing
the full 't Hooft-Polyakov Ansatz, some more technology is needed for the
study of the residual U(1) subgroup.
To be a nite energy conguration, one requires Di = 0, if not in the
centre of the `hedgehog' then certainly asymptotically far from it. Consider,
then, the consequences for the gauge eld
Di! 0 ) @i r
a
r
  eabcAbi
rc
r
! 0 as r !1 (2.36)
from which one can infer
Aak(r)! ajk
rj
er2
as r !1: (2.37)
The corresponding magnetic eld is the same as that for aWu-Yang monopole.
This is a monopole solution of the pure SU(2) eld equations, when the U(1)
of electromagnetism is embedded in the group and the form of an Abelian
(Dirac) monopole is inserted.
The next step is to form the eld tensor ~F associated with this U(1),
and check that it does indeed contain this magnetic monopole as well as the
massless photon in the particle spectrum discussed above.
One general form of A consistent with D = 0 for Tr
2 = v2 is
Aa =
1
v2e
abc
b@
c +
1
v
aa (2.38)
38
where a is a vectorial constant. As it is the only part of A that remains
undened, it can be identied with the U(1) gauge potential.
Consider, as 't Hooft did in Ref. [145], a modied U(1) eld strength
tensor that has singularities at zeros of the Higgs eld,
F = ^aF a +
1
e
abc^
aD^
bD ^
c: (2.39)
where ^a = a=v. There are other choices (as enumerated in Ref. [62]),
including the result of substituting Eq. (2.38) into the eld strength tensor,
F 0 = @A   @A +
1
e
abc^
a@^
b@ ^
c; (2.40)
where the principal dierence is that F 0 is regular everywhere rather than
having singularities at the positions of the monopoles. It is, however,
Eq. (2.39) { or at least its lattice equivalent { that will be used in sim-
ulations. In either case we can obtain the full eld tensor
F a = F ^a: (2.41)
All such choices must agree far from the monopole. In the topologically
trivial sector, then these denitions (as well as all other possible denitions)
reduce to
Fgf = @A3   @A3 (2.42)
upon choosing a constant element of  everywhere. Of course, it is not
necessary to x a gauge before constructing a eld strength tensor for the
residual U(1). Note also that it is the nal term in Eq. (2.39) that behaves
nontrivially in the symmetry broken phase.
Having obtained an expression for the electromagnetic eld strength ten-
sor, one can dene magnetic charge. Maxwell's equations are
@F = J ; @ ~F = k (2.43)
with the denition of the electromagnetic eld strength tensor given above:
the right hand side of the second equation no longer vanishes. Treating it
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like a current, one immediately nds
k =
1
2
@
F  (2.44)
=
1
2e
abc@
 ^aD^bD^c: (2.45)
Now k0 = M, the magnetic charge density. We can therefore integrate k0
to get (after integration by parts)
QM =   1
2e
Z
d2S abc^
aD^bD^c (2.46)
where the integral is over the outward normal at the spatial boundary, far
from the monopole. This can only take certain values,
QM =
4n
e
; n 2 Z (2.47)
so the conclusion is that magnetic charge is quantised.
It may be useful to note that the magnetic charge of a conguration
coincides with its rst Chern number [95].
With adequate denitions of the electromagnetic eld strength, the mag-
netic charge, and having motivated the asymptotic behaviour of a `hedge-
hog' and deduced the corresponding gauge eld conguration, one can now
postulate the following form for a general static monopole (the 't Hooft-
Polyakov Ansatz)
a =
ra
er2
H(); Aan = amn
rm
er2
[1 K()]; Aa0 = 0 (2.48)
where  = ver is a dimensionless variable. The boundary conditions which
create a monopole (and are consistent with the scalar `hedgehog' and cor-
responding gauge potential) are then
K()! 1; H()! 0 as  ! 0
K()! 0; H()!  as  !1:
(2.49)
Solutions to the eld equations that satisfy this Ansatz must be found
numerically [55, 86]. Substituting minimal energy solutions back into the
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Hamiltonian, the mass of a classical static monopole is found to be
M =
4v
e
f(z) (2.50)
where z = =e2.
No solution to the eld equations satisfying the asymptotic conditions
given above has been found for general . However, the route by which we
found an explicit solution for the kink was repeated for the case where ! 0.
For this case, the derivation of the rst-order Bogomol'nyi equation and
solving it was carried out by Prasad and Sommereld [120], giving the name
`BPS monopole' to the analytic solutions which occur in this case. This
special case is of considerable interest, perhaps most signicantly because
the system of equations becomes integrable for static BPS monopoles [143].
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3 Perturbative corrections to
topological defects
This chapter reviews previous attempts to calculate quantum corrections to
the masses of the kink and the monopole. For the kink there are consis-
tent one-loop results, whereas there has been rather less success with the
't Hooft-Polyakov monopole. When quantising a defect by starting from
the classical solution and working perturbatively, one can think of two ap-
proaches: calculating the quantum corrections to that defect, in the sense
of traditional perturbative quantum eld theory [31, 32, 63]; or consider-
ing the residual degrees of freedom (collective coordinates) that lie in the
moduli space of the defect and quantising them [21]. The aim here is to
demonstrate the limitations of these traditional approaches, and the need
for the nonperturbative calculations of later chapters.
The techniques presented here have been widely applied, in both con-
densed matter and particle physics contexts. They were rst developed by
Dashen, Hasslacher and Neveu in the context of particle physics [31, 32],
meaning that the quantum correction to the kink mass is often known as
the `DHN' result. Ohta and Kawasaki carried out calculations of interfacial
tension in a `drumhead' model of wetting in 1977 [109], which made use of
this result (and the excitation spectrum of the corresponding Schrodinger
operator) to understand interfaces in liquid-gas models.
More recently, techniques such as Zeta-function regularisation have been
used [13, 15, 111]. Some recent, systematic treatments of perturbative cor-
rections have also been carried out, such as Ref. [131].
The corrections calculated here are the result of perturbatively quantis-
ing the theory. However, these leading-order results are divergent and so
renormalised perturbation theory must be used to remove divergences at
the one-loop level.
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3.1 General technique
This section generally reviews the discussion is found Ref. [127]. Note that,
while in that source factors of ~ are included to render the order of quantum
corrections unambiguous, here ~ has been set to unity, so that natural units
are used throughout this thesis. Powers of  and ~ are, as with standard
quantum theory, linked together. However, the principal interest here is in
terms that contribute at order 0 only.
Consider a scalar eld  in (1 + 1) dimensions with action
S =
Z
d2x

1
2
(@)(@
)  U()

(3.1)
which, after integrating by parts, takes the form
S =
Z
d2x

1
2

 
@20  r2

  U()

: (3.2)
The next step is to nd the extrema of , corresponding to static solutions
0, which might be the trivial vacuum or a kink. Writing  = 0 + ,
consider small oscillations about this minimum. Carrying out a Taylor
expansion of the entries in the Lagrangian { or equivalently, working as far
as second variations of the action { one obtains
L =
Z
dx
"
1
2
(x)
 
 r2 +

d2U
d2

0
!
(x) +O(()3)
#
: (3.3)
The equation of motion for the small oscillations can be recognised im-
mediately,
O^ un(x) =
"
 r2 +

d2U
d2

0
#
un(x) = !
2
nun(x): (3.4)
By analogy with classical mechanics, this can be called the \stability equa-
tion'. It is also known as the `auxiliary equation' for the defect-eld system.
Fortuitously, it also has the form of a time-independent Schrodinger equa-
tion for excitations in the potential expanded about 0. To nd the time
dependence of these small oscillations, one can take advantage of the fact
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that the wave equation is separable and write
(x; t) = (x; t)  0(x) (3.5)
=
X
n
cn(t)un(x) (3.6)
With these redenitions, the Lagrangian becomes
L =
1
2
X
n
_cn(t)
2   V (0) + 1
2
X
n
cn(t)
2!2n (3.7)
observing that here, the term V (0) corresponds to the potential energy
of the static eld about which the expansion has been made. Except for
this term, the Lagrangian now looks like a sum over a tower of harmonic
oscillators in the conguration space fcng. Each of these oscillators can be
individually quantised in the standard quantum mechanical way, and so the
energy of the system will be
E = V [0] +
X
n

Nn +
1
2

!n; (3.8)
where Nn is the occupation number of the nth. state.
Two problems immediately present themselves in the above analysis.
Firstly, as usual for second quantisation, it is clear that the energy E is
divergent and so some form of renormalisation will be required. Further-
more, it is vital for all the !n in the eigenspectrum of the auxiliary equation
to be nonzero or else the harmonic oscillator approximation will fail. And
yet, since one would expect translational invariance from any static solution
0, the lowest excitation will have !0 = 0. Any true quantisation should
treat it consistently but it is convenient in the following sections to ignore
its eects, and sacrice translational invariance for clarity.
The techniques of this chapter can be described as `semiclassical' as they
clearly depend on the background of a stationary solution to the eld equa-
tions and do not fully treat the quantum corrections [31]. While the static,
classical defect result is topologically nontrivial and hence not a perturbative
result, the quantum corrections calculated here are just small oscillations
about this result and so it should become clear that, irrespective of calcu-
lational diculties encountered in this chapter, perturbative corrections to
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static defect masses have serious limitations.
Collective coordinate quantisation (in the presentation of Ref. [21]) avoids
the problem of zero modes. A static eld { suppose it is a scalar eld {
(x) which describes a kink, say, can be transformed into the form (x;X)
where the translational invariance of the zero mode is provided by the X
co-ordinate. Expansions about this solution no longer need to include the
zero mode, and quantisation can proceed. While this seems like a desir-
able approach to follow, the results to leading order in perturbation theory
(as presented here) do not dier, while higher order corrections that would
otherwise diverge are not straightforward to calculate. For the monopole,
discussed later in this chapter, the more fundamental problem is determining
the eigenspectrum about the static monopole. Up to that step, the calcula-
tion generalises easily (as discussed in Ref. [135] and references therein).
3.1.1 Path integral approach
While the `DHN' quantum correction was originally derived by the above
method, it is also instructive to consider how it would be calculated in a
path integral. The Minkowski space time evolution operator can be written
U^(T ) = eiH^T : (3.9)
Applying periodic boundary conditions in the time direction, so that (x; T ) =
(x; 0), one can integrate over (x; 0). The result can be expressed as a
trace over U . Next, one applies a stationary phase approximation about
some conguration 0s. Working again as far as the second variation in the
action, the path integral becomes
Z = e S[0]
Z
D exp

 i
Z
dx  O^ 

(3.10)
where the operator O^ is as dened in Eq. (3.4). Evaluating the functional
determinant [112], the expression becomes
Z / e iV [0]T
h
Det O^
i 1=2
: (3.11)
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There is a divergent constant prefactor that arises from evaluating the func-
tional determinant. After some eort one obtains
Tr

e iHT
 /X
Nn
exp
(
 iT
"
V [0] +
X
n
En

Nn +
1
2
#)
(3.12)
being the same result as obtained in the previous section when T !1.
The same calculation can be carried out for the Euclidean path integral
(see Section 4.1 for a discussion). In this case, Eq. (3.11) reads
Z / e V [cl]T
h
Det O^
i 1=2
: (3.13)
and the mass can be calculated from
M = lim
T!1
  1
T
ln
Ztw
Zcl
: (3.14)
In doing so, the measures for the two functional determinants will cancel
leaving just the correction to the classical defect mass. It is this expression
that we rst try to measure { albeit indirectly { in the lattice simulations
of later chapters; see, for example, Eq. (8.14).
The perturbative monopole mass calculation of Ref. [88] proceeds directly
from the gauge-xed Lagrangian to the determinant result derived above al-
beit in Euclidean space (Ref. [87] makes use of the eective action instead).
This approach has the advantage that the Faddeev-Popov gauge xing tech-
nique can be incorporated naturally into the derivation. In the following
section, the calculation for the 4 kink is carried out using the `traditional'
technique of Ref. [32].
3.2 Quantum correction to the kink mass
Having developed the general technique and the potential pitfalls, specialise
to the 4 model dened in the previous chapter. Recalling the Lagrangian,
L =
Z
dx

1
2
(@0)
2   1
2
(r)2 + m
2
2
2   
4!
4

; (3.15)
it was discussed previously that when m2 > 0 the eld  acquires a vacuum
expectation value v = m
p
6=. There is also the topologically nontrivial
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solution v tanh(m(x  x0)=
p
2). One must repeat the procedure of the pre-
vious section around these two static solutions. The two results will be
divergent, and a logarithmic divergence will remain when the kink mass
(the dierence in energies in the two topological sectors) is obtained. This
will be removed through the use of renormalised perturbation theory.
Begin by expanding about the minimum v. After integration by parts,
the action has the form
S =
Z
d2x

1
2
(x)

@0   @
2
@x2
+ 2m2

+m
p
63 +

4!
4

: (3.16)
The quadratic part of the action gives the auxiliary equation
  @
2
@x2
+ 2m2

cn(x) = !
2
ncn(x) (3.17)
with eigenfunctions eiknx and eigenvalues (k2n + 2m
2). The ground state is
then
Egs, trivial =
1
2
X
n
p
k2n + 2m
2 +O(): (3.18)
This is the divergent ground state energy in the symmetry broken phase
that is typically removed through some sort of renormalisation, such as
normal ordering. The result is exactly that obtained through second quan-
tisation. Massive scalar particles of
p
2m are manipulated by the creation
and annihilation operators.
One can now do exactly the same in the presence of a static kink, and
nd that the auxiliary equation is given by
  @
@x2
 m2 + 3m2 tanh2

mxp
2

cn(x) = !
2
ncn(x); (3.19)
to which the substitution z = mx=
p
2 is applied before solving the equation.
This has the eect of scaling the solution by the kink size, making study of
the eigenspectrum more straightforward.
This equation has been studied extensively, and in the context of quantum
mechanics it is the Poschl-Teller potential [119], or a special case (n = 2) of
the Lame equation [111]. Due to it being self-isospectral, as well as being
of utility in supersymmetric quantum mechanics, it remains under study
today [43]. However, for the current discussion it will be sucient to note
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that its eigenspectrum has two discrete states1
c0(z) = sech
2(z) !20 = 0 (3.20)
c1(z) = sech(z) tanh(z) !
2
1 =
3
2
m2; (3.21)
followed by the continuum of states
cq(z) = e
iqz
 
3 tanh2(z)  1  q2   3iq tanh(z) : (3.22)
The low-lying states in this spectrum can be seen in Figures 6.10 and 6.11.
If the kink is placed in a box of size L with periodic boundary conditions
(noting that the bound state, above, is antiperiodic), then the allowed values
of q are
qn =
mLp
2
+ (qn) = 2n (3.23)
where
(q) =  2 tan 1 3q
2  q2 : (3.24)
For large z, these reduce to phase-shifted complex exponentials, just as
happens when treating the system as a 1D scattering problem
cq(z)! ei(qz
1
2
(q)): (3.25)
Note that there exists a `zero mode' c0(z) that generates translations, as
well as a bound state c1(z). In Ref. [124] (the results of which are discussed
in Chapter 6), we demonstrated that this state exists in the full quantum
theory, and is not just an artefact of the semiclassical construction carried
out in this chapter. It is also worth observing that it resembles a `breather
mode' of a kink-antikink pair [18], although its mass and origin are entirely
dierent.
As was done in Eq. (3.8), a tower of harmonic oscillator states using this
1Note that the bound state spectrum of the kink can be used to recover the original eld
theory and can therefore be of cosmological interest in determining the properties of
topological defects formed in the early universe [149].
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eigenspectrum is constructed, obtaining
Egs, kink = V (k) +
X
n

Nn +
1
2

!n +O() (3.26)
=
4
p
2m3

+
1
2
r
3
2
m+m
1
2
X
n
r
1
2
q2n + 2 +O(); (3.27)
since for the ground state Nn = 0 for all n. The kink mass and the energies
of the bound states have been substituted.
As usual with second quantisation, it is possible to dene creation and
annihilation operators associated with each eigenmode of the auxiliary equa-
tion, and so the lowest excited state diers by energy !1 =
p
3m2=2. This
corresponds to a quantum with eigenfunction u1(x). It is localised about
the kink; the higher states pick up a phase shift due to the kink, but are
not localised about it. This is one of the ways in which the interaction be-
tween `bulk' particles and defects can be studied. The study of interactions
between the two is a subject to which we shall return in later chapters.
Currently, the two ground state energies (with and without the kink) have
divergent ground state energies which must be renormalised. Furthermore,
one wants the dierence between these two energies, as it will give the mass
of the static quantum kink. This dierence is calculated rst, and then any
remaining divergent quantities can be handled.
E = Egs, kink   Egs, trivial
=
4
p
2m3

+
1
2
r
3
2
m+
1
2
X
n
"r
m2
1
2
q2n + 2m
2  
p
k2n + 2m
2
#
+O():
(3.28)
Although this expression only has an ultraviolet divergence, it will be use-
ful to reinstate the box of spatial size L into which the system was placed
earlier. While it may seem counter-intuitive to put the kink and its excita-
tions (which have asymptotic properties that would motivate antiperiodic
boundary conditions) into a periodic box, the phase shift  absorbs any such
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.+32 = 0
Figure 3.1: The one loop self-energy graph is cancelled by the counterterm
m2 in our calculation.
issues. The dierence in energies of the scattering states then becomes
1
2
X
n
"r
m2
1
2
q2n + 2m
2  
p
k2n + 2m
2
#
=  
X
n
knn
L
1p
k2n + 2m
2
+O(L 2)
!
Z
dk
k(k)p
k2 + 2m2
L!1: (3.29)
In the last line, the sum over discrete states has been turned into an integral.
Furthermore,  has been reparameterised such that
(k) =  2 tan 1
 
3
p
2km
2m2   2k2
!
+O(L 1); (3.30)
which can be substituted to yield
E =
4
p
2m3

+
1
2
r
3
2
m  3m

p
2
  6m
4
p
2
Z
dp
p2 + 2p
p2 + 4(p2 + 1)
+O() (3.31)
which is still logarithmically divergent. After all, it is the dierence of two
states which themselves have quadratic divergences. As this is a 1 + 1-
dimensional eld theory, the divergence can be removed by normal ordering
or, equivalently, by the introduction of a mass counterterm.
3.2.1 Renormalisation
For a 1+1-dimensional quantum eld theory, a one-loop divergence may be
removed with a mass counterterm m2. Note that it is necessary to keep the
Lagrangian, the boundary conditions, and the renormalisation conditions
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the same for the system with and without the kink; a common pitfall in this
type of calculation is to fail to do this and therefore incorrectly remove the
divergent part. Taking m2 ! m2 + m2 and rewriting the quadratic terms
in the Lagrangian
L2 = m
2
2
2 ! m
2
2
2 +
m2
2
2 (3.32)
this redenition can be applied in turn to the Hamiltonian, to absorb the
divergence in the energy of the quantum kink. The one-loop correction that
is absorbed in m2 is then
m2 =
3
2

Z

dp
2
1p
p2 + 2m2
; (3.33)
as shown in Figure 3.1.
Changing to renormalised parameters, one must add counterterms to the
Hamiltonian, yielding
 =
Z
dx

 1
2
m2(2K   21)

(3.34)
= m2
6m
p
2

(3.35)
which will remove the logarithmic divergence. Carrying out the integral
yields the famous `DHN' result
M =
4
p
2m3

+m
 
1
6
r
3
2
  3

p
2
!
+O(): (3.36)
Note that the kink prole will, of course, also change due to the renormal-
isation of the quadratic term in the action. It is an interesting problem to
consider the limits of such `prole corrections' to a quantum object, and
this will be treated in a subsequent chapter. We shall argue that the form
factor is the correct way to study this interaction.
3.3 Quantum correction to the monopole mass
Returning to the SU(2) Georgi-Glashow model, it is illustrative to see how
much of the above technology generalises. There has, unfortunately, been
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considerably less progress towards a fully consistent perturbative calculation
in this situation. In this section the calculation of Kiselev and Selivanov in
Ref. [88] is outlined. Their calculation is strictly interested in the terms that
diverge in the limit  ! 0 (and are thus singular in the BPS limit). Note
that the perturbative correction to the kink mass only contained positive
semidenite powers of . The dierence is due to the Coulomb potential. It
is not a complete quantisation of the static monopole, merely an illustration
that the BPS limit cannot be reached from the quantum monopole, since
any such divergent terms are incompatible with the mass in the BPS limit
being well-dened and equal to M = 4v=g.
As the calculation is quite involved, and does not yield a result that can
be easily measured (nor is central to the remainder of the thesis), only
an outline of the calculation is given here with an emphasis on how the
calculation diers from the kink case.
One thing to notice is that Ref. [88] studied an SO(3) monopole, not its
double cover SU(2) that was presented in previous chapters (and will be
studied on the lattice in Chapter 8). The physics is the same as far as
this thesis is concerned, indeed the use of an SU(2) symmetry makes the
calculation resemble even more closely the combination of spin and orbital
angular momenta.
3.3.1 Gauge xing
Perhaps the most substantial dierence with the kink case is that one must
x the gauge, as we did in our discussion of the classical 't Hooft-Polyakov
monopole in Section 2.2.2.
The consequences of gauge xing can be treated most easily by proceed-
ing through the functional formalism, but it is important to note that the
discussion will involve two dierent functional determinants, one emerging
from the saddle point method and the other from xing the gauge. The aim
is to evaluate the ratio Ztw=Zcl through the path integral
Z =
Z
DADei
R L[A;] (3.37)
with and without the monopole. It is possible to use the Faddeev-Popov
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method to x the gauge [112]. This involves inserting the identity
1 =
Z
D (G) det

G


(3.38)
into the path integral. Then, the original path integral becomes
Z = C
Z
DADexp

i
Z
d4x

L[A;]  1
2
(G2)

det

G


: (3.39)
By exploiting the identity
det

1
g
@D

=
Z
D D  exp

i
Z
d4x  ( @D) 

(3.40)
the gauge xing determinant can be turned into a path integral over two
Grassmannian ghost elds.
3.3.2 Calculation of mass correction
Now, consider the case of a static monopole in the Georgi-Glashow model
with an SO(3) gauge eld. The asymptotics of the eld are taken to be
H() =    1; K() = 1

;  = ver; (3.41)
for r  1=mW in the parameterisation of Eq. (2.48).
Expanding the action of Eq. (2.23) about this asymptotic solution, letting
a ! a + a and Aa ! Aa + aa yields the second variation
2S =
Z
d4x
1
2
(Da
a
)
2 +
1
2
g2

abc
bac
2
+
1
2
(D
a)2
+
1
2
g2

abc
bc
2
+
2V
2
2 + jD j2 + g2jabcb cj2
+ gaaa
b
abcF
c
 + 2gabca
a

bD
c; (3.42)
where F c is the classical eld tensor and the ghost eld  
a arises from car-
rying out the nonabelian Faddeev-Popov gauge xing procedure described
above with the functional
Ga = Da
a
 + gabc
bc: (3.43)
53
Having just removed the determinant associated with gauge xing with
Eq (3.40), another one appears associated with the stationary phase ap-
proximation. Generalising the functional determinant result of Eq. (3.13)
to the present case yields
Z =
Z
DADD D  e SdetH (3.44)
and then one observes that the correction to the mass will be given by
M =
3
2
log det
Htw
HC
(3.45)
with the operators H given by
Hab = ( D2k)ab + g2(2ab   ab) (3.46)
=
 @20  r2 + g2W 2(r) + g22(r) ab (3.47)
+ 2TabLg
W (r)
r
+

g2W 2(r)  g22(r) rarb
r2
(3.48)
where T iab = i
i
ab and L is the standard orbital angular momentum operator.
Although the potential is slightly unusual, the standard tools of spherically
symmetric problems in quantum mechanics can be used. The internal SU(2)
states and the angular part of the wavefunction are combined using the
standard rules for the addition of angular momenta J = L+ T . States are
therefore labelled by J and J3 rather than L and T. Finally, one must sum
over principal quantum numbers n as well as the angular momenta J to
obtain the analogue of Eq. (3.8).
After much work, the correction to the monopole mass is found to have
logarithmic and quadratic divergences. In contrast, the `DHN' result for
the kink at this stage had only a logarithmic divergence left. For the kink,
a cuto was introduced which was then removed as the nal integral was
nite. Kiselev and Selivanov employed Pauli-Villars regularisation to render
the nal result nite in their monopole calculation [110].
The nal result is
M =  m
2
ln
m2W
m2H
+O(m) (3.49)
which is a negative correction and is (understandably) incompatible with
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the BPS limit where mH ! 0. A shortcut to this result would have been
to expand one-loop eective potential for the scalar eld
Ue(jj2) = 3
322

42
3
m2W e
2m2H  
3
2
 
e2jj2  m2W
2
+e4(jj2)2 ln e
2jj2
m2W
 m2W e2jj2 +m4W

(3.50)
(given the renormalisation conditions U 0e(m
2
W =e
2) = 0 and U 00e(m
2
W =e
2) =
m2H) around the asymptotic monopole solution [87, 135].
In conclusion, a fully consistent leading-order correction to the kink mass
has been obtained. The calculation of leading-order corrections to the 't
Hooft-Polyakov monopole mass has also been attempted, albeit with rather
less obvious success. With the exception of the technical developments dis-
cussed at the start of this chapter for studying corrections to kink masses
(and domain wall tensions), this is about as far as one can get with these
semiclassical methods for studying corrections to defect masses. In the chap-
ters that follow techniques will be presented for studying the masses of these
objects nonperturbatively. There will be cause to revisit the semiclassical
techniques discussed here one more time, when developing technology for
the study of defect form factors; again the limitations of this approach will
become clear.
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4 Lattice quantum eld theory
In previous chapters the classical properties of topological solitons were re-
viewed, followed by a discussion of various methods for quantising static
soliton solutions. The aim of this thesis is to present methods for studying
topological solitons nonperturbatively, and our chosen tool is lattice quan-
tum eld theory. To that end, techniques for the study of scalar and gauge
elds on the lattice { both analytically and numerically { need to be intro-
duced. The discussions follow introductory material in Refs. [29, 27, 37, 73,
102, 139].
Fermions on the lattice pose fascinating problems of their own, rather
more technical than the discussions of scalar and gauge elds that will be
presented here [83]. It would be interesting to study fermions coupled to
topological solitons using the nonperturbative techniques under considera-
tion, but this is left for later work.
4.1 From continuum to lattice: scalar elds
First the Euclidean path integral is reviewed which, although it was men-
tioned in passing in Section 3.1.1, is vital to the physics studied here. As the
Euclidean path integral is real and positive denite, it can be interpreted
as a probability density for a given conguration of elds in the ensemble.
This interpretation is necessary if one is to simulate the eld theory using
the algorithms discussed later.
Furthermore, our studies of form factors in Chapters 7 and 8 depend
on studying the worldline of a defect as a Euclidean quantum mechanical
problem. For these reasons, the construction of the Euclidean path integral
is discussed.
The standard (Minkowski) path integral for the amplitude for a particle
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of mass m going from a position eigenstate jxi to jx0i is usually written [52]
hx0jU(t)jxi =
Z
Dx eiS (4.1)
where U(t) = eiHt is the unitary evolution operator (as before, ~ = 1). The
measure is
Dx = lim
N!1
 m
2ia
N
dx1    dxN 1 (4.2)
where the interval t is divided into innitesimal steps a = t=N . In other
words, Eq. (4.1) is an integral over all possible paths that start at point x
and end at point x0. Dierent paths pick up a phase proportional to their
action, which takes the form
S = a
N 1X
n=0

m
2a2
(xn+1   xn)2   1
2
V (xn+1)  1
2
V (xn)

: (4.3)
This has the familiar form
S =
Z
dt

1
2
m _x2   V (x)

(4.4)
when the limit N !1 is taken.
These expressions can be analytically continued by making the substitu-
tion t! it, which means that the discretisation in the time direction must
also be changed in the same way, a! ia.
Now, t can be called the `Euclidean time'. The evolution operator be-
comes e Ht, which is well-dened, real and positive. The path integral can
be written as
hx0jU(t)jxi =
Z
Dx e Seucl (4.5)
where the measure is now
Dx = lim
N!1
 m
2a
N
dx1    dxN 1 (4.6)
and the action has become a `Euclidean action',
Seucl = iS = a
N 1X
n=0

m
2a2
(xn+1   xn)2 + 1
2
V (xn+1) +
1
2
V (xn)

: (4.7)
57
The Euclidean path integral still embodies the appropriate classical physics;
the stationary phase approximation S = 0 of the original path integral
becomes a saddle point approximation of the Euclidean path integral. Dif-
ferent paths pick up a real and positive weight due to the Boltzmann factor
containing the Euclidean action. Lastly, there is a partition function
Z = Tr U(T ) (4.8)
where the path integral has periodic boundary conditions (implied by the
trace over all states jxi). Setting kB = 1, this gives a connection with
quantum statistical mechanics for a system at a temperature 1=T , if one
notes that Eq. 4.7 coincides with the Hamiltonian for a point particle.
It is reassuring to notice how natural the discretisation is for nite N .
For many-body quantum mechanical systems such path integrals can be
evaluated using using techniques which are generally termed path integral
Monte Carlo (PIMC). Although the concept is similar to that of lattice
eld theory simulation (discussed in the next chapter), there are substantial
dierences in the implementation details.
Now our attention turns to the scalar eld theory. The above expressions
for a single particle with position operator x and corresponding eigenstate
jxi generalise to a scalar eld (x; t) dened at every point with correspond-
ing eigenstates ji. The evolution operator is now
h0jU(t)ji =
Z
D e S(); (4.9)
the measure can be written asZ
Dx =
Y
x

ad 22p
2
Z
d(x)

; (4.10)
which clearly generalises Eq. (4.6).
Retaining the discrete time step a, one has
Seucl = a
N 1X
n=0
X
x

m
2a2
(n+1(x)  n(x))2 + 1
2
V (n+1(x)) +
1
2
V (n(x))

(4.11)
for the Euclidean action of the eld . It is possible to take the continuum
limit N ! 1 (and hence a ! 0), obtaining an action that shows manifest
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Euclidean invariance,
Seucl =
1
2
(@)(@) + V () (4.12)
and indeed has the same form as the Hamiltonian for the eld theory. As the
metric is now Euclidean, spacetime (Greek) indices are always downstairs.
4.1.1 The scalar eld on the lattice
The next step is to discretise the Euclidean action. For the sake of sim-
plicity, consider a box of total volume Ld 1  T with lattice spacing a in
all d directions. The derivatives in the action are replaced with forward
dierences
@! 1
a
((x+ a^)  (x)) +O(a 2) (4.13)
where ^ represents a unit vector in the  direction, and the integral becomes
a discrete sum, Z
ddx! ad
X
x
: (4.14)
Besides a factor of ad, the polynomial terms in the action are otherwise
unaected by the discretisation.
Although other boundary conditions are discussed later in this thesis, we
choose to impose periodic boundary conditions in the spatial directions for
reasons of translational invariance { for the time being. A periodic box
of side length L in the  direction restricts plane waves (and hence the
momenta that can be measured) to
p =
2
L
n; n = 0; 1; : : : ;
L
a
  1: (4.15)
The discrete Fourier transform pair is taken to be
O(k; t) =
X
k
e ik:xO(x; t) (4.16)
O(x; t) = 1
V
X
x
eik:xO(k; t); (4.17)
which has the right continuum limit in large volumes.
The next thing needed is the Fourier transform of the free action. This will
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permit examination of how the propagator is modied by the discretisation
of the action, and thus how the dispersion relation will be changed. For the
free action
Seucl =
X
x

1
2
(@(x))
2 +
m2
2
(x)2

(4.18)
it is possible to carry out a discrete Fourier transform, and nd
S(p) = m2 +
4
a2
X

sin2
ap
2

; (4.19)
the inverse of the lattice propagator G(p), which has the correct continuum
limit:
G(p) =
1
m2 + 4a 2
P
 sin
2(ap=2)
! 1
m2 + p2
as a! 0; (4.20)
where the last expression has the same form as the Euclidean propagator in
continuum.
4.1.2 Measurements
The most obvious observables that can be measured are n-point vertex
functions. Of particular importance is the two-point function, though we
will also make use of four-point functions and the vacuum expectation value
of scalar elds.
The discussion in this chapter focuses on systems with periodic boundary
conditions and the absence, therefore, of topologically nontrivial congu-
rations. The changes imposed on the measurement of particle states and
interactions resulting from the imposition of twisted boundary conditions
(and the presence of topological solitons) will be treated in subsequent chap-
ters.
The two-point function is written in continuum as
h(x1; t1)(x2; t2)i = 1
Z
Z
D e S[] (x1; t1)(x2; t2) (4.21)
= lim
T!1
Tr U(T   t)(x1)U(t)(x2)
Tr U(T )
; (4.22)
upon inserting energy eigenstates jni and taking the limit so that the trace
only has a signicant contribution from the lowest-lying state, one arrives
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at the spectral representation of the two-point function
h(x1; t1)(x2; t2)i =
X
n
h0j(x1)jnihnj(x2)j0ie (En E0)(t2 t1) (4.23)
which at large separations in the Euclidean time direction is dominated
by the lowest energy eigenvalue E0, the vacuum (not a particle state); we
therefore measure dierences in energy from the vacuum. In reality, T
is large but nite and so there is a contribution `around the world' when
measuring correlators on the lattice.
It is typical to choose to work with correlation functions of timeslices,
which are partial Fourier transforms of the eld at a given Euclidean time
t, which can be written as (p; t) =
P
eipx(x; t). If one considers the
position-space eld operator as creating an excitation at coordinates (x; t),
the Fourier transformed timeslice creates an excitation with momentum p at
time t. Included in the linear combination of states thus created will be the
single-particle momentum eigenstate jki. The momentum operator P and
the Hamiltonian H commute, and the spectral expansion of the correlation
function can be once again carried out, yielding
h(t; k)(0; k)i =
X

h0j(k)jk; ihk; j( k)j0ie tE(k): (4.24)
The interpretation of this result will be central to our studies of the masses
and form factors of topological solitons. The physical mass of a free scalar
particle would be the lightest zero-momentum state, m = E0(0). By taking
T and t large (so that the spectral expansion is dominated by the lowest
energy, E0(k), the decay of the correlation function as a function of t can
be measured in lattice simulations and used as a straightforward method of
extracting the energies of states.
The long-distance behaviour is what one tries to measure on the lattice,
but note that periodic boundary conditions will create an `around-the-world'
contribution to the two-point function when measured on the lattice.
4.2 Gauge elds on the lattice
In the previous section a lattice action for a single-component scalar eld
was formulated, and the measurements that can be carried were discussed.
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Now recall the SU(N) Yang-Mills action in continuum,
S =
Z
d4x
 1
4g2
F aF
a  : (4.25)
This needs to be put on a Euclidean lattice as well. In the longer term, it
is necessary to know how to couple this to scalar elds { so understanding
how to formulate the covariant derivative on the lattice is also necessary.
Wilson proposed an action on the lattice that was built out of plaquettes
and link variables [156]. A link variable U(Pxy) between two neighbouring
lattice sites x and y is the parallel transporter associated with the path
between the two sites1. In continuum there is the formula relating
U(Pxy) = P exp
(
 ig
Z
Pxy
dxA(x)
)
: (4.26)
For a N -dimensional complex vector , U(Pxy) is an SU(N) matrix
that parallel transports the quantity  from the vector space dened at
the point y along the curve P to the vector space dened at the point
x. Clearly, for a path of zero length, the parallel transporter is the iden-
tity; the vector space is unchanged. Two paths can be composed, namely
U(Pxz) = U(Pxy)U(Pyz). Finally, reversing the path to give U(Pyx) simply
involves the inverse of U(Pxy); for SU(N) this coincides with the Hermitian
conjugate of the original matrix.
Since local gauge transformations take the form
(x)! 0(x) =  1(x)(x); (4.27)
for vectors, one deduces that parallel transporters transform as
U(Pxy)! U 0(Pxy) =  1(x)U(Pxy)(y); (4.28)
which can be veried directly by considering the eect of gauge transforma-
tions on Eq. (4.26) when divided into innitesimal steps.
One can now motivate and dene the covariant derivative for the funda-
1The use of U for the evolution operator and U for link variables in this chapter intro-
duces the remote possibility of confusion for which an apology is in order.
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mental representation,
D(x) = lim
x!0
U 1(Px;x+x)(x+ x)  (x) (4.29)
which { as the name suggests { will transform in the same way as the eld
itself,
D0
0(x) =  1(x)D(x): (4.30)
Assume now that the eld  is dened on a lattice. The natural place for
the parallel transporters is on the edges of the regular hypercubic graph
linking the sites. In future, U(x) will be used for the parallel transporter
on the link between the site x and x+a^. The covariant derivative becomes
a nite dierence and takes the form
D(x) =
1
a
(U y(x)(x+ a^)  (x)): (4.31)
It is therefore possible to couple a gauge eld (through parallel transporters)
to a scalar eld on the lattice. Dierent representations dier in the form
of the gauge-invariant coupling between the gauge and scalar elds.
Next, the action for the gauge eld itself should be examined.
4.2.1 Wilson's action
Having motivated and dened the covariant derivative and the parallel
transporter, one can formulate a Euclidean lattice version of the Yang-
Mills action for SU(N). The link variables U(x) are dened on every link
between lattice sites, starting at position x and pointing in direction . In
Ref. [156], Wilson proposed considering innitesimal closed Wilson loops in-
volving parallel transport around squares of lattice sites. These small loops
are termed plaquettes, and might be written
U(x) = U(x)U(x+ a^)U
y
(x+ ^)U
y
 (x): (4.32)
Then the Wilson action takes the form
S = 
X
x; <

1  1
N
ReTrU(x)

: (4.33)
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The relationship of  to g shall be discussed shortly. The constant term
exists so that when the parallel transporters become diagonal, the action
vanishes. The eld strength tensor in continuum,
F(x) = [D; D ]; (4.34)
measures parallel transport around an innitesimal parallelogram in the
    plane at x, it is hardly surprising that the lattice action involves
plaquette operators which we have seen play a similar role. It can be shown
that the Wilson action has the correct continuum limit by considering what
happens to the contribution of a single plaquette TrU(x). Using the fact
that U(x) = e
ieaA(x),
U(x) = exp
  e2a2F  O(a3) (4.35)
and so
TrU(x) = Tr 1 +
e4a4
2
TrFF +O(a5): (4.36)
Putting this result for the plaquette into the Wilson action of Eq. (4.33),
one nds
S =  
X
x;<

1  1
N

N +
e4a4
2
TrFF +O(a6)

(4.37)
=  
4
e4
N
X
x;;
a4TrFF +O(a6); (4.38)
from which can be read o the value of  required to agree with the Yang-
Mills action when a! 0,
 =
2N
g2
: (4.39)
It is common to set a = 1 in studies on the lattice; doing so here means
that  itself sets the physical lattice spacing. The relationship between 
and a then depends on the running of the coupling.
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4.2.2 Path integral
With the above action, the partition function for pure Yang-Mills theory
can be written as
Z =
Z
DUe S[U ]; DU =
Y
x
dU(x) (4.40)
which would be expected to be gauge invariant. Since the action is invariant,
the measure dU should therefore itself be invariant under gauge transfor-
mations. The appropriate measure is then the Haar measure [68], which is
invariant under left and right group multiplication,Z
dU f(U) =
Z
dU f(V U) =
Z
dU f(UV ); V 2 G (4.41)
and hence will be invariant under arbitrary gauge transformations U !
 1U. When the Haar measure is written as an innitesimal volume
element on the group manifold, there is a free normalisation constant that
is usually set such that Z
dU = 1: (4.42)
It is illustrative to consider the SU(2) case [102]. Taking the parameterisa-
tion of link matrices as
U = x01+ ixi
i; x20 + x
2
i = 1; (4.43)
the Haar measure can be written
dU =
1
2
(x2   1)d4x; (4.44)
in other words a measure with equal weight at every point on the surface of
a unit 3-sphere.
For gauge theory every bit as much as the scalar eld theory discussed
above, it is possible to dene a transfer matrix operator on the Hilbert
space of states, and then demonstrate that it is a positive operator. It is
also possible to rederive the partition function, as is carried out in Ref. [139].
Such calculations are involved and do not add considerably to our physical
understanding of the system, and so are omitted here.
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4.2.3 Measurements
When working with pure Yang-Mills theory as formulated above, the only
observables that can be measured are gauge-invariant functions of link vari-
ables. These typically include plaquettes, TrU , as well as traces over
larger closed loops. The Wilson loop is the expectation value of such a
closed loop,
W (P) = hTrU(P)i = 1
Z
Z
DU e S[U ] TrU(P); (4.45)
where the trace can be taken in some representation other than the funda-
mental, such situations will not be considered here even though they are of
some physical interest in determining whether all representations produce
conning strings between quark-antiquark pairs [36].
As is known from continuum physics, the Wilson loop will obey an area
law in conning phases and a perimeter law in deconned phases. In a
lattice simulation, then, it can be used as an order parameter when studying
deconnement transitions in pure gauge theories.
Just as was done for the scalar eld, correlation functions can also be
dened
G(t) = hTrU(P) TrU(P 0)i   hTrU(P)ihTrU(P 0)i; (4.46)
from which a correlation length can be obtained. These can be used to
study glueballs, the fundamental particles of the pure gauge theory.
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5 Simulating quantum eld
theories on the lattice
The previous chapter described the Euclidean path integral, and lattice
regularisation. Both constructions are of utility in themselves; Euclidean
quantum eld theory, for example, has clear parallels with statistical me-
chanics. Lattice discretisation provides natural ultraviolet and infrared cut-
os; at strong coupling exact results can be obtained from high temperature
expansions.
The discretisation leaves a nite (but often huge) number of lattice sites
that must be integrated over in the measure. Except for the case of free
eld theory, such integrals cannot be done analytically so it is customary to
resort to numerical evaluation of the path integral
hAi = 1
Z
Z
D A e S[]: (5.1)
Monte Carlo integration of integrals, in general, involves the uniform
sampling of random points in the region of integration [153]. While there
are claims to earlier probabilistic evaluation of integrals, it was developed
into an algorithmically usable state by Ulam and collaborators [132].
Considering the multidimensional integral
I =
Z
V
ddxf(x); (5.2)
the usual technique would be to generate N points xn, uniformly distributed
in the region V . Then, the integral can be estimated as
E =
1
N
NX
n=1
f(xn): (5.3)
For a few-dimensional integral where f(x) is slowly varying and V is nite
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this may be feasible. However, it is necessary to integrate over eld vari-
ables at every lattice site or link; it also known that for most parameter
choices the congurations remain `perturbatively' close to the classical re-
sult S = 0. It would be far more ecient, then, to sample in a manner
that takes advantage of these facts. If { instead of sampling uniformly {
congurations were generated already weighted by the Boltzmann factor
e S[], then the estimate of the expectation value hAi can be obtained by a
direct average1. This strategy is known as importance sampling. Typically,
congurations are obtained as a sequence, and the algorithm describes the
process of moving to the next conguration in the sequence with the cor-
rect weighting; this procedure is often called updating ; one often speaks of
update algorithms.
Importantly, this can be seen in the language of Markov processes [17].
A Markov process only knows about the previous step in the evolution of
the system, so that the previous step and the next step will be independent
of one another; this is the Markov property.
Before introducing algorithms which can carry out importance sampling
for the lattice eld theories dened in the previous chapter, it seems appro-
priate to briey motivate and discuss some formal requirements that must
be satised by any such algorithm.
The analogy between Euclidean quantum eld theory and statistical me-
chanics was discussed earlier, but deserves to be revisited here. In de-
scribing how importance sampling allows us to simulate eld theories, it is
convenient to speak of ensembles. Importance sampling weighted by the
Boltzmann factor e S[] naturally generates the canonical ensemble with
zero total Noether charge (it is less trivial to look at xed nonzero Noether
charge [48]). Similarly, a microcanonical ensemble can be generated by var-
ious algorithms which do not change the action, such as classical dynamics.
A grand canonical ensemble is also possible, but for many interesting eld
theories the weight becomes complex when a grand potential is considered
rather than the action, leading to an infamous sign problem [113].
1For clarity, throughout this chapter  is used to represent any collection of dynamical
scalar and gauge elds, with the appropriate measure in the path integral. The con-
jugate momenta to these elds will be denoted . In many cases these will be treated
as vectors, so that 2 =
P
x (x)
2. The use of  for the conjugate momentum means
that Q has been chosen for the invariant distribution of the process { even though 
is commonly used { to avoid confusion.
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Concentrating on the canonical ensemble, consider the distribution Q[]
of congurations  in the path integral and also transition probabilities
between states P [ ! 0]. The transition probabilities between any two
states can be thought of as lying in a large matrix.
With this language, the requirements are
 Strong ergodicity, which is a statement that although importance sam-
pling is used, no region of conguration space is explicitly excluded
from our sampling algorithm; the transition probability between any
two congurations is always nonzero:
P [! 0] > 0: (5.4)
This condition is also known as the irreducibility of the Markov chain.
 Detailed balance, a statement that the canonical ensemble is in equi-
librium on the microscopic scale as well as the macroscopic:
P [! 0]Q[] = P [0 ! ]Q[0]; (5.5)
which implies the resultX
0
P [! 0]Q[] = Q[0]: (5.6)
This is essentially the statement that the distribution Q in the canoni-
cal ensemble is necessarily an eigenvector of the transition matrix P [130].
While detailed balance is therefore a stronger requirement, it has perhaps
a more physical interpretation. In any case, many simulational algorithms
satisfy Eq.(5.5), even though Eq.(5.6) is sucient for a canonical ensemble.
5.1 Algorithms
The Metropolis algorithm can be stated as follows [93].
1. Given some initial conguration , a random change is made to create
a proposed new conguration 0.
2. The change in the Euclidean action S = S[0] S[] is calculated. If
the action is decreased, the proposed conguration is accepted. If the
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action is increased, the proposal is accepted with probability equal to
e S . More formally, the acceptance probability is
Pacc[! 0] = min

1;
Q[0]
Q[]

: (5.7)
As formulated, strong ergodicity is clearly satised. Usually, however, the
change is only made to one lattice site or link variable { and it is typically
a rather small change. These practicalities mean that a single update step
no longer satises the strong ergodicity condition. Instead, it is possible to
consider a sequence of single update steps and argue that many such steps
taken together will allow strong ergodicity to be satised.
For detailed balance, assume (without loss of generality) that the `for-
ward' transition from  to 0 reduces the action. Then one has, almost by
inspection, satised Eq. (5.5)
P [! 0]Q[0] = 1:Q[]: (5.8)
It is not necessary to calculate the action for the whole lattice when the
update step occurs; it suces to look at neighbouring sites or all the plaque-
ttes to which the current link contributes (known as `staples', and illustrated
in Figure 5.1). Typically the updates will be carried out by choosing sites
or links throughout the lattice in a systematic manner; it is common to
use a `checkerboard' strategy so that updates take place independently of
each other (and thus do not depend on recomputation of the contribution
to the action from neighbours or staples), as shown in Figure 5.2. It is
straightforward to parallelise such an update step with domain decomposi-
tion methods.
Unsurprisingly many variations on the same basic idea are possible. Those
which are relevant to the discussion here include:
 Multi-hit algorithms or improved Metropolis. If the recalculation of
the contribution to the action is computationally costly one can re-
peat the Metropolis update step for a particular site several times in
one visit. In the limit of innite repeated update steps per site, this
becomes the heatbath algorithm [28].
 Parallel tempering or replica exchange [144]. A series of simulations
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.Figure 5.1: Visualisation of the links that contribute to a `staple' for three
dimensional lattice gauge theory. The plaquettes highlighted in
bold must be recalculated to determine the change in the action
due to updating the dashed link.
.
Figure 5.2: The checkerboard update concept, illustrated for a 2D scalar
eld. Half the sites are updated simultaneously on an alternating
basis. The technique can be generalised to gauge theories in a
straightforward manner.
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are carried out simultaneously with actions diering only by the choice
of some parameter g. If the spacing g = g  g0 between the dierent
parameter choices is suciently small then a Metropolis-style update
step which exchanges the two simulations may have a reasonably large
transition probability. The process should be compared with the his-
togram techniques discussed later in this chapter; both techniques are
due to Swendsen and collaborators.
5.1.1 Hybrid Monte Carlo
When introducing the Metropolis algorithm above, it was noted that small
update steps are preferred (typically changing a single site or link at a time)
to increase acceptance rates and thus improve eciency of the algorithm.
Physically, it is also likely that small uctuations from the classical vac-
uum contribute more to the path integral; there is no benet to importance
sampling if large nonlocal changes are attempted at each step because the
acceptance probability is likely to be vanishingly small. Therefore, stan-
dard Metropolis updates change the eld conguration in a rather diusive
manner.
One can reformulate the problem as a Hamiltonian system that adds
conjugate momenta, turning the Euclidean action into a `potential',Z
D A[] e S[] = C
Z
DD A[] e  122 S[] (5.9)
with the momentum eld  conjugate to  (regardless of whether  is scalar,
gauge or fermionic) [42, 84]. Evolution with this Hamiltonian is in a new,
ctitious, computer time  . The constant of integration C results from
the Gaussian integration of the momenta, which will cancel with the same
factor from the partition function in any calculation. One can then consider
the molecular dynamics evolution resulting from numerically integrating
Hamilton's equations,
_ =  S[]

(5.10)
_ = ; (5.11)
which are integrated from the initial conguration f; g to a nal cong-
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uration denoted f0; 0g.
For a good choice of symplectic integrator [92], numerical evaluation of
these equations preserves the Hamiltonian, and is reversible. Furthermore,
the evolution is area-preserving, namely
det

@f0; 0g
@f; g

= 1 (5.12)
so the measure is unchanged by the evolution.
Evolving with a symplectic (molecular dynamics) algorithm would gen-
erate a microcanonical ensemble so long as one is careful to handle errors
from the discrete time step. Such an algorithm would not be ergodic on its
own. Instead, one uses numerical evolution of the equations of motion as the
basis for an algorithm which takes advantage of the Gaussian contribution
to the action of the conjugate momenta:
1. Generate the additional momentum eld (or elds)  with probability
distribution PG[] / e 2=2.
2. Evolve the conguration and momenta by integrating Hamilton's equa-
tions for some time  with a symplectic algorithm.
3. Carry out an accept-reject step on the change in the Hamiltonian.
Specically, if the Hamiltonian is decreased then the new conguration
0 is accepted unconditionally; if the Hamiltonian is increased then
the new conguration is accepted with probability equal to ratio of the
Boltzmann factors e H[0;0]+H[;]. The momenta are then discarded.
As expressed here, the acceptance probability can be written as
Pacc[f; g ! f0; 0g] = min
(
1;
e H[0;0]
e H[;]
)
: (5.13)
Carrying out an accept-reject step on the Hamiltonian rather than the action
is sucient to generate a canonical ensemble Q[] = e S[], because detailed
balance is satised [42]. Clearly Q[]PG[] / e H[;], so
Q[]PG[]Pacc[f; g ! f0; 0g]
= Q[0]PG[0]Pacc[f0; 0g ! f; g]
= Q[0]PG[ 0]Pacc[f0; 0g ! f; g]
(5.14)
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since H[; ] = H[ ; ]. The measure D D0 is also invariant. With
these facts in mind, the statement of detailed balanceZ
D D0 Q[]PG[]Pacc[f; g ! f0; 0g]Z
D D0 Q[0]PG[ 0]Pacc[f0; 0g ! f; g] (5.15)
follows immediately. Furthermore, the accept-reject step is required solely
as a consequence of the Hamiltonian only being approximately conserved
by the molecular dynamics algorithm, or else the above equations simplify.
5.2 Measurements and statistics
Having discussed how to simulate a eld theory on the lattice, it is nec-
essary to understand better how to carry out measurements based on the
congurations generated by our simulations. The expectation value hAi is
represented as a path integral by
hAi = 1
Z
Z
D e S[]A[]; Z =
Z
D e S[] (5.16)
It was noted in the previous chapter that the path integral is still valid for
the lattice discretised Euclidean quantum eld theory. The congurations
generated by the algorithms in the previous section are sampled weighted
by the Boltzmann factor e S[]. From this, it is reasonable to assume that
calculating the sample mean A of A[] by averaging over such congurations
will give us an estimator of the true value hAi. If N congurations are
generated, labelled n, clearly
A =
1
N
X
n
An (5.17)
where An = A[n].
5.2.1 The histogram method
Naturally, importance sampling makes it easy to calculate estimates of ex-
pectation values for observables when the action of the theory being sim-
ulated is the same as the theory for which one wants to carry out mea-
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surements. Yet there is a method, rst discussed by Ferrenberg and Swend-
sen [51], of using the sample distribution of A (which, by construction above,
has been obtained) to yield information about A for dierent parameter
choices than those used in the simulation. This is frequently of use when
looking at the behaviour of observables in the vicinity of the phase transi-
tion, or to check that the two ensembles under consideration are truly at
equilibrium.
Supposing the Euclidean action has a parameter g with associated term
A[], which may include hopping terms. Then, by inspection of the path
integral, the probability density of A can be written
P (Ajg) = 1
~Z(g)
N(A)e gA; ~Z(g) =
X
A
N(A)e gA; (5.18)
where N(A) is the number of congurations where the measurement lies in
the interval (A;A+dA). Therefore, the histogram of values A at parameter
g approximates the true probability distribution at A. It is then possible
to use the same sample but with a dierent weighting; consider some pa-
rameter choice g0 such that g  g0 is suciently small. Then the probability
distribution at g0 is given by
P (A[] j g0) = P (A[] j g)e
 (g0 g)A[]P
A[] P (A[] j g)e (g0 g)A[]
; (5.19)
as no other parameter in the Euclidean action is changed. This result can be
seen as `correcting' for the dierence in weights in the importance sampling
between the actual parameters at which the simulation was carried out and
desired parameters for which results are required. For the same reason,
the distance in parameter space must be kept relatively small so that the
statistics remain adequate.
This technique, in summary, amounts to an indirect attempt to recon-
struct the partition function over a range of parameters using a single simu-
lation. Other, similar techniques will be used when studying defect masses
and are discussed in subsequent chapters.
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5.2.2 Autocorrelation of samples
It was mentioned above that successive congurations generated by any
usefully ecient simulation algorithm will tend to be correlated. This is
even true of Hybrid Monte Carlo; otherwise transition probabilities would
be low and computer time would be wasted by generating congurations
that were not used. Therefore, some eort must be made to understand
the extent to which successive measurements are correlated, and how many
updates must be made between measurements before one can consider them
to be independent.
Using the generic quantity A again, it is possible to dene an autocorre-
lation between measurements in the sequence as
CA() = (AnAn+ ) = hAnAn+ i   hAi2 (5.20)
and the normalised autocorrelation for separation  is then
A() =
CA()
CA(0)
: (5.21)
The autocorrelations CA() decay with increasing  , at a rate that depends
on various factors including the choice of update algorithm and the observ-
able A. Normally, the sample standard deviation s is obtained through
s2 = A2  A2; (5.22)
and the standard error of the mean (the deviation of the estimated mean
from the true mean) can be estimated as sM = s=
p
N   1. However, the
autocorrelation means that the assumption of independence underlying the
sampling of A is invalid, and there are fewer than N independent measure-
ments in the sample. With this in mind, the standard deviation can be
written
s2decorrel =
1
N2
NX
n;m=1
CA(n m): (5.23)
One can estimate the exponential autocorrelation time for A A;exp from
the decay of CA(). For large  one will typically nd
CA()  e =A;exp ; (5.24)
76
one typically reserves the label exp for the exponential autocorrelation time
of the observable with the longest autocorrelation time; depending on the
update algorithm, it may be innite [140].
The above denitions should be contrasted with the integrated autocorre-
lation time A;int obtained by considering the behaviour of the true variance
estimate above in the limit N !1. By identifying the number of indepen-
dent measurements from the limiting result, one obtains
s2decorrel ! (A2  A2)
2A;int
N
; where A;int =
1
2
1X
= 1
A(): (5.25)
The conclusion is that skipping about 2A;int measurements should yield an
independent sample.
Furthermore, it is known that A;int  A;exp. Simply put, A;int gives
exactly how many measurements in a large sample are independent, while
A;exp provides an upper bound, a conservative but easy to calculate esti-
mate of the autocorrelation.
The autocorrelation CA() is particularly easy to calculate using the
Wiener-Khinchin theorem [71]. This states that the power spectrum and
the autocorrelation form a Fourier transform pair, namely
N 1X
=0
CA()e
 2i!=N =

N 1X
n=0
An e
 2i!n=N

2
(5.26)
with the availability of fast Fourier transforms, this may be the most ecient
way to rapidly estimate the autocorrelation time of an update process so
long as there are enough samples that the periodicity has a negligible eect.
It is very important to note that dierent observables can have radically
dierent autocorrelation times. Depending on the diculty of measurement
or available storage space it may not be desirable to store every possible
measurement of the observable during a simulation. Then an estimate of
the autocorrelation time can be made and used to work out an appropriate
measurement spacing.
5.2.3 Initialising a simulation
When a simulation is started from scratch, it is almost certain to begin from
a conguration which does not lie in the canonical ensemble, unless one uses
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a conguration which was taken from the end of a previous simulation run.
Specically, one can think of `hot' and `cold' starts, depending on whether
the lattice sites or links are initialised randomly or uniformly to a xed value
respectively [102, 140, 141].
Luckily, Eq. (5.6) codifying detailed balance implies that convergence to
the canonical ensemble is assured [102]. Applying the transition matrix cor-
responding to the chosen update method repeatedly will eventually generate
the canonical ensemble,
lim
n!1P
nQ0[] = Q[] (5.27)
where the `distribution' corresponding to the initial conguration shall be
denoted Q0[].
The only requirement is that the canonical ensemble Q[] and the initial
conguration Q0[] are not orthogonal, and this is assured by strong ergod-
icity. Unfortunately, there is no guarantee that this convergence will take
place quickly, or indeed at the same rate for all observables. If it is possible
to measure the exponential autocorrelation time then that can be used to
estimate the deviation from equilibrium, but all too often it is necessary to
rely on empirical observations that our measurements are no longer biased
by our initial conguration.
A related issue is metastability, where the system remains stuck in a
state which is long-lived but may actually be irrelevant to the canonical
ensemble. Without accurate knowledge of the exponential autocorrelation
time for all observables, it is not possible to be sure that a given run is free
from metastability.
The classic scenario in which metastability occurs is when two phases are
at coexistence near a rst-order phase transition; a simulation seeing only
one of the two phases will yield incorrect results. A more pertinent example
is, for the topological solitons under study in this thesis, systems with long-
lived defect-antidefect pairs. The dynamics of the theory will eventually
annihilate this pair (or create others) but with only nite computer time
available, the signal can come to dominate measurements. As a result,
great care must be taken in thermalising a system to avoid undesirable
metastability.
Finally, a few words are in order on how to determine whether a simulation
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functions as intended. Some are fairly trivial: the acceptance rate can be
tuned and checked for a Metropolis algorithm, while for hybrid Monte Carlo
a useful test is that the ensemble average of the error in the molecular
dynamics step is close to zero, namely
1 =
D
e (H[
0;0] H[;])
E
 e hH[0;0] H[;]i: (5.28)
Beyond algorithmic correctness there are other, more physical approaches
to verifying the implementation of an algorithm. To check that the results
of a simulation are valid, comparison can be made with work in the litera-
ture, especially where histograms of observables have been provided. As an
example pertinent to Chapter 8, Ref. [81] contains histograms of measure-
ments of observables for the 3D Yang-Mills system with adjoint Higgs eld,
which were compared to those obtained by the code written to calculate
results for this thesis (as applied to a 3D system with periodic boundary
conditions).
5.2.4 Critical slowing down
When one tries to look at the continuum limit, or in the vicinity of any
other second order phase transition, the correlation length  (related to
the inverse of the mass scale) diverges. When  is much larger than the
lattice spacing, more updates will be required to decorrelate an observable
as each conguration is correlated on a larger scale. The eect is known
as critical slowing down, and like the Kibble-Zurek mechanism (which also
involves restrictions on the propagation of signals as a phase transition is
approached) outlined in the introduction a dynamical scaling law is satised,
int;A / z(A): (5.29)
The exponent z, can be reduced by careful choice of algorithm; the worst-
performing are typically Metropolis implementations where a single site or
link is changed at a time which yields z & 2. If it is assumed that local
uctuations introduced by Metropolis updates carry out random walks on
the lattice [141], after n updates, the typical distance over which the uctu-
ation has had inuence is
p
n; to decorrelate over distance  will therefore
take 2 steps; therefore   2.
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5.2.5 The jackknife and bootstrap: resampling methods
In the previous section a true estimate of the error in the mean was con-
structed, given a sequence of measurements of an observable. This section
is concerned with how to obtain error estimates for derived quantities (such
as t parameters) or where the sampled data are, for some reason, subject
to bias. An obvious example is the measurement of a correlation function
{ perhaps the timeslice correlator
h(t; k)(0; k)i /

e E(K)t + e E(k)(T t)

; T  t 0: (5.30)
The mass of a state is often obtained by tting this expression at long
distances to the expected exponential form. Normally, the data points in
a t are independent of each other. Of course, the measurement of the
timeslice correlation function at dierent distances is itself correlated!
Various techniques have been developed specically to treat this prob-
lem [98], but here instead it is instructive to consider a class of more general
statistical techniques known as resampling (and not to be confused with the
histogram reweighting discussed above). These techniques reduce the bias
in estimates of quantities by repeatedly generating new samples from the
initial set of data and looking at the behaviour of a set of such samples.
Suppose a least-squares t of Eq. (5.30) is carried out. In a standard
least-squares tting scenario, the error in the t parameters is estimated
by assuming that the residuals come from the deviation of independent
measurements from the t curve. The sum of these residuals then follows a
2 distribution, and the error in the t parameters can be calculated.
If the data are not independent, then the error estimated in the t by
the standard method will be incorrect. Resampling methods oer a general
framework for tackling this problem, and similar issues in other circum-
stances where the error in a quantity is dicult to estimate.
Two resampling methods for nding estimators of quantities of interest
are in use; the jackknife and the bootstrap. Both are based on an initial
set of independently and identically distributed data fAng = A[n], n =
1; : : : ; N (these might be the decorrelated results obtained from sampling
at appropriate spacings as discussed previously). New samples are then
computed from this set, and estimators of the true (unbiased) result can
then be obtained based on the variability of these new samples.
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Helpfully, the jackknife can be applied to the nonlinear least squares t-
ting problem in a manner that has been shown to remain valid when the
data in the t are not independent (in other words, robust to heteroscedas-
ticity). When studying correlation functions, this is frequently the case.
The jackknife was originally used as a way of estimating bias in an esti-
mator g^(A1; : : : ; AN ) of a quantity by recalculating the estimator for every
subset of data which has one item deleted, which shall be denoted g^i. This
new calculation removes the rst-order term in the bias. Furthermore, it
was later argued (in Ref. [147]) that the g^i can be treated as independent
and identically distributed (with reduced bias than g^), and furthermore the
set fg^ig has error
p
N(N   1) times that of g^. Indeed, where g^ is the mean
A, these assumptions can be shown to be exact. Motivated by this, the
jackknife estimator of variance is dened as
s2jack =
N   1
N
NX
i=1
0@g^i   1
N
NX
j=1
g^j
1A2 : (5.31)
The jackknife is computationally intensive, but only uses N resamplings
and does not depend on a source of random numbers. By contrast, the
bootstrap can use more than N samples from the data. Each new sample is
obtained by sampling with replacement from the original set fAng to give
fAng, one then computes the estimator g^n from this new sample. This is
repeated for B dierent samplings with replacement which will, for most
data sets, only be a very small fraction of the possible permutations; as
the true bootstrap estimator depends on the estimator for all conceivable
permutations, this constitutes a Monte Carlo procedure to approximate the
bootstrap estimator. The variance is then approximated by
s2boot =
1
B
BX
m=1
 
g^m  
1
B
BX
n=1
g^n
!2
(5.32)
which coincides with the theoretical denition of the bootstrap in the limit
B !1. The jackknife and the bootstrap are, clearly, closely related. The
bootstrap is computationally more intensive, but is more versatile; how-
ever, exact results about the reliability of resampling techniques in certain
situations will lead us to also use the jackknife.
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Indeed, for the purposes of this thesis it would be useful to apply the
above general approach to a nonlinear t to data, and so the standard
method for applying the jackknife technique to nonlinear least squares ts
merits discussion here. Having measured data points (perhaps of timeslice
correlators) (xi; yi) with i = 1; : : : ; N , the t would be to a nonlinear model
with parameters g,
yi = f(xi; g) + i: (5.33)
Here, f is a given function, the xi are known exactly and the i are the
residuals. For example, xi could be the separation and yi the measured
timeslice correlation at the given separation { the parameters g would then
be the amplitude and mass. Assume { for the time being { that the i
are independent and identically distributed. The least squares t is carried
out to obtain an estimator g^, which if the i have a Gaussian distribution
happens to be the optimal estimator.
Now, consider the set of (xi; yi) with one data point j deleted at a time;
the estimator of g obtained by tting to this resampled set being denoted
g^j . The jackknife estimator of the error in g is then
s2Jack =
N   1
N
NX
j=1
0@g^j   1
N
NX
j=1
g^
1A2 : (5.34)
While nonlinear least squares tting algorithms can be computationally
expensive, and so generating N estimates of g could take a while, it is
possible to accelerate the process if one uses the t parameters from the
previous resample for the next iteration.
Helpfully, while the above result is predicated on independent and identi-
cally distributed residuals i, if the variance of each residual is not identical
then the estimate of the variance from the jackknife can still be trusted.
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6 Quantum kink and its
excitations
This chapter is based on research originally presented in Ref. [124], which
was carried out in collaboration with my supervisor Arttu Rajantie. Changes
to the format of equations, tables and graphs have been carried out. The
method and results are as presented in that paper, and additional explana-
tory material has been added as well as references to the introductory ma-
terial of previous chapters.
As we saw in Chapters 2 and 3, the 4 kink is a useful `toy model'
for the study of topological solitons, both classically and in the quantum
theory. It was for this reason that our rst attempts to study the excitations
and interactions of topological solitons used this model. This chapter, and
the next, both demonstrate the techniques we developed using this model;
Chapter 8 uses these techniques in the rather more sophisticated context of
a 't Hooft-Polyakov monopole.
6.1 Introduction
There has been widespread interest in the excitation spectra of topological
defects, although mostly as a calculational tool for nding perturbative cor-
rections to the mass of the defect [2, 9, 32, 88, 89, 105, 111, 127]; we saw
details of such calculations in Chapter 3. However, excitations themselves
are of physical interest [21, 63, 77]. Bound states of point-like defects cor-
respond to new particle species, and in the case of extended defects they
would be particles propagating on the brane. For instance, in braneworld
models all the standard model particles can be thought of as states localised
on a domain wall [44]. Finding stable particles localised on defects in fully
non-perturbative approaches would therefore correspond to completely new
particle species; indeed, for strongly-coupled theories there is no a priori
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reason to expect that the perturbative spectrum is accurate. The bound
states of cosmic strings have been previously studied as a potential way
of stabilising string loops [66, 65, 149]. In some sense, reconstructing the
excitation spectrum is the opposite approach to that taken classically in
Vachaspati's paper on the reconstruction of a eld theory [148].
In this chapter we present the results of our investigations of eld corre-
lation functions in the presence of a kink; we make use of the techniques of
lattice Monte Carlo simulation discussed in Chapters 4 and 5. Our approach
bears some similarity with Refs. [21, 63, 77], in that we are considering the
quantum behaviour of soliton excitations. We show that the correlators can
be used to measure non-perturbatively the mass of the kink and its excita-
tion spectrum. Furthermore, we obtain approximate wavefunctions for the
excitations based on Monte Carlo data. Previously these have only been
studied at the linear level.
Previous work has measured the kink mass with `Kadano's non-local
operator' [24]; but more generally, the mass of topological defects has usu-
ally been calculated on the lattice by nding the free energy of the de-
fect [16, 74, 80, 123]. This is taken as the dierence in free energy between
the system with the defect present, and the same system but without the
defect. The defect is often created using twisted boundary conditions, so
one is eectively measuring the response to that twist [67]. Since the parti-
tion function cannot be determined by Monte Carlo simulations, one must
measure derivatives of the mass and then perform nite dierencing from
a point where the mass is known. Typically, this is at a phase transition
which is where the errors in Monte Carlo simulations are at their largest
(due to critical slowing down, discussed in Section 5.2.4).
The method of calculating the kink mass we propose requires study only
of a topologically nontrivial sector, and only at one parameter choice. This
gives a check on errors which may be present in the `twist' method. It may
also serve to reduce the amount of calculation required since it only requires
Monte Carlo simulations to be carried out for the desired parameters.
We expect that these techniques can be generalised to more sophisticated
defects such as monopoles (treated in Chapter 8); the extension to domain
walls is relatively trivial.
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6.1.1 The 4 model
Kinks, or their higher dimensional counterparts domain walls, can occur
where the vacuum manifold after spontaneous symmetry breaking is not
simply connected, and the eld can take on a dierent vacuum expectation
value in dierent parts of the space. Domain walls could have formed in
the early universe due to random uctuations leading to dierent patches
of space occupying dierent, disconnected vacua.
In this paper, we focus on kinks in a 1 + 1-dimensional model. We will
review the necessary details from Chapter 2 here. The Lagrangian has the
form of Eq. (2.8)
L = 1
2
(@)
2   U() (6.1)
with the potential of Eq. (2.15),
U() =  m
2
2!
2 +

4!
4 +
3
2
m4

: (6.2)
In the classical broken phase, we will have m2 > 0. The vacuum is then
0 = m
p
6=. In (1 + 1) dimensions, the dimensionless parameter that
appears in perturbative results will be =m2.
A kink conguration interpolates between the two vacua. We can create
a topological kink by requiring that  ! 0 as x ! +1 and  !  0 as
x !  1, with one choice of sign being termed a `kink' and the other an
`antikink'. The kink solution is obtained via the Bogomol'nyi equation for
the kink [12, 127],
@
@x
= 
p
2U(): (6.3)
The static classical kink solution k is a minimum-energy conguration
satisfying Eq. (6.3) that interpolates between the two vacua in the broken
phase. In the frame of the kink,
k(x; t) = m
r
6

tanh

mxp
2

: (6.4)
The classical mass Mcl is, from integrating the energy density,
Mcl = 4
p
2
m3

: (6.5)
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6.1.2 Bound and scattering states
We wish to consider the excitation spectrum in the presence of a kink. A
more complete discussion can be found in Section 3.2. We expand about the
classical kink solution,  = k + ^ and eliminate terms using the equation
of motion. We must solve the auxiliary equation to obtain the form of the
excitations about the defect. This has the form of a Schrodinger equation
with a Poschl-Teller potential,
  @
2
@x2
+ 3m2 tanh2
mxp
2
 m2

cn(x) = Encn(x) (6.6)
and eigenfunctions
c0(x) = cosh
 2

mxp
2

(6.7)
c1(x) = cosh
 2

mxp
2

sinh

mxp
2

(6.8)
cq(x) = e
iqmxp
2

3 tanh2

mxp
2

  1  q2   3iq tanh

mxp
2

(6.9)
and corresponding energy eigenvalues
E0 = 0 (6.10)
E1 = m
r
3
2
(6.11)
Eq = m
r
q2
2
+ 2: (6.12)
E0 corresponds to a Goldstone mode that shifts the kink in the x-direction;
E1 corresponds to a massive localised `bound state' and Eq are a continuum
of scattering states labelled by  1 < q < 1. We impose antiperiodic
boundary conditions on a box of length L with L!1. Then, the following
expression for the allowed parameters q can be found, based on odd integer
multiples of =L plus a phase shift due to the kink
qn;ant
mLp
2
= (2n+ 1) + (qn;ant); n = 0; 1; 2; : : : (6.13)
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where (q) is the phase shift experienced by particles scattered o the
kink [127],
(qn) =  2 tan 1 3qn
2  q2n
: (6.14)
The allowed values merge into a continuum when L  1=m. Thus, in
the innite volume limit, the ratio of the bound state energy to that of the
lowest-energy scattering state is
p
3=4 = 0:866 : : :.
6.2 Quantum kink mass
In this section we review existing approaches to calculating the kink mass.
One can calculate the leading quantum correction to the classical kink mass
in the weak-coupling limit =m2  1 analytically by summing up the zero-
point energy contributions from all the excitations (6.10-6.12). This corre-
sponds to one-loop level in perturbation theory, and gives [32]
M1loop =Mcl +m
"
1
6
r
3
2
  3

p
2
+O(=m2)
#
: (6.15)
We reviewed the details of this calculation in Chapter 3. The result has
recently been generalised to nite volume in Refs. [105, 111].
A non-perturbative alternative is to consider the response of the system to
a `twist' by carrying out lattice simulations [67]. The mass of a topological
defect can be calculated from the dierence between the free energy Ftw
in the topologically nontrivial sector containing the defect (in this case a
kink), and the free energy F0 in the topologically trivial sector,
F = Ftw   F0 =   log Ztw
Z0
: (6.16)
Then we have
Mk = lim
T!1
F
T
; (6.17)
where T is the length of the system in the time direction. Unfortunately
Eq. (6.16) is impossible to measure in Monte Carlo simulations because
one only samples the partition function. We therefore resort to calculating
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derivatives of this mass with respect to a parameter g in the Lagrangian:
@F
@g
=

@S
@g

tw
 

@S
@g

0

: (6.18)
One then integrates this expression from a location where the mass of the
defect is known exactly, such as the phase transition where the kink mass
vanishes. In this paper we will take parameter g = m2, and then Eq. (6.18)
becomes
@F
@m2
=
L
2
h2itw   h2i0 (6.19)
where L is the spatial system size.
Unfortunately, linear error propagation is not very reliable for estimating
the error in this integral; indeed, if we add more points this will tend to
increase the error without any justiable cause. One must also consider
the error resulting from the quadrature. In practice, errors in the kink free
energy are under better control if one uses nite dierences [123]; error
propagation can then use the standard linearised results. We have then
F (m22) F (m21) =   ln
D
e 
1
2
(m22 m21)
P
x 
2
E
m21;twD
e 
1
2
(m22 m21)
P
x 
2
E
m21;0
; (6.20)
a formula which resembles the `resampling' technique of Ferrenberg and
Swendsen introduced in the previous chapter (and originally proposed in
Ref. [51]). Indeed, one way of checking that the measurement spacing is
appropriate is to check that the measurements for the change of F from
m21 to m
2
2 are the same when taken from above or below.
An equivalent criterion, applicable to Eq. (6.19), is to actually use the
`resampling' method to ensure that neighbouring values of h2i agree under
the shift of m2. Unfortunately, this does not remove the problem with
propagation of errors. This is a topic that we shall revisit in our analysis of
the 't Hooft-Polyakov monopole mass in Chapter 8.
One of the main drawbacks of this approach is the requirement to nu-
merically integrate (or take nite dierences) from, for example, the phase
transition. Close to the phase transition, the errors in the expectation val-
ues in Eq. (6.19) will be quite large due to critical slowing down. Worse, the
overall error in the kink mass will increase with the length of the integration
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path. A local calculation of the mass of a topological defect will give better
control of the errors and provide a check on the results obtained by the
traditional approach.
One other alternative way of carrying out the twist should be mentioned
here. Noting that the twisted boundary conditions can be rewritten as a
change to the action, we can instead opt to parameterise this contribution
and vary it from an `untwisted' to `twisted' situation incrementally. This
has been used in, for example, Ref. [35, 82].
6.3 Correlation functions
In this section we consider correlation functions in the topologically non-
trivial sector. Specically, we will work with two- and four-point functions
of the scalar eld. We use the two-point functions to study the kink mass,
and the four-point functions to study the kink spectrum. These approaches
are motivated by the spectral expansion of the eld in the presence of a
kink.
6.3.1 Spectral expansion
Recalling Eq. (4.23), the correlation function of general operators Oi(t)
localised in time has a spectral expansion
Cij(t2   t1) = hOi(t1)Oj(t2)i =
1X
=0
h0jOijihjOj j0ie (t2 t1)E (6.21)
where j0i is the ground state of the relevant topological sector and ji are a
complete set of states with energies E. By a suitable choice of operators,
we can determine individual terms in this expansion. By calculating the cor-
responding correlator in the presence of a kink, we can therefore determine
its complete excitation spectrum, at least in principle.
In practice, the energies E can be determined either by a straightforward
t to Eq. (6.21) or by using the `Luscher-Wol' method [20, 61, 94]. In the
latter approach, we consider the generalised eigenvalue problem
Cij(t)
(n) = n(t; t0)Cij(t0)
(n) (6.22)
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where the eigenvalues n have the long-distance behaviour n(t) = e
 tEn
as t!1. The energies are then obtained with
En = log

n(t; t0)
n(t+ 1; t0)

: (6.23)
We show in Sections 6.3.2 and 6.3.3 that by considering operators Oi
constructed from one or two eld operators , we can measure not only the
excitation spectrum in the rest mass of the kink, which corresponds to the
linearised results in Eqs. (6.10-6.12), but also approximate wave functions
of these states and the mass of the kink itself.
6.3.2 Two-point function
Let us rst consider operators Ok = (k) =
R
dx eikx(x) for dierent
momenta k, which are quantised because of the antiperiodic boundary con-
ditions,
k =
(2n+ 1)
L
: (6.24)
Momentum conservation requires the momenta of the two operators to be
equal, so for each momentum k we have the correlation function
C(t2   t1; k) =
Z
x1
Z
x2
dx1 dx2 e
ik(x1 x2)h(x1; t1)(x2; t2)i (6.25)
as calculated in our Monte Carlo simulation for the kink sector of the broken
phase. This has a spectral expansion
C(t2   t1; k) =
1X
=1
h0j(t1; k)jihj(t2; k)j0ie (t2 t1)E : (6.26)
Because of momentum conservation, all states ji in this expansion must
have overall momentum k. The lightest such state corresponds to the
boosted kink. Other states in the expansion correspond to excited states of
the kink and two-particle states consisting of a kink and a scalar particle.
In the limit k  m, there should be a signicant gap between the energies;
the correlator Eq. (6.25) is therefore dominated by the boosted kink at long
time separation t2  t1. By analogy with the eigenspectrum given in Section
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Figure 6.1: Schematic picture of `recoil' behaviour at a classical level.The
kink is forced to match up due to periodic boundary conditions
in the time direction (of length T ). It receives a kick from the
scalar particle at t1 which, to conserve momentum, it must give
up at t2 = t1 + t.
6.1.2, we expect
C(t2   t1; k) = h0j(t1; k)jkinkkihkinkkj(t2; k)j0ie (t2 t1)Ekinkk
+ h0j(t1; k)jbsihbsj(t2; k)j0ie (t2 t1)Ebsk
+
1X
=1
h0j(t1; k)jihj(t2; k)j0ie (t2 t1)E
bulk
;k (6.27)
where Ekinkk is the energy of a boosted kink with momentum k; E
bs
k and
Ebulk;k are the energies for the bound state and a scattering state (a particle
in the bulk) respectively. This spectrum has only one massive bound state,
but we do not rely on this assumption in the calculations which follow. It
is momentum conservation and the long-distance behaviour of the moving
kink state that allow us to distinguish between the states when carrying out
a t to measurements.
The physical interpretation of Eq. (6.27) is that the dominant contribution
to the correlator comes from the  particle created at t1 absorbed by the
kink before re-emerging to be annihilated at t2. Not only must momentum
be conserved by this process, but we also impose periodicity in the time
direction: (x; t) = (x; T + t). As long as k  m and (t2   t1)  1=m,
the kink width is small relative to other relevant length scales, we can treat
the kink as a point particle. Close to the phase transition, m approaches
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zero and the kink width diverges, and lower momenta k and longer time
separations have to be used.
Consider the action of a point particle of mass M in free space whose
momentum increases by k at t1 and decreases by k at t2 = t1 + t. Periodic
boundary conditions in the Euclidean time direction of size T require that
the initial and nal x-components of the velocity must match. Then,
S =M

t
q
1 + v21 + (T   t)
q
1 + v20

(6.28)
noting that the corresponding velocities v0 and v1 are related by t$ (T t).
We assume that the kink moves non-relativistically, so v0; v1  1 and obtain
S M

T +
1
2
v21t+
1
2
v20(T   t)

(6.29)
and, by applying the stationary phase approximation we expect to see a
dominant contribution to the correlation function, as measured on the lat-
tice, that has the form
C(t; k)  exp

 1
2
k2
M
t(T   t)
T

: (6.30)
We have assumed that the interaction between the scalar particle and the
kink is trivial and independent of the change in the momentum. This is
not necessarily the case. In particular the situation when k  M means
that the form factor aects the shape of the correlator. We will return to
this in the following chapter. In the innite-time limit, T !1, Eq. (6.30)
reduces to the non-relativistic kinetic energy of a particle with momentum
k [63]. In practice, the nite T eects are important, and therefore we keep
the equation in this form. By tting the asymptotic long-time behaviour of
the correlator Eq. (6.25) to Eq. (6.30), we can determine the kink mass M
because the momentum k is xed. This gives us a direct way of measuring
the kink mass.
6.3.3 Four-point functions and excitation spectrum
To nd the excitation spectrum in the rest frame of the kink, we need to
use operators with zero overall momentum. Therefore we consider two-
particle operators which correspond to creating two particles on a timeslice,
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separated by distance1 x
Ox(t) =
X
x
(x; t)(x+x; t): (6.31)
We can use the Luscher-Wol method of Eq. (6.23) to determine the
energy spectrum fEg, which now includes only states in the rest frame
of the kink and should therefore correspond directly to the negative parity
states in Eqs. (6.10-6.12). Whether a given state is a localised bound state
of the kink or a free particle state can be determined by investigating its
dependence on the volume L. In the innite-volume limit, free particle
states should behave as
E2  m2 + k2 = m2 + (2n+ 1)
22
L2
+O(L 4): (6.32)
In contrast, a localised bound state would have an exponentially small nite-
size eect. When the volume L is smaller than the inverse mass 1=m we
would expect the kink to be `squeezed' and the bound state to have lower
energy.
The other way of seeing the localisation of the rst state is to try to re-
construct the wavefunctions from the generalised eigenvectors of Eq. (6.22).
We can then compare our results with the eigenfunctions of the uctuation
eld in the presence of a continuum kink given by Eq. (6.6), or its discrete
equivalent discussed later.
Using (6.21) to rewrite the generalised eigenvalue problem (6.22)
X
l
h0j Ox jli e Elt
X
y
hlj Oy j0i (n)y
= n
X
m
h0j Ox jmi
X
z
hmj Oz j0i (n)z ; (6.33)
we expect n(t) = e
 tEn at long distance and soX
y
hmj Oy j0i (n)y = mn (6.34)
is a reasonable ansatz. Using our choice of two-particle operators this be-
1One could also work with Fourier-transformed elds with appropriate antiperiodic mo-
menta.
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comes X
y
X
y
hmj(y)(y +y) j0i (n)y = mn: (6.35)
We now split the eld  into the kink background k and uctuations ^.
We are in the broken phase; we assume in our expansion that the one-
particle states are well-separated from the two-particle states. Then for the
one-particle statesX
y
X
y
hmj [k(y +y) + k(y  y)] ^(y) j0i (n)y = mn: (6.36)
We further assume that the eld ^ can be decomposed into orthogonal
modes { the wavefunctions for each energy eigenstate. Noting that this
means X
x
^m(x)^n(x) = mn (6.37)
we identify
^n(x) =
X
x

(n)
x [k(x+x) + k(x x)] : (6.38)
This shows that, for one-particle states, the convolution of the generalised
eigenvectors (n) of the correlation matrices C(t), C(t0) with the kink back-
ground gives the wavefunction. A starting assumption for the form of the
kink background in the weak-coupling limit is that it takes the standard
shape of Eq. (6.4) but with the renormalised mass taking the place of m.
This can be obtained from simulations with periodic boundary conditions.
6.4 Numerical calculations and simulations
For calculations on a lattice of size L T , we make the standard choice of
discretisation. The Euclidean action is
S =
X
x
24  2X
=1
(x)(x+ a^) + a2

2 +
m2
2

(x)2 + a2

4!
(x)4
35 (6.39)
where the summation over x runs over all sites, and ^ is a unit vector in
either direction on the lattice; compare with Eq. (4.18). For the remainder
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of this paper, we have set a = 1, and instead vary  and m2.
Periodic boundary conditions are employed in the time direction at all
times. The topologically nontrivial sector, where the kink is present, is
simulated by imposing antiperiodic boundary conditions on the lattice in
the spatial direction.
Finite lattice spacing changes the dispersion relation by introducing a
momentum cuto. For a free particle the dispersion relation is that of
Eq. (4.19), namely
E(k) =
r
4
a2
sin2
ak
2
+m2: (6.40)
This modies the O(L 4) contribution in Eq. (6.32).
6.4.1 Linearised calculations
The linearised energy spectrum in Eqs. (6.10-6.12) is calculated in contin-
uum, and to be able to compare it with our Monte Carlo results, which
are obtained on a discrete lattice, we need to understand what eect the
discretisation itself has. We can see this by considering the Schrodinger
problem for a kink in discrete space.
A straightforward way of understanding the nite-size and discretisation
eects is to solve the lattice Schrodinger equation for a kink background.
Splitting  into kink background k and uctuations ^ as before, we nd
the classical discrete kink by the gradient ow method,
k(x;  + ) = k(x; )  
"
2k(x; )  k(x+ a; ) 
  k(x  a; ) m2k(x; ) + 
3!
(k(x; ))
3
#
(6.41)
where antiperiodic boundary conditions are used and  is chosen to give
good convergence. The eigenvectors and eigenvalues of ^ are then obtained
by solving 
D2   m
2
2
1 +

4
B

cn(x) = E
2cn(x) (6.42)
where D2 is the second-order lattice derivative with antiperiodic boundary
conditions, and B is the diagonal matrix with entries Bxx = k(x)
2.
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Figure 6.2: Plot of the eigenvalues E2 of the discretised Schrodinger equa-
tion (6.42) compared with the corresponding results for the con-
tinuum with a nite box, for  = 1=16, m2 = 0:084. Plotted
are the Goldstone mode (circles), the bound state (squares) and
the rst three scattering states (diamonds, triangles, crosses).
There is a signicant nite-size behaviour at this choice of m2,
which will be worsened by radiative corrections.
The eigenvalues are compared with the continuum result, Eq. (6.13), in
Figure 6.2 for m2 = 0:084,  = 1=16. These cannot be directly compared
with the Monte Carlo results as the mass will pick up radiative corrections,
but serve to give a qualitative description of the discretisation eects.
6.4.2 Monte Carlo simulations
Our Monte Carlo simulation uses a standard Metropolis algorithm (dis-
cussed in Section 5.1), with acceptance rates at around 70%. A hybrid
Monte Carlo algorithm was tried but not used for the results presented
here, as it did not deliver a signicant overall improvement in performance.
Generally, the space between measurements was kept longer than the au-
tocorrelation time for the observable of interest. For the Luscher-Wol
eigenvectors, it is impossible to determine the autocorrelation time but it
was assumed to be far longer than that for the two-point function results.
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Results for the kink mass
As a benchmark, we rst computed the kink mass using the conventional
twist method (see Section 6.2) for many dierent values of m2 along the
line  = 1=16 in parameter space. The spatial average of 2 was measured
for antiperiodic and periodic spatial boundary conditions, so that the mass
could be calculated from Eq. (6.20). At least 2  105 measurements were
carried out for each value of m2, separated by 50 update sweeps. Using the
techniques set out in Section 5.2.2, the integrated autocorrelation time for
2 [102],
int;2 =
1
2
X

h2n2n+ i   h2nih2n+ i
h4i   h2i2 ; (6.43)
was then estimated and used to nd the number of independent measure-
ments available for both the periodic and antiperiodic cases. The measure-
ments were then binned appropriately. These 2 measurements were then
used to calculate
f1 =   1
T
ln
D
e 
1
2
(m22 m21)
P
x 
2
E
m21
; (6.44)
f2 =
1
T
ln
D
e 
1
2
(m21 m22)
P
x 
2
E
m22
(6.45)
in both the kink and trivial sectors. By analogy with the resampling tech-
nique of Ferrenberg and Swendsen, the measurement spacing has been made
small enough that f1 and f2 agree, within errors, in each sector. The nal
errors in the kink mass derivative were estimated by applying the bootstrap
method. The kink mass is then obtained by using these data to calculate
F (m22) F (m21) =
1
2
(f1;tw + f2;tw   f1;0   f2;0) (6.46)
where `tw' demotes the results of simulations with antiperiodic (twisted)
boundary conditions and `0' those with periodic boundary conditions. The
associated error is then


F (m22) F (m21)
2
=
1
4

f21;tw +f
2
2;tw +f
2
1;0 +f
2
2;0
+(f1;tw   f2;tw)2 + (f1;0   f2;0)2

: (6.47)
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These expressions can then be used to nd the free energy dierence from
some position in parameter space where it vanishes,
F (m2N ) =
N 1X
n=0

F (m2n+1) F (m2n)

; (6.48)
and hence the kink mass can be estimated.
Standard error propagation techniques can then be used to calculate the
error in M(m2).
Our new method, outlined in Section 6.3.2, can be used to calculate the
mass at any point without depending on measurements at any other. We
calculate the correlator Eq. (6.25) on the lattice,
C(t1   t2; k) =
*X
x1;x2
eik(x1 x2)(x1; t1)(x2; t2)
+
; k =
(2n+ 1)
L
(6.49)
and t it to A1, A2, M and E in the function
C(t; k) = A1 exp

  k
2
2M
t(T   t)
T

+A2

e Et + e E(T t)

; (6.50)
where the rst term corresponds to the contribution (6.30) from a moving
kink and the second term to a free scalar particle. A t to either a free
scalar particle or Eq. (6.30) alone does not converge. The bound state of
the moving kink cannot be determined by this t, as it will be suppressed
by a factor of 1=L.
To exclude short-range behaviour, the t is repeated excluding more and
more short-distance measurements until a `plateau' for the t parameters is
reached, in line with commonly accepted practice [37]. Our error estimates
for the t are obtained by performing an elaborate bootstrap: we resample
our measurements of the correlator C(t1 t2; k), then repeat the t to obtain
a series of estimates [46].
Our results, for varying m2, are shown in Figure 6.4. Our results agree
with [3], in that the nonperturbative Monte Carlo result lies below the
semiclassical mass result2. The two measurement methods are in agree-
ment, from very close to the phase transition to beyond M  a = 1 where
2There is an error in the equivalent calculation in [24] which was previously noted in [3].
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Figure 6.3: Example Monte Carlo correlator data and t for T = 48, m2 =
0:1,  = 1=16 with k = 3=48. Three points at each end are
excluded from the t.
the treatment of the kink as a semiclassical particle might be expected to
break down. The same number of measurements were made for each pa-
rameter choice in both methods. This means that the overall number of
measurements needed for any given point is greatly reduced by studying
the two-point function, as the errors are comparable in the two cases.
In Table 6.1 we show the relative contributions of `kink scattering' and
`bulk' behaviour to Eq. (6.49) for a value of m2 deep in the broken phase,
and a sample plot of the corresponding data is given in Figure 6.3.
Results for the particle spectrum in the presence of a kink
We measured the operators in Eq. (6.31) for separations x = 0; 1 : : : ; L=2 
1. An important requirement is that these operators are linearly indepen-
dent; to ensure this we only use the rst L=2 operators [61]. This is a
similar imposition in position space to that of Luscher and Wol in mo-
mentum space for their original paper [94]. Our next step was to solve the
generalised eigenvalue problem of Eq. (6.22) to give the energy spectrum.
To nd the maximum time separation t at which these measurements can
be taken, we used the `self-adjusting exponential t' of Gockeler et al. [61],
which compares sorting by largest eigenvalue at successive times (t; t+1) to
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Figure 6.4: Comparison of the kink mass measurements from a twist (Sec-
tion 6.2; shaded region with line at centre) and from the scat-
tering method (Section 6.3.2; crosses). The classical result of
Eq. (6.5) as well as the perturbative result Eq. (6.15) are also
shown as solid and dotted lines respectively. Both types of mea-
surement were carried out for L = 48; volumes L = 32 and
L = 40 show nite-size eects that are similar to the magnitude
of the bootstrapped errors. For the scattering measurements the
errors increase when M > 1, but the technique is still valid.
k = =L
L Kink weight A1 Bulk weight A2 E M
32 2:83875 0:00095 0:02293 0:00081 0:38382 0:01332 2:22514 0:05441
40 3:02296 0:00152 0:01885 0:00077 0:39537 0:05527 2:29455 0:10858
48 3:13151 0:00047 0:01743 0:00019 0:41412 0:00800 2:19456 0:03601
k = 3=L
32 0:09402 0:00041 0:03040 0:00052 0:44331 0:01196 2:04267 0:07687
40 0:14710 0:00043 0:02405 0:00028 0:42003 0:00768 2:13589 0:07250
48 0:19189 0:00044 0:02016 0:00015 0:41473 0:00602 2:18788 0:04752
Table 6.1: Contributions to the correlator Eq. (6.49) from `kink scattering'
and `bulk' behaviour form2 = 0:1 and  = 1=16 on a LL lattice.
The errors quoted here are from a bootstrapping method. At
higher momenta the kink contribution becomes smaller, relative
to the bulk contribution. However, as the lattice size is increased
the kink contribution increases. The kink mass remains within
the error shown in Figure 6.4 for all measurements at k = =L.
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Figure 6.5: Plot of the ratio of the rst to the second energy eigenvalue
against lattice size,for  = 1=16, m2 = 0:084. The classical
continuum resultmbs=m is shown (dotted line), as well as the
estimated continuum result obtained by the intercepts of Figure
6.6(solid line). The results here are at t = 3.
sorting by magnitude of the scalar product of eigenvectors. The two sorting
procedures no longer agree at a time t where the data are too noisy to be
reliable. Another check on the extent of the noise present is the asymmetry
of Cx;y. The noise in the data readily becomes apparent when ts or
wavefunction reconstruction are attempted but these procedures serve as
valuable checks.
In order to verify the presence of a bound, localised state in the theory,
simulations were carried out on lattices of spatial size L and time size 3L at
various lattice sizes, to see if the squeezing of the kink and the bound state
could be observed. In these simulations,  = 1=16 was used, with m2 =
0:084 and m2 = 0:504. These parameters have been chosen so that =m2
is slightly less than unity while 1=m is large enough to see the squeezing of
the kink at smaller lattice sizes. This squeezing eect is seen in the ratio
of the bound state energy to that of the rst scattering state, plotted in
Figure 6.5.
The nite-size eects and the phase shift due to the kink can be seen
when we attempt to extrapolate to the continuum limit (Figures 6.6 and
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6.7). These should be contrasted with the Schrodinger results of Figure 6.2.
For both plots, the lowest energy level is t to a constant since it should
not have any volume dependence. For the other excitations we can include
the nite-size eects. From Eq. (6.32), this motivates a t to c1 and c2 in
E2 = m2 +
(2n+ 1)22
L2
+ c1
1
L4
+ c2
1
L6
(6.51)
for Figure 6.6. The value of m2 is obtained from simulations with periodic
boundary conditions. The data in Figure 6.7 are, however, too noisy to
permit the same treatment. Instead we show the asymptotic behaviour
given by the rst two terms.
Eigenvectors and wavefunctions
In addition to the nite-size behaviour, further evidence for the bound state
is given by the shape of the eigenvectors. In Figures 6.8 and 6.9, the eigen-
vectors of the correlation matrix are given for the rst four energy levels at
L = 64 (the error bars are estimates based on a bootstrap of the eigenvectors
for resampled sets of measurements).
Following the method given in Section 6.3.3, these eigenvectors can be
used to reconstruct the original wavefunctions. First, we estimate the renor-
malised mass by tting the zero-mode energies in the periodic sector to a
constant. This renormalised mass is then used in the classical gradient ow
method of Eq. (6.41) to estimate the background kink.
Approximate errors are recalculated using the bootstrap method; inter-
estingly, the errors are much smaller than those for the corresponding eigen-
vector. The results of the reconstruction are shown in Figures 6.8 and 6.9.
In Figure 6.8 the kink is slightly wider than the lattice spatial size, and
hence the bound state is `squeezed'.
6.5 Summary
We have shown that correlation functions in the presence of a kink pro-
vide detailed information about the kink itself: its mass and its excitation
spectrum, along with the approximate wavefunctions. One can measure
these correlation functions using standard Monte Carlo techniques, thereby
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Figure 6.6: Plot of the rst ve energy levels given by the diagonalisation of
(6.21) for the operators (6.31), with  = 1=16, m2 = 0:084. This
was done at relatively short distance (t = 2). For the scattering
states, the quality of the data here has allowed a constrained t
with two orders of discretisation eects (6.51).
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Figure 6.7: As Figure 6.6 but with  = 1=16, m2 = 0:504. Here the lines
are not ts, but show the asymptotic free-particle behaviour
E2 = m2 + (2n+ 1)22=L2.
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Figure 6.8: Plot of four lowest-lying eigenvectors for L = 64, m2 = 0:084.
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Figure 6.9: Plot of four lowest-lying eigenvectors for L = 64, m2 = 0:504.
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Figure 6.10: Plot of four lowest-lying wavefunctions for L = 64,m2 = 0:084.
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Figure 6.11: Plot of four lowest-lying wavefunctions for L = 64,m2 = 0:504.
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calculating its properties in a fully non-perturbative way in quantum eld
theory.
Quantum kink masses have been calculated previously in several dierent
ways: at one-loop level in perturbation theory (see Chapter 3), and non-
perturbatively using creation operators or by calculating the excess free en-
ergy of the kink across the two topological sectors (for example in Ref. [24]).
Our method, in which the mass is obtained from the kinetic energy of a kink
with a known momentum, is closer in spirit to the way other masses are cal-
culated in Monte Carlo simulations, and potential errors should be better
controlled.
Calculations of kink excitations have so far been restricted to the linear
level, and it is quite likely that in many cases the interactions will mod-
ify even qualitative features of the spectrum, such as the number of bound
states. It is therefore important to have a way of measuring the spectrum
non-perturbatively. As a side product, we obtain approximate quantum
wave functions of the energy eigenstates, which are only valid at weak cou-
pling but which nevertheless help us to identify the states.
We demonstrated our methods by carrying out Monte Carlo simulations
at weak coupling in the 1+1-dimensional 4 theory. The results show that
the mass and the excitations can be determined in practice, with relatively
small errors. It will be interesting to extend these simulations to the critical
region, and to see explicitly how the behaviour changes when critical phe-
nomena become important and expectations based on linear theory become
invalid. This is the focus of the calculation presented in the next chapter.
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7 Soliton form factors from lattice
simulations
This chapter is substantially based on work in Ref. [125], carried out with my
supervisor Arttu Rajantie. Additional explanatory material and discussion,
placing this work in the context of the thesis, has been added. There are
also corrections to typographical errors in the equations of the paper.
Having successfully demonstrated in the previous chapter that we are able
to study properties of the kink through the use of correlation functions in
the topologically nontrivial sector, here we proceed one stage further and
consider the consequences of studying the same model at strong coupling.
The end result is a powerful test of universality: the form factor for the
interaction between a scalar particle and a kink in the 4 model is ex-
actly the same as that in the Ising model, obtained using techniques from
integrable systems.
7.1 Introduction
As seen in Chapter 3 one can, in principle, use perturbation theory to cal-
culate `semiclassical' quantum corrections to classical quantities associated
with topological solitons. However, this only works when the quantum ef-
fects are small and in practice can only be used for very simple models
such as the 4 kink. A fully quantum mechanical analysis requires not
only a new calculational method but also a dierent set of observables; the
simplest classical observables do not have well-dened quantum mechanical
counterparts.
In this chapter we investigate one such observable, the soliton form factor.
The form factor is a fully non-perturbative quantum observable which does
not rely on any semiclassical concepts, and it can be dened for any soliton
in an analogous way. Form factors are used in many areas of physics to
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characterise properties of quantum objects, from atomic [14] and nuclear
physics [79] to integrable systems [138]. The soliton form factor describes
the scattering of a particle with a soliton; it can be loosely interpreted as
(the Fourier transform of) the soliton prole in the quantum theory. It is
therefore the most natural quantum observable beyond the soliton mass,
and it carries a large amount of non-trivial information about the soliton
and its interactions. By studying the form factor, one can therefore move
away completely from semiclassical ideas of soliton shape to work with fully
non-perturbative results for excitations and interactions.
Choosing a concrete example with both nontrivial critical behaviour and
well-understood semiclassical limits, we shall focus on the kink form fac-
tor [63, 78, 104, 105, 103] in 1+1-dimensional eld theory. In the previous
chapter, we studied semiclassical aspects of kinks with lattice Monte Carlo
simulations by measuring the eld correlation function in the presence of
a kink. Here we show how that the same approach can be further devel-
oped to calculate the kink form factor in a fully non-perturbative way. We
demonstrate this by carrying out simulations near the critical point, where
we nd excellent agreement with exact results from the two-dimensional
Ising model, as predicted by universality arguments. This approach can be
generalised to solitons in other theories.
7.2 Model
Let us consider a theory with a real scalar eld (t; x) and kinks in 1+1 di-
mensions. Our discussion will be valid for any such theory, but as a concrete
example, we use the 4 model with the usual Lagrangian of Eqs. (6.1-6.2)
L = 1
2
(@)(@
) +
m2
2
2   
4!
4   3
2
m4

: (7.1)
We assume that the system is in a state with one kink. Classically, this
simply corresponds to the exact kink solution seen in Eq. (2.17), namely
kink(x) = v tanh(mx=
p
2) (7.2)
where v = m
p
6=.
In the quantum theory, the same can be achieved by imposing twisted
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antiperiodic boundary conditions in the spatial direction [67]; we already
used this in the previous chapter when studying the kink mass. In fact, this
only restricts the number of kinks to odd values, but states with more than
one kink are exponentially suppressed in the innite volume limit. Note
that this way of preparing the system preserves translation invariance and
is fully non-perturbative as it makes no reference to any classical background
conguration.
The ground state j0i of this one-kink sector of the theory corresponds
to a kink in a momentum eigenstate with zero momentum, and its energy
E0 is therefore simply the kink mass M . This state is therefore translation
invariant. Above this, the spectrum consists of moving kink states jki with
momentum k and energy Ek =
p
k2 +M2, up to the energy Eexc of the rst
excited state of the kink. Above M +m, there are also states with one or
more free scalar particles.
We want to calculate the kink form factor f(k; k0), which is dened as the
matrix element
f(k; k0) =
1
v


k0
 ^(0) jki ; (7.3)
where we have scaled it by the vacuum expectation value v to make it
independent of the eld normalisation, and the momentum states jki have
the Lorentz invariant normalisation
hk0jki = 2(k   k0)Ek: (7.4)
Lorentz invariance of the theory implies that, when expressed in terms of
rapidities k = arcsinh k=M , the form factor is a function of the rapidity
dierence only [78], f(k; k0) = f(k   k0).
Semiclassically, the kink form factor is given by the Fourier transform of
the static kink solution [63, 104],
fcl() =
4
3
iv2
1
sinh 23v
2
: (7.5)
This can be seen by taking matrix elements of both sides of the Heisenberg
equation of motion for the eld. The Fourier transform is between position
and rapidity space, and so has a slightly unusual normalisation to ensure
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Lorentz invariance:
f() =M
Z
dx eiMxf(x) (7.6)
f(x) =
Z
d
2
e iMxf(): (7.7)
In other words, even in the quantum theory the form factor can be thought
of as the eective kink prole, to leading order. However, this interpreta-
tion should not be taken literally because, as always, there are many quan-
tum observables that have the same semiclassical limit. The semiclassical
approximation is valid at weak coupling. In our model Eq. (7.1), the di-
mensionless coupling is =m2 = 6=v2, thus weak coupling implies a large
vacuum expectation value.
What makes the theory of Eq. (7.1) a particularly useful test bed is that
the form factor is also known exactly at strong coupling, by which we mean
near the critical point m2  m2c in the quantum theory.
The theory is in the same universality class as the two-dimensional Ising
model, and near the critical point the form factor should approach the exact
Ising model result [7, 159],
fIsing() = i coth

2
: (7.8)
Matrix elements like Eq. (7.3) cannot be computed directly using Monte
Carlo simulations. Instead, the basic observable is the eld correlation func-
tion, which we consider in the ground state j0i of the one-kink sector. We
calculate it in momentum space, taking the Fourier transform in space but
not in time, and write a spectral expansion in terms of energy eigenstates
ji with energies E,
h(0; k)(t; q)i =
X

h0j^(k)jihj^(q)j0i
h0j0i e
it(E E0): (7.9)
Lattice Monte Carlo simulations are carried out in Euclidean space, which
is obtained by carrying out a Wick rotation t! it. This does not aect the
coecients of the spectral expansion, but the exponentials become real and
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the result is that previously seen as Eq. (4.23),
h(0; k)(t; q)i =
X

h0j^(k)jihj^(q)j0i
h0j0i e
 t(E E0): (7.10)
At long enough time separation,
t 1
Eexc   E0 ; (7.11)
the dominant contribution comes from the single-particle moving kink states
jki. For them, the coecient of the expansion is essentially the form factor,
because
hk0j^(q)jki = vf(k; k0)2(k   q   k0): (7.12)
The momentum conservation delta function restricts the expansion to only
states with overall momentum k, and therefore we have
h(0; k)(t; q)i = 2(k + q)
L
v2jf(k; 0)j2
EkE0
e t(
p
k2+M2 M)
+O

e t(Eexc M)

; (7.13)
where L is the spatial length of the system, and we have used h0j0i = LE0
as implied by our normalisation.
Furthermore, the Euclidean spacetime is necessarily nite in actual Monte
Carlo simulations. We assume periodic boundary conditions in the time di-
rection, and denote the length of the system by T . In the periodic Euclidean
time, the eld correlator is given by Eq. (4.22)
h(0; k)(t; q)i = TrU^(T   t)^(q)U^(t)^(k)
TrU^(T )
; (7.14)
where U^(t) = exp( H^t) is the Euclidean time evolution operator. As in
Eq. (7.10), at long enough time separations the only contribution comes
from single-particle kink momentum eigenstates jki, so we can approximate
the trace in Eq. (7.14) by an integral over them,
h(0; k)(t; q)i =
R
dk0
2Ek0
hk0jU^(T   t)^(q)U^(t)^(k)jk0iR
dk0
2Ek0
hk0jU^(T )jk0i : (7.15)
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Figure 7.1: Illustration corresponding to Eq. (7.18). The kink is constrained
by periodic boundary conditions in the Euclidean time direction,
so the worldline must match up at either end of the lattice. The
defect is not point-like, and has a form factor which is repre-
sented here by the interaction between the scalar and the defect
having a nite size.
Using
hk0jU^(t)jki = 2(k   k0)Eke Ekt; (7.16)
we can write the denominator asZ
dk0
2Ek0
hk0jU^(T )jk0i = L
Z
dk0
2
e Ek0T : (7.17)
Inserting complete sets of momentum eigenstates, the numerator becomesZ
dk0
2Ek0
hk0jU^(T   t)^(q)U^(t)^(k)jk0i
= 2(q + k)
Z
dk0
2
v2jf(k0   k; k0)j2
Ek0 kEk0
e Ek0 (T t) Ek0 kt: (7.18)
As illustrated in Figure 7.1, this integral has a simple geometrical inter-
pretation: The kink travels from time 0 to time t at momentum k0   k,
where it interacts with a  particle. This changes its momentum to k0, with
which it moves forward in time through the periodic boundary back to time
0. In contrast to Figure 6.1, however, the interaction between kink and
scalar particle is no longer pointlike; it carries a form factor f .
112
To calculate the integrals (7.17) and (7.18), we use the saddle point ap-
proximation. The saddle point k0 for Eq. (7.18) is found by minimising the
action
S(k0) = Ek0(T   t) + Ek0 kt MT (7.19)
for given t. By approximating the integral by a Gaussian around the saddle
point, we obtain
h(0; k)(t; q)i = 2(k + q)
L
r
T
M
v2jf(k0; k0   k)j2
Ek0 kEk0
p
S00(k0)
e S(k0): (7.20)
This approximation is only valid when the action is suciently peaked and
well approximated by a Gaussian. The latter assertion requires
S00(k0)2  S(4)(k0): (7.21)
This implicitly imposes a lower limit for the system size T in the time
direction, so for higher k we need to use larger lattices. As usual, the lattice
size also has to be larger than any inverse mass, including the kink massM .
Finally, we note that because  is real and the kink has odd parity, the
form factor is odd and purely imaginary. Therefore we can use Eq. (7.20)
to determine it from the eld correlator, up to a sign. For given k and t,
we obtain the saddle point k0 by minimising Eq. (7.19), and the form factor
for rapidity dierence  is given by
f() = f(k0; k0   k)
= i
ph(0; k)(t; k)i
v

M
T
1=4p
Ek0 kEk0
 
S00(k0)
1=4
eS(k0) (7.22)
where
 = arcsinh
k0
2M
  arcsinhk0   k
2M
: (7.23)
While Eq. (7.22) is an approximation, it becomes exact for suciently
large T as discussed above; one must also satisfy Eq. (7.11) by excluding
small t.
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7.3 Results
We tested this result by calculating the form factor near the critical point
using lattice Monte Carlo simulations.
Recalling Eq. (6.39), the Euclidean lattice action for the theory (7.1) is
given in lattice units by
S =
X
x
24  2X
=1
(x)(x+ ^) +

2  m
2
2

(x)2 +

4!
(x)4
35 (7.24)
with  = 0:6. Square lattice sizes of L = T 2 f125; 250; 375g were
used. A kink is created by imposing antiperiodic boundary conditions in
the space direction, (x+L; t) =  (x; t). This also leads to discretisation
of momentum, k = (2n+ 1)=L.
We measured the momentum space unequal-time eld correlator at vari-
ous time separations and then used Eq. (7.22) to calculate the form factor
for various rapidities. At the strong couplings used here, the correlator mea-
surements are reliable even at very long distance thanks to the hybrid Monte
Carlo algorithm (discussed in Section 5.1.1) which was helpful in ghting
critical slowing down and thermalising long-distance modes eciently. In
principle, Eq. (7.22) gives the form factor for a range of  from a single
choice of parameters fk; L;m2g because the same simulation gives the cor-
relator for all values of the time separation t. However, these values are
strongly correlated; we report only one data point per combination with
a quoted error obtained from a bootstrap resampling of all measurements.
This technique was discussed in greater detail in Section 5.2.5.
Given Eq. (7.11), the time separation t has to be long enough that excited
states and two-particle states are suppressed suciently. This happens when
t & 1=2M . However, at greater distances statistical noise starts to grow.
Therefore, we select the value of t with the smallest statistical error within
the permitted range.
In addition to the eld correlator, Eq. (7.22) also involves the vacuum
expectation value v of , and the kink mass M . We measured v using sim-
ulations with periodic boundary conditions. We take the ensemble average
v =

P
x2V (x)
 of the average eld's absolute value.
To obtain the kink massM , we again used Eq. (7.15) and the saddle point
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Figure 7.2: The kink mass M as a function of m2 in dierent volumes.
The data agree with the known results for the Ising universality
class [1]: extrapolating to the innite-volume limit, the depen-
dence on m2 is linear.
approximation, but this time taking the lowest available momentum, k =
=L, leaving the higher momentum measurements as independent datasets
for study of the form factor. Then, as long as k M , Eq. (7.19) simplies
and we nd the saddle point k0 = kt=T for arbitrary t. We can, therefore,
apply the saddle point approximation analytically, and we nd [124]
h(0; k)(t; q)i / e 
p
M2+k20t 
p
M2+(k k0)2(T t)+MT : (7.25)
This reduces to Eq. (6.30) in the nonrelativistic limit.
We then t the k = =L correlator data to Eq. (7.25) to obtain the
mass M with a bootstrap error. The results of this tting are shown in
Figure 7.2. Alternatively, the mass could also be calculated from the free
energy dierence between the kink and vacuum sectors [67].
This way, we have measured all the quantities that appear in Eq. (7.22).
We can calculate the form factor f() at a wide range of rapidities for
dierent momenta and dierent values of m2. Finally, we have checked the
consistency of the saddle point approximation leading to Eq. (7.20) when
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Figure 7.3: The kink form factor as a function of the rapidity dierence.
Measurements are shown for several lattice sizes at various mo-
menta, and the form factors for the Ising model and for a semi-
classical kink are also shown.
Eq. (7.21) is satised.
The results in the critical regime are shown in Figure 7.3, together with
the exact Ising model result Eq. (7.8) for comparison. The agreement is
very good.
7.4 Summary
We have, therefore, demonstrated that we can calculate the kink form factor
reliably even at strong coupling where perturbative approaches fail. Unlike
the Ising model, the scalar eld theory of Eq. (7.1) in which we carried out
the calculation is not exactly solvable, and we made no use of any special
features of the theory. Therefore we expect that the same method will work
equally well in other theories.
It is this nal assertion that we seek to test in the next chapter, by looking
at the mass and form factors of a rather more complicated object { the 't
Hooft-Polyakov monopole { using the techniques presented and validated in
this and the previous chapter.
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8 Form factors of a
't Hooft-Polyakov Monopole
The material in this chapter is developed from research conducted in collab-
oration with my supervisor that has recently made available as an e-print
as Ref. [126]. This work has been submitted to a journal for review. Some
additional explanatory material and equations have been included, but the
results and technique are unchanged.
8.1 Introduction
We saw in Chapter 1 that theorising about the origins of magnetism has
been going on for hundreds of years. The existence of just one monopole is
enough to explain why magnetic charge is quantised [40]. They are also a
general prediction of grand unied eld theories [145, 117].
Furthermore, Chapter 3 discussed the limited progress that has been
made towards studying the non-supersymmetric quantum 't Hooft-Polyakov
monopole analytically; the only perturbative result is the one-loop logarith-
mic correction of Eq. 3.49.
In the previous two chapters, we developed or adapted techniques for
the nonperturbative study of topological defects, their intrinsic properties
and their excitations. In the present chapter we hope to demonstrate their
ready applicability to a much more sophisticated system possessing defect
solutions. We shall also identify the ways in which the addition of a gauge
eld makes a substantive dierence to the physics.
The Lagrangian of the SU(2) Georgi-Glashow model under investigation
is
L =  1
4
TrFF
 +Tr[D;][D
;] m2Tr2   (Tr2)2 (8.1)
with the covariant derivative D = @ + igA. The eld  is in the adjoint
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representation of the SU(2) gauge group and can be parameterised by the
Pauli matrices as  = aa.
In the broken phase, which occurs classically for m2 < 0 in the parame-
terisation chosen here, a vacuum expectation value Tr2 =  m2=2 = v2
forms, and the SU(2) symmetry is broken to U(1). In this phase, the theory
has monopole solutions with an extended scalar eld (see their derivation
in Chapter 2, and Refs. [145, 117]).
Even in continuum, the classical prole of this monopole solution must
be obtained numerically except in the BPS limit where ! 0. The classical
mass of the monopole can be written as
M =
4mW
g2
f(z); (8.2)
where f(z) is a function of the ratio z = mH=mW, mH =
p
2jmj is the
Higgs mass and mW = gjmj=
p
 is the mass of the charged W bosons.
For non-zero z, the function f(z) needs to be calculated numerically or as
a Taylor expansion [55, 86].
Two length scales can be associated with the quantum monopole. The
rst is the Compton wavelength determined by the monopole mass M ; the
other is the core size of the monopole which is determined by the perturba-
tive masses mH and mW. Eq. (8.2) shows that at weak coupling there is a
large hierarchy between these scales, M  mW;mH.
8.2 Lattice implementation
In order to study the theory (8.1) using Monte Carlo simulations, we Wick
rotate it to 4D Euclidean space and discretise it. Our Euclidean lattice
action is
LE = 2
X

h
Tr(~x)2   Tr(~x)U(~x)(~x+ ^)U y(~x)
i
+
2
g2
X
<
[2  Tr U(~x)] +m2Tr 2 + (Tr 2)2 (8.3)
with link matrices parameterised as U = 1+ iaua. We have set the lattice
spacing to unity, and therefore are left with the electric charge g, bare mass
m and quadratic coupling  as free parameters.
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In the symmetry broken phase, a residual U(1) symmetry persists. We can
derive link variables u corresponding to this smaller gauge group [34, 45]
u = +(x)U(x)+(x+ ^) (8.4)
where + =
1
2(1+^) and ^ = 
p
2=Tr2, giving an Abelian eld strength
tensor
 =
2
g
arg Tr u(x)u(x+ ^)u
y
(x+ ^)u
y
(x) (8.5)
and an expression for the lattice magnetic eld,
Bi =
1
2
ijkjk: (8.6)
Gauss's law for a magnetic eld in standard U(1) electrodynamics is r:B =
0. The presence of magnetic monopoles means that the right hand side is
no longer zero everywhere. Denoting the magnetic charge density M, the
lattice equivalent of the magnetic Gauss's law becomes
3X
i=1
[Bi(x+ {^) Bi(x)] = M(x) = 4n
g
(8.7)
where n is an integer, which can be non-zero; magnetic charges are permit-
ted. In the classical limit, these charges correspond to 't Hooft-Polyakov
monopoles [145, 117]. Note that even on the lattice, the magnetic charge
is quantised and localised in one lattice cell. This should be compared to
the 4 kink of previous chapters. There the topological charge can only
be determined asymptotically, as we discussed in Chapter 2.
We simulate the theory of Eq. (8.3) on a Euclidean lattice of size1 L3T .
To create nonzero magnetic charge we apply twisted boundary conditions
on each timeslice [34], while retaining periodic boundary conditions in the
time direction. The twisted spatial boundary conditions are (see Figure 8.1)
(x+ L{^) = i(x)i
U(x+ L{^) =  iU(x)i
(8.8)
1We choose this notation to be consistent with earlier literature. Note that our T is not
temperature, and even though we work in 4D Euclidean space one should not interpret
it as the imaginary time formulation of nite-temperature eld theory. If one were to
use that interpretation, the temperature of the system would be 1=T .
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Figure 8.1: A two-dimensional spatial slice through the system with bound-
ary conditions of Eq. (8.8). The magnetic eld lines are shown,
and the antiperiodicity of the magnetic eld components can be
deduced. The simulated box is shaded, with `image' magnetic
charges shown in the neighbouring boxes. It can be seen that
moving from the boundary on one side of the lattice to the other
requires that the magnetic eld be reversed.
in the ith. direction, where i is the appropriate Pauli matrix. These
boundary conditions force the magnetic charge to be odd. If T is large
enough then the contribution to the partition function for the simulation
with these boundary conditions must come predominantly from the one-
charge sector as tunnelling is heavily suppressed. Specically, we have a
partition function
Ztw = 2Z0

Z1e
 MT +
1
3!
Z31e
 3MT + : : :

; (8.9)
where
Z1 = (ML
2T=2)3=2 (8.10)
is the partition function for an isolated pointlike monopole (and, in fact,
the usual partition function for a point particle at temperature 1=T { see
footnote 1).
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Similar arguments apply to the C-periodic boundary conditions
(x+ L{^) = 2(x)2
U(x+ L{^) =  2U(x)2;
(8.11)
which are locally gauge equivalent to the twisted ones (8.8), but not globally.
These boundary conditions permit only even magnetic charges, with the
resulting partition function taking the form
ZC = Z0 + 2Z0

Z21
1
2!
e 2MT + : : :

: (8.12)
While the Higgs eld is periodic with these boundary conditions, the mag-
netic eld { as dened by Eq. (8.6) { remains antiperiodic. By contrast,
standard periodic boundary conditions only permit zero total charge since
the magnetic eld is also periodic.
In the continuum limit, we would expect a magnetic Coulomb's law of
the form (for a point charge)
B =
4
g
r
4r3
=
1
g
r
r3
: (8.13)
Later in the paper we will study the two-point function of this B with
twisted boundary conditions. It is useful to note at this point that the
eect of Eq. (8.8) is to reverse the direction of the magnetic eld at the
boundary and so only antiperiodic components of the Fourier transform of
the magnetic eld may be measured (see Figure 8.1). This is in contrast
to Tr2 which is manifestly periodic at the boundaries in all three spatial
directions.
Simulating the system with a Euclidean time direction has two impor-
tant benets. Firstly, it prevents the monopole appearing instantonic [33].
Second, we are able to carry out measurements of the low-lying one-particle
states in the quantum eld theory with unequal time two-point correlators,
which is the main technique used in this chapter. We can exploit the proper-
ties of the energy spectrum of the system { the quantised monopole having
a lower excitation energy than even the quantised photon { and the long-
distance behaviour of the magnetic monopole contribution, to obtain the
monopole mass and interactions from straightforward tting techniques.
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8.3 Free energy as the response to a twist
As we discussed in Chapter 6, the conventional technique for studying mag-
netic monopoles and other topological defects with lattice Monte Carlo sim-
ulations has consisted of measuring their mass via their free energy.
The mass of the monopole is obtained from the dierence in free energies
in the two dierent topological sectors. This, in turn, must be obtained
from the partition functions through
F = Ftw   FC =   1
T
ln
Ztw
ZC
: (8.14)
From this, we can obtain the mass using Eqs. (8.9) and (8.12), which give
F =MT   ln 2 + 3
2
ln
ML2
2T
+O(e 2MT ): (8.15)
Unfortunately, we cannot measure partition functions in Monte Carlo sim-
ulations (though we can, in principle, measure the ground state energy
dierence using other nonperturbative techniques [69]). Instead one can
integrate along a path from a point in parameter space where the free en-
ergy (and mass) of the monopole are known to vanish to the point where
the mass is required. If we just dierentiate Eq. (8.14) with respect to a
parameter in the Lagrangian, we get
F =
Z
dg

@S
@g

tw
 

@S
@g

C

: (8.16)
We can integrate this expression from the symmetric phase where the
monopole has zero mass, through the phase transition, to our desired value
of m2 in the broken phase. Here, we use this technique as a benchmark
for comparison of our correlator results. However, as in Chapter 6, we use
nite dierences instead of trying to integrate Eq. (8.16) directly.
The free energy of an ensemble is dened as F =   lnZ, where
Z =
Z
DUiDe S (8.17)
is the partition function. The derivative of the free energy dierence (8.14)
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is therefore
@F
@g
=

@S
@g

tw
 

@S
@g

C

; (8.18)
where the subscripts indicate expectation values calculated in the two en-
sembles. In our calculations, we take g = m2, yielding
@F
@m2
=


Tr2

tw
  
Tr2
C

: (8.19)
Integrating this expression from the symmetric phase where M = 0
through the phase transition to our desired value of m2 will yield, in prin-
ciple, the mass M . However, it is dicult to obtain reliable error estimates
from this technique; it is important that we keep the error estimates under
control.
In practice, one uses nite dierences instead of the derivative (8.19). The
free energy dierence between two dierent values of m2 can be written in
two ways,
f1 =   ln
D
e (m
2
2 m21)
P
x Tr
2
E
1
(8.20)
and
f2 = ln
D
e (m
2
1 m22)
P
x Tr
2
E
2
(8.21)
where the expectation values are calculated at m21 and m
2
2. Having estab-
lished that the two measurements f1 and f2 are in agreement, the change
in the free energy is
F (m22) F (m21) =
1
2

f tw1 + f
tw
2   f cl1   f cl2

; (8.22)
where we have chosen to average f1 and f2 with equal weights. The errors
for f1 and f2 for each sector are added in quadrature and therefore we have


F (m22) F (m21)
2
=
1
4

f21;tw +f
2
2;tw + (f1;tw   f2;tw)2
+f21;C +f
2
2;C + (f1;C   f2;C)2

(8.23)
We knowM = 0 in the symmetric phase, so we start summing the dierences
from a value of m2 where the symmetry is not yet broken. Whereas the
errors in each f for a change from m21 to m
2
2 are themselves independent,
there is a small nonzero covariance for two dierent adjacent steps. Some
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care is therefore needed when summing all the errors in a mass measurement.
As a check, we should make sure that our measurements of f1 and f2 are
concordant, since they measure the same thing. This ensures that the two
ensembles atm21 andm
2
2 are thermalised and at equilibrium, and the spacing
is suciently small that the histograms of data for Tr2 overlap adequately.
Ferrenberg and Swendsen's work (discussed in Section 5.2.1) encourages us
to see this process as the reweighting of a histogram of measurements, and
their formula immediately yields
Pm22(Tr
2) =
Pm21(Tr
2)e(m
2
2 m21)Tr2P
Tr2 Pm21(Tr
2)e(m
2
2 m21)Tr2
(8.24)
for the observed distribution of Tr2 sampled at m21 and evaluated at
m22 [51]; interchanging m
2
1 and m
2
2 gives the expression for measurements
sampled at m22 evaluated at m
2
1. The equality f1 = f2 then follows, but the
importance of this approach is the realisation that the measurements will
not agree unless sucient overlap of the histograms for Tr2 at both m21
and m22 are available. This overlap means that the dierence in the actions,
S =
P
x(m
2
2  m21)Tr2, should be relatively small.
Less overlap means the inferred value of Tr2 is an over (or under) esti-
mate, being closer to the original value than required. This will make f1 and
f2 too big, so the free energy will be overestimated. A similar overestimate
will occur in both topological sectors, although
P
xTr
2 is smaller in the
topologically nontrivial sector.
Because we can use this approach to accurately interpolate the free energy
of the monopole at any value of m2, the result is plotted continuously on
Figures 8.2 and 8.3. If we encounter diculty obtaining good statistics, then
this technique would be ideal to use alongside parallel tempering (replica
exchange Monte Carlo), due to the necessarily small separations between
values of m2 [144]. In our case replica exchange would have been usable
if the measurement spacings were slightly smaller, but would have led to
substantial wait times with our computer cluster.
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8.4 Two-point functions
In carrying out our lattice simulations, we follow the measurement protocol
developed over the last two chapters. First we use the lowest momentum
correlators to measure the monopole mass, then compare with the `response
to a twist' measurements used previously. In addition to the exponential
long-distance behaviour of the two-point correlator giving us the energy
of the excited defect state, we can also use the amplitude of the defect
contribution to the correlator (as determined by a t) to measure the form
factor for various interactions.
The form factor, dened for a local operator O^ as
f(p2;p1) = hp2jO^(0)jp1i; (8.25)
where jp1i and jp2i are momentum eigenstates, is a useful way of studying
the interaction of O^ with the monopole. These momentum eigenstates are
normalised in a Lorentz-invariant way as
hp0jpi = (2)3(3)(p0   p)Ep: (8.26)
The form factor is also closely related to the scattering amplitude between
the monopole and the particle created by operator O.
We shall start by looking at analytical and semiclassical results for the
form factor of the monopole with various quantities, then go on to gener-
alise the results of the previous chapter to the present case. These results
will allow us to relate quantities measured in lattice simulations to scalar-
monopole and photon-monopole form factors.
8.4.1 Form factors: semiclassical results
In the semiclassical limit, the form factor is given by the Fourier transform of
the classical prole Ocl(x) of the quantity O in the monopole conguration,
f(p2;p1) = hp2jO^(0)jp1i
=
p
Ep2Ep1
Z
d3x ei(p2 p1):xOcl(x)
 M
Z
d3x ei(p2 p1):xOcl(x); (8.27)
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where the last line is valid in the non-relativistic limit, when jp1j; jp2j M .
This agrees with the Fourier transform pair of Eqs. (7.6-7.7), where the
argument was framed in terms of taking matrix elements for the Heisenberg
equation of motion for the eld.
In the non-relativistic limit, to which we restrict ourselves, the form factor
becomes a function of the momentum dierence k  p2 p1 only as a direct
consequence of Galilean invariance, so we will denote it by f(k).
As we are interested in the lowest lying excitations of a single monopole,
we restrict ourselves to single particle states throughout this analysis; this
is a safe assumption so long as we work at long distances.
To determine what we should expect from our lattice simulations, let us
evaluate this for the magnetic and scalar eld operators. First, let us take
our operator to be
O^ = Tr ^2: (8.28)
There is no analytic expression for the classical (non-BPS) 't Hooft-Polyakov
monopole solution, but in continuum the scalar eld has the \hedgehog"
form
(r) =
vp
2
H(r)
  x
r
; (8.29)
where r = jxj, and H(r) is a function which approaches 1 at r ! 1 with
the asymptotic behaviour [55]
H(r)  1  e
 mHr
mHr
(8.30)
for mH < 2mW . The Fourier transform of the classical prole Tr
2 =
v2H(r)2 has a delta function peak at k = 0, but otherwise it is nite and
approaches a constant value at low momenta
hkjTr ^2j0i  Mv
2
m3H
as k ! 0: (8.31)
For more precise comparison, we will use gradient ow to nd the classical
monopole conguration ; U numerically for our chosen lattice sizes. Note
that we previously used gradient ow to obtain a classical lattice defect
conguration in Chapter 6, but our specic reasons are dierent here.
Now let us take our operator to be the magnetic eld B(x). This form
factor is the most directly measurable quantity characterising magnetic
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monopoles, because it determines their scattering amplitude with photons.
We expect for a semiclassical monopole that this will be of the standard
Coulomb form,
B(x) =
1
g
x
x3
: (8.32)
Then the form factor for a pointlike monopole interacting with the magnetic
eld is
hkjB^(0)j0i = M
g
Z
d3x eik:x
x
(x21 + x
2
2 + x
2
3)
3=2
: (8.33)
Let us choose a basis such that the momentum is now parallel to x3. In the
magnetic eld direction parallel to k, we now have
hkjB^3(0)j0i = M
g
Z
d3x eikx3
x3
(x21 + x
2
2 + x
2
3)
3=2
(8.34)
= i
4M
g
1
k
: (8.35)
By contrast, in perpendicular directions the integral becomes
hkjB^2(0)j0i = M
g
Z
d3x eikx3
x2
(x21 + x
2
2 + x
2
3)
3=2
; (8.36)
which will give zero. In summary, we have
hkjB^(0)j0i = i4M
g
k
k2
: (8.37)
Note that this result is the same as for a pointlike monopole, which means
that the semiclassical calculation is not sensitive to the size or internal
structure of the monopole in any way. Therefore it is not useful for probing
the properties of magnetic monopoles, and one needs a quantum mechanical
result instead.
8.4.2 Form factors from two-point functions
Having obtained semiclassical form factors for a pointlike monopole as well
as an extended monopole in nite volume, we now look at how to obtain
the same quantity from a lattice simulation by adopting the method of the
previous chapter generalised to the present case.
Matrix elements like f cannot be computed directly using Monte Carlo
simulations. Instead, the basic observable is the eld correlation function,
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which we consider in the ground state j0i of the one-monopole sector. We
work with the magnetic eld correlator using the denition of the residual
U(1) given in the previous section.
We calculate this correlation function in momentum space, taking the
Fourier transform in space but not in the Euclidean time direction, and
write a spectral expansion in terms of energy eigenstates ji with energies
E,
hO(0;k)O(t;q)i =
X

h0jO^(k)jihjO^(q)j0i
h0j0i e
 t(E E0); (8.38)
where E0 =M is the energy of the single-monopole ground state.
Furthermore, the Euclidean spacetime is necessarily nite in actual Monte
Carlo simulations. We denote the length of the system in the time direction
by T and in the three space directions by L. We apply twisted boundary
conditions (8.8) to the spatial boundaries. In addition to creating an odd
magnetic charge, this has the eect that all observables that are odd under
charge conjugation such as B are antiperiodic, and even observables such
as Tr2 are periodic. Their momenta k and q in Eq. (7.10) are therefore
also quantised accordingly,
ki =
(
(2ni + 1)=L; for odd operators,
2ni=L; for even operators,
(8.39)
with ni 2 Z.
In the time direction, we impose periodic boundary conditions. The cor-
relator can be written as
hO(0;k)O(t;q)i = 1
Z
Tr U^(T   t)O^(q)U^(t)O^(k)
=
1
Z
X
;0
h0jO^(q)jihjO^(k)j0ie E0 (T t) Et; (8.40)
where U(t) = exp( Ht) is the Euclidean time evolution operator, and Z =
Tr U(T ).
With twisted boundary conditions, the states ji, j0i must have odd
magnetic charge; because of momentum conservation, they must also have
opposite overall momentum k =  q.
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The lowest such state is the single-particle state of a monopole with mo-
mentum k, which has energy
Ek =
p
k2 +M2 M + k
2
2M
: (8.41)
The next states in the spectrum are two-particle states with a monopole
moving at momentum k0 and a photon with momentum k k0. In a box of
size L, the momentum of the photon is quantised, and therefore there is a
large gap  =L k2=2M between the single-particle state and the lowest
two-particle state.
At long time separation, we can therefore approximate Eq. (7.14) by an
integral over single-particle momentum eigenstates jki,
hO(0;k)O(t;q)i = 1
Z
Z
d3k0
(2)3Ek0
d3k00
(2)3Ek00
hk0jO^(q)jk00ihk0jO^(k)jk0ie Ek0 (T t) Ek00 t
=
1
Z
(2)3(3)(q+ k)
Z
d3k0
(2)3
jf(k0   k;k0)j2
Ek0 kEk0
e Ek0 (T t) Ek0 kt:
(8.42)
Similarly, we can write the partition function as
Z =
Z
d3k0
(2)3Ek0
hk0jU^(T )jk0i = L3
Z
d3k0
(2)3
e Ek0T
 L3
Z
d3k
(2)3
e
 

M+ k
2
2M

T
= L3

M
2T
3=2
e MT : (8.43)
This partition function is the individual contribution to the partition func-
tion from each monopole's worldline in Eq. (8.9), and using Eq. (8.10) it
can be written as
Z = Z1e
 MT : (8.44)
The integral of Eq. (8.42) has a simple geometrical interpretation: The
monopole travels from time 0 to time t at momentum k0 k, where it absorbs
a photon or scalar particle (in line with the schematic of Figure 7.1, but in
three dimensions rather than one). This changes the momentum of the
monopole to k0, with which it moves forward in time through the periodic
boundary back to time 0.
To calculate the integral (8.42), we use the saddle point approximation.
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The saddle point k0 is found by minimising the action
S(k0) = Ek0(T   t) + Ek0 kt MT (8.45)
for given t. By approximating the integral by a Gaussian around the saddle
point, we obtain
hO(0;k)O(t;q)i = 1
Z
(2)3(3)(q+ k)Z
d3k0
(2)3
jf(k0   k;k0)j2
Ek0 kEk0
e S(k0) 
1
2
(k0 k0)M(k0)(k0 k0); (8.46)
where M(k0) is the Hessian matrix with components
Mij(k0) =
@2S(k0)
@k0i@k
0
j

k0=k0
: (8.47)
By taking t and T   t very large, this forms a nascent delta function. We
can use the limit
e x
2=a =
p
a(x) a! 0 (8.48)
thus we can calculate the integral
hO(0;k)O(t;q)i = 1
Z1
(2)3(3)(q+ k)
jf(k0   k;k0)j2
Ek0 kEk0
1
(2)3=2W (k0)
e S(k0); (8.49)
where
W (k0) =
p
detM(k0): (8.50)
In the non-relativistic limit k  M , where the form factor is a function
of the momentum dierence only, we nd
hO(0;k)O(t;q)i
 (2)
3(3)(k+ q)
L3

T
M
3=2 jf(k)j2
Ek0 kEk0W (k0)
e S(k0); (8.51)
where we have substituted the expression (8.10) for Z1.
We can use Eq. (8.51) to determine the form factor from the eld cor-
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relator. For given k and t, we obtain the saddle point k0 by minimising
Eq. (7.19), and the form factor is nally given by
f(k) = i
p
hO(0;k)O(t; k)i 

M
T
3=4q
Ek0 kEk0W (k0)e
S(k0)=2
(8.52)
for O odd. The factor of i is not present for even operators, due to parity
considerations.
8.4.3 Mass measurements
The time separation t enters into Eq. (8.52) directly { in parameterising
the two-point function { as well as indirectly, in the saddle-point calculation
for k0. However, since k  M in the current calculation we can take the
nonrelativistic limit of the action in Eq. (8.45) and let k0 = kt=T for
arbitrary t. To order k, there are no t-dependent quantities outside of the
action in our expression for the form factor. Thus, as expected, at low
momenta we eectively have
hO(0;k)O(t;q)i = jf j
2
M2
e 
p
M2+k0(t)2t 
p
M2+(k k0(t))2(T t)+MT : (8.53)
We can use this result to conduct a t to the correlator, noting that
this is merely one contribution to the two-point function; the other most
signicant contribution (particularly at shorter distances) will be from the
lightest particle that the operator O can create propagating in the bulk.
Hence, if we take O = Bi then this will be the photon, which we will treat
as massless; for O = Tr2 it will be the bulk scalar particle, which has a
mass mH =
p
2jmj.
As always, we are assuming in using this calculation that the particles cre-
ated by the correlation function either interact directly with the monopole,
propagate solely in the bulk, or are annihilated by the vacuum.
8.5 Results
Simulations were carried out using a 163  48 lattice with  = 0:1 and
g = 1=
p
5.
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Figure 8.2: Plot of the monopole mass obtained from the scalar eld corre-
lator, with twist measurement overplotted for comparison. The
scalar eld correlator with k = (2=L; 0; 0) and permutations is
used, the lowest permitted nonzero momentum.
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Figure 8.3: Plot of the monopole mass obtained from the magnetic eld
correlator, with twist measurement overplotted for comparison.
The momenta used are k = (3=L; =L; =L), and permuta-
tions. The results are similar to the scalar eld case.
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Congurations were created by generating a classical `cold' monopole and
then `heating' the conguration gradually towards the phase transition.
Once thermalisation of Tr2 had occurred for a given parameter choice,
the resulting conguration was used as the input for the next value of m2
closer to the phase transition. In this way, a set of congurations was gen-
erated which could then be simulated separately.
We thermalised the system initially deep in the broken phase, and then
gradually increasing the value of m2. As we discussed in Chapter 1, mov-
ing through the phase transition in the opposite direction produces extra
monopoles which would take a very long time to annihilate [85, 122].
The system seems very susceptible to the creation of metastable states,
particularly long-lived monopole-antimonopole pairs as well as what ap-
peared to be excited states of the monopole. After thermalisation of Tr2,
additional checks on the histogram of total charge of the system were car-
ried out; uctuations due to the nite volume (indicated by Eq. 8.9) were
to be expected, but any skewness in the distribution led us to reject the
thermalisation and try again. For these reasons it proved very dicult to
start from the symmetric phase or attempt to study the monopole mass
using hysteresis curves.
8.5.1 Mass measurements and comparison
Three methods were used to attempt to measure the mass of the monopole.
The rst was the well-established response to a twist obtained from Eq. (8.16),
and used previously in Ref. [123]; we also made use of it as a comparator in
Chapter 6. The lattices in that work were considerably smaller in the Eu-
clidean time direction but the response to a twist measured here is in good
agreement with the L = 16 data that were obtained. The measurements
are plotted as a continuous line in both Figures 8.2 and 8.3, for reasons
discussed at length in Section 8.3. The thickness of the line is the estimated
error.
It was found that, for the histograms to oer sucient overlap that the
free energy estimates (8.20) and (8.21) agreed within errors, a measurement
spacing of at most m2 = 0:001 was required. The solid line plotted there-
fore required in excess of 150 separate simulations to keep systematic errors
below 2, although f1 is consistently lower than f2.
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The twist measurements clearly have a nite size eect (also seen in
Ref. [123]) that aects the measurements of the monopole mass when the
physical size of the monopole almost lls the box. The curve of the twist re-
sults changes concavity as the monopole becomes smaller than the box size,
and deeper in the broken phase the monopole mass behaves in a manner
similar to the classical monopole mass.
The errors were obtained using the methods described in Section 8.3. No
attempt was made to account for the nonzero covariance between adjacent
mass interval measurements, but it is felt that this would not give a major
systematic contribution to the error.
Let us now turn our attention to the use of the two-point correlator to cal-
culate masses as described in Section 8.4.3. We carried out a t to Eq. (8.53),
plus a bulk eld which we expect will be either the scalar or the photon,
depending on the operator used:
C(t) = C1 e
 
p
M2+k0(t)2t 
p
M2+(k k0(t))2(T t)+MT
+ C2

e Ebulkt + e Ebulk(T t)

: (8.54)
To ensure that our error estimates are robust despite the clear correla-
tions between data points at dierent separations exhibited by the two-point
function, we use a jackknifed nonlinear least squares t method. The error
estimates obtained from this technique are (in the present work) in agree-
ment with those from our previous use of bootstrapping, but there exist
results demonstrating the robustness of the jackknife technique for residu-
als that are not independently and identically distributed [134].
The length of each simulation run was about ten to twenty times that for
each simulation used in the response to a twist technique discussed above.
On the other hand, for the single point atm2 =  0:4, the results of 150 such
simulations in two topological sectors are required for the twist calculation
(given the conditions above of a spacing where the two measurements f1 and
f2 agree to within 2), whereas just one measurement in the topologically
nontrivial sector is needed with the correlator calculation. Added to this
is the task of thermalising every one of those 300 ensembles and avoiding
metastability. Therefore, it is simulationally less demanding to use the
correlator measurement deep in the broken phase { if it can be relied upon.
Close to the phase transition, the nite size eects of either technique are
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severe in such a small box. We must therefore leave it to future work
to study the dynamics of quantum monopoles at strong coupling near the
critical point [123].
Based on Figure 8.2, it seems that there is a very small systematic dis-
crepancy between the twist and correlator results when the correlator of
the scalar eld is used. Given the relatively small lattice sizes used, it is
not inconceivable that this is due to the nite size eect in one of the two
quantities measured, but long-lived metastable states are another possibil-
ity. Note that we do not anticipate any major lattice artefacts playing a
role in the monopole dynamics until mH  1, when the scalar mass is about
the reciprocal lattice spacing, at which time the monopole will become small
enough to feel the potential due to the discretised lattice more severely [142].
The results for the magnetic eld correlator are shown in Figure 8.3. Since
the magnetic eld operator couples to the photon, we anticipate that part of
the signal in this case comes from a massless photon eld propagating in the
bulk. This assumption seems borne out by the failure of our tting ansatz
for k = (=L; =L; =L), and the need to go to k = (3=L; =L; =L) to see
the correlator expected of the monopole signal.
Despite the apparent systematic discrepancy, the ts yielding the data for
Figure. 8.3 are very good, and the form of the correlator given in Eq. (8.53)
seems to be the right one; the long distance `plateau' behaviour is a good
t.
8.5.2 Form factor measurements
Having studied the mass using the low-momentum correlator measurements,
we now move on to the form factor measurements. From the results of the
Monte Carlo simulations we use Eq. (8.52) to obtain the form factor, and
compare with semiclassical expectations. To minimise sources of systematic
error, we use the twist results for the value of M in computing form factors.
We start by looking at the scalar eld form factor f(k) = hkjTr ^2j0i for
which there is a semiclassical comparison available, albeit not in analytic
form. We obtain the classical monopole conguration on the lattice using
gradient ow. According to Eq. (8.27), the form factor can then be recovered
by Fourier transforming Tr2, for comparison with the measurement from
the Monte Carlo simulation.
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Figure 8.4: Plot of the monopole form factor for the scalar eld f(k).
The measurement is deep in the broken phase with m2 =  0:4.
For comparison, the semiclassical result is also shown; renor-
malisation conditions have been used such that the vacuum ex-
pectation value for the gradient ow monopole matches that
measured in the nonperturbative simulation; its classical mass
is then Mcl = 30:9, to be compared with M = 34:9 0:1 for the
quantum monopole.
The minimisation was started from a classical `hedgehog' i(x) / x:^{ with
a trivial gauge eld U(x) = 1. A local minimum of the Euclidean action
was obtained using
a(x;  + ) = a(x; ) + 

  4(8 +m2) + 8Tr2a(x; t)
+
X
j
h
aUj(x; t)(x+ |^; t)U
y
j (x; t)
i 
(8.55)
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and
Ui(x;  + ) = exp i t 
a

  
2
X
staple
Tr faUij(x; )g
+ 2Tr
n
aUi(x; )(x; )U
y
i (x; )(x+ {^; )
  h.c.
o
Ui(x; ): (8.56)
The length T of the Euclidean time direction is not relevant for this pro-
cess and so we could set T = 1. The resulting eld congurations were used
to obtain the scalar eld Tr2 in the presence of the classical monopole. As
a by-product the classical mass was obtained (for comparison with the twist
results above), by looking at the dierence in energy between topologically
trivial and topologically nontrivial congurations,
Mcl(m
2) = Etw(m
2) +
m4
4
L3: (8.57)
Our results deep in the broken phase are shown in Figure 8.4. In this plot,
a single value of m2 =  0:4 has been used for the Monte Carlo simulations,
and the classical monopole with the closest matching mass was used for the
comparison. There is, unsurprisingly, good agreement between the two. The
semiclassical agreement demonstrates that our technique generalises reliably
from the relatively straightforward case of the kink to higher dimensions.
The magnetic eld form factor fB(k) = hkjB^j0i, is perhaps physically
more interesting. It is a vector quantity, but in continuum its direction is
always parallel to k because of rotation invariance, and therefore only its
length fB(k) = jfB(k)j is non-trivial. On the other hand, in the simulations
it is easiest to consider its individual components [fB(k)]i, but because of
the boundary conditions we cannot choose the momentum to be parallel to
a coordinate axis. Instead, we note that the length of the vector can be
written as
fB(k) =
k
ki
[fB(k)]i : (8.58)
This quantity is shown for various values ofm2 and k in Figure 8.5. For k 
mH , we are probing wavelengths longer than the monopole core size, and
therefore the curve approaches the expected Coulomb result of Eq. (8.37).
In the semiclassical calculation this behaviour extends to arbitrarily high
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Figure 8.5: Plot of the monopole form factor for the magnetic eld fB(k),
for momenta (k1; =L; =L) and permutations on a doubly log-
arithmic scale. The comparison is with the Coulomb result.
momenta, which corresponds to a pointlike charge, but our results show
that in the quantum theory there is a clear deviation from the Coulomb
result at shorter wavelengths, when k & mH . One interpretation for this
is that because of quantum uctuations, the magnetic charge is spread out
over distance  1=mH .
In Figure 8.6, we highlight two xed values of m2 and plot the form
factor for various values of k. Changing the value of m2 can be interpreted
as changing the physical lattice spacing. Moving closer to the critical point,
i.e., towards higher m2, corresponds to taking the continuum limit. In
Figure 8.6, we see that closer to the continuum limit, the charge distribution
becomes more spread out in physical units. On physical grounds we would
expect that it approaches a nite continuum limit.
8.5.3 A note on algorithms and performance
Previous nonperturbative studies of topological solitons have typically em-
ployed a standard Metropolis update algorithm. It would seem, however,
that excitations corresponding to an extended defect's worldline are not
going to be quickly thermalised or decorrelated by updates that are local
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Figure 8.6: Plot of the monopole form factor for the magnetic eld fB(k),
for m2 =  0:335 and m2 =  0:4, which can be interpreted
as two dierent lattice spacings. The Coulomb result is again
included for comparison.
in space. Indeed, the classical topological soliton is a solution of the eld
equations, so an obvious way to improve ergodicity would seem to be to use
one of the family of algorithms which relies on real-time dynamics. For this
reason, despite the added computational cost { and the complexity arising
from the twisted boundary conditions { it was decided to investigate the
performance of a Hybrid Monte Carlo (HMC) algorithm (see Section 5.1.1).
This showed promise in the previous chapter when ghting critical slowing
down in our studies of the form factors of critical kinks, despite clear disad-
vantages to using HMC with scalar elds in general. We hypothesised that
this was due to the fact that the defects obey the equations of motion, and
so using an update method that integrates the equations of motion (or a
generalisation thereof) improves ergodicity for observables associated with
the quantum topological soliton. In contrast, a single Metropolis update
step will not signicantly alter the position or conguration of a topological
defect.
In the current situation, however, it was dicult to detect an advantage
to using HMC. While the autocorrelation time was in many cases the same,
the CPU time required to integrate a single trajectory was longer than a
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single Metropolis checkerboard sweep; the staples must be recalculated for
every step in the trajectory. This may be due to our being at relatively
weak coupling, with severe nite size eects that mask any critical slowing
down. It may also be due to inadequate tuning of the HMC algorithm to
give an optimal acceptance rate.
Lastly, to improve statistics for the magnetic eld correlator we considered
an overrelaxation step for the SU(2) gauge elds, coupled to an accept-reject
step to account for the covariant derivative term in the action. We made use
of the SU(2) move U ! U0U 1U0. This leaves the Wilson term unchanged
when U0 = S
 1pdet S, where S is the `staple' [30]. Unfortunately we did
not notice any substantial improvement to the statistics as a result of adding
this step.
8.6 Summary
We have used correlation functions to measure properties of the 't Hooft-
Polyakov monopole nonperturbatively. For the monopole mass we found
good agreement with previous studies that used the response to twisted
boundary conditions.
We also calculated the form factors of the monopole for scalars and pho-
tons. For the scalar we nd good agreement with the semiclassical results,
which was expected because of the weak coupling. In contrast, the semi-
classical result for the photon is that of a point particle, but the quantum
result shows smooth internal structure. This shows that a proper quantum
calculation is absolutely necessary in order to probe the internal structure of
monopoles using photons [41]. The continuum limit deserves to be explored
using the same techniques. We should also bear in mind that although
our expression Eq. (8.6) for the magnetic eld has attractive properties, it
is not the exact creation operator for asymptotic photon states in the full
quantum theory. In principle, a numerical approximation for the correct
creation operator could be obtained by a diagonalisation procedure.
In Ref. [45], it was shown how to generalise the twisted boundary condi-
tions to other SU(N)+Higgs models, N even. Although odd N is arguably
of greater phenomenological interest, the techniques here should be equally
valid in these cases.
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9 Conclusions
In this thesis, we have sought to use nonperturbative methods from lattice
quantum eld theory to study the properties of topological solitons. Apply-
ing twisted spatial boundary conditions to create the solitons, we studied
their interactions, excitations and dispersion relation.
As there are very few perturbative results for topological solitons, it is
very dicult to study such matters analytically. It is possible to do so when
the defects are integrable, but the models which were of interest to us here
do not have that property. We did, however, demonstrate agreement in
Chapter 7 with the form factor for an exactly solvable model (the 2D Ising
model).
Our use of correlation functions, rather than just measuring free energies
as a response to a twist, is the single major novel contribution in this the-
sis. While most of the methods used here (with the exception of our form
factor calculations) are adaptations of techniques used in other situations
in lattice eld theory, our use of them to study the behaviour of topological
solitons is completely new. Furthermore, the form factor calculations bear
little resemblance to previous lattice eld theory studies and can be seen as
oering a completely new direction of study.
The rst half of the thesis { Chapters 1 to 5 { consisted of introductory
material. We put the study of the quantum properties of topological solitons
into its wider context, and elucidated the properties of classical topological
solitons. We proceeded with their perturbative quantisation (demonstrating
the limitations of that technique). Next, we moved on to introduce the
rudiments of lattice eld theory and some of the simulational techniques
that can be used.
We then developed these techniques { those adapted from other work in
lattice quantum eld theory, as well as the form factor measurements which
are completely new, in Chapters 6 and 7. Here we applied them to a toy
model, the 4 kink, and demonstrated successfully that they work and give
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the correct results in various limits.
In more complicated theories, things are less straightforward. For exam-
ple, one will obtain several form factors which describe interactions of the
soliton with dierent particle species. In the case of point-like solitons, such
as 't Hooft-Polyakov monopoles in 3+1-dimensional gauge eld theory, the
calculation proceeded successfully along the same lines. The results of this
work were discussed in Chapter 8.
To summarise, we have demonstrated that it is possible to use correlators
in eld theories with twisted boundary conditions to study the energies,
dispersion relations and excitations of topological solitons. We have also
developed new techniques to study their form factors.
9.1 Directions for future work
It would be interesting to study dyons and other excitations of 't Hooft-
Polyakov monopoles, and localisation of degrees of freedom on cosmic strings,
domain walls or solitonic branes in braneworld models. These studies would
involve a generalisation of the two-particle operator techniques described in
Chapter 6. In many cases, a detailed understanding of the particle spec-
trum for the theory in the presence of a defect would also be obtainable
using these techniques.
The form factor approach to studying topological solitons means that, at
the quantum level, we must accept that no unambiguous notion of `width'
or `size' can be considered for a given scattering process. Hence, we would
also propose using the form factor as an observable in the study of conning
ux tubes instead of probe plaquettes [60].
We have already mentioned that other theories possessing kink solutions
(such as the sine-Gordon model) can be investigated using the same tech-
niques, as can other topological solitons. Some models are currently under
investigation [11, 91].
The study of 't Hooft-Polyakov monopoles on the lattice has been shown
to be possible for SU(N) when N is even in Ref. [45], but it is the N
odd cases (SU(3) and SU(5)) that are perhaps of greatest phenomenological
interest. There is also the theoretical question of whether it is possible to
implement twisted boundaries in such circumstances at all.
Generalisation to extended defects, such as domain walls, strings or higher-
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dimensional membranes should be straightforward. For example, this will
make it possible to study non-perturbatively the quantum mechanical prop-
erties and interactions of cosmic strings; this would appear to be an impor-
tant future direction of study.
One possibility would be to use the techniques presented here to study
the defects present in supersymmetric theories such as the Wess-Zumino
Model or SQCD and hence as a test of lattice supersymmetry [59].
Can we relate lattice results to monopole pair production rates? Phe-
nomenologically, this would be very important [41]. Unfortunately, what
we have been calculating in this thesis relates to scattering of a soliton o a
particle rather than soliton pair creation; the dierences are perhaps more
profound than they at rst appear.
In summary, then, there are perhaps two directions in which the calcu-
lations could be taken further. One could apply the same ideas to other
models, or instead seek to relate what has been measured and studied here
more closely to other aspects of theoretical physics.
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