Answering a question of Haugland, we show that the pooling problem with one pool and a bounded number of inputs can be solved in polynomial time by solving a polynomial number of linear programs of polynomial size. We also give an overview of known complexity results and remaining open problems to further characterize the border between (strongly) NP-hard and polynomially solvable cases of the pooling problem.
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In this paper (as in [2, 12, 13] ), we study the complexity of SPPs where A ⊆ (I × L) ∪ (L × J), i.e., all arcs are either input-to-pool or pool-to-output arcs. For notational simplicity, we denote the set of the former by A I := A ∩ (I × L) and the set of the latter by A J := A ∩ (L × J). We do not consider input-to-output arcs since for every such arc (i, j), we can add an auxiliary pool ℓ and replace (i, j) by an input-to-pool arc (i, ℓ) and a pool-to-output arc (ℓ, j). Throughout this paper, we use the term pooling problem to refer to a SPP without input-to-output arcs. We consider a set of qualities K whose quality values are tracked across the network. We assume linear blending, i.e., the quality value of a pool or output for a quality is the convex combination of the incoming quality values weighted by the incoming flows as a fraction of the total incoming flow.
For inputs and pools v ∈ I ∪ L, we denote the set of outgoing arcs of v by A out v , and for pools and outputs v ∈ L ∪ J, we denote the set of incoming arcs of v by A in v . Let x a be the flow on input-to-pool arc a ∈ A I , and let y a be the flow on pool-to-output arc a ∈ A J . The cost of flow on arc a ∈ A (which may be negative) is given by c a . The total flow through vertex v ∈ V (resp. the flow on arc a ∈ A) is bounded above by C v (resp. u a ). For every input i ∈ I and quality k ∈ K, the quality value of the incoming raw material is given by λ ik . Let p ℓk denote the quality value of the blended raw materials in pool ℓ ∈ L for quality k ∈ K. For every output j ∈ J and quality k ∈ K, the upper bound on the quality value of the outgoing blend is given by µ jk . In addition to λ ik and p ℓk , it is sometimes more convenient to have arc-based rather than node based quality parameters and variables. Since the quality of flow on arc (v, w) is equal to the blended quality of the total flow through vertex v, we have λ ik ≡ λ ak for all inputs i ∈ I, their outgoing arcs a ∈ A out i and qualities k ∈ K. Analogously, we have p ℓk ≡ p ak for all pools ℓ ∈ L, their outgoing arcs a ∈ A out ℓ and qualities k ∈ K. Table 1 summarises the notation for the pooling problem.
We now present the classical formulation of the pooling problem, commonly referred to as the Pformulation [15] . There are numerous alternative formulations of the pooling problem, including the Q- [4] , PQ- [17] and HYB-formulations [3] , and most recently multi-commodity flow formulations [1, 2, 6] .
All formulations are equivalent in the sense that there is a one-to-one correspondence between a feasible solution of one formulation and another, and they all have the same optimal objective value. However, the alternative formulations often show a better computational performance than the P-formulation, as studied e.g. in [6] . A recent paper by Gupte et al. [11] gives an excellent overview of topics that have been studied in the context of the pooling problem. Within the scope of this paper, however, we chose to prove complexity results using the classical P-formulation.
In the P-formulation, a flow (x, y) satisfies the following constraints:
Constraint (1) is flow conservation which ensures that at every pool, the total incoming flow equals the total outgoing flow. (2)- (4) are vertex capacity constraints and (5) is an arc capacity constraint. For notational simplicity, we denote the set of flows by (1)- (5) are satisfied}. The P-formulation can now be stated as follows:
Equality (6) is the pool blending constraint which ensures that the p variables track the quality values across the network. Inequality (7) is the output blending constraint. We take the requirements that λ ak ≡ λ ik for all a ∈ A out i , i ∈ I and k ∈ K, and that p ak ≡ p ℓk for all a ∈ A out ℓ , ℓ ∈ L and k ∈ K, to be implicit in the model. Table 2 provides an overview of known complexity results, and Figure 1 shows most of these complexity results in a tree structure. All of these results were formally proven in [2, 10, 12, 13] . When bounding the number of vertices, the cases of one input or output are polynomially solvable. Furthermore, the cases of one pool and a bounded number of outputs or qualities are polynomially solvable. If we only have one pool (and no other restrictions), then the problem remains strongly NP-hard. The same holds if we have only one quality. The problem remains strongly NP-hard if we have one quality and two inputs or two outputs. Only if we have one quality, two inputs and two outputs, then the problem becomes NP-hard. The problem also remains strongly NP-hard if the out-degrees of inputs and pools are bounded above by two, or if the in-degrees of pools and outputs are bounded above by two. Finally, it was shown in [10] that there exists a polynomial time algorithm which guarantees an n-approximation (where n is the number of output nodes). The authors of this paper also showed that if there exists a polynomial time approximation algorithm with guarantee better than n 1−ε for any ε > 0, then NP-complete problems have randomized polynomial time algorithms.
Known complexity results
Pooling problem bounded in-/out-degrees Figure 1 : Overview of known complexity results in a tree structure. For simplicity, we omit #11 and #14 from Table 2 . In this section, we consider the pooling problem with
• m inputs (let I = {v 1 , . . . , v m }),
• one pool (let L = {ℓ}),
• n outputs (let J = {w 1 , . . . , w n },
•ualities (let K = {1, . . . , q}),
• the set of input-to-pool arcs A I = {a 1 , . . . , a m } = { (v 1 , ℓ) , . . . , (v m , ℓ)}, and
• the set of pool-to-output arcs A J = {a m+1 , . . . , a m+n } = {(ℓ, w 1 ), . . . , (ℓ, w n )}.
We write
• x i for the flow on input-to-pool arc a i (i = 1, . . . , m),
• y j for the flow on pool-to-output arc a m+j (j = 1, . . . , n),
• c i for the cost of flow on arc a i (i = 1, . . . , m + n),
• λ ik for the k-th quality value at the tail node of input-to-pool arc a i (i = 1, . . . , m), and
• µ jk for the bound on the k-th quality value at the head node of arc a m+j (j = 1, . . . , n). 
Note that y j > 0 implies
It has been observed, for instance in [13] , that for a fixed set J ′ ⊆ [n] of outputs, an optimal solution that satisfies the quality constraints for all j ∈ J ′ and has y j = 0 for all j ∈ [n] \ J ′ , can be found by solving the following linear program which we denote by LP(J ′ ):
Let val(J ′ ) denote the optimal value of problem LP(J ′ ). An optimal solution for the pooling problem can be obtained by solving LP(J ′ ) for every J ′ ⊆ [n], and choosing one with minimum val(J ′ ). Below we argue that if the number m of inputs is fixed, then it is sufficient to consider a polynomial number of subsets J ′ , where the polynomial is of degree m − 1 in both n and q. (9) can be rewritten as
Introducing variables
The vector z is an element of the simplex
we define the reachable output set J(z) as (10) is satisfied} .
Lemma 1. The objective value for any flow corresponding to z ∈ ∆ m−1 is at least val(J(z)).
Proof. For a fixed z ∈ ∆ m−1 , we can find the optimal flow by solving the linear program
Every feasible solution for this problem is also feasible for LP(J(z)) and the claim follows.
The inequalities (10) define a partition of R m−1 (and therefore of ∆ m−1 ) into regions of constant J(z).
To be more precise, let H be the hyperplane arrangement H = {H jk : j ∈ [n], k ∈ [q]}, where
The system H induces a partition of R m−1 . Let H 0 jk and H 1 jk be defined by
If, for every vector ε = (ε jk ) j∈[n], k∈[q] ∈ {0, 1} nq , we define the set
then the space R m−1 is the disjoint union of the sets P (ε), and for every z ∈ ∆ m−1 the set J(z) is determined by the vector ε with z ∈ P (ε).
Then, for all ε ∈ {0, 1} nq and for
Proof. Let ε ∈ {0, 1} nq and z ∈ P (ε) ∩ ∆ m−1 . Then
It is well known that the number of nonempty sets P (ε) is bounded by a polynomial of degree m in nq (see for example [8] ). However, direct application of [8] yields the upper bound m−1 i=0 nq i , which is weaker than the bound in the following lemma. We derive a stronger bound than [8] since the nq hyperplanes are partitioned into q subsets of each n parallel hyperplanes.
Lemma 3. There are at most
Proof. We denote the claim of the lemma, parameterized by the input cardinality m and the quality cardinality q, by C(m, q), and we prove this claim by induction on m and q. Base case and inductive step are as follows:
1. Base case: ∀q, m ∈ {1, 2, . . .} : C(1, q), C(2, q) and C(m, 1)
2. Inductive step: ∀q ∈ {2, 3, . . .}, ∀m ∈ {3, 4, . . .} :
For m = 1, note that R 0 = {0} contains only a single point, and since the sets P (ε) are disjoint there can be at most 1 = q 0 n 0 nonempty sets P (ε). In fact, using assumption (8), we have P (ε) = ∅ ⇐⇒ ε = 0.
For m = 2, the nq inequalities partition R 1 into at most 1 + nq = to the partition, and the number of parts into which R m−1 is cut by H is at most
Remark 1. Note that the proof of Lemma 3 also provides a recursive method to determine the vectors ε with P (ε) = ∅ in polynomial time.
Remark 2. The upper bound given in Lemma 3 is best possible, i.e., for all m, q and n, there exist instances in which the number of vectors ε with P (ε) = ∅ equals m−1 i=0 q i n i . In fact, this bound is obtained by almost all systems H. To make this statement more precise, we say that a system H of nq hyperplanes H jk in R m−1 , consisting of q sets of n parallel hyperplanes, is in general position if the intersection of every set of m of these hyperplanes is empty and
The bound in Lemma 3 is obtained whenever the system H is in general position, and this can be seen by checking that in this case all estimates in the induction proof are tight. For m = 1, we have that Proof. We claim that the pooling problem can be solved by choosing a minimum cost solution obtained from solving the problem LP(J(ε)) for every ε with P (ε) ∩ ∆ m−1 = ∅, and by Lemma 3 the number of these linear programs is bounded as claimed. Clearly, B = min{val(J(ε)) : P (ε) ∩ ∆ m−1 = ∅} is an upper bound because a solution for LP(J(ε)) is always feasible for the pooling problem. By Lemma 2, for every z ∈ ∆ m−1 there exists some ε with J(z) = J(ε), and using Lemma 1 it follows that B is also a lower bound.
We note that this result was obtained, independently, by Haugland and Hendrix [14] .
Remaining open problems
To further characterize the complexity of the pooling problem, the following open problems could be addressed in the future [12, 13] :
