Uncertainty Analysis of a Landmark Initialisation Method for Simultaneous Localization and Mapping by Huang, Henry et al.
  
 
COVER SHEET 
 
 
This is the author version of article published as: 
 
Huang, Henry and Maire, Frederic D. and Keeratipranon, Narongdech (2005) 
Uncertainty analysis of a landmark initialization method for simultaneous localization 
and mapping. In Sammut, Claude, Eds. Proceedings Australasian Conference on 
Robotics and Automation 2005, Sydney, Australia. 
Copyright 2005 The Authors  
 
Accessed from   http://eprints.qut.edu.au 
 
 
 
 
 
 
 
 
 
 
Uncertainty Analysis of a Landmark Initialization Method for Simultaneous
Localization and Mapping
Henry Huang, Frederic Maire and Narongdech Keeratipranon
Faculty of Information Technology
Queensland University of Technology
Box 2434, Brisbane Q 4001, Australia
Email: {h5.huang@student., f.maire@, n.keeratipranon@student.}qut.edu.au
Abstract
To operate successfully in any environment, mo-
bile robots must be able to localize themselves ac-
curately. In this paper, we describe a method to
perform Simultaneous Localization and Mapping
(SLAM) requiring only landmark bearing measure-
ments taken along a linear trajectory. We solve the
landmark initialization problem with only the as-
sumption that the vision sensor of the robot can
identify the landmarks and estimate their bearings.
Contrary to existing approaches to landmark based
navigation, we do not require any other sensors
(like range sensors or wheel encoders) or the prior
knowledge of relative distances between the land-
marks. We provide an analysis of the uncertainty
of the observations of the robot. In particular, we
show how the uncertainty of the measurements is
affected by a change of frames. That is, we de-
termine what can an observer attached to a land-
mark frame deduce from the information transmit-
ted by an observer attached to the robot frame. This
SLAM system is ideally suited for the navigation of
domestic robots such as autonomous lawn-mowers
and vacuum cleaners.
1 Introduction
Any spatial relationship between the objects of interest in the
environment of a robot will be called a Map. One of the
fundamental challenges in mobile robotics is the Simultane-
ous Localization and Mapping (SLAM) problem. A SLAM
system builds incrementally a map of an unknown environ-
ment from observations made by the robot. To predict the
robot location, conventional SLAM systems rely on odomet-
ric measurements [Russell and Norvig, 2003; Siegwart and
Nourbaksh, 2004]. Unfortunately, the accumulation of odo-
metric errors (due mainly to wheel slippage) make the accu-
racy of position estimations based only on odometry worsen
rapidly. Other sensors are needed if the robot navigates for
a long time. The determination of an estimate of the posi-
tions of the landmarks is known as the Landmark Initializa-
tion problem. An accurate landmark initialization is essential
to solve the SLAM problem.
Solutions to SLAM when the mobile robot is equipped
with sensors that provide both range and bearing mea-
surements to landmarks are well developed [Leonard and
Durrant-Whyte, 1991; Zunino and Christensen, 2001]. The
navigation systems of commercially available autonomous
lawnmowers rely on sensors measuring the magnetic field
created by a perimeter wire [RoboMower, 2005; Toro, 2005].
Some experimental systems work with more expensive sens-
ing devices, like differential GPS or laser tracking systems
that help locate the mowers exactly within a meter ex-
ist, but are considered too expensive for domestic robots.
Due to advances in computer vision, cameras are becom-
ing popular alternative sensors for SLAM because of their
lower cost, weight and power consumption. SLAM systems
using only vision include [Kwok and Dissanayake, 2004;
Costa et al., 2004; Sola et al., 2005; Lemaire et al., 2005].
Landmark bearings can be obtained with an omni-
directional vision sensor (for example, a camera aiming at a
catadioptric mirror). An omni-directional image is radial with
the camera position at its centre. Although it is not straight-
forward to obtain range measurements from the image due
to the shape of the mirror, the bearings of landmarks rela-
tive to the robot are reasonably accurate and easy to derive
from the image [Rizzi and Cassinis, 2001; Yagi et al., 1998;
Delahoche et al., 1997]. In [K. Usher and Corke, 2002], an
omni-directional vision sensor was installed on a Toro ride-on
mower, and landmark bearings were retrieved directly from
the radial images to navigate the mower.
In [Huang and Maire, 2004], landmark bearings derived
from panoramic views taken from a set of random observa-
tion points (points from where the observations are made)are
used by an iterative search method to induce the positions
of the landmarks (this method requires three or more land-
marks). The search is performed by minimizing a distortion
error which measures the inconsistency between the observa-
tions and the hypothesized positions of the landmarks. The
method that we propose in this paper does not require an it-
erative search, but directly computes the relative Cartesian
coordinates of the landmarks and the observation points. The
only extra requirement that we make is that the robot should
be able to move in a straight line and make observations to
extract the bearings of the landmarks.
In general, vision sensors are noisy. Dealing with sensory
noise and uncertainty is essential in robotics navigation. Ro-
bustness to noise in the sensors can be achieved with prob-
abilistic methods such as Extended Kalman Filters (EKF)
[Smith et al., 1990; Dissanayake et al., 2001] or Particle Fil-
ters [Montemerlo and Thrun, 2003].
In this paper, we call a Landmark Frame (denoted by FL),
a Cartesian coordinate reference system attached to two dis-
tinguished landmarks. If we assume that all landmarks are
stationary, then FL is a Global Frame. Ultimately, we wish
to estimate the positions of all objects in this global frame.
Our proposed method is particularly efficient for dealing with
uncertainty and solves the problem of global localization in
SLAM. The Uncertainty Region of an object is the set of pos-
sible points that are consistent with the observations made by
the robot. This region/area for a landmark Li will be denoted
by ALi .
The rest of the paper is structured as follows. Section 2
reviews related works on bearing-only SLAM, in particular
the landmark initialization problem. Section 3 describes our
approach. In Section 4, we present experimental results on
the sensitivity of the system to noise. Finally, in Section 5,
we discuss future work.
2 Related work
For localization the robot needs to know where the landmarks
are, whereas to estimate the positions of landmarks the ro-
bot needs to know where it is on the map. The problem
of map-building is considered as a chicken-and-egg problem
[Siegwart and Nourbaksh, 2004]. Without initialization of the
landmarks, the robot location can be predicted by EKF with
odometric measurements. EKF requires the knowledge of the
previous pose of the robot. The common approach assumes
that the initial position of the robot is at the origin of the Ro-
bot Frame (robot centred frame). Landmark positions can
thus be estimated by the predicted robot positions and sen-
sory measurements. [Davison, 2003] uses a separate Particle
Filter to estimate the distance from the observation point to
the landmark with a single camera. The estimated distance
is not correlated with other observations due to the limita-
tion of the field of view. The follow-up work in [Davison
et al., 2004] improves the SLAM results by applying a wide-
angle vision camera. In [Bailey, 2003], past poses of the robot
are stacked in the memory to perform landmark initialization.
Once the landmarks are initialized, the batch of observations
is used to refine and correct the whole map. [Costa et al.,
2004] presents an iterative solution to the landmark initializa-
tion of bearing-only SLAM problem with unknown data as-
sociation (all landmarks are visually identical). The authors
estimate the landmark positions via Gaussian probability den-
sity functions that are refined as new observations arrive.
Landmark initialization based on memorizing previous
measurements or iterative methods cause time delay for es-
timation. They belong to the delayed landmark initialization
methods [Sola et al., 2005]. Some immediate initialization
methods of bearing-only SLAM called undelayed landmark
initialization were introduced in [Kwok and Dissanayake,
2004; Sola et al., 2005]. [Kwok and Dissanayake, 2004]
presents a multiple hypotheses approach to solve the prob-
lem in a computationally efficient manner. Each landmark
is initialized in the form of multiple hypotheses distributed
along the direction of the bearing measurement. The validity
of each hypothesis is then evaluated based on the Sequential
Probability Ratio Test (SPRT). [Sola et al., 2005] gives a new
insight to the problem and presents a method by initializing
the whole cone that characterizes the direction of the land-
mark. This cone is covered by a sequence of ellipses that
represent the likelihood of the landmark.
Undelayed landmark initialization is an efficient method to
identify the directions of all landmarks when the first bear-
ing measurements are made. It does not state explicitly the
locations of the landmarks, hence further observations are re-
quired to initialize the landmark positions. The method in-
troduced in [Sola et al., 2005] is not a pure bearing-only
method as it requires the minimum and maximum range of
vision. [Lemaire et al., 2005] applies an undelayed initial-
ization method into practical 3D bearing-only SLAM prob-
lem. The landmark initialization is similar to the method pro-
posed in [Kwok and Dissanayake, 2004] (maintain a mixture
of Gaussians). The updating process is done by comparing
the likelihoods of subsequent observations. If the likelihood
falls below a certain threshold then the Gaussian is removed.
Once only a single Gaussian is left in the cone, the landmark
is initialized and added into the map for EKF-SLAM.
[Huang et al., 2005] presents a localization system with
two observations from a linear trajectory, each observation
contains only the bearing measurements of two landmarks. It
is a global localization method and does not rely on odom-
etry. The estimated uncertainty depends on the relative dif-
ference in bearings. The uncertainty is proportional to the
distance from the observation point to the landmark. Simi-
lar conclusions are reported in [Kwok et al., 2004] where a
path planning strategy for bearing-only SLAM is presented.
Proper path planning and landmark selection are essential to
improve SLAM.
We propose a similar approach of undelayed landmark ini-
tialization. However, instead of using a sequence of Gaus-
sians to cover the uncertainty cone, we manipulate directly
each cone as a polyhedron. Each cone contains a landmark
(see Figure 1). Another observation is still required to initial-
ize the landmark. After a second observation, the uncertainty
region of the landmark becomes the intersection of two cones
rooted at the two observation points (see Figure 2). Depend-
ing on the difference of bearings, the intersection is either a
quadrangle (four-side polygon) or an unbounded polyhedron.
For each estimation from a linear trajectory, we transfer
the robot centered observations into the global frame FL (see
Section 3 for details). The uncertainty regions of all objects
are re-computed with respect to the landmark frame during
the change of bases. A global map with the estimated po-
sitions of all objects and their associated uncertainty regions
can be gradually built this way while the robot explores its
environment.
3 Our approach
In this section, we show how to estimate the relative positions
of some landmarks L1, L2, ..., Ln from landmark bearings
taken by a robot at two observation points R1 and R2 (we
assume that the robot is moving in a linear trajectory with
unknown distance as shown on Figure 2).
Once the landmarks are initialized, to localize the robot
position in the environment becomes fairly straightforward.
In order to describe our method we need to introduce some
notation.
The landmark frame FL is determined by the landmarks
L1 and L2. More precisely, L1 is the origin and by definition
‖L1 − L2‖ = 1. That is ‖L1 − L2‖ is taken as the measure-
ment unit. We define also a robot frame, denoted by FR. The
frame FR is a robot centred frame; R1 is its origin and R2 is
by definition at [1 0]′. In other words, the distance ‖R1 −R2‖
is taken as the measurement unit in FR.
We denote Bji the bearing measurement of the ith landmark
with respect to the robot heading direction at the jth obser-
vation point. The uncertainty region/area of Li is denoted by
ALi .
Assume that the error range for the bearings is ±ǫ. At an
observation point Rj , the landmark position Li is contained
in the cone which is formed by two rays rooted at Rj . The
first ray is defined by Rj and the bearing Bji + ǫ; the second
ray is defined by Rj and bearing Bji − ǫ. Figure 1 shows
the cones in the robot frame FR based on the reading of the
landmark bearings from R1.
After reading the bearing measurements from both R1 and
R2, the uncertainty region ALi becomes the intersection of
two cones rooted at R1 and R2 respectively. Figure 2 shows
a typical situation (bounded intersections). If the cones are
almost parallel, their intersection can be an unbounded poly-
hedron.
The spatial relationships in Figure 2 are expressed in the
robot frame FR. Since the robot is moving over time, its
frame changes too. Therefore, it is necessary to change co-
ordinate systems to express all positions in the global frame
FL. Figure 3 illustrates the difficulty of expressing the robot
centered information in the global frame FL. The uncertainty
on the landmarks prevents us from applying directly a change
of bases. In the next Section, we will show how to address
this problem.
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Figure 1: The cones rooted at the first observation point R1
contain the landmarks. Each cone represents the uncertainty
of the bearing of the associated landmark. The diagram is
drawn with respect to the robot frame FR.
−1 0 1
−1
0
1
R1 R2
: Robot position
: Actual landmark position
: Estimated landmark position
L4 
L1 
L3 
L2 
AL
3
 
AL
4
AL
1
AL
2
Figure 2: The intersections of the cones form the uncertainty
regions ALi .
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Figure 3: If the uncertainty regions of the landmarks are each
reduced to a point, a simple change of bases is sufficient to
express the robot centered information in the landmark frame
FL. If the uncertainty regions of the landmarks are larger, the
transfer of information is more complicated.
3.1 Uncertainty and change of frames
From the noisy observations made in the robot frame FR, we
would like to derive the uncertainty regions of the observed
objects with respect to the landmark frame FL.
Given a point M , XR(M) denotes the coordinate vector of
M in frame FR; and XL(M) denotes the coordinate vector
of M in frame FL.
Consider the simple case of Figure 4 which contains only
two landmarks and two robot positions. Assume the robot
(the observer) sees L1 clearly from R1 and R2, but sees L2
with some uncertainty. The uncertainty region of L1 in FR
is reduced to a single point (no ambiguity). Whereas, the
uncertainty region of L2 in FR is a polyhedron.
The uncertainty regions of R1 and R2 with respect to FL
can be obtained by considering all possible hypotheses for the
location of L2 consistent with the observations. That is, we
consider the set of possible coordinate vectors XR(L2) of L2
in FR. For each hypothesis XR(L2) = h2, a standard change
of bases returns the coordinates XL(R1) and XL(R2) of re-
spectively R1 and R2 with respect to FL. Making h2 range
over the vertices of AL2 in Figure 4, create the polyhedra
AR1 and AR2 of uncertain regions with respect to FL (see
Figure 5).
In the general case, when uncertainty exists for both L1
and L2, to transfer the information from FR to FL, we con-
sider simultaneously all the possible locations of L1 and L2
consistent with the observations. We hypothesize,
XR(L1) = h1, and XR(L2) = h2 (1)
Let T(h1, h2) be the affine transformation function for
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Figure 4: In FR, the uncertainty region of L2 is AL2 . The
four vertices of AL2 are denoted by Lk2 , k = 1...4.
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Figure 5: After the change of frames, the uncertainty areas
of R1 and R2 are denoted by AR1 and AR2 . Rk2 is obtained
from Equation 4 with respect to Lk2 in FR, where k = 1...4.
changing frames from FR to FL. That is,
XL(L1) = T(h1,h2)(XR(L1)) = [0 0]
′ (2)
XL(L2) = T(h1,h2)(XR(L2)) = [1 0]
′ (3)
The above constraints completely characterize T(h1,h2).
For any point M , the information transfer between the two
frames is done with Equation 4.
XL(M) = T(h1,h2)(XR(M)), (4)
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Figure 6: The uncertainty regions in FL are derived from
the uncertainty regions in FR (see Figure 2). The centroids
of the uncertainty regions are used to estimate the positions
of the different objects. The areas of the polyhedra quantify
how uncertain the estimates are.
In other words, the uncertainty region ARj of the robot
position in FL is
⋃
h1∈AL1 ,h2∈AL2
T(h1,h2)(XR(Rj)) (5)
The uncertainty regions ALi for L3 and L4 in FL are com-
puted similarly,
⋃
h1∈AL1 ,h2∈AL2
T(h1,h2)(XR(ALi)) (6)
In practice, we consider the convex hull of the images of
the vertices of the polyhedra in FR. In this example, we
take the four vertices (the extreme points) Lk1 and Lk2 (where
k = 1...4) from AL1 and AL2 . The number of possible com-
binations of Lk1 and Lk2 is here 42. In FL, the polyhedron
ARj approximates the set of all consistent points for Rj . The
number of possible vertices for AL3 in FL is 43. This is be-
cause of the uncertainty region of L3 in FR is a polyhedron
with 4 vertices.
Figure 6 shows the estimated uncertainty regions of R1,
R2, L3 and L4 in FL.
We have tested the proposed method both in simulation and
on a real robot. These results are presented in the next sec-
tions.
3.2 Simulation
We tested the proposed method in simulation in an environ-
ment with four landmarks (at unknown positions to the local-
ization system). The robot moves in a polygonal line around
the centre with some randomness. Since we focus on land-
mark initialization, Figure 7 shows only the estimated posi-
tions of the landmarks.
Two landmarks are arbitrarily selected as L1 and L2. With
the change of frames from FR to FL, the uncertainty regions
AL3 and AL4 (two polyhedra) are computed. When another
pair of observations is available (after the robot has moved
again), new AL3 and AL4 can be obtained in the same man-
ner. The estimated positions from all movements are unifiable
since they are with respect to the same frame FL. Figure 7
shows how the uncertainty regions are refined after several
movements by computing the intersection of the sequence of
polyhedra. The polyhedra AL3 and AL4 shrink gradually. A
global map with the estimated positions and the correspond-
ing uncertainty regions of all landmarks is incrementally built
this way.
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Figure 7: AL3 and AL4 gradually shrink as the number of
observations increases. The arrows represent the robot move-
ments.
4 Evaluation on a Real Robot
Our localization technique was evaluated using a Khepera
robot. The Khepera robot has a 5 centimetre diameter and
is equipped with a color camera (176 x 255 resolution). A
kheperaSot robot soccer playing field, 105 x 68 square cen-
timetres, was used as the experimental arena. There were four
artificial landmarks in the playing field. Only one landmark
was distinguishable from the others. The second landmark
was placed 20 centimetres apart from the first landmark as
shown in Figure 8.
Figure 8: Environment for the real robot experiments.
During the experiments, the robot moves in a polygonal
line by alternating panoramic view taking, on the spot ran-
dom rotation, and motion in straight line. Landmark bear-
ings were extracted from the panoramic images using a color
thresholding technique. Bearings from any two consecutive
observations were used to estimate the landmark locations as
described in [Huang et al., 2005].
The vision error ǫ is limited to ±2 degrees. Figure 9 shows
the estimated landmark positions after 10 pairs of observa-
tions. The actual landmark positions are denoted by stars, the
estimated landmark positions are shown as circles, and the
areas of the polyhedra represent the uncertainty regions.
The uncertainty regions of the third and fourth landmarks
decreases rapidly in the first few observations and does not
change much after the third observation as shown in the top
chart of Figure 10. The bottom chart of Figure 10 displays the
distances from the estimated landmark positions to the actual
landmark positions. The estimated errors of third landmark
and fourth landmark are 2 centimetres and 3 centimetres re-
spectively from the actual positions. The unit length equals
to 20 centimetres. Figure 10 shows that the estimated error
might increase if the centre of new uncertainty region is apart
from the actual landmark position as in the case of third land-
mark.
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Figure 9: Estimated landmark positions after performing 10
observations
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Figure 10: Uncertainty regions of 3rd and 4th landmarks
In this system, the only parameter is the maximum degree
of vision error ǫ. To study the effect of this parameter, the
sizes of the uncertainty regions computed by the system given
a same bearing set but different values of ǫ were compared.
The robot collected the landmark bearings by repeating the
same random trajectory 10 times. The ǫ was varied from 2 to
7 degrees. Figure 11 shows the relation between the level of
vision error ǫ, and the uncertainty area of the third landmark.
The areas of uncertainty were affected by the level of ǫ in a
linear manner.
5 Discussion and Future Work
In this paper, we have introduced a method for analysing how
uncertainty propagate when information is transferred from
one observer attached to a robot frame to an observer attached
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Figure 11: Uncertainty at different level of maximum vision
error, ǫ
to a landmark frame. The method was demonstrated both
in simulation and on a real robot. In future work, we will
address the problem of inconsistent observations. This will
be done by using the uncertainty cones in a voting mechanism
to compute the likelihood of the objects in the environment.
In other words, union of polyhedra will be used to represent
probability density functions.
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