This paper describes a model that can be employed in eye drawing software applications. Unlike most of the existing interfaces for eye typing, eye drawing focuses on small target selection and moves the cursor to a precise location. This is made possible by a proposed Gaze Estimation Model which interprets users' interest when they want to draw new objects in a particular position.
Introduction
Gaze-controlled interfaces constitute a new area of user interfaces intended for the community of able-bodied and disabled people. This area has attracted much interest from HCI researchers [3, 4, 5, 8, 9] .
Many research works in gaze-controlled interfaces have focused on target selection with eye gaze. For example, Salvucci [6] developed a method for eye typing based on gaze patterns and language models. However, the method in target selection cannot be completely applied to other domains. Unlike target selection in eye typing, eye drawing's target selection is very small and the target could be less than 100 pixels (in terms of target surface size).
Overall, two types of eye drawing technique have already been proposed; a technique that applies free eye paint [1, 7] and one that applies subtask-switching between drawing and looking [2, 3] . The former is successful at inspiring creativity and self-expression but cannot draw recognizable objects; the latter is able to draw recognizable objects but cannot draw new objects at specific locations on the screen.
In this paper, we propose a Gaze Estimation Model in the drawing context -an algorithm that interprets users' interest when they want to draw new objects in a particular position.
Related Work
One of the first eye-based interactive drawing systems, introduced by Gips and Olivieri [1] , demonstrated free eye drawing on the computer screen that had been tested with disabled users. Wherever the user looks, colored lines are drawn (see Figure 1) . Another free-eye drawing system was presented by Tchalenko [7] . Tchalenko's system draws what the user gazes, as shown in Figure 2 . However, both drawing results suffer from the Midas Touch problem; anything the user looks at becomes activated. Thus, it is difficult to identify the painting results. This occurs because when the user fixates on some item solely to obtain information, the program interprets it as an input command. As a result, drawing occurs unintentionally.
Hornof et al. [3] introduced the EyeDraw system, using a new technique for eye drawing which overcomes the Midas Touch problem. A year later, Hornof and Cavender [2] reported an enhanced version of the technique as shown by the state transition diagram in Figure 3 . This system measures dwell time to determine Looking or Drawing states. The first Looking state uses a green cursor. As long as the user keeps moving their eyes around, the cursor will stay green. If the gaze dwells at a location for a minimum amount of 500 milliseconds (ms), the program enters a Drawing state and the cursor changes to red. The system will reset the cursor to green color when the user moves his/her eyes to a new location in less than 500 ms [2] .
This smooth subtask-switching between drawing and looking state enables the users to draw recognized objects. Figure 4 shows drawings made by children using EyeDraw system. The drawings can be identified as a girl and a house under the sun.
The drawing capability of the EyeDraw system can be further improved. For example, a gap or space exists between lines, as indicated by the circles in Figure 4 . EyeDraw has difficulty in positioning the new line at the end point of previous line. This occurs because users fail to fixate their eyes at the small target point. Unlike eye typing, eye drawing targets are very small and exist, congested over the drawing area. Therefore, there is a need for users to draw new objects at precise locations. 
Eye Movement Pattern Interpretation
We propose the eye movement pattern interpretation that translates the natural eye movements of users in real time, and attempts to categorize which behaviour the user is currently engaged in. The eye movement pattern interpretation allows users to focus on a location more precisely. Currently, we have defined the hierarchy of eye movement pattern interpretation into three parts 
Part 1:
New gaze point (coordinate x and coordinate y)
Eye Movement Data
Calculate horizontal and vertical distance between previous and current gaze points 
SIGNIFICANT DISTANCE BETWEEN POINTS (SDP)
A Significant Distance Between Point (SDP) is the difference in distance between previous and current gaze points that is less or equal than a defined vertical and horizontal distance point threshold value (d x , d y ).
(These distance point thresholds were mathematically defined based on eye movement analysis along with some exploratory target-selection data analysis.) These SDP that fall consecutively within the thresholds would be treated as falling in a specific area of interest.
LARGE DISTANCE BETWEEN POINTS (LDP)
A Large Distance Between Point is a difference distance between previous and current gaze points that is more than the defined vertical and horizontal distance point threshold (d x , d y ).
SIGNIFICANT GAZE DURATION (SGD)
A Significant Gaze Duration (SGD) is a cumulative duration of a series of consecutive gaze points within an area of interest that is longer than a variable threshold duration, referred to as the Gaze Duration Threshold (GDT). In a command interface, SGD would result in an action to start or stop drawing. A gaze point occurring outside the area of interest marks the end of the gaze. Currently we are using GDT of 500 ms [2] .
GAZE POINT ESTIMATION
From the area of specific interest (and if users continue dwelling above the gaze duration threshold (GDT) of 500 ms), the centroid for the area of interest is computed. This centroid P e (x, y), is the estimated target point of the user.
where n = number of consecutive gaze points within an area of interest. Patterns and represent the inferences that the system makes about user intent. Our system monitors the patterns of eye movement that fit into one of two mutually exclusive categories of behaviour that we have defined: Thinking/Searching and Drawing.
1. Thinking/Searching is defined by the presence of more than one gaze point that covers a lot of area (see Figure 7) . When thinking or searching, the user keeps on moving their eyes around the screen. This means distance between previous and current gaze points are big and gaze points are distributed greatly over the interface. 2. Drawing is defined by the presence of more than one gaze point that zeroes in on the specific location (see Figure 8 ). This means the user has an interest in the particular area (area of interest as described above) and will stay in/around the area to perform drawing tasks, such as drawing lines. 
Current Status
An application incorporating the Gaze Estimation Model has been developed. Initial user test results suggest that model can be employed in the eye drawing domain and is currently being evaluated against other eye drawing algorithms.
Conclusion
The findings from this research would have significant implications in the eye drawing context. The proposed Gaze Estimation Model can be an important tool in interpreting eye movement patterns and mapping those patterns to user's intentions in the drawing context.
