The aim of this paper is to compare and contrast the class of residually finite groups with the class of equationally Noetherian groups -groups over which every system of coefficient-free equations is equivalent to a finite subsystem. It is easy to construct groups that are residually finite but not equationally Noetherian (e.g. the direct sum of all finite groups) or vice versa (e.g. the additive group (Q, +) of the rationals). However, no such examples that are finitely generated seem to appear in the literature.
Introduction and main results
The aim of this paper is to study the relationship between the classes of equationally Noetherian groups (groups in which every system of coefficient-free equations is equivalent to a finite subsystem) and residually finite groups (subgroups of direct products of finite groups); see the next paragraph for precise definitions. Both of these classes of groups have been widely studied separately, although the relationship between them remains fairly unexplored. However, as highlighted below, there are significant parallels between the two classes (especially among finitely generated groups), and many constructions that are known to yield residually finite groups often also give groups that are equationally Noetherian, and vice versa.
To start with, let us fix our terminology. Let G be a group. Given a free group F n with free basis {X 1 , . . . , X n } of cardinality n ≥ 1, an element s ∈ F n * G defines a word map s : G n → G defined by s(g 1 , . . . , g n ) = ϕ g 1 ,...,gn (s), where ϕ g 1 ,...,gn : F n * G → G is the homomorphism sending X i to g i and g to g for any g ∈ G. Given any subset S ⊆ F n * G (called a system of equations), the solution set of S in G is then defined to be V G (S) = {(g 1 , . . . , g n ) ∈ G n | s(g 1 , . . . , g n ) = 1 for all s ∈ S}.
The group G is said to be equationally Noetherian (respectively strongly equationally Noetherian) if for every n ≥ 1 and every S ⊆ F n (respectively every S ⊆ F n * G), there exists a finite subset S 0 ⊆ S such that V G (S 0 ) = V G (S). Recall also that is F is a family (or a property) of groups, then G is said to be residually F if for every non-trivial element g ∈ G, there exists a group homomorphism ϕ : G → Q with Q ∈ F such that ϕ(g) = 1. We will mostly be interested in the case when F is the family of all finite groups.
Remark. Our terminology follows [GH17] and is slightly non-standard, in that groups we call 'strongly equationally Noetherian' are often called 'equationally Noetherian' in the literature (see e.g. [BMR99] ). However, although there are equationally Noetherian groups that are not strongly equationally Noetherian [BMR99, §2.2, Proposition 4], we will mostly be interested finitely generated groups, and for those the two notions coincide [BMR99, §2.2, Proposition 3].
Examples of groups that are residually finite but not equationally Noetherian, or vice versa, are not hard to come by. For instance, any abelian group is equationally Noetherian [BMR99,  §2.2, Theorem 1], although there are abelian groups which are not residually finite, such as the quasi-cyclic groups Z[ 1 p ]/Z or the additive group (Q, +) of the rationals. In the other direction, a direct sum of finite groups is clearly residually finite, but the group ∞ n=1 S 3 ≀ C n is not equationally Noetherian [BMR97, Example 3]. However, all of these examples are not finitely generated, and constructing 'easy' examples of such finitely generated groups is significantly more complicated.
One of the main goals of this paper is therefore to construct finitely generated groups which are residually finite but not equationally Noetherian, or vice versa. We do this in Proposition 1.5 and Theorem 1.7 below. However, before doing this, let us first discuss why such a construction -and in general the existence of such finitely generated groups -is not obvious.
1.1. Equationally Noetherian families. Let G be a family of groups. We say that G is an equationally Noetherian family if for all n ≥ 1 and all S ⊆ F n , there exists a finite subset S 0 ⊆ S such that for all G ∈ G we have V G (S 0 ) = V G (S). It is clear that if G is an equationally Noetherian family, then each group G ∈ G is equationally Noetherian. The converse, however, is not true: as D. Groves and M. Hull showed in [GH17, Example 3.15] , the family of all finite groups is not equationally Noetherian.
Our concern with equationally Noetherian families stems from the following easy observation.
Lemma 1.1. Let F be an equationally Noetherian family, and let G be a family of residually F groups. Then G is an equationally Noetherian family. In particular, every element of G is equationally Noetherian.
We prove Lemma 1.1 in Section 2, and use it to prove the following result.
Theorem 1.2. The following families of groups are equationally Noetherian: (i) all free groups;
(ii) all r-step nilpotent groups (for any fixed integer r ≥ 1); (iii) subgroups of GL r (R) for all commutative unital rings R (for any fixed integer r ≥ 1). In particular, any residually free group and any group which is residually (linear of bounded dimension) is equationally Noetherian.
The following families of groups are not equationally Noetherian: (iv) all finitely generated (torsion-free) nilpotent groups;
(v) all finite p-groups (for any fixed prime p).
We prove parts (i), (ii) and (iii) of Theorem 1.2 in Section 2. The 'in particular' part of the Theorem then follows from parts (i), (iii) and Lemma 1.1, whereas parts (iv) and (v) follow from Lemma 1.1 and Proposition 1.5 (i). Note that parts (ii) and (iii) of Theorem 1.2 strengthen and generalise [BMR99, §2.2, Theorems 1 and B1], respectively, whereas part (v) strengthens [GH17, Example 3.15 ].
In Lemma 2.1 we give an example of a linear 2-step nilpotent group G that is not strongly equationally Noetherian: compare with Theorem 1.2 (ii), (iii). This may also be compared with [BMR99, §2.2, Theorem 1], which states that any abelian (i.e. 1-step nilpotent) group is strongly equationally Noetherian.
1.2. Evidence for similarity. Below, we summarise known results on equationally Noetherian groups, and discuss analogous results in the setting of residually finite groups.
Basic constructions: It is immediate from the definitions that finite groups are both equationally Noetherian and residually finite, and that both of these classes are preserved under taking subgroups and direct products with finitely many terms. Abelian and linear groups: Any abelian group G and any subgroup G ≤ GL n (F ) (for a field F ) is equationally Noetherian [BMR99, §2.2, Theorems 1 and B1]; compare also with Theorem 1.2 (ii) and (iii) above. If such a group G is finitely generated, then it is also residually finite: if G is abelian then this follows from the Structure theorem for finitely generated abelian groups, whereas if G is linear then this follows by a result of A. I. Mal'cev [Mal40] . Hopficity: It is well-known that all finitely generated residually finite groups G are Hopfian, i.e. any surjective homomorphism ϕ : G → G is an isomorphism, and the same is true for finitely generated equationally Noetherian groups [GH17, Corollary 3.14]. If the 'finitely generated' assumption is dropped, then counterexamples to this claim exist: for instance, the infinitely generated free group F ∞ is non-Hopfian but residually finite and equationally Noetherian (as it is a subgroup of the finitely generated linear group F 2 ). Finite extensions: It is easy to see that a virtually residually finite group is residually finite.
The fact that a virtually (strongly) equationally Noetherian group is (strongly) equationally Noetherian is due to G. Baumslag We prove Theorem 1.3 in Section 3. Given the results above, one might be tempted to conjecture that, among finitely generated groups, the classes of equationally Noetherian and residually finite groups coincide. However, the following arguments show that this is not the case.
1.3. The counterexamples. We now demonstrate how one can construct groups that are residually finite but not equationally Noetherian, or vice versa. To construct a residually finite group that is not equationally Noetherian, we use the following result.
Theorem 1.4 (J. S. Wilson [Wil80, Theorem A]). Every countable residually finite group G embeds in a 2-generator residually finite group G, which may be chosen so that if G is soluble, residually soluble or residually nilpotent, then so is G.
Thus, if G is a countable soluble residually finite group that is not equationally Noetherian -for instance, we could take ∞ n=1 S 3 ≀ C n as discussed above -then, by Theorem 1.4, G is a subgroup of a 2-generator soluble residually finite group G. As equational Noetherianity is preserved under taking subgroups, it follows that G is not equationally Noetherian.
Here we construct finitely generated groups that are not equationally Noetherian and possess separability properties that are stronger than residual finiteness. Recall that a subset A ⊆ G of a group G is said to be separable in G if for any g ∈ G \ A, there exists a group homomorphism ϕ : G → Q such that Q is finite and ϕ(g) / ∈ ϕ(A). A group G is then said to be conjugacy separable (respectively cyclic subgroup separable) if any conjugacy class (respectively any cyclic subgroup) is separable in G. As a group G is residually finite precisely when {1} is separable in G, it follows that all conjugacy separable groups and all cyclic subgroup separable groups are residually finite.
Proposition 1.5. There exist finitely generated non-(equationally Noetherian) groups G 1 and G 2 such that
is the subgroup of upper unitriangular matrices. In particular, G 1 is residually torsion-free nilpotent and so residually a finite p-group for any fixed prime p. (ii) G 2 = G ≀ H for any non-trivial finitely generated abelian group G and any finitely generated group H that has an infinite locally finite subgroup. In particular, if H is cyclic subgroup separable and conjugacy separable, then so is G 2 .
An example of a group G 2 satisfying the assumptions of Proposition 1.5 (ii) is Z ≀ (C 2 ≀ Z). We prove part (i) of Proposition 1.5 in Section 5.1 and part (ii) in Section 5.2. For part (ii), we find necessary and sufficient conditions for a regular wreath product of two groups to be cyclic subgroup separable, as follows.
Theorem 1.6. Let G and H be groups. Then G ≀ H is cyclic subgroup separable if and only if both G and H are cyclic subgroup separable and either G is abelian or H is finite.
We prove Theorem 1.6 in Section 4. In the other direction, we prove the following result.
Theorem 1.7. Let G be a connected Zariski closed Lie subgroup of GL r (Z), and let p : H → G be a covering map such that H is a connected Lie group and p is a group homomorphism. Then H is strongly equationally Noetherian. In particular, for n ≥ 2, the preimage of Sp 2n (Z) under the universal covering map Sp 2n (R) → Sp 2n (R) is a finitely presented equationally Noetherian group that is not residually finite.
We prove Theorem 1.7 in Section 5.3.
1.4. Graphs of groups. Finally, we devise a collection of sufficient conditions for the fundamental group π 1 (G) of a graph of groups G to be equationally Noetherian, and show that analogous conditions are sufficient for π 1 (G) to be residually finite. Briefly, a (finite) graph of groups G consists of a (finite) graph with vertex set V (G) and edge set E(G) (each edge viewed as a pair of directed edges), collections {G v | v ∈ V (G)} of vertex groups and {G e | e ∈ E(G)} of edge groups, and injective homomorphisms ι e : G e → G i(e) and τ e : G e → G t(e) , where i(e) and t(e) are the initial and terminal (respectively) vertices of e ∈ E(G); see Definition 6.1 for a precise definition of a graph of groups G and its fundamental group π 1 (G).
In the following Theorem, we say a subset A ⊆ G of a group G is quasi-algebraic if for all n ≥ 1 and all S ⊆ F n , there exists a finite subset
Note that a normal subgroup N G is quasi-algebraic if and only if G/N is equationally Noetherian, and in particular {1} is quasi-algebraic in G if and only if G is equationally Noetherian. Examples of quasi-algebraic subsets in a group G include cosets of finite-index subgroups and, if G is equationally Noetherian, solution sets of equations; we refer the reader to Section 6.2 for a more elaborate discussion. We also say a subgroup H ≤ G of a group G is uniformly almost malnormal if there exists a constant D < ∞ such that |H g ∩ H| ≤ D for all g ∈ G \ H.
Theorem 1.8. Let G be a finite graph of groups. Suppose that (i) for each v ∈ V (G), the group G v is equationally Noetherian;
(ii) for each e ∈ E(G), the subgroup ι e (G e ) ≤ G i(e) is quasi-algebraic;
(iii) for each e ∈ E(G), either the subgroup ι e (G e ) ≤ G i(e) or the subgroup ι e (G e ) ≤ G i(e) is uniformly almost malnormal; (iv) for each e ∈ E(G), the isomorphism φ e = ι e • ι −1 e : ι e (G e ) → ι e (G e ) extends to a homomorphism φ e : G i(e) → G i(e) ; and (v) for each v, w ∈ V (G), there are only finitely many homomorphisms of the form φ en • · · · • φ e 1 : G v → G w , where e 1 , . . . , e n ranges over all edge walks in G from v to w. Then π 1 (G) is equationally Noetherian.
We prove Theorem 1.8 in Section 6.3. An analogous result is true in the setting of residual finiteness. In particular, the following Theorem may be obtained by replacing 'equationally Noetherian' with 'residually finite' and 'quasi-algebraic' with 'separable' in Theorem 1.8, and dropping assumption (iii). Theorem 1.9. Let G be a finite graph of groups. Suppose that (i) for each v ∈ V (G), the group G v is residually finite;
(ii) for each e ∈ E(G), the subgroup ι e (G e ) ≤ G i(e) is separable;
(iv) for each e ∈ E(G), the isomorphism φ e = ι e • ι −1 e : ι e (G e ) → ι e (G e ) extends to a homomorphism φ e : G i(e) → G i(e) ; and (v) for each v, w ∈ V (G), there are only finitely many group homomorphisms of the form φ en • · · · • φ e 1 : G v → G w , where e 1 , . . . , e n ranges over all edge walks in G from v to w. Then π 1 (G) is residually finite.
We prove Theorem 1.9 in Section 6.1.
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Equationally Noetherian families
In this section, we prove Lemma 1.1 and parts (i), (ii) and (iii) of Theorem 1.2. We first give (fairly straightforward) proofs of Lemma 1.1 and Theorem 1.2 (i).
Proof of Lemma 1.1. Let S ⊆ F n be a system of equations. As F is equationally Noetherian, there exists a finite subset S 0 ⊆ S such that V F (S) = V F (S 0 ) for all F ∈ F. We claim that we
. Conversely, let g = (g 1 , . . . , g n ) ∈ G n be such that g / ∈ V G (S). Then s(g 1 , . . . , g n ) = 1 for some s ∈ S. As G is residually F, it follows that there exist F ∈ F and a homomorphism π : G → F such that s(π(g 1 ), . . . , π(g n )) = π(s(g 1 , . . . , g n )) = 1.
In particular, (π(g 1 ), . . . , π(g n )) / ∈ V F (S) = V F (S 0 ), and so there exists s 0 ∈ S 0 such that π(s 0 (g 1 , . . . , g n )) = s 0 (π(g 1 ), . . . , π(g n )) = 1.
Therefore, s 0 (g 1 , . . . , g n ) = 1 and so g /
Proof of Theorem 1.2 (i). By [GH17, Lemma 3.11], a family G of groups is equationally Noetherian if and only if the family of finitely generated subgroups of groups in G is equationally Noetherian. Thus, as subgroups of free groups are free, it is enough to show that the family G of finitely generated free groups are equationally Noetherian. But G is precisely the family of finitely generated subgroups of F 2 , and so it is enough to show that the family {F 2 } is equationally Noetherian, that is, the group F 2 is equationally Noetherian. But this follows, for instance, since F 2 is linear over Z.
The proofs of parts (ii) and (iii) of Theorem 1.2 are somewhat more involved. For part (ii), we use the existence of free nilpotent groups, as well as the fact that finitely generated nilpotent groups are Noetherian: that is, all subgroups of a finitely generated nilpotent group are finitely generated.
Recall that a group G is said to be r-step nilpotent (for r ≥ 1) if the (r + 1)-fold simple commutator [x 0 , . . . , x r ], defined inductively by [x 0 ] = x 0 and [x 0 , . . . , x i ] = [[x 0 , . . . , x i−1 ], x i ], is equal to the identity for all x 0 , . . . , x r ∈ G. In this paper we adopt the convention that [x, y] = x −1 y −1 xy for x, y ∈ G.
Proof of Theorem 1.2 (ii). Fix an integer r ≥ 1, and let G be the family of all r-step nilpotent groups. Let n ≥ 1, and let S ⊆ F n be a system of coefficient-free equations. As F n is countable, we may write S = {s 1 , s 2 , . . .} for some s i ∈ F n , and define
n ) = 1 for 1 ≤ j ≤ i but not for all j ≥ 1. By choosing the g (i) one by one for i = 1, 2, . . ., and reordering the {s i+1 , s i+2 , . . .} after each such choice if necessary, we may assume that s i+1 (g
As G i is r-step nilpotent, it follows that any (r + 1)-fold simple commutator maps to the identity under the map ϕ i , and so ker(ϕ i ) contains γ r+1 F n , the (r + 1)-st term of the lower central series of F n . Thus ker(ϕ i ) = p −1 (p(ker ϕ i )), where p : F n → F n /γ r+1 F n is the quotient map. By construction, we also know that S i ⊆ ker(ϕ i ) but s i+1 / ∈ ker(ϕ i ) for each i, and so
p(ker(ϕ i )) for each i, and so we have a strictly ascending chain N 0 N 1 N 2 · · · of subgroups of F n /γ r+1 F n . But as F n /γ r+1 F n is r-step nilpotent and finitely generated, it is Noetherian (meaning that all its subgroups are finitely generated) -this follows from an observation that γ i F/γ i+1 F is a finitely generated abelian group, generated by the images of i-fold simple commutators of the generators of F , for any finitely generated group F and any i ≥ 1. Thus no such strictly ascending chain of subgroups N 0 N 1 N 2 · · · can exist, and so for some i we must have V G (S i ) = V G (S) for all G ∈ G. Hence G is an equationally Noetherian family, as required.
The proof of Theorem 1.2 (iii) given below relies on the Hilbert's basis theorem.
Proof of Theorem 1.2 (iii). Fix integers r, n ≥ 1, and consider the ring of integral polynomials in r 2 n commuting variables,
Then it is easy to see -by induction on the word length, say -that for any s ∈ F n there exist polynomials
It then follows that for any s ∈ F n , any commutative unital ring R and any
Now let G be the family of all subgroups of GL r (R) for commutative unital rings R. Let S = {s 1 , s 2 , . . .} ⊆ F n , and let S i = {s 1 , . . . , s i } for i ≥ 0. Suppose for contradiction that for each i ≥ 0 there exists G i ∈ G (and so G i ≤ GL r (R i )) such that V G i (S i ) = V G i (S). Then, the same way as in the proof of Theorem 1.2 (ii) above, we may assume that there exists a commutative unital ring R i and a tuple (A (i,1) , . . . , A (i,n) ) ∈ (GL r (R i )) n for each i ≥ 0 such that s j (A (i,1) , . . . , A (i,n) ) = 1 for 1 ≤ j ≤ i but s i+1 (A (i,1) , . . . , A (i,n) ) = 1. Now this implies, by the above, that for each
This gives rise to a strictly ascending chain of ideals I 0 I 1 I 2 · · · of R. But as Z is Noetherian and R is a ring of polynomials in commuting variables over Z, this contradicts the Hilbert's basis theorem. Thus, for some i, we must have V G (S i ) = V G (S) for all G ∈ G, and so G is an equationally Noetherian family, as required.
Remark. The same proof, just by using the ring of polynomials over R instead of over Z, shows that if R is a Noetherian commutative unital ring, then GL r (R) is strongly equationally Noetherian. However, as shown in the next result, this need not hold if R is not assumed to be Noetherian.
Lemma 2.1. There exists a 2-step nilpotent group G that is linear (over a commutative unital ring) but not strongly equationally Noetherian.
be the group of upper unitriangular 3 × 3 matrices with coefficients in R; it is clear that G is linear and 2-step nilpotent. Now for each j ≥ 0, let
for any finite subset S ′ ⊂ S, and so G is not strongly equationally Noetherian, as required.
Abelian-by-polycyclic groups
In this section we prove Theorem 1.3. We first reduce to systems of 'positive' or 'exponent sum zero' equations, as follows. Given an equation s ∈ F n (X 1 , . . . , X n ) * G for some group G and some n ≥ 1, we say that:
In our proof of Theorem 1.3, we use equivalence of (i) and (iii) in the following result. We record the equivalence of (ii) and (iii) for future reference, as we will use it in Section 5.3. Proof. The implications (iii) ⇒ (i) and (iii) ⇒ (ii) are trivial. We will show the implications (i) ⇒ (iii) and (ii) ⇒ (iii) for systems of equations that need not be coefficient-free; the proof for coefficient-free equations is almost identical.
For (i) ⇒ (iii), let n ≥ 1, let S ⊆ F n (X 1 , . . . , X n ) * G be a system of equations, and suppose that (i) holds. Let Φ :
Note that Φ sends any equation to a positive equation, and that
Thus G is strongly equationally Noetherian, as required.
For (ii) ⇒ (iii), let n ≥ 1, let S ⊆ F n * G be a system of equations, and suppose that (ii) holds. Let Ψ : F n * G → Z n be the quotient map as above. Then the subgroup Ψ(S) ≤ Z n is finitely generated, and so there exists a finite subset S 0 = {s 1 , . . . , s n } ⊆ S such that Ψ(S 0 ) = Ψ(S) . We may then define a system of equations S ′ = {s
, and so G is strongly equationally Noetherian, as required.
Proof of Theorem 1.3. Let G be an abelian-by-polycyclic group: namely, there exists a normal abelian subgroup A G such that P = G/A is polycyclic. Then G is a subgroup of the unrestricted wreath product A P ⋊ P (see [Neu67, Theorem 22 .21]), which is a split extension of an abelian group A P by a polycyclic group P . As subgroups of equationally Noetherian groups are equationally Noetherian, we may therefore assume, without loss of generality, that G is a split extension of A by P , i.e. G = A ⋊ P . Note that P acts on A on the right by conjugation,
We can write s(a 1 p 1 , . . . , a n p n ) =â 1p1 · · ·â kpk , where a j ,â i ∈ A, p j ,p i ∈ P , and whereâ ipi = a j p j if Y i = X j . We may rewrite this as s(a 1 p 1 , . . . , a n p n ) = s(p 1 , . . . , p n )âp 1 ···p k 1âp 2 ···p k 2 · · ·âp k k . Writing A additively as a ZP -module, we may deduce that
Note that we have s j (p 1 , . . . , p n ) = Ψ p 1 ,...,pn (s j ), wherē
and Ψ p 1 ,...,pn : ZF n → ZP is a ring homomorphism induced by the group homomorphism ψ p 1 ,...,pn : F n → P sending X j to p j . Now as P is polycyclic and F n is finitely generated, it is known (see [GW05, Lemma 3.1] and [GW02, Example 2.2]) that there exists a polycyclic group Q and a surjective group homomorphism ε : F n → Q such that any group homomorphism ψ : F n → P factors through ε; let E : ZF n → ZQ be the ring homomorphism induced by ε. In particular, for each (p 1 , . . . , p n ) ∈ P n there is a group homomorphism γ p 1 ,...,pn : Q → P such that ψ p 1 ,...,pn = γ p 1 ,...,pn • ε, inducing a ring homomorphism Γ p 1 ,...,pn : ZQ → ZP such that Ψ p 1 ,...,pn = Γ p 1 ,...,pn • E. Thus we can rewrite (3.2) as
s(a 1 p 1 , . . . , a n p n ) = 1 ⇔ s(p 1 , . . . , p n ) = 1 and n j=1 a j · Γ p 1 ,...,pn (ŝ j ) = 0,
Moreover, as Q is polycyclic, it is known that the ring ZQ is Noetherian, i.e. any submodule of a finitely generated right ZQ-module is finitely generated [Hal54, Theorem 1]. Now let S ⊆ F n be a system of positive coefficient-free equations: it is enough to consider such a system by Lemma 3.1. As P is polycyclic, and therefore linear, it follows that P is strongly equationally Noetherian. In particular, V P (S) = V P (S 1 ) for some finite subset S 1 ⊆ S. Moreover, as the ring ZQ is Noetherian, it follows that M (S) = M (S 2 ) for some finite subset S 2 ⊆ S, where M (T ) is the submodule of the right ZQ-module (ZQ) n generated by {(t 1 , . . . ,t n ) | t ∈ T } (for any T ⊆ F n ). It follows that we also have M p 1 ,...,pn (S) = M p 1 ,...,pn (S 2 ) for any (p 1 , . . . , p n ) ∈ P n , where M p 1 ,...,pn (T ) = {(Γ p 1 ,...,pn (g 1 ), . . . , Γ p 1 ,...,pn (g n )) | (g 1 , . . . , g n ) ∈ M (T )} for any T ⊆ F n . Therefore, it follows from (3.3) that, for any a j ∈ A and p j ∈ P ,
In particular, V G (S) = V G (S 1 ∪ S 2 ). Thus, by Lemma 3.1, G is equationally Noetherian, as required.
Cyclic subgroup separability of wreath products
In this section we prove Theorem 1.6. Throughout the section, we employ the following notation. Given groups G and H, we write elements of the (regular, restricted) wreath product G≀H as (f, a), where a ∈ H and f : H → G is a function such that f (x) = 1 for all but finitely many 
Proof. We will write elements of x∈X G as functions g : X → G with finite support, with the group operations corresponding to pointwise multiplication and inversion. We will split the argument into two cases, depending on whether or not f (x) has finite order for all x ∈ X . If f (x) has finite order for all x ∈ X : In this case, as f has finite support, it follows that there exists an integer p ≥ 1 such that f (x) p = 1 for all x ∈ X , i.e. f p = 1. As h / ∈ f , it follows that for each i = 0, . . . , p − 1, there exists x i ∈ X such that h(x i ) = f (x i ) i . Since G is cyclic subgroup separable, and so residually finite, there exists a finite-index
∈ π B (f ) , and we are done. Otherwise, there exists a (unique, since f (x 0 ) has infinite order) integer
Now define an integer r ≥ 1 as follows. If f (x 1 ) has finite order, let r be this order. If f (x 1 ) has infinite order and h(x 1 ) / ∈ f (x 1 ) , let r ≥ 1 be any integer. Otherwise, there exists a unique p 1 ∈ Z, p 1 = p 0 , such that h(x 1 ) = f (x 1 ) p 1 ; in this case, let r ≥ 1 be any integer not dividing p 0 − p 1 . It then follows from the definition of r that for any p ∈ Z, we have h(x 1 )f (
Let p ′ ∈ {0, . . . , r − 1} be the integer such that p 0 ≡ p ′ (mod r). As G is cyclic subgroup separable, there exists a finite-index normal subgroup B ⊳ G such that we have h( Proof. Throughout this proof, we write the group operation in G additively. It is easy to check that (f, a) n = (g, a n ) for any n ∈ Z, where
In particular, if a n = 1 in H, then (f, a) n = (g, 1) and g : H → G is invariant under right multiplication by a, i.e. g(x) = g(xa) for all x ∈ H.
Let (f, a) and (h, c) be two elements of G ≀ H, and suppose that (h, c) is not a power of (f, a). If c / ∈ a , then, as H is cyclic subgroup separable, there exist a finite-index normal subgroup N ⊳ H such that cN / ∈ aN , and so we are done. Thus, we may assume, without loss of generality, that c = a m for some m ∈ Z. We will consider two cases, depending on whether or not a has finite order in H.
If a has order n < ∞ in H: In this case, we have (f, a) n = (g, 1) for some function g : H → G of finite support. Without loss of generality, we may assume that 0 ≤ m ≤ n − 1; let
As H is cyclic subgroup separable, it is residually finite, and so there exists a finite-index normal subgroup N ⊳H such that the restriction of the quotient map H → H/N to supp(k) ∪ supp(g) ∪ a is injective. Moreover, as for any q ∈ Z we have
it follows that k / ∈ g . By Lemma 4.1, there exists a finite-index normal subgroup B ⊳G such that the image of (k, 1) in (G/B) ≀ H is not a power of the image of (g, 1). By the choice of N , it thus follows that π(k, 1) / ∈ π(g, 1) , where π : G ≀ H → (G/B) ≀ (H/N ) is the quotient map.
We claim that π(h, c) / ∈ π(f, a) -that is, π(h, c) = π(f, a) p for any p. Indeed, let p ∈ Z. If p ≡ m (mod n), then cN = (aN ) p and we are done. Otherwise, we have p = nq + m for some q ∈ Z, and so (f, a) p = (h − k + qg, a m ). By the choice of B and N , we have π(−k + qg, 1) = 1, hence π(h, c) = π(f, a) p as well. Thus, π(h, c) / ∈ π(f, a) , as claimed -therefore, as (G/B) ≀ (H/N ) is finite, we are done. As G is cyclic subgroup separable, and so residually finite, there exists B ⊳ G such that
We claim that π(h, c) / ∈ π(f, a) , where π : G ≀ H → (G/B) ≀ (H/N ) is the quotient map as before -that is, we claim that π(h, c) = π(f, a) p for any p. Indeed, let p ∈ Z. If p ≡ m (mod n), then cN = (aN ) p and we are done. Otherwise, we have p = nq + m for some q ∈ Z, and so π(f, a) p = (f (N ) + qg (N ) , (aN ) m ), where g : H → G is such that (f, a) n = (g, a n ). Now if qg (N ) (xN ) = 0 for all xN ∈ H/N , then π(f, a) p = (f (N ) , (aN ) m ) = (h (N ) , cN ) = π(h, c) sincef (N ) (x 0 N ) =f (x 0 ) + B = h(x 0 ) + B = h (N ) (x 0 N ) by the choices of N and B, and so we are done. Thus, we may assume that qg (N ) (xN ) = 0 for some xN ∈ H/N . But as aN has order n in H/N and so (f (N ) , aN ) n = (g (N ) , 1), it follows that g (N ) (xN ) = g (N ) ((xN )(aN )) for all xN ∈ H/N , and so |supp(g (N ) )| (as well as |supp(qg (N ) )|) is divisible by n: in particular, |supp(qg (N ) )| ≥ n > |supp(f )| + |supp(h)| ≥ |supp(f (N ) )| + |supp(h (N ) )|.
But this implies thatf (N ) + qg (N ) and h (N ) have different supports, and so π(f, a) p = π(h, c). Thus π(h, c) / ∈ π(f, a) , as claimed, and so, as (G/B) ≀ (H/N ) is finite, we are done. Proof. Since G is a subgroup of G ≀ H, the (⇐) direction is immediate.
For (⇒), let (f, a), (h, c) ∈ G ≀ H be elements such that (h, c) / ∈ (f, a) . If c / ∈ a , then the image of (h, c) in the finite quotient H of G ≀ H is not a power of the image of (f, a), and so we are done. Thus, we may assume that c = a m for some m ∈ Z. Let n < ∞ be the order of a in H; without loss of generality, assume that 0 ≤ m ≤ n − 1.
Let g : H → G be such that (f, a) n = (g, 1). Given any q ∈ Z, we have (h, a m ) = (h, c) = (f, a) qn+m = (f a m−1 · · · f a f g q , a m ) and so k / ∈ g , where k = f −1 f −1 a · · · f −1 a m−1 h. By Lemma 4.1, it follows that there exists a finite-index normal subgroup B ⊳ G such that π(k, 1) / ∈ π(g, 1) , where π : G ≀ H → (G/B) ≀ H is the quotient map.
We claim that π(h, c) / ∈ π(f, a) -that is, π(h, c) = π(f, a) p for any p ∈ Z. Indeed, let p ∈ Z. If p ≡ m (mod n), then c = a p and we are done. Otherwise, we have p = nq + m for some q ∈ Z, and so (f, a) p = (hk −1 g q , a m ). By the choice of B, we have π(k −1 g q , 1) = 1, hence π(h, c) = π(f, a) p as well. Thus, π(h, c) / ∈ π(f, a) , as claimed -therefore, as (G/B) ≀ H is finite, we are done. 
The counterexamples
In this section, we give examples of finitely generated groups that are residually finite but not equationally Noetherian, or vice versa. In particular, we prove Proposition 1.5 and Theorem 1.7. 5.1. Residually torsion-free nilpotent but not equationally Noetherian. We first give an example of a subgroup G 1 ≤ ∞ r=1 U T r (Z) in Proposition 1.5 (i). Note that since the subgroup U T r (Z) ≤ GL r (Z) can be easily seen to be torsion-free and (r − 1)-step nilpotent, it follows that such a group G 1 is residually torsion-free nilpotent. Since G 1 is also finitely generated, it is thus residually finitely generated torsion-free nilpotent. But a finitely generated torsion-free nilpotent group is residually a finite p-group for any fixed prime p [Gru57, Theorem 2.1 (i)], and so such a group G 1 must be residually a finite p-group for any fixed prime p. Of course, this also implies that G 1 is residually finite.
Thus, in order to prove Proposition 1.5 (i), we only need to construct a finitely generated subgroup of U T r (Z) that is not equationally Noetherian. The example we use was inspired by the argument of A. Bier in [Bie13] .
Given an integer r ≥ 1, we will write I r for the r × r identity matrix, and E (i,j) r for the matrix whose (i, j)-th entry is 1 and all other entries are 0, where 1 ≤ i < j ≤ r. It is easy to verify that (5.1)
otherwise.
We will write I for I r and E (i,j) for E (i,j) r if the value of r is clear. Notice that we have 
Proof.
(i) We will prove the first statement by induction on n. The base case, n = 0, is trivial. Let n ≥ 1. By the induction hypothesis, it is enough to show that [I + E (1,n+1) , B] = I + E (1,n+2) , which is equivalent to (I + E (1,n+1) )B = B(I + E (1,n+1) )(I + E (1,n+2) ). But it is easy to check, using (5.1), that both sides are equal to B + E (1,n+1) + E (1,n+2) , as required.
It is clearly enough to prove the second statement for n = r − 1. Therefore, as a consequence of the first statement, it suffices to show that I + E (1,r) commutes with B. But it is easy to check, again using (5.1), that both (I + E (1,r) )B and B(I + E (1,r) ) are equal to B + E (1,r) . (ii) If n ≥ r − 1, then the result follows trivially from part (i). Thus, we may assume that 0 ≤ n ≤ r − 2. By part (i), it is enough to show that I + E (1,n+2) and I + E E (1,n+2) ).
We now construct the group G 1 as follows. Let G = ∞ k=1 U T 2 k (Z). Let
, and let G 1 = A, B, C < G.
Proof of Proposition 1.5 (i). As G 1 is finitely generated by definition, it is enough to show that it is not equationally Noetherian. Consider S = {s n (X 1 , X 2 , X 3 ) | n ≥ 0} ⊂ F 3 (X 1 , X 2 , X 3 ), where s n (X 1 , X 2 , X 3 ) = [X 1 , n X 2 , . . . , X 2 , X 3 ]. For each m ≥ 0, let A m = [A, m B, . . . , B] ∈ G 1 . It then follows easily from Lemma 5.1 (ii) that s n (A m , B, C) = 1 if and only if n + m + 3 is not a power of 2. In particular, we have (
for any k ≥ 1, and so V G 1 (S) = V G 1 (S) for any finite subset S ⊂ S. Thus G 1 is not equationally Noetherian, as required.
Conjugacy separable but not equationally Noetherian.
Here we give a construction of groups that are conjugacy separable and cyclic subgroup separable, but not equationally Noetherian -in particular, we prove Proposition 1.5 (ii). Our construction is exemplified by the group Z ≀ (C 2 ≀ Z). Indeed, this group is cyclic subgroup separable by two applications of Theorem 1.6, and thus conjugacy separable by two applications of [Rem71, Theorem 1], and the group C 2 ≀ Z has an infinite locally finite subgroup ∞ j=−∞ C 2 . To deal with equational Noetherianity, we use the following result.
Lemma 5.2. Let G and H be non-trivial groups. Suppose that H has an infinite locally finite subgroup K. Then G ≀ H is not strongly equationally Noetherian. Moreover, if H has a finitely generated subgroup H such that K ∩ H is infinite, then G ≀ H is not equationally Noetherian.
Proof. Since K is infinite and locally finite, there exists an infinite strictly ascending series {1} = K 0 K 1 K 2 · · · of finite subgroups K n < K. For each n ≥ 0, let h n ∈ K n+1 \ K n be an arbitrary element. Viewing H as a subgroup of G ≀ H, consider the system of equations
If G ≀ H was strongly equationally Noetherian, then clearly V G≀H (S) = V G≀H (S N ) for some
We claim that this is not the case. Let g ∈ G be an arbitrary non-identity element. Given a finite subset A ⊂ H, we define g (A) := a∈A a −1 ga ∈ G ≀ H; note that, as a −1 ga and b −1 gb commute for any distinct a, b ∈ H, this product is uniquely defined, i.e. the order of multiplication does not matter. It is then clear that g (A) = g (B) whenever A = B, and that h −1 g (A) h = g (Ah) for any h ∈ H. In particular, if A is a subgroup of H, then (for any h ∈ H) [g (A) , h] = 1 if and only if h ∈ A. But this shows that, for any N ≥ 0,
for any N ≥ 0, as claimed. Hence G ≀ H is not strongly equationally Noetherian. Now suppose that there exists a finitely generated subgroup H = h 1 , . . . , h k ≤ H such that K ∩ H is infinite. Then, after replacing K with K ∩ H if necessary, we may assume that K ⊆ H. As H has a finite generating set {h 1 , . . . , h k }, for each n ≥ 0 there exists a word ϕ n (Y 1 , . . . , Y k ) ∈ F k (Y 1 , . . . , Y k ) such that ϕ n (h 1 , . . . , h k ) = h n . Consider the system of equations
Then, as before, it follows that (
Proof of Proposition 1.5 (ii). As G is non-trivial and H is a finitely generated group with an infinite locally finite subgroup, the first part follows from Lemma 5.2.
For the second part, suppose in addition that G is finitely generated abelian and H is cyclic subgroup separable and conjugacy separable. Then G is also conjugacy separable, and so G ≀ H is conjugacy separable by a result of V. P. Remeslennikov [Rem71, Theorem 1]. Moreover, G is cyclic subgroup separable, and so G ≀ H is cyclic subgroup separable by Theorem 1.6. 5.3. Equationally Noetherian but not residually finite. We now construct finitely presented groups that are equationally Noetherian but not residually finite: namely, we prove Theorem 1.7. For the second part of this result, let H be the inverse image of Sp 2n (Z) under the universal covering map Sp 2n (R) → Sp 2n (R). Then H is not residually finite by a result of P. Deligne [Del78] .
Moreover, as Sp 2n (R) is a connected semisimple algebraic group defined over Q and as its subgroup G = Sp 2n (Z) is arithmetic, a result of M. S. Raghunathan [Rag68, Corollary 2] says that G is finitely presented. We may deduce from this that H is finitely presented. Indeed, H is an extension of its central subgroup Z ∼ = π 1 (Sp 2n (R) ∼ = Z by G. Thus, if G = X | R is a finite presentation for G, then it is easy to see that
It is therefore left to show that groups H in Theorem 1.7 are strongly equationally Noetherian. We do this below. We may embed GL m (R), and hence G, as a Zariski-closed subset of R m 2 +1 . Thus G n is a Zariski-closed subset of R n(m 2 +1) . Now let S ≤ F n * H be a system of exponent sum zero equations over H: it is enough to consider such systems of equations by Lemma 3.1. Let S = Φ( S), where Φ : F n * H → F n * G is the homomorphism defined by Φ(f ) = f for f ∈ F n and Φ(g) = p(g) for g ∈ H. As G is linear, and so strongly equationally Noetherian, it follows that V := V G (S) ⊆ G n is equal to V G (S 0 ) for some finite subset S 0 ⊆ S. Now for each s ∈ S 0 , choose an element s ∈ Φ −1 (s) ∩ S, and define a finite subset S 0 = { s | s ∈ S 0 } ⊆ S.
Note that for any s ∈ F n * G and any A 1 , . . . , A n ∈ G ≤ GL m (R), entries of the matrix s(A 1 , . . . , A n ) can be expressed as polynomials (with real coefficients) of the entries of matrices A 1 , . . . , A n . It follows that V is a Zariski-closed subset of G n , and so it is an affine algebraic variety over R. Therefore, by [DK81, Theorem 4.1], V has finitely many path components: V 1 , . . . , V r , say. Now as K = ker(p) is central in H, it follows that given any exponent sum zero equation s ∈ F n * H and any g 1 , . . . , g n ∈ H, we have s(g 1 , . . . , g n ) = s(k 1 g 1 , . . . , k n g n ) for any k 1 , . . . , k n ∈ K. Thus s(g 1 , . . . , g n ) depends only on the element p (n) (g 1 , . . . , g n ) := (p(g 1 ), . . . , p(g n )) ∈ G n , and so the map s : H n → H factors as s = s • p (n) for a map s : G n → H and the map p (n) : H n → G n . Moreover, it follows from the construction that we have V = {(g 1 , . . . , g n ) ∈ G n | s(g 1 , . . . , g n ) ∈ K for all s ∈ S}, and so each s ∈ S defines a function s| V : V → K.
But as s : H n → H is clearly continuous for every s ∈ S and as p (n) is a covering map, s is also continuous and hence so is s| V . As K is discrete (by the definition of a covering map), it follows that s| V is constant on each of the path components V i of V , for 1 ≤ i ≤ r. In particular, for each s ∈ S and each i ∈ {1, . . . , r}, there exists k s,i ∈ K such that s(g 1 , . . . , g n ) = k s,i for all (g 1 , . . . , g n ) ∈ V i .
It follows that we have
for some subset I ⊆ {1, . . . , r}. For each i ∈ {1, . . . , r} \ I, let s i ∈ S be an element such that k s i ,i = 1, and define a finite subset S 1 = {s i | 1 ≤ i ≤ r, i / ∈ I} of S. It then follows from the construction that V H ( S 0 ) ⊆ (p (n) ) −1 (V ) and so V H ( S 0 ∪ S 1 ) = i∈I (p (n) ) −1 (V i ) = V H ( S). Thus, by Lemma 3.1, H is strongly equationally Noetherian, as required.
Graphs of groups
In this section, we deal with a finite graph of groups. Here we recall its definition and record our notation. Definition 6.1. A finite graph of groups G consists of the following data: We may use parts (a)-(c) to define a finite connected undirected graph (called the underlying graph of G) with vertex set V (G) and an edge for each pair e, e ∈ E(G), viewed as a pair of a directed edge e (from i(e) to i(e)) and its inverse. Let T ⊆ E(G) be a maximal tree in this graph, so that e ∈ T if and only if e ∈ T for each e ∈ E(G). Then we may define the fundamental group π 1 (G, T ) of G with respect to T as the group generated by v∈V (G) G v ⊔ E(G) with the following relations:
(Ra) the multiplication tables of G v for each v ∈ V (G): that is, (g)(h) = (gh) for g, h ∈ G v ; (Rb) the Bass-Serre relations: ι e (g) = eι e (g)e for each e ∈ E(G) and g ∈ G e ; (Rc) ee = 1 for each e ∈ E(G); and (Rd) e = 1 for each e ∈ T .
It is a standard fact in Bass-Serre theory that π 1 (G, T ) is independent (up to isomomorphism) from the choice of T , and so we will write π 1 (G) for π 1 (G, T ). It is also clear from the relations of types (Ra) and (Rd) that each element of π 1 (G) can be written as g 0 e 1 g 1 · · · e n g n with g j ∈ G v j for some v j ∈ V (G) and e j ∈ E(G), such that v n = v 0 , v j−1 = i(e j ) and v j = i(e j ) for 1 ≤ j ≤ n.
The following result then states that a trivial element in π 1 (G) is 'obviously' trivial.
Theorem 6.2 (Normal form theorem; see [DD89, Chapter I, Theorem 4.1]). Let G be a finite graph of groups, and let g = g 0 e 1 g 1 · · · e n g n ∈ π 1 (G) with g j ∈ G v j for some v j ∈ V (G) and e j ∈ E(G), such that v n = v 0 , v j−1 = i(e j ) and v j = i(e j ) for 1 ≤ j ≤ n. If g = 1 in π 1 (G), then either n = 0 and g 0 = 1 in G v 0 , or n ≥ 2 and there exists j ∈ {1, . . . , n − 1} such that e j+1 = e j and g j ∈ ι e j (G e j ).
It follows, in particular, that G v is canonically a subgroup of π 1 (G) for each v ∈ V (G). One of the main facts in Bass-Serre theory is that π 1 (G) acts simplicially, minimally and cocompactly (with quotient the underlying graph of G) on a simplicial tree T G , the Bass-Serre tree, such that vertex stabilisers and edge stabilisers under this action are precisely the conjugates of G v , v ∈ V (G) and ι e (G e ), e ∈ E(G), respectively. We refer the reader to [DD89, Chapter I] for a comprehensive account of Bass-Serre theory.
6.1. Residually finite vertex groups. We first prove Theorem 1.9.
Proof of Theorem 1.9. We say a collection of normal subgroups
e (N i(e) ) = ι −1 e (N i(e) ) for all e ∈ E(G). Given a compatible collection of subgroups N v G v , we may construct a graph of groups G with the same underlying graph as G, with vertex groups G v = G v /N v , edge groups G e = G e /ι −1 e (N i(e) ) and the inclusion maps ι e induced by ι e . It is easy to check that in this case the quotient maps G v → G v extend to a surjective homomorpism p {Nv} : π 1 (G) → π 1 ( G). Moreover, as G is a finite graph of groups with finite vertex groups, it follows that π 1 ( G) is virtually free and hence residually finite. Thus, in order to show that π 1 (G) is residually finite, it is enough to show that for each non-trivial element g ∈ π 1 (G), there exists a compatible collection {N v G v } such that p {Nv} (g) = 1.
By Theorem 6.2, it is therefore enough: (a) for each w ∈ V (G) and each g ∈ G w \ {1}, to find a compatible collection {N v G v } such that g / ∈ N w ; and (b) for each e ∈ E(G) and each g ∈ G i(e) \ ι e (G e ), to find a compatible collection {N v G v } such that g / ∈ N i(e) ι e (G e ). Now fix a vertex w ∈ V (G), a separable subgroup A < G w and an element g ∈ G w \ A. Then, by assumptions (i) and (ii) of the Theorem, both (a) and (b) will follow if we can find a compatible collection {N v G v } such that g / ∈ N w A. To find such a collection, let N ⊳ G w be a finite-index normal subgroup such that g / ∈ N A: such a subgroup exists as A is separable. For each v ∈ V (G), let N v = (φ en • · · · • φ e 1 ) −1 (N ) e 1 , . . . , e n is an edge walk in G from w to v ,
where the homomorphisms φ e j : G i(e j ) → G i(e j ) are as in assumption (iv). Note that there is an empty edge walk from w to w, and so N w ⊆ N , implying that g / ∈ N w A. Moreover, it follows from assumption (v) that N v is an intersection of finitely many finite-index normal subgroups of G v , and so is itself a finite-index normal subgroup. Finally, given an edge e ∈ E(G), if e 1 , . . . , e n is an edge walk from t(e) to v then e, e 1 , . . . , e n is an edge walk from i(e) to v, which implies that N i(e) ⊆ (φ e ) −1 (N t(e) ) and so ι −1 e (N i(e) ) ⊆ ι −1 e (N i(e) ); similarly, ι −1 e (N i(e) ) ⊇ ι −1 e (N i(e) ). Hence the collection {N v G v } v∈V (G) is compatible, thus completing the proof. 6.2. Quasi-algebraic subsets. We now discuss the collection of quasi-algebraic subsets in a group. Recall that given a group G, we say a subset A ⊆ G is quasi-algebraic in G if given any n ≥ 1 and any S ⊆ F n we have V G,A (S) = V G,A (S 0 ) for some finite subset S 0 ⊆ S, where we define V G,A (T ) = {(g 1 , . . . , g n ) ∈ G n | t(g 1 , . . . , g n ) ∈ A for all t ∈ T } for any T ⊆ F n . Thus {1} is quasi-algebraic in G if and only if G is equationally Noetherian, and more generally a normal subgroup N G is quasi-algebraic in G if and only if G/N is equationally Noetherian. We thus view quasi-algebraic subsets in the context of equationally Noetherian groups as an analogue of separable subsets in the context of residually finite groups.
Remark. In spite of this analogy, the collection of quasi-algebraic subsets is in general not the collection of closed sets in a topology, as this collection need not be closed under arbitrary intersections. For instance, let G be a family of equationally Noetherian groups that is not an equationally Noetherian family (such families are plentiful by Theorem 1.2, for example), and let G = H∈G H. Then the group G is not equationally Noetherian (see, for instance, [GH17, Lemma 3.9]), and so {1} is not quasi-algebraic in G. However, we have {1} = H∈G ker(p H ) and ker(p H ) is quasi-algebraic for each H ∈ G, where p H : G → H is the canonical projection for any H ∈ G.
The following result says, however, that many separable subsets of an equationally Noetherian residually finite group are also quasi-algebraic. Note that an analogous result holds in the context of separable subsets, and so this will not help us to construct 'new' quasi-algebraic subsets that are not separable. (v) if G is equationally Noetherian, retracts of G. In particular, quasi-algebraic subsets include inverses and translates of quasi-algebraic subsets.
Proof. We prove the parts in order.
(i) If H is a finite-index subgroup of G, then N = g∈G H g is a normal finite-index subgroup of G contained in H. Since any subset of the finite group G/N is clearly quasi-algebraic, it follows that any union of cosets of N in G is quasi-algebraic as well. In particular, any left or right coset of H in G is quasi-algebraic, as required. (ii) Let A 1 , . . . , A m ⊆ G be a collection of quasi-algebraic subsets, and let S ⊆ F n . Then, as each A j is quasi-algebraic, there exist finite subsets
Thus A and A ′ are quasi-algebraic, as required.
(iii) Given any T ⊆ F n , we have
Thus, since for any S ⊆ F n we have V H,A (S 0 ) = V H,A (S) for some finite subset S 0 ⊆ S (as A ⊆ H is quasi-algebraic), it follows that we also have V G,ϕ −1 (A) (S 0 ) = V G,ϕ −1 (A) (S), and so ϕ −1 (A) is quasi-algebraic in G, as required.
(iv) Let B = {g | s(g, g 2 , . . . , g n ) ∈ A} ⊆ G. Given an equation t ∈ F m (X 1 , . . . , X m ), we can define an equation t ∈ F m+n−1 (X 1 , . . . , X m+n−1 ) by setting t(X 1 , . . . , X m+n−1 ) = s(t(X 1 , . . . , X m ), X m+1 , . . . , X m+n−1 ).
Now if for any
In particular, since for any S ⊆ F m we have V G,A ( S 0 ) = V G,A ( S) for some finite subset S 0 ⊆ S (as A ⊆ G is quasi-algebraic), it follows that we also have V G,B (S 0 ) = V G,B (S), and so B is quasi-algebraic in G, as required. (v) Suppose now that G is equationally Noetherian and H ≤ G is a retract of G: that is, there exists a homomorphism ϕ : G → H such that ϕ(h) = h for all h ∈ H. Hence, for any g ∈ G, we have g −1 ϕ(g) = 1 if and only if g ∈ H. Given an equation t ∈ F n (X 1 , . . . , X n ), we can define an equation t ∈ F 2n (X 1 , . . . , X 2n ) by setting t(X 1 , . . . , X 2n ) = t(X 1 , . . . , X n ) −1 t(X n+1 , . . . , X 2n ).
In particular, since for any S ⊆ F n we have V G ( S 0 ) = V G ( S) for some finite subset S 0 ⊆ S (as G is equationally Noetherian), it follows that we also have V G,H (S 0 ) = V G,H (S), and so H is quasi-algebraic in G, as required.
The last part follows from (iv): namely, if A ⊆ G is quasi-algebraic and g ∈ G, then Ag, gA and A −1 are quasi-algebraic (consider equations X 1 X 2 , X 2 X 1 ∈ F 2 (X 1 , X 2 ) and X −1 1 ∈ F 1 (X 1 )).
In Section 6.3, we use an alternative definition of quasi-algebraic subsets, inspired by the viewpoint of D. Groves and M. Hull [GH17] . For this, let G be a group and A ⊆ G a subset. Let ω be a non-principal ultrafilter -that is, a finitely additive probability measure ω : 2 N → {0, 1} such that ω(F) = 0 for any finite subset F ⊂ N. Given a collection of statements {P j | j ∈ N}, we say P j holds ω-almost surely if ω({j ∈ N | P j holds}) = 1. Given a finitely generated group F and a sequence of homomorphisms (ϕ j : F → G) j∈N , we define
It is easy to see that if A is a subgroup (respectively normal subgroup) of G, then K (ϕ j ) A is a subgroup (respectively normal subgroup) of F .
The following result generalises a result of D. Groves and M. Hull [GH17, Theorem 3.5]. Its proof is almost identical to the one given in [GH17] , and is therefore omitted. Theorem 6.4. Let ω be a non-principal ultrafilter. For a group G and a subset A ⊆ G, the following are equivalent:
(ii) For any finitely generated group F and any sequence (ϕ j : F → G) j∈N of homomorphisms, we ω-almost surely have K (ϕ j ) A ⊆ ϕ −1 j (A). (iii) For any finitely generated group F and any sequence (ϕ j : F → G) j∈N of homomorphisms, we have K (ϕ j ) A ⊆ ϕ −1 j (A) for some j ∈ N.
6.3. Equationally Noetherian vertex groups. Finally, we prove Theorem 1.8. We use condition (iii) in the Theorem to deduce that the action of π 1 (G) on the Bass-Serre tree T G is acylindrical. Recall that an action of a group G on a geodesic metric space X by isometries is said to be acylindrical if for each ε ≥ 0, there exist constants D ε , N ε ≥ 0 such that for any x, y ∈ X with d X (x, y) ≥ D ε , the set N x,y,ε = {g ∈ G | d X (x, xg) ≤ ε, d X (y, yg) ≤ ε} has cardinality ≤ N ε . Such an action is said to be non-elementary if G is not virtually cyclic and some orbit under the action is unbounded. A group that acts non-elementarily acylindrically on a hyperbolic metric space is called acylindrically hyperbolic.
Lemma 6.5. Let G be a finite graph of groups. Suppose that for each e ∈ E(G), either the subgroup ι e (G e ) ≤ G i(e) or the subgroup ι e (G e ) ≤ G i(e) is uniformly almost malnormal. Then the action of π 1 (G) on the Bass-Serre tree T G is acylindrical.
Proof. Let G = π 1 (G) and T = T G . By the assumption, and as the underlying graph of G is finite, there exist a constant D ≥ 0 such that for every e ∈ E(G), there exists f ∈ {e, e} such that
. Now let p, q ∈ T be two points such that d T (p, q) > 2. We claim that |Stab G (p)∩ Stab G (q)| ≤ D. Indeed, let P ⊆ T be the geodesic between p and q. Then there exists an edge e ⊆ T such that e ⊆ P \{p, q}. Let e ∈ E(G) be the image of e under the canonical map from T to the underlying graph of G. After replacing e with e if necessary, we may assume that |ι e (G e ) ∩ ι e (G e ) g | ≤ D for all g ∈ G i(e) \ ι e (G e ).
Now as e ⊆ P \ {p, q}, there exists a point r in the interior of e such that r, rg ∈ P for some g ∈ G i(e) \ ι e (G e ). Therefore, if an element h ∈ G stabilises both p and q, it follows that it stabilises both r and rg, and so h ∈ ι e (G e ) ∩ ι e (G e ) g . Thus |Stab G (p) ∩ Stab G (q)| ≤ D, as claimed. Now let ε > 2, and set D ε = 2ε + 1 and N ε = 2D(2ε + 1). If x, y ∈ T are two points with
where p, q ∈ T satisfy d T (p, q) ≥ ε > 2. Thus |N x,y,ε | ≤ D · 2(2ε + 1) = N ε . Therefore, the action of G on T is acylindrical, as required.
Acylindricity of the action of π 1 (G) on T G allows us to apply the following result of [GH17] . Here, let a group G act non-elementarily acylindrically on a fixed hyperbolic space X, let F be a group with a finite generating set S, and let ω be a non-principal ultrafilter. We then say that a sequence of homomorphisms (ϕ j :
In the view of Theorem 6.4, the following result then says that in order to show that an acylindrically hyperbolic group is equationally Noetherian, only considering non-divergent sequences of homomorphisms is enough. Theorem 6.6 (D. Groves and M. Hull [GH17, Theorem B]). Let G be an acylindrically hyperbolic group. Suppose that for any finitely generated group F and any non-divergent sequence of homomorphisms (ϕ j : F → G) j∈N , we have K
The following result is the key part in our proof of Theorem 1.8. It shows that, under the assumptions of Theorem 1.8, the group π 1 (G) and subset A = {1} satisfy condition (ii) of Theorem 6.4 for some specific sequences of homomorphisms.
Proposition 6.7. Let G be a finite graph of groups satisfying the assumptions of Theorem 1.8, let {F (v)} v∈V (G) be a collection of finitely generated free groups, let F E be a free group with free basis {X e | e ∈ E(G)}, and let F = ( * v∈V (G) F (v)) * F E . Let ϕ j : F → π 1 (G) be a sequence of homomorphisms such that, for all j, ϕ j (F (v)) ⊆ G v for each v ∈ V (G) and ϕ j (X e ) = e for each e ∈ E(G). Then, for any non-principal ultrafilter ω, K
Proof. The idea of the proof is to extend each map ϕ j : F → π 1 (G) to a map ϕ j : F → π 1 (G). Here the free group F is formed by adding new elements to a free basis of F , using assumption (iv) of Theorem 1.8, so that if we have a basis element mapping (under ϕ j ) to g ∈ G i(e) then we also have one mapping to φ e (g) ∈ G i(e) . By assumption (v), we can do this in such a way that F is still finitely generated. We then use assumptions (i) and (ii) to describe the normal
Given an edge e ∈ E(G), let φ e : G i(e) → G i(e) be the homomorphism given by assumption (iv) of Theorem 1.8. It then follows from assumption (v) that for each v, w ∈ V (G), there exists a finite set of homomosphisms η v,w,1 , . . . , η v,w,d(v,w) : G v → G w such that for every edge walk e 1 , . . . , e n in G from v to w, we have φ en • · · · • φ e 1 = η v,w,δ for some δ ∈ {1, . . . , d(v, w)}. Without loss of generality, assume that all the η v,w,δ are distinct and arise this way for some edge walk, and that η v,v,1 :
: this gives an injective group homomorphism α : F → F , defined as ζ v,v,1 on F (v) and as identity on F E . We now define homomorphisms ϕ j : F → π 1 (G) by setting ϕ j (X e ) = e for every e ∈ E(G), and ϕ j (g) = η v,w,δ (ϕ j (ζ −1 v,w,δ (g))) ∈ G w for every v, w ∈ V (G), every δ ∈ {1, . . . , d(v, w)} and every g ∈ F v,δ (w). It follows from the construction that ϕ j = ϕ j • α and that ϕ(F (v)) ⊆ G v for each j and each v ∈ V (G). It is therefore enough to show that K (ϕ j ) {1} ⊆ ker(ϕ j ) ω-almost surely, since in that case we also have K (ϕ j )
⊆ α −1 ker(ϕ j ) = ker(ϕ j ) ω-almost surely.
It follows from the construction that for each vertex v ∈ V (G), each edge e ∈ E(G) and each δ ∈ {1, . . . , d(v, i(e))}, there exists a unique integer δ = δ(v, e, δ) ∈ {1, . . . , d(v, i(e))} such that φ e • η v,i(e),δ = η v,i(e),δ . This allows us to define a homomorphism Φ e : F (i(e)) → F (i(e)) by setting the restriction of Φ e to F v,δ (i(e)) to be ζ v,i(e),δ • ζ −1 v,i(e),δ : F v,δ (i(e)) → F v,δ (i(e)), where δ = δ(v, e, δ) is as in the previous sentence. This implies that we have, for each j ∈ N, v ∈ V (G), e ∈ E(G), δ ∈ {1, . . . , d(v, i(e))} and g ∈ F v,δ (i(e)), (φ e • ϕ j )(g) = (φ e • η v,i(e),δ • ϕ j • ζ −1 v,i(e),δ )(g) = (η v,i(e),δ • ϕ j • ζ −1 v,i(e),δ )(g) = (η v,i(e),δ • ϕ j • ζ −1 v,i(e),δ ) • (ζ v,i(e),δ • ζ −1 v,i(e),δ ) (g) = (ϕ j • Φ e )(g), and so φ e • ϕ j = ϕ j • Φ e for all j ∈ N and all e ∈ E(G); here we have been abusing notation slightly by modifying the domains and codomains of maps in such a way that we could compose them. Thus -to recap -we have a collection {F (v) | v ∈ V (G)} of finitely generated free groups and two collections of homomorphisms, {Φ e : F (i(e)) → F (i(e)) | e ∈ E(G)} and {ϕ j : F → π 1 (G) | j ∈ N} (where F = ( * v∈V (G) F (v)) * F E ), such that ϕ j (F (v)) ⊆ G v , ϕ j (X e ) = e and ϕ j (Φ e (g)) = φ e (ϕ j (g)) for all j ∈ N, v ∈ V (G), e ∈ E(G) and g ∈ F (i(e)). It follows that for all e ∈ E(G) and all g ∈ F (i(e)) we have ϕ j (X −1 e gX e ) = ϕ j (Φ e (g)) if and only if e −1 ϕ j (g)e = φ e (ϕ j (g)), which by Theorem 6.2 happens if and only if ϕ j (g) ∈ ι e (G e ). Now let K = K E ∪ K V ∪ K 0 , where
Φ e (g) −1 X −1 e gX e g ∈ K ϕ j | F (i(e)) ιe(Ge)
,
{1}
, and K 0 = {X e | e ∈ E(G), e = 1 in π 1 (G)} ∪ {X e X e | e ∈ E(G)}.
We claim that K (ϕ j ) {1} = K , the normal closure of K in F . Indeed, it is clear from the construction that K ⊆ K (ϕ j ) {1} . Conversely, let g ∈ K (ϕ j ) {1} , so that ϕ j (g) = 1 ω-almost surely. After inserting letters of K 0 to g (that is, multiplying g by an element of K 0 ) if necessary, we may assume that g has the form g = g 0 X e 1 g 1 X e 2 · · · X en g n where g ℓ ∈ F (v ℓ ) are such that i(e ℓ ) = v ℓ−1 and i(e ℓ ) = v ℓ for 1 ≤ ℓ ≤ n, and v 0 = v n . We argue by induction on n that g ∈ K . Indeed, if n = 0 then we have g ∈ K V ⊆ K . Otherwise, it follows from Theorem 6.2 and from finite additivity of ω that for some ℓ ∈ {1, . . . , n − 1} we ω-almost surely have e ℓ+1 = e ℓ and ϕ j (g ℓ ) ∈ ι e ℓ (G e ℓ ). It thus follows that Φ e ℓ (g ℓ ) −1 X −1 e ℓ g ℓ X e ℓ ∈ K E , and so g is equal to g ′ = g 0 X e 1 g 1 · · · X e ℓ−1 [g ℓ−1 Φ e ℓ (g ℓ )g ℓ+1 ]X e ℓ+2 · · · X en g n modulo K E ∪ K 0 , where g ℓ−1 Φ e ℓ (g ℓ )g ℓ+1 ∈ F (v ℓ−1 ) = F (v ℓ+1 ). It then follows, by the inductive hypothesis, that g ′ ∈ K , and so g ∈ K as well. Hence K (ϕ j ) {1} = K , as claimed. Finally, note that by assumptions (i) and (ii) in Theorem 1.8 we ω-almost surely have
⊆ ker ϕ j | F (v) for all v ∈ V (G) and K ϕ j | F (i(e)) ιe(Ge) ⊆ ϕ j | F (i(e)) −1 (ι e (G e )) for all e ∈ E(G). This implies that K V ⊆ ker(ϕ j ) and K E ⊆ ker(ϕ j ) ω-almost surely. As we also have K 0 ⊆ ker(ϕ j ) for all j by construction, and as ker(ϕ j ) is a normal subgroup of F for each j, it follows that K (ϕ j ) {1} = K ⊆ ker(ϕ j ) ω-almost surely. This concludes the proof.
We now combine Lemma 6.5, Theorem 6.6 and Proposition 6.7 to prove Theorem 1.8. To do this, we adapt the first half of the proof of Theorem [GH17, Theorem D] to our scenario.
Proof of Theorem 1.8. Let G = π 1 (G) and let T = T G be the corresponding Bass-Serre tree. By assumption (iii) and Lemma 6.5, it follows that the action of G on T is acylindrical. Moreover, we may assume that G is not virtually cyclic (otherwise G is equationally Noetherian since it is linear, for instance) and that T is unbounded (otherwise G = G v for some v ∈ V (G), and so it is equationally Noetherian by assumption (i)). As the action of G on T is cobounded, these two assumptions imply that it is also non-elementary.
As T is a simplicial tree, so 0-hyperbolic, we may then use Theorem 6.6 to show that G is equationally Noetherian. Fix an edge e ∈ E(G), and let x 0 ∈ T be the midpoint of the edge e ∈ E(T ) which maps to e under the quotient map T → T /G and whose stabiliser is G e . Thus, let F be a group with a finite generating set S, and let (ϕ j : F → G) j∈N be a nondivergent sequence of homomorphisms. Since the action of G on T is cobounded, we may assume that, after conjugating each ϕ j if necessary, we have lim ω max s∈S d T (x 0 , x 0 · ϕ j (s)) = n ′ < ∞.
Since ω is finitely additive and S is finite, it follows that there exist {n ′ s | s ∈ S} ⊆ {0, . . . , n ′ } such that d T (x 0 , x 0 · ϕ j (s)) = n ′ s for every s ∈ S ω-almost surely. Again, since ω is finitely additive and S, V (G) and E(G) are all finite, this implies that for each s ∈ S there exist n s ∈ N, vertices v s,0 , . . . , v s,ns ∈ V (G) and edges e s,1 , . . . , e s,ns ∈ E(G) such that we ω-almost surely have ϕ j (s) = g s,0,j e s,1 g s,1,j · · · e s,ns g s,ns,j with g s,ℓ,j ∈ G v s,ℓ for each ℓ. basis {X e | e ∈ E(G)}. We define a sequence of homomorphisms ( ϕ j : F → G) j∈N by setting ϕ j (Y (s,ℓ) ) = g s,ℓ,j and ϕ j (X e ) = e, so that ϕ j is well-defined ω-almost surely. It then follows by Proposition 6.7 that K ( ϕ j )
{1} ⊆ ker( ϕ j ) ω-almost surely. Now define a map α : S → F by setting α(s) = Y (s,0) X e s,1 Y (s,1) · · · X es,n s Y (s,ns) , and extend it to a map α : F S → F , where F S is a free group with free basis S. Let π : F S → F be the canonical surjection. It then follows from the construction that ϕ j • π = ϕ j • α ω-almost surely.
Now as K
{1} ⊆ ker( ϕ j ) ω-almost surely, we also have K (ϕ j •π) {1} = α −1 K ( ϕ j ) {1} ⊆ α −1 (ker( ϕ j )) = ker(ϕ j •π) ω-almost surely. As π is surjective, this implies that K (ϕ j ) {1} ⊆ ker(ϕ j ) ω-almost surely. Thus, by Theorem 6.6, G is equationally Noetherian, as required.
