In recent years, a lot of interests have been given to simulate gene regulatory networks (GRNs), espe cially the architectures of them. Boolean networks (BLNs) are a good choice to obtain the architectures of GRNs when the accessible data sets are limited.
Introduction
With t.hc availability of genome-wide gene expres sion data [1, 2] , a lot of interests have been given to modelling GRNs [3] [4] [5] [6] [7] [8] [9] ' which are assumed to be the underlying mechanisms that regulate different gene expression patterns.
The real gene expression levels are always assumed to be sigmoidal functions. It has been proved to be computationally expensive to simulate such sig moidal functions. One of the practical way is to ide alize the sigmoid curve with a step function, since the step functions can model the non-linear part of the sigmoid curve. The resulting models is BLNs.
When using BLNs to model GRNs, genes are Xi(t + 1) = h(Xil (t), ... , Xidt»,1 ::; i ::; n (1) 
Foundation of Information Theory
Our approach is based on the information theory.
First of all, we introduce the following theorem, which is the theoretical foundation of our algorithm. 
Methods
In this section, we begin with a formal definition of the problem of reconstructing qualitative GRN mod els from state transition pairs. Then, we briefly in troduce the DFL algorithm to solve this problem .
For detailed analysis of the DFL algorithm, refer to reference [10] .
Problem definition
The problem of inferring the BLN model of the GRN from input-output transition pairs (time series of gene expression) is defined as follows. = {Xil(t), ... , Xidt)}, so that the mutual informa tion between X(t) and X; is equal to the entropy of X;. Therefore, the problem is resorted to a search ing over all combinations of V = {Xl,"" Xn}. Ap parently, there are a total of 2n combinations for V, which makes the problem become NP-complete.
Fortunately, for GRNs, each gene is estimated on the average to interact with four to eight other genes [12] . That is to say, it is sufficient to consider the combinations whose cardinalities are bounded by a small integer.
Search method
The main steps of the DFL algorithm are listed in Table 1 . In the DFL algorithm, we use the following definition, called 6. supersets.
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Definition 3.2 Let X be a subset of V {XI,,,,,Xn}, then 6.;{X) of X are the supersets of X so that Xc 6.i(X) and 16.;1 = IXI + i, where IXI denotes the cardinality of X. Algorithm: DFl ( V, k, T) Input: V with n genes, indegree k,
The SubO is a sub routi, ne listed in Table 3 .
To clarify the heuristic underlying the DFL algo rithm, let us consider a BLN consisting of four genes, as shown in Figure 1 . In t.his example, the function of each gene is listed in Table 3 . The set of all genes is V = {A, B, C, D}, and we use X to denote subsets ofV.
ABC 0 �, and Table 3 . Firstly, the DFL algorithm searches the first layer, then it sorts all subsets on the first layer. It finds that {A } shares the largest mutual in formation with 0' among subsets on the first layer.
Then, the DFL algorithm searches through Cl1 (A),
. . . , Clk-l (A), however it always decides the search order of D.i+l (A) bases on the calculation results of
If i t still does not find the target subset, which sat isfy the requirement of Theorem 2.1, in kth layer, the DFL algorithm will return to the first l ayer. Now, the fi rst node on the first layer and all its Cl1, . . . , Clk-l supersets have already been checked. It continues to calculate the second node on the first layer (and all its Cl1, . . . , D.k-l supersets), the third one, and so on, until it reaches the end of the first layer. 
Experiments and Results
Due the the noises in the gene expression data, the requirement of Theorem 2. 1 may not be satisfied strictly. Therefore, some regulatory relations can not be identified successfully. In this section, we intro duce the concept of f function to overcome the prob l ems incurred by noises in the data sets. vVe further show that som'e noises i n the data sets of BLNs can be detected an d removed by the incompletely speci fied Karnaugh maps.
4.1
The definition of € function In Theorem 2. 1, the exact functional relation re sults from the strict equality between the entropy of Y H (Y) and the mutual information of X and Y J(X; Y). However, this equality is often ruined by the noisy data, like microarray gene expression data.
In these cases, we can relax the requireri:lent to obtain a compromised result. As shown in Figure  3 , by defining a significant factor f, if the difference between I(X; Y) and H(Y) is less than f x H(y), then we say Y is a € function of X.
Formally, we define the e function as follows. The significant factor t is adjustable for different noise levels in the data sets.
4.2

Results of synthetic data
Again, we use the example in Figure 1 and Table 3 to show that some noises in BLNs can be detected and removed by the incompletely specified Karnaugh maps. We consider the learning of C' here. In our experiment, we add one wrong transition pair "(1111) --> (0000)" to the transition table. There are 16 lines in the original transition table of the ex ample. Thus, the noise rate here is 1/17. The DFL algorithm successfully finds the correct network ar chitecture in Figure 1 when t = 0.27. The learned Boolean function table of C' is listed in Table 4 . In Table 4 , we see that there are two lines with the same input 111 of BCD. Since the C' is a deterministic function of BCD, one of these two rows are resulted from noise. Figure 4 . In Figure 4 , we see that the noise entry in Table 4 produces an unspecified state in the Karnaugh map. However, the noises is cor rectly detected and removed after the merging rules of the incompletely specified Karnaugh map are ap plied. As shown in Figure 4 , the final Boolean func tion of C' is C' = BC + BD + CD, which is the original function in Table 3 . The Boolean functions for A', B' and D' can be correctly obtained in the same way.
4.3
Results of real data
In this section, we use the gene expression data of yeast Saccha1'Omyces ce1'ev'isiae cell cycle from Cho et al. [14] , which covers approximately two full cell cycles [14] . In [15] , Lee et Figure 5 . All regulatory relations represented by solid edges in Figure 5 are verified in references [15, 16] . For in stance, Swi4 transcription· is regulated in late G 1 by MBF(a complex of Mbp1 . and Swi6) [16] . In Figure   5 , this regulatory relation is identified in both (a) and (b).
In Figure 5 (a), the DFL algorithm can not find the regulators of Fkh2 due to the noise in the data.
However, two regulators of Fkh2, Mbpl and Nddl are successfully found in Figure 5 ( [17, 18] , the prior models of Endo16 gene of sea urchin embryo were used to guide future research. In return, the original GRN model of Endo16 was refined by further experiments.
