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ABSTRACT.
The initial-boundary value problem for a nonlinear dispersive system with time-dependent boundary condition is discussed in the Sobolev space H1 from the point of view of the theory of nonlinear evolution operators. A notion of weak solution to the problem is introduced and the associated family of solution operators is constructed in such a way that it gives rise to a nonlinear evolution operator with time-dependent domain. Various qualitative properties as well as regularity of the weak solutions are investigated through those of the constructed evolution operator.
Introduction. This paper is concerned with the initial-boundary value problem for the nonlinear dispersive equation (1) ut + (4>(u))x -uxxt =0, 0 < t < T, 0 < x < 1, (2) u(0,x) =uo(x), 0<x<l, (3) u(t,0) = ho(t), u(t,l) = hi(t), 0<t<T,
where T > 0, hi, i = 0,1, are given functions of class C^fO, T]; <\> is a nonlinear function of class C1 (R) satisfying 0(0) = 0 and the growth condition (4) limsup|^)|/|e|2<co; and the initial function tin is supposed to satisfy the compatibility condition uq (0) = ho(0), uq(1) = hi(0). Equation (1) is regarded as a mathematical model for long waves of small amplitude. A precise exposition on the derivation of equation (1) was given in [1] for the particular case </>(£) = £ + f2/2, and so far various problems related to (1) have been treated in [2, 3, 6, 9] . In particular, the work of Showalter [10] contains a more general treatment of nonlinear dispersive systems. In the previous paper [6] we indicated that an operator-theoretic approach was efficient for the case in which (3) is replaced by the periodic boundary condition: u(t, 0) = u(t, 1), 0 < t < T, and that the problem was minutely investigated in terms of nonlinear semigroup theory. Here we put the growth condition (4) on the nonlinear function (j) and discuss the global solvability as well as various qualitative properties of solutions of (1) under the nonperiodic boundary condition (3). It is fairly easy to see that the problem (l)-(3) has a local (weak) solution even if condition (4) is not assumed. However, we do not know at this moment whether or not the problem admits a solution on all of the given interval [0, T] without restrictions on <j> such as (4) .
In this note we convert under condition (4) the problem (l)-(3) into the Cauchy problem for a time-dependent evolution equation of the form (5) u'(t) = A(t)u(t), 0 < t < T, in the Sobolev space üx(0,1) and apply a recent result [7] on time-dependent nonlinear evolution equations to obtain a nonlinear evolution operator it in üx(0,1) which provides C^solutions of (5). For each t G [0, T] we define a closed convex subset K(t) of Ü^O, 1) by
We shall show (in Theorem 3.1) that the evolution operator it is obtained as a family of nonlinear operators {U(t, s): 0 < s < t < T} in Ü^O, 1) with the properties: (El) For r,s,t£ [0, T] with r < s < t, the operator U(t, s) maps K(s) into K(t), U(s, s) = I on K(s), and U(t, s)U(s,r) = U(t, r) on K(r).
(E2) For s G [0,T) and z G K(s), the ii1 (0, l)-valued function U(-,s)z is continuously differentiable on [s,T] and satisfies equation (5) on (s,T). Hence u(t) = U(t,0)uo gives a C1-solution of (5) satisfying (7) u(0) = «o G K(0).
Following [7] , the evolution operator il is said to be constrained in the family Â -{K(t):t G [0,T]} and is understood to be defined on a noncylindrical domain |J0<s<T({s} x K(s)) since K(s) D K(t) = 0 if h%(s) ^ ht(t). Various properties of the solutions of (l)-(3) are obtained through those of il.
1. The evolution equation in ü1(0,1).
In this section we derive an evolution equation (5) that is equivalent in ü1(0,1) to the equation (1) with the boundary condition (3).
We begin by introducing some necessary spaces and operators. For each nonnegative integer k, Hk denotes the Sobolev space Hk(0,1) with inner product (•, -)k and norm | • |fc. In particular, H° is the Lebesgue space I? = L2(0,1). The following closed subspace of H1 plays an important role:
We shall use the fact that any element v in Ü1 can be identified with an absolutely continuous function on [0,1] and satisfies supx \v(x)\ < 3\v\i. By D we denote the differential operator djdx in L2 with domain H1. The operator D is skew-symmetric in the sense that for Vi G Ü1 with |vj|i < r, i = 1,2 and r > 0, where
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Finally, in addition to the sets K(t), t G [0, T], we define K'(t) = {w G H2:w(0) = h'0(t), w(l) = h[(t)} for t G [0,T]. In view of (3) the set K(0) is understood to be the class of initial data.
We now give a notion of (weak) solution of (l) where u'(t) stands for the strong derivative in H1 of u(t). Equation (1.4) is a generalized form of Equation (1) and this observation leads us to DEFINITION 1.1. For each t G [0,T] we define an operator A(t) by setting w = A(t)v if v G K(t) and it; is a solution of the boundary value problem
Each of A(t) is well-defined as a single-valued operator from K(t) into H2 since (1.5) has a unique solution w in H2 which is represented as (1.6) w
Formula (1.6) gives an integral representation of the operator A(t). By means of the operators defined above, the problem (l)- (3) is reduced to the Cauchy problem (5), (7) 
From this estimate Assertion (i) follows.
(ii) In view of the growth condition (4) one finds nonnegative numbers a, b, c such that !</>(£)! < a\£\2+b\£\+c for £ G R. Let w = A(t)v. Noting that w = D2w-D$v, g'(t) = D2g'(t) and v -g(t) G #0\ we have
< (a ■ max\[Dg(t)](x)\)\v -g(t)\2 + (a\Dg2(t)\0 + b\Dg(t)\0)\v -g(t)\0
rhi ( To show (ii) we recall that (A(t + X)vx -g'(t + A), vx -g(t + X))i < a(t + X)\vx -g(t + X)\i + ß(t + X)\vx -g(t + X)\x+ 7(i + A)
implies the following facts: (a) Although K(s) D K(t) = 0 for s,t G [0,T] with hi(s) ¿ hi(t), the mapping (t,v) -y A(t)v is continuous in the sense that tn -> t in [0,T], vn G K(tn), and vn -y v G K(t) in Himply A(tn)vn -A(t)v in H1. (b) For each t G [0,T], the operator A(t) is
by Lemma 2.1 (ii). Using this relation we have \vx -g(t + \)\l = (v -g(t) + XA(t + X)vx -Xg'(t + X),vx-g(t + X))i <\v-g(t)\i\vx -g(t + X)\i + Xa(t + X)\vx -g(t + A)|?
+ Xß(t + X)\vx -g(t + X)\i + A7(i + A), from which we obtain Assertion (ii). Q.E.D. However the domain K(t) of A(t) is not necessarily contained in R(I -XA(t + A)).
In fact, suppose z -XA(t + X)z = v and A(t + X)z = w. Then z(0) = hr,(t + A), z(l) = hi(t + A), w(0) -h'0(t + X) and w(l) = h[(t + X), and hence we would have the relations /i¿(í + A) -Xh'^t + X) -hi(t), i = 0,1. But this is not the case in general.
3. The evolution operator U. Applying Lemmas 2.1 and 2.4, we obtain THEOREM 3.1. There exists a nonlinear evolution operator il = {U(t,s):0 < s <t <T} constrained in ñ = {K(s):0 < s <T} with the following properties:
(a) U(t, s)z = z + ¡I A(t)U(t, s)z dr for 0 < s < t < T and z G K(s). The form (3.3) is regarded as an approximating discrete scheme for (5), and each éf is understood to be an error term at the j'th step and is estimated as
where p is the function defined at the beginning of the proof of Lemma 2.4. Hence lim^oo sup1<J<n |e!?|i = 0, and the convergence theorem due to Kobayasi, Kobayashi and Oharu [7, Theorem 3.5] can be applied to conclude that there is an unvalued, continuous function u(t; s, z) on [s, T] and that zj converges to u(t; s, z) as n -> oo and Vf -» t G [s, T]. Since ¿^ G K(Vf) for 1 < j < n and n > 1, it is seen that u(t; s, z) G K(t) for t G [s, T]. We now define a family il of operators U(t, z), It can be shown without difficulty (see Theorem 4.1 of [7] ) that the family il forms a nonlinear evolution operator constrained in the family ñ. In view of (3.3) and Lemma 2.1(i) we see that u(t; s, z) = z+J A(t)u(t; s, z) dr for t G [s, T], from which the first assertion (a) follows. Assertion (b) is obtained by using (3.2). Assertion (c) is deduced from (a), (b), Lemma 2.1(i) and (1.2). Assertion (d) is a consequence of (a) and Proposition 1.2. Q.E.D. [3, 6] ). REMARK 3.3. As is seen from Remark 2.5 and the proof of Theorem 3.1, it is required to employ an approximating discrete scheme (3.3) which includes "error terms". The above evolution operator il gives an example of nonlinear evolution operators defined on noncylindrical domains. In comparison with the evolution operators discussed in [4, 5, 8, 10] , this suggests the usefulness of the theory of evolution operators with time-dependent domains.
