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Typographie
Dans ce manuscrit, nous avons adopté les conventions typographiques suivantes :
– les nombres réels sont tous écrits en police romaine non grasse.
– les vecteurs sont en minuscules, police romaine, surmontés d’une flèche.
– les tenseurs sont en gras, police romaine, quel que soit leur ordre.
Indiçage des éléments tensoriels
Lorsque nous nous placerons dans le cadre des transformations finies, les composantes des
tenseurs seront labellisées par l’intermédiaire d’indices majuscules et / ou minuscules, suivant la
nature du tenseur considéré :
– les indices des tenseurs de type lagrangien sont des majuscules.
Exemple : le tenseur des déformations de Green-Lagrange EIJ.
– les indices des tenseurs de type eulérien sont des minuscules.
Exemple : le tenseur des contraintes de Cauchy σij.
– les indices des tenseurs hybrides sont mixtes, majuscule et minuscule.
Exemple : le tenseur gradient de la transformation fiJ.
Nous aurons recours à une description lagrangienne du mouvement avec pour configuration de
référence la configuration initiale non déformée. Les tenseurs considérés seront majoritairement de
nature lagrangienne ou hybride.
Lorsque nous nous placerons dans le cadre des petites pertubations (H.P.P.), le gradient de
déplacement restant faible, il sera possible de confondre les indices des composantes quelle que
soit la nature du tenseur au sens de ce qui a été défini plus haut. Ces indices seront des lettres
minuscules.
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LISTE DES NOTATIONS xi
Références aux couches
α nom générique donné à n’importe quelle couche du matériau.
β nom générique donné à n’importe quelle couche du matériau avec
des défauts ouverts à ses interfaces.
f nom générique donné à n’importe quelle couche du matériau avec
des défauts fermés à ses interfaces.
Nα nombre de couches α (α ≡ β ou f) entier
Caractéristiques microstructurales (configuration initiale de réfé-
rence)
hα épaisseur de la couche α. réel
~nα normale à la couche α. vecteur (3)
~dα vecteur reliant les centroïdes des grains entourant la couche α. vecteur (3)
Aα aire projetée de la couche α. réel
|Vα| volume de la couche α. réel
|V0| volume total de la microstructure schématisée (grains et
couches).
réel
c concentration volumique de couches. réel
Iαi {i=1,2} nom générique donné à l’interface i de la couche α.
Grandeurs cinématiques
(
~bαi
)
{i=1,2}
saut de déplacement sur l’interface Iαi {i=1,2} de la couche α. vecteur (3)〈
~bα
〉
Iαi {i=1,2}
saut moyen de déplacement sur l’interface Iαi {i=1,2} de la couche α. vecteur (3)
Évolution de l’endommagement
λ [Critère de nucléation] demi-longueur caractéristique entre deux
points P1 et P2 situés de part et d’autre de l’interface Iα1 d’une
couche α.
réel
dαnorm [Critère de nucléation] projection normale de la différence de
positions actuelles des points P1 et P2.
réel
dcritique [Critère de nucléation] distance critique reflétant les propriétés
d’adhésion de la matrice sur les grains.
réel
xii LISTE DES NOTATIONS
Tenseurs identité et opérateurs spécifiques
Id matrice identité. tenseur o.2 (3× 3)
δij composante du symbole de Kronecker, définie tel que : δij = 1 si
i = j, = 0 sinon.
tenseur o.2
tA transposée du tenseur A.
Exemple : si A est un tenseur d’ordre 2, tAij = Aji. tenseur o.2
Exemple : si A est un tenseur d’ordre 4, tAijkl = Aklij. tenseur o.4
·⊗· produit tensoriel.
Exemple : entre deux vecteurs ~u et ~v, défini par : Wij = ui vj. tenseur o.2
· : · produit doublement contracté.
Exemple : entre deux tenseurs d’ordre deux A et B, défini par :
C = AijBji.
réel
Exemple : entre un tenseur d’ordre quatre A et un tenseur
d’ordre deux B, défini par : Cij = AijklBlk.
tenseur o.2
〈·〉|V0| moyenne volumique d’une grandeur scalaire ou tensorielle, défi-
nie par : 1|V0|
∫
V0
·dV.
même type que la
grandeur
moyennée
‖A‖∞ norme infinie (ou norme du maximum) du tenseur A de dimen-
sions n×n, définie par : ‖A‖∞ = max1≤i,j≤n |Aij|.
réel
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Les secteurs de la propulsion spatiale ou encore de la défense utilisent les composites par-
ticulaires énergétiques pour mener à bien des actions bien précises. Les propergols solides sont
notamment utilisés dans les moteurs de fusées ou de navettes spatiales pour fournir une partie de
la poussée nécessaire durant les premières minutes du vol. Dans le secteur militaire, les moteurs à
propulsion solide sont utilisés pour les missiles. Étant des matériaux réactifs, les propergols solides
doivent être manipulés avec précaution et stockés dans des conditions garantissant leur sécurité.
En effet, des fonctionnements non-nominaux peuvent intervenir suite à des sollicitations acciden-
telles ou malveillantes menant à une réaction pyrotechnique inattendue ne pouvant être arrêtée.
Cette problématique est un sujet d’étude d’intérêt majeur pour la D.G.A. 1 et le Centre d’Études
de Gramat 2, qui ont mis en œuvre un programme de recherche à long terme visant à prédire la
vulnérabilité des composites particulaires fortement chargés du type propergols solides.
La complexité de la morphologie de ce type de matériaux (taux de charges importants) ainsi que
les nombreuses non-linéarités qui caractérisent leur comportement (grandes déformations et visco-
élasticité de la matrice, endommagement par décohésion d’interface, etc.) rendent la modélisation
de leur comportement effectif très complexe. Compte-tenu de ces difficultés et de l’application visée
(étude de vulnérabilité), le choix d’une modélisation multi-échelle spécifique fournissant le com-
portement macroscopique du composite ainsi que l’accès aux champs locaux, données d’entrée de
modèles réactifs à greffer en aval, a été réalisé il y a une vingtaine d’années.
Cette méthode d’estimation, inspirée des travaux de Christoffersen [Christoffersen 1983] pour
des composites particulaires sains à constituants élastiques linéaires isotropes, a été peu à peu enri-
chie par des extensions non-linéaires. La viscoélasticité linéaire a d’abord été traitée [Nadot-Martin
et al. 2003] avant que la méthodologie ne soit transposée au cadre des transformations finies [Guiot
et al. 2006, Touboul 2007, Nadot-Martin et al. 2008]. L’endommagement par décohésion d’inter-
faces a ensuite été introduit dans un contexte élastique linéaire et viscoélastique linéaire [Nadot
et al. 2006] pour un état d’endommagement fixé et un nombre donné de défauts d’interfaces ouverts
et / ou fermés. Enfin, la notion d’évolution de l’endommagement pour des constituants élastiques
linéaires isotropes a été traitée, et les modifications d’état des défauts en tant qu’une succession
d’évènements (nucléations, fermetures, etc.) a permis de restituer le comportement unilatéral [Dar-
tois 2008, Dartois et al. 2013]. Cette méthodologie, baptisée en 2006 “Approche Morphologique”
(A.M.), adopte une description explicite de la morphologie granulaire et un cadre cinématique
simplificateur lui conférant un caractère direct. La simplicité d’utilisation de l’approche permet
d’envisager l’introduction simultanée de plusieurs non-linéarités physiques et / ou géométriques,
tout en bénéficiant de temps de calculs intéressants par rapport aux méthodes de calculs éléments
finis en champs complets.
Il est important, au travers d’un modèle de comportement, de pouvoir non seulement prendre en
compte de manière précise les effets d’une configuration d’endommagement donnée, mais également
de savoir saisir les différentes étapes de la dégradation au sein d’une microstructure ainsi que
ses effets aux différentes échelles. Les présents travaux visent à évaluer dans un premier temps
1. Direction Générale pour l’Armement.
2. Commissariat à l’Énergie Atomique et aux Énergies Alternatives, Centre d’Études de Gramat, Gramat, France.
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l’A.M. dans sa version en petites déformations avec évolution de l’endommagement [Dartois 2008,
Dartois et al. 2013] vis-à-vis des effets de taille et d’interaction entre particules observés au sein des
matériaux étudiés. Puis, nous nous attachons à coupler deux non-linéarités préalablement traitées
séparément : les transformations finies et l’endommagement. L’évolution de l’endommagement est
également envisagée et une première évaluation de l’implémentation du modèle est proposée.
La synthèse de ce travail s’articule autour de cinq chapitres. Le premier permet de positionner de
manière plus précise le contexte de l’étude en introduisant les enjeux liés à l’utilisation de la classe
de matériaux étudiée. Après avoir présenté de manière succincte les caractéristiques morphologiques
et mécaniques de ce type de matériaux, nous justifions le choix d’une modélisation de type multi-
échelle. Les principales difficultés liées à l’homogénéisation des milieux non-linéaires sont ensuite
mises en avant, afin de saisir les défis essentiels à relever lors de l’étude qui suit. Puis, la présentation
de différentes familles de modélisation appliquées aux propergols solides nous permet d’aborder le
choix de l’Approche Morphologique au regard des exigences évoquées plus haut.
Le second chapitre est consacré à la présentation parallèle de l’Approche Morphologique dans
deux versions issues des travaux antérieurs : l’A.M. en transformations finies pour le matériau
sain [Touboul 2007, Nadot-Martin et al. 2008] et l’A.M. en élasticité linéaire isotrope pour le
matériau endommagé [Nadot et al. 2006, Dartois 2008, Dartois et al. 2013]. Les principales étapes
de la formulation du problème de localisation-homogénéisation y sont synthétisées. L’évolution
d’état et de configuration de l’endommagement au sein de la microstructure (apparition de défauts,
fermeture de défauts) [Dartois 2008, Dartois et al. 2013] est également présentée. Enfin, l’approche
est positionnée vis-à-vis des autres méthodes d’estimation et ses aptitudes à relever les enjeux
spécifiques à l’étude des composites énergétiques, évoqués au chapitre I, sont analysées.
Au chapitre III, nous explorons les capacités de l’A.M. à reproduire des phénomènes couramment
observés au sein des composites particulaires fortement chargés. À partir de la version en petites
déformations avec prise en compte de l’évolution de l’endommagement [Dartois 2008, Dartois et al.
2013] présentée au chapitre précédent, nous tentons d’observer un effet de la taille de particule et
d’interaction entre particules sur la chronologie des décohésions. Nous réalisons une étude sur des
microstructures générées numériquement de complexité croissante (périodiques et aléatoires). Les
résultats légitiment la suite des travaux.
Le chapitre IV fait l’objet du couplage entre les deux non-linéarités traitées séparément dans
les versions de l’A.M. présentées au chapitre II. Ainsi, l’A.M. est étendue en reprenant l’ensemble
des développements analytiques à la source afin de coupler, au sein de la modélisation, les trans-
formations finies et l’endommagement d’interfaces. Les ingrédients principaux au départ de l’A.M.
validés en transformations finies dans le cas sain par l’intermédiaire de simulations éléments finis
en champs complets [Touboul 2007, Nadot-Martin et al. 2008] sont conservés. L’extension est tout
d’abord réalisée pour une configuration d’endommagement fixée avant d’aborder la formulation
d’un critère de nucléation de défauts aux interfaces particules / matrice.
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Le cinquième et dernier chapitre est quant à lui consacré à la description de la mise en œuvre nu-
mérique des développements analytiques présentés au chapitre précédent. Le choix de l’algorithme
de résolution et du langage de programmation est justifié. La procédure numérique de résolution
est présentée dans le cas général, de même que tous les outils qui lui sont nécessaires. Enfin, les
programmes réalisés sont tout d’abord évalués dans le cas sain au regard des résultats antérieurs de
Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008], puis en activant le critère de nucléation
de défauts afin d’appréhender les aptitudes de l’A.M. à restituer les effets de taille et d’interac-
tion étudiés au chapitre III, cette fois dans le cadre plus réaliste des transformations finies. Des
perspectives d’amélioration pour faire face aux verrous restant à lever sont enfin formulés.
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Les travaux exposés dans ce manuscrit traitent de la modélisation de composites particulaires
fortement chargés du type propergols solides. Ces matériaux présentent une certaine complexité
morphologique, de forts taux de charges ainsi qu’un comportement fortement non-linéaire (grandes
déformations de la matrice, viscosité, endommagement par décohésion charges / matrice, etc.).
Dans ce contexte, le but du chapitre est de formuler les enjeux de l’étude et ses objectifs.
Ainsi, la classe de matériaux énergétiques envisagée est présentée succinctement (paragraphe
I.1.2), mettant en avant les phénomènes principaux nécessaires à la compréhension de leur com-
portement mécanique. La nécessité de préserver la sécurité et, par conséquent, de prédire la vulné-
rabilité des composites énergétiques est explicitée et les besoins en termes de modélisation y sont
analysés (paragraphes I.1.1 et I.1.3). Une étude bibliographique permet de présenter les différentes
techniques d’homogénéisation dans un contexte non-linéaire (paragraphe I.2). La modélisation du
comportement mécanique de la classe de matériaux étudiée est ensuite abordée (paragraphe I.3),
avant de récapituler les objectifs du programme de recherche, de justifier et de décrire la démarche
adoptée (paragraphe I.4).
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I.1 Contexte de l’étude
I.1.1 Problématique
La vulnérabilité des composites énergétiques (propergols solides et explosifs) à des sollicitations
accidentelles ou malveillantes est une thématique d’intérêt majeur dans le secteur de la propulsion
spatiale ou de la défense. C’est pourquoi le Centre d’Études de Gramat 1 a mis en place une col-
laboration avec le Département de Physique et Mécanique des Matériaux (D.P.M.M.) de l’Institut
Pprime 2 depuis maintenant une vingtaine d’années.
La manipulation ou le stockage de composites énergétiques sont soumis à des règles de sécurité
strictes. En effet, suite à une erreur humaine, un accident ou une sollicitation malveillante, ces
matériaux peuvent se retrouver endommagés. Or, l’apparition de défauts au sein des matériaux
de type propergols solides augmente leur vulnérabilité [Cornwell et Schapery 1975]. En effet, les
défauts sont le site privilégié de réactions chimiques pouvant mener à l’initiation et à la propagation
d’une combustion au sein du matériau : la présence de défauts d’interfaces augmente notamment
la surface spécifique offerte à une flamme, ce qui accroît la réactivité de manière considérable.
Richter et al. [Richter et al. 1989] ont établi qu’un accroissement de 1% du volume de vides au sein
d’un composite énergétique doublait sa sensibilité aux chocs. De telles réactions chimiques sont
par ailleurs favorisées par l’échauffement local induit par l’ensemble des processus dissipatifs, non
seulement l’endommagement mais aussi la viscoélasticité de la matrice.
Le paragraphe qui suit s’attache à exposer les principales spécificités de la classe de matériaux
étudiée, concernant leur morphologie et leur comportement mécanique.
I.1.2 Description de la classe de matériaux visée et de son comportement
Le type de composite étudié est un composite particulaire fortement chargé de type propergol
solide. Les propergols solides sont principalement utilisés dans le secteur de la propulsion spatiale.
Le bloc de propergol est coulé et constitue une partie du moteur d’une fusée. Sa combustion permet
la production de gaz chauds engendrant la poussée nécessaire à la propulsion.
Dans l’état solide, ces matériaux sont constitués d’une matrice élastomère (liant) ainsi que
de particules réactives en forte proportion volumique (de 60% à 80%) aléatoirement réparties (fi-
gure I.1). Plusieurs additifs tels que des plastifiants, des catalyseurs de combustion, des antioxy-
dants et des agents de surface et d’adhésion particules / matrice sont ajoutés à la composition du
liant. Les taux de charges sont importants mais restent inférieurs à ceux des explosifs comprimés,
qui constituent une classe de matériaux énergétiques particulière. Nous ne traiterons pas de ces
matériaux bien spécifiques dans cette étude.
Les particules des composites énergétiques considérés sont quasi-rigides et leur nature peut être
variée : il peut s’agir de cristaux explosifs ou d’un mélange de cristaux oxydo-réducteurs (perchlorate
d’ammonium - aluminium par exemple). Plus le taux de charges est important, plus la répartition
granulométrique est étalée : des particules de quelques micromètres viennent combler les vides
1. Commissariat à l’Énergie Atomique et aux Énergies Alternatives, Centre d’Études de Gramat, Gramat, France.
2. Département de Physique et Mécanique des Matériaux, Axe Endommagement et Durabilité, Institut Pprime -
CNRS - ENSMA - Université de Poitiers, UPR 3346, Futuroscope Chasseneuil Cedex, France. Anciennement : La-
boratoire de Physique et Mécanique des Matériaux (L.M.P.M.).
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Figure I.1 – Propergol solide observé par microtomographie à rayons X [Gillibert et Jeulin 2013].
entre les particules de taille plus importante (quelques centaines de micromètres) afin de fournir
un remplissage optimisé de la microstructure.
La figure I.2 illustre la répartition de charges de perchlorate d’ammonium et d’aluminium dans
un propergol solide à liant inerte [Azoug 2010]. En figure I.2(a), il est possible d’observer en gris clair
les particules d’aluminium et en gris foncé les charges de perchlorate d’ammonium. La figure I.2(b)
permet quant à elle d’observer la topologie de ce type de matériau. La fraction massique totale de
charges au sein de cet échantillon est de 88% en masse et Azoug a relevé plusieurs granulométries,
allant de 5 à 500 µm.
(a) Nature des charges. (b) Topologie.
Figure I.2 – Observations au microscope électronique à balayage d’un propergol solide à liant
inerte [Azoug 2010].
Le liant a un comportement de type visco-hyperélastique à la température ambiante [François
1996]. Sa nature élastomère rend le composite capable d’importantes déformations ainsi que de
variations de volume importantes au sein du composite en raison du confinement dû aux forts taux
de charges.
Mateille a, lors de ses travaux, tenté de caractériser le comportement du liant d’un proper-
gol “modèle” fabriqué par l’ONERA 3, de type polybutadiène (PBHT) [Mateille 2010]. Ainsi, lors
3. Office National d’Études et de Recherches Aérospatiales.
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d’essais de traction / compression uniaxiales, il a montré un effet plutôt marqué de la viscosité,
le module d’Young apparent à l’origine évoluant sensiblement avec la vitesse de déformation (fi-
gure I.3). Le caractère hyperélastique du liant est particulièrement visible grâce à la non-linéarité
des courbes de compression.
Figure I.3 – Essais de traction / compression uniaxiales à vitesses variables sur le liant PBHT
d’un propergol “modèle” fabriqué par l’ONERA [Mateille 2010].
La figure I.4 issue des travaux de Azoug [Azoug 2010] montre une très forte dépendance du
composite à la vitesse de sollicitation et à la température lorsqu’il est soumis à une traction uni-
axiale.
Figure I.4 – Essais de traction uniaxiale sur un propergol à différentes vitesses et températures
[Azoug 2010].
La nature du liant confère aux composites étudiés un comportement similaire [Kakavas 2014],
bien que l’ajout de charges en modifie les propriétés. À faibles vitesses de sollicitation, le liant, très
déformable, accomode la déformation macroscopique tandis que les particules restent très rigides.
Lorsque le liant n’est plus en mesure d’accomoder la déformation macroscopique, les interfaces
entre les particules et la matrice cèdent [Tao et al. 2013] : l’endommagement observé au sein du
composite est alors un endommagement par décohésion (figure I.5(a)).
Funfschilling [Funfschilling 2007] a suivi l’évolution de l’endommagement par décohésion au sein
d’un propergol solide par une observation de la microstructure associée à une mesure de l’évolution
I.1 Contexte de l’étude 15
de la porosité du matériau (figure I.5(b)). La décohésion a été essentiellement observée en mode
d’ouverture (mode I) de manière systématiquement orientée par rapport au trajet de chargement
(perpendiculairement à l’axe de sollicitation en traction et compression uniaxiales). Les mesures de
porosité ainsi que les observations microscopiques peuvent être mises en regard de l’évolution de
la contrainte lors d’un essai de traction uniaxiale, afin d’analyser le phénomène d’endommagement
au sein du propergol. Ainsi, il est possible de distinguer trois phases :
– Aux faibles déformations, le comportement macroscopique du matériau peut être dé-
fini comme viscoélastique linéaire. La fraction volumique de vides est quasi-nulle, le
matériau est quasi-incompressible.
– Puis, la contrainte axiale et la porosité évoluent de manière non-linéaire. Des défauts
d’interface apparaissent progressivement.
– Aux déformations plus importantes, la contrainte n’évolue presque plus. L’évolution de
la fraction volumique de vides, qui est quasi-linéaire, est plutôt attribuée à la croissance
des défauts déjà existants. Il est cependant difficile de distinguer, avec cette méthode,
la croissance de vides de leur création.
(a) Cavités aux interfaces
liant / charges au sein d’un
propergol solide sous sollicita-
tion quasi-statique [Cornwell et
Schapery 1975].
(b) Mesure de la variation de volume durant une traction
uniaxiale [Funfschilling 2007] associée à des observations
au microscope électronique à balayage de la nucléation et
de la croissance d’un vide au cours d’une traction uniaxiale
lente (observations de la Société Nationale des Poudres et
des Explosifs (SNPE) tirées de [Funfschilling 2007]).
Figure I.5 – Endommagement d’interface au sein de propergols solides.
À grande vitesse de sollicitation, le liant devient vitreux. Ce sont donc les particules qui sont
fortement sollicitées. Ceci se caractérise par une fissuration intragranulaire voire une fragmentation
des particules [Trumel 1996, Mateille 2010].
Les caractéristiques du comportement précédemment décrites concernent uniquement des solli-
citations faiblement confinées. Or, la pression joue un rôle fondamental sur les deux caractéristiques
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du comportement des composites énergétiques : leur viscoélasticité mais aussi leur comportement
granulaire. D’une part, l’augmentation de pression contribue à la rigidification du liant et, de fait, du
composite. D’autre part, la superposition d’une pression de confinement à un chargement uniaxial
provoque une transition de type fragile-ductile des particules. Ainsi, une pression, même modérée,
inhibe partiellement voire totalement le mécanisme de décohésion observé à basse vitesse (voir par
exemple [Ninous et al. 1993, Park et Schapery 1997]). Si la pression est suffisamment forte, le pro-
cessus de décohésion est remplacé par la plastification des particules. De même, à hautes vitesses,
les phénomènes de plasticité des particules augmentent avec le niveau de triaxialité, et précèdent
ou se superposent aux processus de microfissuration ou de fragmentation des particules induits par
la vitesse de sollicitation.
Enfin, bien que tous les composites énergétiques se comportent qualitativement de façon iden-
tique selon les mécanismes précédemment évoqués, il existe néanmoins des différences quantitatives
dues aux diverses compositions existantes. Les paramètres a priori les plus influents sont la nature
du liant élastomère, la fraction volumique des charges, et enfin leur taille, qui influence fortement
la décohésion, cette dernière touchant préférentiellement les charges les plus grosses quelle que soit
la qualité de l’adhésion.
I.1.3 Historique et motivation générale des travaux
La prévision des risques d’une réaction pyrotechnique inattendue sous l’effet d’une sollicitation
accidentelle ou malveillante repose en priorité sur l’évaluation de la probabilité d’initiation. C’est
cette problématique qui a constitué la motivation de la thèse d’Hervé Trumel [Trumel 1996], qui
fut la première thèse du programme de collaboration entre le Centre d’Études de Gramat et le
Laboratoire de Physique et Mécanique des Matériaux de l’ENSMA, devenu depuis une composante
de l’Institut Pprime 4. Trumel a alors développé un modèle de formulation macroscopique en vue
de simuler un essai de pénétration d’un projectile conique animé d’une vitesse d’impact initiale de
1000 m/s dans un composite énergétique. Il s’agissait de quantifier l’échauffement global résultant
de la dissipation mécanique afin de se prononcer sur les risques d’initiation d’une combustion au
sein du matériau. Suite à une campagne expérimentale ciblée sur l’IEX3, un équivalent inerte de
l’Octorane, un modèle thermodynamique tridimensionnel de formulation lagrangienne en transfor-
mations finies a été mis en place. Ce modèle [Trumel et al. 2001a, Trumel et al. 2001b] inclut les
phénomènes dissipatifs suivants : viscoélasticité, plasticité, écrouissage, compaction et endommage-
ment. Les simulations révèlent la présence de zones très fortement endommagées, mises en évidence
par leurs conséquences macroscopiques, notamment par la dissipation correspondante. L’échauffe-
ment global par dissipation mécanique est de l’ordre de 40◦C, ce qui permet d’estimer (sans bien
sûr pouvoir le quantifier) l’échauffement local correspondant à environ 200◦C. Une telle valeur,
proche de la température d’inflammation de la plupart des cristaux énergétiques, rend l’allumage
d’une combustion possible. Cette modélisation présente cependant plusieurs limites :
– le modèle, de nature macroscopique, n’est adapté qu’au composite considéré et son
application à un autre composite, même de morphologie voisine, nécessite une nouvelle
campagne d’essais de caractérisation et d’identification ;
4. Département de Physique et Mécanique des Matériaux, Axe Endommagement et Durabilité, Institut Pprime -
CNRS - ENSMA - Université de Poitiers, UPR 3346, Futuroscope Chasseneuil Cedex, France.
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– le modèle ne permet pas de quantifier la dissipation locale, ni de décrire l’évolution
microstructurale. Ainsi, si le modèle de Trumel est suffisant pour quantifier l’échauf-
fement global et renseigner par extrapolation sur les risques d’initiation, il n’est en
revanche plus suffisant si l’objectif devient la compréhension ou la prévision des mé-
canismes d’initiation, ou encore l’estimation de la vitesse de combustion. En effet, ces
deux points exigent l’accès à la dissipation locale et à la surface spécifique offerte à une
flamme, c’est-à-dire à l’état microstructural d’endommagement.
C’est pourquoi une modélisation mécanique de type multi-échelle a ensuite été envisagée afin
de se greffer en amont des modèles réactifs permettant d’estimer les risques de fonctionnement
non-nominal des composites énergétiques (initiation et cinétique de propagation). Ainsi, à partir de
la description de la microstructure, ce modèle permettrait l’accès au comportement macroscopique
ainsi qu’à une estimation des champs locaux et des caractéristiques morphologiques de l’endomma-
gement. Les informations obtenues à l’échelle locale seraient par la suite introduites comme données
d’entrée de modèles réactifs développés en parallèle au Centre d’Études de Gramat.
Étant donné la complexité du comportement des matériaux considérés, une telle modélisation
multi-échelles ne pouvait être abordée que de manière progressive. Aussi les recherches ont-elles été
d’emblée restreintes à la description du comportement sous sollicitations quasi-statiques isothermes
faiblement confinées.
Même dans ce cadre plus restreint, l’enjeu scientifique pour la classe de matériaux visés revêt
plusieurs aspects délicats. Sans même parler d’endommagement, le seul examen de la littérature
consacrée à l’homogénéisation des milieux non-linéaires (non endommagés) suffit à en mesurer
l’étendue. Il s’agit du propos du prochain paragraphe.
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I.2 L’homogénéisation non-linéaire : concepts et enjeux majeurs
Ce paragraphe se focalise sur l’homogénéisation par les méthodes de moyenne, dont le principe
est rappelé en Annexe A, dans le cadre de milieux non-linéaires. Ainsi, le principe de résolution est
rappelé et quelques techniques de linéarisation sont présentées. Les enjeux majeurs à prendre en
compte sont ensuite discutés.
I.2.1 Principe général de résolution
L’homogénéisation des milieux non-linéaires s’appuie le plus souvent sur une reformulation
du problème non-linéaire initial sous la forme d’une problème linéaire que l’on sait résoudre. La
notion de “composite linéaire de comparaison” (C.L.C.) a été introduite pour la première fois par
Ponte-Castañeda [Ponte-Castañeda 1991]. Le composite non-linéaire étudié est figé dans un état de
déformation donné et des propriétés linéarisées sont affectées à chaque point.
Dans le cas de conditions de déformations homogènes au contour et d’un comportement non-
linéaire des phases, le système à résoudre se transforme donc de la manière suivante :

σ (~y) = C ( (~y)) :  (~y) dans V
~div (σ (~y)) = ~0 dans V
 = ∇sym~u dans V
~u = E·~y sur ∂V
→

σ (~y) = Clin :  (~y) (+τr) dans V
~div (σ (~y)) = ~0 dans V
 = ∇sym~u dans V
~u = E·~y sur ∂V
Clin = Clin (ref)
(τr = τr (ref))
(I.1)
où : C est le tenseur de rigidité dépendant de la déformation en chaque point matériel ;
Clin est un tenseur de rigidité linéarisé ;
τr est une précontrainte éventuelle dans la phase r ;
ref est une déformation de référence qui sera décrite en aval.
Les quatre premières équations du système (I.1)2 constituent un problème d’homogénéisation li-
néaire qui peut-être résolu par l’un des nombreux schémas d’homogénéisation déjà existants : bornes
de Hashin-Shtrikman, schéma auto-cohérent, schéma de Mori-Tanaka, etc. La non-linéarité des lois
de comportement locales de chaque phase est prise en compte uniquement par l’intermédiaire de
la dernière relation du système (I.1)2. Elle constitue une équation complémentaire caractérisant le
tenseur de rigidité qui définit le problème linéarisé.
Un autre type d’approche consiste à utiliser des principes variationnels afin d’accéder au com-
portement effectif [Ponte-Castañeda 1991]. Ainsi, en premier lieu, le comportement des phases n’est
plus traduit par l’intermédiaire d’une relation contrainte - déformation impliquant le tenseur de
rigidité : la contrainte dérive du potentiel. Le problème à résoudre correspond alors à un problème
de minimisation de l’énergie potentielle. Le comportement homogénéisé du milieu hétérogène non-
linéaire est ainsi défini à partir du potentiel effectif, valeur du minimum, obtenu par l’intermédiaire
d’approches variationnelles. La linéarisation est réalisée sur le potentiel au lieu d’être réalisée sur
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la relation contrainte / déformation comme décrit dans le système (I.1).
I.2.2 Méthodes de linéarisation
Diverses approches permettent de linéariser la loi de comportement locale d’une phase non-
linéaire. La linéarisation de la loi de comportement via le tenseur de rigidité Clin s’opére en général
autour d’une valeur de référence, notée plus haut ref.
Ainsi, la formulation tangente [Hutchinson 1976] issue d’une approche incrémentale [Hill 1965],
propose de définir les modules linéarisés à partir des modules tangents de chaque phase, évalués en
la déformation moyenne de la phase considérée. Cette procédure se trouvant souvent en violation
de la borne supérieure de Hashin-Shtrikman, de nouvelles formulations ont alors été proposées. La
formulation sécante introduite par Berveiller et Zaoui [Berveiller et Zaoui 1979] suggère l’utilisation
de modules sécants par phase. Masson et al. [Masson et al. 2000] ont quant à eux introduit une
description affine : la linéarisation des lois constitutives locales s’effectue sur le même principe
que la méthode tangente, mais un terme de précontrainte additionnel τr est introduit au sein de
la phase r. Le problème non-linéaire initial est ainsi transformé en un problème thermo-élastique.
Les estimations des méthodes sécante et affine sont évaluées en la valeur moyenne du champ de
déformation pour chaque phase (ref).
L’approche variationnelle du second ordre proposée par Ponte-Castañeda [Ponte-Castañeda
1996] consiste à approcher le potentiel thermodynamique de la phase r par son développement à
l’ordre deux en série de Taylor en faisant intervenir les modules tangents calculés aux déforma-
tions moyennes par phase. Cette méthode a entre autres été généralisée en transformations finies
[Ponte-Castañeda et Tiberio 2000]. Elle a également été étendue par Lahellec et Suquet [Lahellec
et Suquet 2004] afin de faire correspondre les estimations du comportement effectif à celles ob-
tenues par la méthode affine, tout en conservant les qualités de la méthode du second ordre de
Ponte-Castañeda. Lahellec et al. [Lahellec et al. 2004] ont également travaillé au prolongement des
approches de Ponte-Castañeda [Ponte-Castañeda 1996, Ponte-Castañeda et Tiberio 2000] : l’ap-
proche variationnelle du second-ordre a été envisagée dans le cas de composites hyperélastiques
périodiques et incompressibles.
Les différentes méthodes d’homogénéisation d’un milieu non-linéaire se distinguent à deux ni-
veaux : au travers de la procédure de linéarisation retenue (définition des modules linéarisés et des
déformations de référence auxquelles ils sont évalués), et bien sûr au travers du schéma d’homogé-
néisation linéaire choisi pour résoudre le problème linéarisé.
I.2.3 Prise en compte de l’hétérogénéité intraphase
Les méthodes précitées ne considérent que le “premier moment”, c’est-à-dire la déformation
moyenne par phase. Ces approches dites “classiques” ne prennent ainsi en compte que les fluc-
tuations des champs d’une phase à une autre (fluctuations interphases). La non-linéarité du milieu
rend cependant l’influence de l’hétérogénéité intraphase (variations des champs au sein d’une même
phase) non négligeable. La seule utilisation d’une grandeur moyenne par phase ne paraît donc plus
suffisante pour obtenir un comportement effectif correct. En effet, quelle que soit la procédure de li-
néarisation utilisée, les estimations des propriétés macroscopiques sont souvent trop raides pouvant
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aller jusqu’à violer une borne supérieure [Gilormini 1996, Bornert et Ponte-Castañeda 1998]. Des
indicateurs ont donc été peu à peu introduits afin de prendre en compte au moins partiellement les
fluctuations intraphases des champs locaux [Bornert et al. 2001, Moulinec et Suquet 2004].
Dans une première mesure et en plus d’offrir une prise en compte plus fine de la morphologie
microstructurale, l’approche par “motifs morphologiques représentatifs” [Stolz et Zaoui 1991, Bor-
nert et al. 1996, Bornert 2003] permet de répondre à cet enjeu via un enrichissement de la notion
de phase. En effet, la définition de motifs particuliers permet d’affecter à une seule et même phase
physique des déformations différentes. Par exemple, il est possible de décrire un matériau à renforts
comme un assemblage de sphères composites, chacune constituée d’un grain entouré de plusieurs
couches de matrice auxquelles des modules différents sont affectés [Bornert 2003]. Ceci permet no-
tamment de traduire le fait que les interactions entre renforts et matrice s’estompent au fur et à
mesure que l’on s’éloigne de l’interface charge/matrice. La mise en œuvre de ce type d’approche
dans un cadre non-linéaire reste néanmoins complexe.
Les fluctuations intraphases peuvent également être évaluées grâce à l’utilisation des moments
d’ordre supérieur des champs locaux. En effet, de nombreux auteurs considèrent le “moment d’ordre
deux” par phase, 〈⊗ 〉r, afin de définir la déformation de référence ref en laquelle le tenseur de
rigidité linéarisé est évalué. Ainsi, par exemple, nous pouvons citer [Suquet 1995, Moulinec et Suquet
2003] pour la méthode sécante, [Brenner et al. 2001, Brenner et Masson 2005] pour la méthode affine
ou encore [Ponte-Castañeda 2002a, Ponte-Castañeda 2002b, Idiart et Ponte-Castañeda 2003, Idiart
et al. 2006] pour l’approche du second ordre.
Les termes “diagonaux” du second moment renseignent sur l’hétérogénéité locale du champ de
déformation dans la phase r. En apportant une indication supplémentaire par rapport à la déforma-
tion moyenne par phase (le premier moment), ce tenseur permet donc d’assouplir les estimations.
Une analyse numérique détaillée des premier et second moments des champs de déformation esti-
més par les méthodes sécantes classiques réalisée par Moulinec et Suquet [Moulinec et Suquet 2003]
a permis d’établir un lien entre la rigidité excessive des modules macroscopiques obtenus via ces
approches et la sous-estimation des moments d’ordre deux. Pourtant, il peut parfois arriver que l’as-
souplissement résultant de la prise en compte de fluctuations intraphases soit trop important. Rekik
et al. [Rekik et al. 2007] ont en effet observé, sur un composite particulaire périodique à constituants
non linéaires, que les modules macroscopiques estimés par la procédure du second ordre modifiée
sont plus souples que ceux donnés par la solution de référence, via un calcul éléments finis. D’autre
part, les auteurs observent que les différentes techniques de linéarisation peuvent parfois conduire
à des résultats proches, si bien que l’une ou l’autre ne peut pas être clairement privilégiée pour
résoudre un problème donné.
Ainsi, de nombreuses méthodes de linéarisation sont disponibles mais leurs atouts respectifs ne
sont pas immédiatement visibles par un utilisateur inexpérimenté. Ces méthodes ont été évaluées
par différents auteurs [Moulinec et Suquet 2003, Idiart et al. 2006, Rekik et al. 2005, Rekik et al.
2007, Rekik et al. 2012].
Enfin, dans une toute autre catégorie, la N.T.F.A. (Non-uniform Transformation Field Analy-
sis) [Michel et Suquet 2003, Michel et Suquet 2004, Roussette et al. 2009, Fritzen et Böhlke 2013]
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permet elle aussi de prendre en compte des hétérogénéités intraphases dans les estimations des
propriétés macroscopiques de composites à constituants non-linéaires. Cette approche s’appuie sur
une décomposition du Volume Élementaire Représentatif (V.E.R.) en plusieurs sous-volumes dans
lesquels le champ local de déformation anélastique est non-uniforme. Une évolution apparaît donc
par rapport à la T.F.A. (Transformation Field Analysis) proposée par Dvorak [Dvorak 1992] et
étendue par exemple dans [Kruch et Chaboche 2011], dans laquelle les champs de transformation
étaient uniformes par morceaux (c’est-à-dire uniformes par phase ou éventuellement selon un dé-
coupage des phases en plusieurs sous-domaines). Cette méthodologie semble efficace pour différents
comportements non-linéaires, présente un caractère direct (pas de linéarisation) et permet un re-
tour aux champs locaux (et non simplement l’accès aux premier et second moments par phase).
Cependant, la méthode requiert l’utilisation de simulations en champs complets pour le calcul des
modes anélastiques, ce qui implique qu’elle est coûteuse numériquement.
I.2.4 Enjeux spécifiques en viscoélasticité : traitement direct et mémoire longue
Dans des milieux à constituants viscoélastiques, le couplage entre viscosité et élasticité génère à
l’échelle locale des interactions complexes, retardées, appelées “effet mémoire longue” par [Suquet
1987] et ayant une conséquence notable à l’échelle macroscopique. Suquet démontre analytique-
ment que la loi homogénéisée d’un agrégat de constituants Maxwéliens n’est pas de type Maxwell
mais intègre un terme supplémentaire issu de la nature spatio-temporelle des interactions locales
et traduisant précisément la mémoire longue précitée. Quelques années plus tard, l’approche héré-
ditaire de Rougier et al. [Rougier et al. 1994] confirme d’une autre manière cette caractéristique.
La prise en compte de l’effet mémoire longue constitue un défi essentiel en homogénéisation des
milieux dépendant du temps que bon nombre de modèles anciens [Weng 1981, Nemat-Nasser et
Obata 1986, Harren 1991] ou même récents ne parviennent pas à relever, ou sinon de façon détour-
née par l’ajout d’une “back stress” a posteriori du processus d’homogénéisation (voir par exemple
Xu et al. [Xu et al. 2008] pour les propergols). Cette déficience, reconnue au début des années 90
par Zaoui et Raphanel [Zaoui et Raphanel 1993], a depuis suscité des efforts notables au sein de
la communauté micromécanicienne [Paquin et al. 1999, Masson et Zaoui 1999, Beurthey et Zaoui
2000]. Nous retiendrons que la description de la nature véritablement spatio-temporelle des inter-
actions locales et de leur manifestation macroscopique (effet mémoire longue) constitue un critère
incontournable pour évaluer la pertinence d’une transition d’échelle en viscoélasticité.
Un autre enjeu réside dans le principe même de résolution du problème de localisation - ho-
mogénéisation. En effet, dans la plupart des cas, le principe de correspondance est utilisé pour
transformer un problème hétérogène viscoélastique en un problème élastique symbolique. Ce der-
nier est résolu par une méthode d’homogénéisation linéaire dans l’espace de Laplace. Le retour
dans l’espace réel s’effectue par inversion des transformées de Laplace-Carson. Dans le cas de
constituants viscoélastiques non-linéaires, le problème est d’abord linéarisé (voir paragraphe I.2.1),
puis la procédure décrite plus haut est mise en œuvre pour le problème linéarisé. La complexité
du couplage espace - temps dans le milieu hétérogène rend une telle approche extrêmement ardue,
notamment au niveau du retour à l’espace - temps réel. Le calcul de l’inversion des transformées de
Laplace-Carson est souvent très coûteux et implique un recours à des approximations ou la mise
en place de procédures spécifiques qui font encore l’objet de nombreux travaux. Cette difficulté a
22 POSITIONNEMENT DES TRAVAUX
conduit certains scientifiques à s’interroger sur des moyens de simplifier le traitement des milieux
dépendant du temps. Lahellec et Suquet [Lahellec et Suquet 2007a] ont ainsi proposé une méthode
de résolution permettant de s’affranchir du principe de correspondance. Ils opèrent directement
dans l’espace - temps réel en ramenant l’intégration des lois d’évolution des variables internes à
un problème variationnel incrémental. Cette première contribution, réservée aux milieux viscoélas-
tiques linéaires, a été étendue en viscoélasticité non-linéaire [Lahellec et Suquet 2007b, Lahellec
et Suquet 2007c] puis améliorée pour traiter une large gamme de comportements dans des situa-
tions de chargements complexes [Lahellec et Suquet 2013, Badulescu et al. 2015]. Ces contributions
constituent des avancées très significatives pour l’homogénéisation des milieux dépendant du temps.
Elles permettent, dans la catégorie des méthodes basées sur la notion C.L.C., de traiter pour la
première fois des comportements rigoureusement décrits par deux potentiels (comme la N.T.F.A.
dans une autre catégorie).
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I.3 Les composites énergétiques sous l’angle de la modélisation
Les taux de charges importants au sein des composites énergétiques représentent une difficulté
particulière pour la modélisation du comportement de ces matériaux. En effet, la multiplicité des
non-linéarités (transformations finies, endommagement par décohésion d’interface, etc.) dans un
milieu siège d’interactions fortes et complexes entre particules est un challenge. La nécessité d’ac-
céder à la réponse macroscopique et aux champs locaux (paragraphe I.1.3) tout en intégrant la
complexité morphologique, la physique de la déformation et de l’endommagement, associée aux
enjeux exposés au paragraphe précédent (résolution non-linéaire, prise en compte de l’hétérogé-
néité intraphase et de l’“effet mémoire longue”), sont autant de défis à relever pour la modélisation
micromécanique des matériaux de type propergols solides. Avant de nous attarder sur les approches
en champs complets et moyens existantes dans la littérature pour les composites énergétiques, nous
passons préalablement en revue quelques approches macroscopiques. Ce paragraphe permettra de
justifier le choix de la modélisation retenue dans les présents travaux.
I.3.1 Approches macroscopiques
Swanson et Christensen [Swanson et Christensen 1983] ont développé un modèle phénoméno-
logique en transformations finies dans un cadre lagrangien pour des propergols solides, via une
approche héréditaire de la viscoélasticité. Cette nouvelle approche a été enrichie par Francis et
Thompson [Francis et Thompson 1984] pour des chargements complexes. Simo [Simo 1987] a quant
à lui introduit la notion de variable interne viscoélastique, tranchant ainsi avec les formulations
intégrales jusque là employées. L’auteur exploite le formalisme thermodynamique pour proposer
une modélisation tridimensionnelle réputée rigoureuse de l’endommagement d’un milieu viscoélas-
tique. Özüpek et Becker [Özüpek et Becker 1992, Özüpek et Becker 1997] ont développé un modèle
phénoménologique basé sur une formulation viscoélastique non-linéaire compressible couplant les
ingrédients essentiels des approches de Swanson et Christensen [Swanson et Christensen 1983] et de
Simo [Simo 1987] pour plusieurs chargements complexes, implanté par Canga et al. [Canga et al.
2001] et modifié par Jung et al. [Jung et Youn 1999, Jung et al. 2000]. Ce modèle permet de prendre
en compte l’influence de la pression sur la cinétique d’évolution de la fraction volumique de vides
au sein du propergol étudié.
Park et Schapery [Park et Schapery 1997] ont quant à eux développé un modèle permettant de
décrire la réponse thermo-viscoélastique de propergols solides endommagés suite à un chargement
axisymétrique. Un principe d’équivalence temps-température est notamment utilisé pour modéliser
les effets de la variation de température sur la microstructure. Ha et Schapery [Ha et Schapery 1998]
ont par la suite enrichi ce modèle afin d’accéder à l’état de contrainte effectif de ces matériaux soumis
à un chargement tridimensionnel. Ce dernier modèle a quant à lui été complété par Hinterhoelzl
et Schapery [Hinterhoelzl et Schapery 2004] afin de rendre compte de l’évolution de l’anisotropie
induite par l’endommagement en cours de chargement depuis l’état sain, initialement isotrope,
dans le cadre des petites déformations. Un modèle thermo-viscoélastique endommageable pour des
propergols à matrice polybutadiène (PBHT) a, dans le prolongement de ces travaux, été mis en
place [Xu et al. 2014]. Les différentes variables et différents paramètres de la modélisation ont été
identifiés à partir de tests de relaxation et d’essais en extension uniaxiale à vitesse constante.
Nous rappelons également la démarche de Trumel et al. [Trumel 1996, Trumel et al. 2001b,
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Trumel et al. 2001a] qui ont développé une modélisation macroscopique du comportement d’un
composite énergétique pour simuler l’impact d’un projectile conique (détails au paragraphe I.1.3).
Le modèle viscoélastique endommageable de Matheson et Nguyen [Matheson et Nguyen 2005]
propose une formulation de type Maxwell dont les paramètres sont fonction du temps et de l’en-
dommagement. Ce modèle reproduit correctement les réponses en traction uniaxiale à faibles et
fortes vitesses, de même que la réponse à un essai de Taylor.
Tengattini et al. [Tengattini et al. 2014, Das et al. 2014] ont quant à eux développé un modèle
thermomécanique adapté aux matériaux granulaires cimentaires (par exemple : roches sédimen-
taires, matériaux de construction ou encore propergols solides et explosifs comprimés). L’usage
de variables internes mesurables permet de décrire l’évolution de la phase anélastique du com-
portement. Cela amène à établir un lien entre le comportement macromécanique simulé et les
observations de l’évolution de la microstructure. La modélisation est capable de reproduire la ré-
ponse macroscopique et les effets de rupture de particules et de décohésion du liant pour une large
gamme de sollicitations à partir d’un unique jeu de paramètres.
Enfin, Yildirim et Özüpek [Yildirim et Özüpek 2011] ont réalisé une analyse structurelle sur
un moteur à propergol solide à partir d’un modèle viscoélastique non-linéaire pour différentes
sollicitations thermiques et pressions d’initiation. L’influence du vieillissement du propergol a été
prise en compte au sein des lois constitutives des matériaux non-vieillis et vieillis. Des simulations
éléments finis ont permis de déterminer des indicateurs de l’endommagement au sein du propergol
ce qui permet d’estimer la durée de vie en service des moteurs de fusée.
Ces approches permettent toutes de reproduire avec une certaine précision le comportement
des matériaux considérés sous sollicitations quasi-statiques et / ou dynamiques ciblées en fonction
de l’application. Cependant, elles restent spécifiques aux matériaux pour lesquels les paramètres
ont été identifiés et une nouvelle campagne d’identification est nécessaire pour une application à
un autre matériau, même si celui-ci est issu de la même classe de composites énergétiques. De plus,
la formulation des approches macroscopiques ne permet pas, par essence, d’accéder aux champs
locaux ni à une description complète de l’évolution microstructurale. Cette problématique avait
déjà été évoquée au paragraphe I.1.3.
I.3.2 Approches en champs complets
Matousˇ et Geubelle [Matous et Geubelle 2006a] ont développé un schéma éléments finis in-
corporant une loi cohésive non-linéaire afin de décrire la décohésion aux interfaces particules /
matrice. Les simulations ont été réalisées sur des cellules contenant une à quatre particules hyper-
élastiques au sein d’une matrice hyperélastique. Les résultats sont en accord avec les effets attendus
(non-linéarité de la réponse macroscopique, déchaussement des particules, évolution de l’endomma-
gement au cours du chargement). Zhao [Zhao 2011] a réalisé des mesures d’angles de contact qui ont
permis de déterminer les paramètres de la loi cohésive utilisée pour des simulations éléments finis,
avec des constituants élastiques linéaires isotropes. Les effets de l’endommagement sur la réponse
constitutive du matériau sont mis en évidence. Zhi et al. [Zhi et al. 2012] ont quant à eux généré
des microstructures de propergols solides, constituées de particules sphériques dans le cas 3-D, en
forme de disque dans une configuration 2-D. Les particules sont supposées avoir un comportement
linéaire élastique, tandis que la matrice présente un comportement viscoélastique linéaire. La loi
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cohésive utilisée est non-classique au sens où elle définit le comportement cohésif au contact de
deux interfaces. En accord avec les données expérimentales, les auteurs observent une importante
influence de l’apparition de l’endommagement sur le comportement effectif du composite. Han et
al. [Han et al. 2012] ont pratiqué des simulations éléments finis permettant d’observer l’apparition
de l’endommagement et son évolution au sein de propergols solides. La loi cohésive utilisée permet
de prendre en compte une rupture en mode mixte, fournit la réponse macroscopique et un trajet
de fissure au sein du matériau en accord avec l’expérience. L’insertion de l’influence de la vitesse
de déformation au sein de la loi cohésive à l’aide d’un modèle rhéologique permet d’obtenir des
résultats cohérents avec les données expérimentales.
Les approches en champs complets permettent l’accès à des solutions numériques qui peuvent
être considérées comme des “solutions de référence”. La morphologie des matériaux considérés y est
prise en compte explicitement. Les simulations donnent l’accès à l’estimation des champs locaux
hétérogènes même lorsqu’un endommagement d’interfaces est observé, et fournissent la réponse
macroscopique qui est influencée par la présence de défauts. Par contre, ces méthodes sont très
coûteuses numériquement et ne permettent pas encore d’aborder des calculs non-linéaires sur des
microstructures complexes en 3-D, comportant un nombre important de particules.
I.3.3 Approches en champs moyens
Les approches en champs moyens sont aussi utilisées pour modéliser la réponse macroscopique
de composites particulaires fortement chargés. Tan et al. ont ainsi travaillé sur des volumes re-
présentant le PBX-9501 [Tan et al. 2005b], un explosif comprimé, grâce à la mise en œuvre de la
méthode de Mori-Tanaka dans le cas de constituants élastiques linéaires [Tan et al. 2005a] ainsi
qu’une loi cohésive bilinéaire pour décrire le comportement de l’interface particules / matrice, qui
constitue alors une phase à part entière. Cependant, Inglis et al. [Inglis et al. 2007] ont comparé
cette approche aux calculs éléments finis proposés par Matousˇ et Geubelle [Matous et Geubelle
2006b] adaptés à l’élasticité linéaire. Leur analyse a pu montrer que l’approche proposée par Tan et
al. [Tan et al. 2005a] fournit des estimations qui se détériorent pour des concentrations volumiques
de charges supérieures à 50%.
Lorsqu’elles sont utilisées pour des composites non-linéaires, les approches en champs moyens
de type Eshelby nécessitent la linéarisation préalable des lois constitutives locales. Brassart et
al. [Brassart et al. 2009] ont mis en œuvre une méthode originale permettant de s’affranchir de cette
difficulté dans le cadre des transformations finies sur un propergol solide simplifié. Une extension du
schéma d’homogénéisation de Mori-Tanaka est proposée pour rendre compte des décohésions aux
interfaces particules / matrice, les constituants étant hyperélastiques. La décohésion est décrite via
une loi cohésive exponentielle décrite par Matousˇ et Geubelle [Matous et Geubelle 2006a]. Au lieu
de s’appuyer sur la solution d’Eshelby, le problème d’inclusion isolée est résolu grâce aux éléments
finis. La comparaison aux solutions de référence en champs complets [Matous et Geubelle 2006b]
permet de confirmer l’inaptitude des approches en champs moyens classiques à tenir compte des
effets de fluctuations intraphases dans l’estimation du comportement effectif du matériau.
Funfschilling [Funfschilling 2007] propose de modéliser un propergol endommagé comme un
composite triphasé constitué de particules élastiques, d’une matrice viscoélastique linéaire et de
cavités. Les travaux sont fondés sur l’utilisation du schéma de Mori-Tanaka. Une proposition est
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ensuite faite pour prendre en compte le déchaussement des particules. Ce dernier n’est pas pro-
gressif, les particules décollées sont directement remplacées par des vides. L’évolution de la fraction
volumique de vides est pilotée par une loi de probabilité de type gaussienne. L’effet mémoire longue
n’est pas restitué par ce type d’approche. Xu et al. [Xu et al. 2008] ont quant à eux proposé un tra-
vail très complet allant jusqu’à la confrontation à des données expérimentales en traction uniaxiale
avec relaxation. Le modèle est construit en grandes déformations en utilisant, comme souligné par
les auteurs “the state-of-the-art homogenization theory for non linear composite materials” en évo-
quant les travaux de Ponte-Castañeda [Ponte-Castañeda 1991, Ponte-Castañeda 1996] ou encore de
Suquet [Suquet 1995] (et d’autres contributions de Suquet antérieures à 1998). De même que dans
les travaux de Funfschilling [Funfschilling 2007], le propergol est vu comme un composite triphasé
(particules, cavités, matrice) sauf qu’ici, la matrice est supposée élasto-viscoplastique. Le modèle
suppose le taux de déformation macroscopique additif de parties élastique et visqueuse découplées,
chacune dérivant d’un processus d’homogénéisation spécifique. La plasticité est traitée sur un plan
macroscopique et l’évolution de la fraction volumique de vides est contrôlée par une loi de proba-
bilité de type gaussienne. Le point de départ même du modèle s’oppose à la restitution de l’effet
mémoire longue, ce qui conduit les auteurs à une correction a posteriori via l’ajout d’une “back
stress”.
Les approches évoquées sont moins coûteuses numériquement que les approches en champs
complets et permettent également une description plus fine de la réponse que les approches macro-
scopiques, dans le sens où elles fournissent l’accès aux grandeurs moyennes par phase. Cependant,
elles ne permettent pas de relever l’un des défis qui s’impose à nous, qui est d’accéder à une esti-
mation des champs locaux et des caractéristiques microstructurales de la décohésion (position et
morphologie des défauts). De plus, les approches présentées semblent pour la plupart inadaptées
à la prise en compte des fortes hétérogénéités de champs dans la matrice dues aux interactions
complexes entre particules inhérentes aux taux de charges élevés (> 50% en volume).
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I.4 Bilan des objectifs et démarche adoptée
Au paragraphe I.1.3, nous avons présenté la démarche phénoménologique de Trumel et al. [Tru-
mel 1996, Trumel et al. 2001b, Trumel et al. 2001a] à l’origine des travaux menés en collaboration
avec le Centre d’Études de Gramat. Les conclusions apportées ont orienté vers le choix d’une
technique multi-échelles dans le but d’accéder à la fois au comportement effectif des composites
énergétiques et aux mécanismes locaux responsables de leur vulnérabilité. Les paragraphes qui
ont suivi visaient à exposer le principe général des techniques d’homogénéisation non-linéaire et
les enjeux correspondants (paragraphe I.2). La classe de composite considérée, les matériaux de
type propergols solides, a ensuite été présentée sous l’angle de la modélisation (paragraphe I.3)
par l’intermédiaire de trois grandes familles de modèles (macroscopique, champs complets, champs
moyens).
La présentation du comportement mécanique des matériaux étudiés (paragraphe I.1.2) souligne
la nécessité de prendre en compte leur complexité morphologique, notamment le caractère aléa-
toire de la répartition granulaire et les taux de charges importants. Les différentes caractéristiques
du comportement fortement non-linéaire (transformations finies, viscoélasticité, endommagement
par décohésion aux interfaces particules / matrice) doivent également pouvoir être envisagées de
manière efficace. Dans ce contexte, la prise en compte des fluctuations intraphases est un aspect
ne pouvant pas être négligé, surtout dans la matrice étant donné le fort taux de charges. De plus,
l’approche retenue doit être de formulation suffisamment “souple” pour incorporer à terme les dif-
férentes non-linéarités, c’est-à-dire revêtir un caractère le plus direct possible. Elle doit aussi être
à même de traiter efficacement le couplage espace-temps et ses manifestations aux deux échelles
(interactions spatio-temporelles et effet mémoire longue). Enfin, l’accès aux caractéristiques micro-
structurales de l’endommagement s’avère être un critère de choix essentiel pour alimenter ultérieu-
rement les modèles réactifs (initiation et propagation d’une combustion).
Tous ces critères réunis, replacés dans le contexte bibliographique à la fin des travaux de Trumel
[Trumel 1996] où bon nombre des approches non-linéaires citées au paragraphe I.3 n’existaient pas,
ont orienté vers une méthodologie multi-échelle alternative, fondée sur les travaux de Christoffer-
sen [Christoffersen 1983] pour des composites élastiques fortement chargés. Elle prend notamment
en compte la complexité microstructurale des matériaux étudiés grâce à une schématisation expli-
cite de la microstructure réelle, chaque interface particules / matrice y étant explicitement décrite.
Cette technique a fait l’objet de différents développements et / ou extensions visant à introduire pas
à pas les non-linéarités caractéristiques des composites énergétiques. Le chapitre suivant s’attache
à présenter les fondements de la modélisation, baptisée en 2006 “Approche Morphologique” (A.M.),
ainsi qu’à décrire deux des extensions réalisées.
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Liste des notations spécifiques au chapitre
Les notations plus générales et utilisées tout au long du manuscrit sont listées en page ix. Les
conventions d’usage sont exposées en page v.
Grandeurs cinématiques
−→ Version en transformations finies
F gradient de la transformation macroscopique. tenseur o.2 (3× 3)
f champ de gradient de la transformation. tenseur o.2 (3× 3)
f 0 gradient de la transformation des particules. tenseur o.2 (3× 3)
fα gradient de la transformation de la couche α. tenseur o.2 (3× 3)
−→ Version en H.P.P.
F gradient de déplacement macroscopique. tenseur o.2 (3× 3)
f champ de gradient de déplacement. tenseur o.2 (3× 3)
f 0 gradient de déplacement des particules. tenseur o.2 (3× 3)
fα gradient de déplacement de la couche α. tenseur o.2 (3× 3)
fαD contribution des défauts présents aux interfaces de la
couche α sur son gradient de déplacement.
tenseur o.2 (3× 3)
Déformations et rotations
−→ Version en H.P.P.
E déformation macroscopique. tenseur o.2 (3× 3)
α déformation totale de la couche α. tenseur o.2 (3× 3)
αD contribution des défauts présents aux interfaces de la
couche α sur sa déformation.
tenseur o.2 (3× 3)
ωαD contribution des défauts présents aux interfaces de la
couche α sur sa rotation.
tenseur o.2 (3× 3)
Contraintes
−→ Version en transformations finies
S∗ contrainte nominale homogénéisée. tenseur o.2 (3× 3)
s∗ champ de contrainte nominale. tenseur o.2 (3× 3)
s∗0 contrainte nominale moyenne dans les particules. tenseur o.2 (3× 3)
s∗α contrainte nominale moyenne dans la couche α. tenseur o.2 (3× 3)
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−→ Version en H.P.P.
Σ contrainte de Cauchy homogénéisée. tenseur o.2 (3× 3)
σ champ de contrainte de Cauchy. tenseur o.2 (3× 3)
σ0 contrainte moyenne de Cauchy dans les particules. tenseur o.2 (3× 3)
σα contrainte moyenne de Cauchy dans la couche α. tenseur o.2 (3× 3)
Paramètres macroscopiques divers
−→ Version en H.P.P.
T¯ tenseur représentatif de la morphologie initiale globale du com-
posite.
tenseur o.4
(3× 3× 3× 3)
D paramètre reflétant la dégradation induite par les défauts ou-
verts.
tenseur o.2 (3× 3)
D¯ paramètre reflétant la dégradation induite par les défauts ou-
verts.
tenseur o.4
(3× 3× 3× 3)
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L’Approche Morphologique, approche multi-échelle réservée aux composites particulaires for-
tement chargés, est le fruit d’extensions non-linéaires progressives des travaux de Christoffer-
sen [Christoffersen 1983]. Les premiers travaux ont été réalisés dans un cadre viscoélastique linéaire
[Nadot-Martin et al. 2003]. Nadot et al. [Nadot et al. 2006] ont revisité la méthodologie initialement
proposée par Christoffersen [Christoffersen 1983] afin de traiter le cas de composites fortement char-
gés victimes d’endommagement par décohésion d’interfaces entre les particules et la matrice dans
le cas de constituants élastiques linéaires et viscoélastiques linéaires. Les configurations considérées
étaient caractérisées par un état d’endommagement fixé et un nombre donné de défauts ouverts
et / ou fermés. Les travaux de Dartois et al. [Dartois 2008, Dartois et al. 2013] ont ensuite introduit
la notion d’évolution de l’endommagement pour des constituants élastiques linéaires isotropes. Le
cadre des transformations finies, plus réaliste pour les matériaux énergétiques, a été introduit dans
les travaux de Guiot [Guiot et al. 2006] et poursuivi dans ceux de Touboul [Touboul 2007] publiés
en 2008 [Nadot-Martin et al. 2008]. Les travaux en transformations finies ne concernent que le
matériau sain. La chronologie des différentes étapes de construction et d’évolution de l’Approche
Morphologique est présentée en figure II.1. Outre les papiers déjà cités, le lecteur pourra trouver
un résumé dans le papier de synthèse [Nadot-Martin et al. 2013].
Figure II.1 – Chronologie des différentes étapes de construction de l’Approche Morphologique.
Dans ce chapitre, les fondements théoriques de l’Approche Morphologique (A.M.) ainsi déve-
loppée sont exposés. Nous considérons en parallèle l’A.M. pour le matériau sain et l’A.M. pour
le matériau endommagé. Les deux versions évoquées se réfèrent cependant à deux formulations
différentes : la première version (matériau sain) a été formulée dans le cadre des transformations
finies [Touboul 2007, Nadot-Martin et al. 2008] tandis que la seconde (matériau endommagé) se
place dans l’hypothèse des petites perturbations (H.P.P.) en considérant les constituants élastiques
linéaires isotropes [Nadot et al. 2006, Dartois 2008, Dartois et al. 2013]. La présentation des deux
versions est nécessaire à la compréhension de la suite de l’étude. En effet, il va s’agir de coupler
deux non-linéarités considérées séparément lors des études antérieures : les transformations finies
et la présence d’endommagement au sein du composite.
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II.1 Schématisation de la microstructure initiale
La microstructure initiale du composite particulaire fortement chargé étudié est schématisée
grâce à un processus numérique. Les particules du composite réel (figure II.2(a)) sont approchées
par un agrégat de particules polyédriques en forte proportion volumique et dont les interfaces en
regard sont parallèles (figure II.2(b)). Tout l’enjeu du processus de polyédrisation réside dans son
optimisation, afin d’obtenir la meilleure correspondance entre microstructures réelle et schématisée
et ainsi garantir une représentativité maximale de la morphologie.
La zone de matrice entre deux particules voisines est appelée “couche α”. Les facettes des deux
particules opposées étant parallèles, l’épaisseur d’une couche est constante. Pour chaque couche de
matrice α dans la configuration initiale du volume schématisé, quatre paramètres sont identifiés
(figure II.2(c)) :
– hα, l’épaisseur de couche, constante pour une couche donnée mais pouvant varier d’une
couche à l’autre ;
– ~nα, la normale unitaire de la couche, caractérisant l’orientation des interfaces parti-
cules / couche de matrice ;
– ~dα, le vecteur reliant les centroïdes de deux particules situées de part et d’autre de la
couche α ;
– Aα, l’aire projetée. Le volume associé à la couche α dans sa configuration initiale est :
|Vα| = Aαhα.
(a) Microstructure réelle. (b) Microstructure polyédri-
sée.
(c) Paramètres morphologiques caractérisant
une couche α (schématisation 2-D).
Figure II.2 – Illustration de la schématisation géométrique.
Une fois les particules réelles approchées par des polyèdres (sous contrainte de parallélisme des
facettes de particules en vis-à-vis), les paramètres ~dα, ~nα et hα sont fixés et directement identi-
fiables par simples mesures géométriques. Au contraire, l’identification de l’aire projetée Aα, d’où
découle la définition de la zone de matrice qualifiée de “couche α” entre deux polyèdres, requiert
un traitement supplémentaire. Pour une microstructure aléatoire, Aα est définie comme la moyenne
arithmétique des deux aires obtenues par projection des deux facettes de particules opposées, de-
puis leurs centroïdes et sur le plan médian de la couche concernée (figure II.3(a)). Par suite, la
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couche α de volume |Vα| n’est pas exactement confinée entre les deux facettes de particules en
regard : elle peut notamment déborder dans les zones adjacentes au voisinage des arêtes et som-
mets de polyèdres (figure II.3(b)). Il est alors possible d’observer dans ces régions des zones de
recouvrement de couches, appelées “zones médianes” (Z.M.).
(a) Définition de l’aire projetée Aα d’une
couche α pour une microstructure aléatoire.
(b) Domaine occupé par une couche α et défi-
nition des zones médianes (Z.M.).
Figure II.3 – Définition d’une couche α avec l’aire projetée Aα.
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II.2 Approche du problème local
À présent, la formulation du problème de localisation-homogénéisation va être synthétisée de
manière à mettre en regard les deux versions de l’Approche Morphologique présentées dans ce
chapitre. Les équations auxquelles le lecteur sera invité à se référer figurent dans le tableau II.1.
Seuls les aspects méthodologiques et les relations essentielles seront présentés ici. Ces notions se-
ront nécessaires à la compréhension et à l’analyse de la suite des travaux exposés. Pour plus de
détails, le lecteur pourra consulter [Touboul 2007, Nadot-Martin et al. 2008] pour la formulation
en transformations finies (matériau sain) et [Nadot et al. 2006, Dartois 2008, Dartois et al. 2013]
pour la formulation en H.P.P. avec prise en compte de l’endommagement. Tous les développements
sont réalisés dans le cadre d’une description lagrangienne du mouvement.
II.2.1 Description cinématique
L’approche du problème local est fondée sur un cadre cinématique simplificateur par le biais de
quatre hypothèses sur le gradient de déplacement au sein du volume schématisé. Ces hypothèses,
initialement proposées par Christoffersen [Christoffersen 1983] dans le cadre de ses travaux sur les
composites sains, ont été conservées par Nadot et al. [Nadot et al. 2006], Touboul et al. [Touboul
2007, Nadot-Martin et al. 2008] et Dartois et al. [Dartois 2008, Dartois et al. 2013].
(i) Les centroïdes des particules sont supposés avoir un mouvement d’ensemble défini par
le gradient de déplacement macroscopique F (donnée du problème).
(ii) Toutes les particules sont supposées avoir un gradient de déplacement homogène et
identique pour toutes, noté f 0.
(iii) Chaque couche α est supposée avoir un gradient de déplacement homogène, mais va-
riable d’une couche à l’autre, noté fα.
(iv) Les perturbations localisées aux coins et arêtes des particules, dans les zones éventuelles
de recouvrement de couches, sont négligées.
Remarque : En transformations finies, les hypothèses précédentes sont équivalentes en termes de
gradient de la transformation. Afin de faciliter une présentation simultanée des deux versions de
l’A.M., les mêmes notations seront utilisées dans les deux cas, à savoir :
– dans la version H.P.P., F, f 0 et fα désigneront les gradients de déplacement respective-
ment macroscopique, des particules et d’une couche α ;
– dans la version en transformations finies, F, f 0 et fα désigneront les gradients de la
transformation respectivement macroscopique, des particules et d’une couche α.
Les hypothèses (i) et (ii) permettent dans un premier temps d’exprimer le champ de dépla-
cement linéaire dans les particules en fonction de leur gradient de déplacement et du gradient
macroscopique. Le champ de déplacement linéaire au sein d’une couche α quelconque est ensuite
déduit de l’écriture des conditions cinématiques au travers des interfaces avec les particules qu’elle
sépare. Le gradient de déplacement de la couche α est obtenu simultanément.
II.2 Approche du problème local 39
Ainsi, considérant la continuité du champ de déplacement au travers des deux interfaces d’une
couche α avec les particules adjacentes (équation (II.1)), le gradient de déplacement d’une couche
saine (c’est-à-dire ne comportant pas de défaut) s’exprime en fonction de la morphologie locale de
la couche ainsi que des gradients de déplacement des particules et macroscopique. Pour le matériau
sain en transformations finies, l’expression analytique obtenue est donnée par l’équation (II.3).
Figure II.4 – Définition des interfaces d’une couche α.
Les défauts aux interfaces particules / matrice ont été introduits de manière compatible avec
les hypothèses cinématiques rappelées ci-dessus [Nadot et al. 2006] par l’introduction de sauts de
déplacement non nuls au niveau des interfaces concernées. La linéarité du champ de déplacement
(hypothèses cinématiques (i) à (iii)) conduit à assigner une forme affine au saut de déplacement le
long d’une interface décollée (équation (II.2)). Le cadre cinématique envisagé n’autorise donc pas
de décohésion partielle d’une interface, ce qui n’exclut pas la décohésion partielle d’une particule
dont le profil est approché par un polyèdre à plusieurs facettes. De plus, seules deux configurations
sont considérées pour une couche α :
– La couche est saine et ne présente pas de défaut à ses interfaces. La continuité du champ
de déplacement aux interfaces de cette couche est alors toujours valable.
– La couche présente une double décohésion : ses deux interfaces Iα1 et Iα2 (figure II.4)
comportent des défauts. La paire de défauts est caractérisée par des sauts de dépla-
cement qui sont des fonctions affines des coordonnées spatiales le long des interfaces
(équation (II.2) avec fαD considéré comme une donnée).
Ainsi, les travaux antérieurs [Nadot et al. 2006, Dartois 2008, Dartois et al. 2013] n’envisagent
pas la possibilité qu’une couche ne soit décollée que d’un seul côté. Ce choix sera discuté au
chapitre IV. Afin de rendre acceptable la double décohésion, Nadot et al. [Nadot et al. 2006] ont
rajouté une contrainte au processus de polyédrisation de la microstructure initiale, imposant des
propriétés géométriques proches (forme et surface) aux deux interfaces en regard.
L’écriture des conditions de saut de déplacement au niveau des interfaces de la couche α permet
d’obtenir le gradient de déplacement fα d’une couche décollée (équation (II.4)). Celui-ci dépend du
gradient de déplacement global F, du gradient de déplacement des particules f 0, de la morphologie
de la couche α ainsi que d’un terme additionnel fαD, gradient de déplacement représentant la
contribution directe des deux défauts présents aux interfaces de la couche α. Lorsque la couche est
saine, fαD n’existe pas.
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II.2.2 Relations de passage micro-macro
La compatibilité entre la description du mouvement local ci-dessus et le mouvement global
caractérisé par la donnée du gradient de déplacement macroscopique est assurée au sens de la
relation de moyenne volumique sur les gradients de déplacement. La relation : F = 〈f〉|V0| est ainsi
imposée pour le matériau sain. Pour le matériau endommagé, cette relation de moyenne intègre
classiquement la contribution de toutes les discontinuités présentes au sein du volume d’étude, soit :
F = 〈f〉|V0| + [termes intégraux impliquant les sauts]. Finalement, la relation de moyenne imposée
dans laquelle est insérée l’expression de fα (équation (II.3), respectivement (II.4)) fait émerger une
condition à satisfaire par les paramètres morphologiques (équation (II.7)). Cette condition est la
même dans les deux cas (matériau sain ou endommagé). Qualifiée de condition de compatibilité, elle
représente à la fois un critère d’applicabilité de l’A.M. et un critère de choix du V.E.R. mécanique
relatif à la méthodologie. Nous y reviendrons au paragraphe II.5.3.
Le principe de macro-homogénéité de Hill-Mandel en transformations finies pour le matériau
sain et le lemme de Hill généralisé en H.P.P. pour le matériau endommagé, associés à des condi-
tions aux limites en contraintes homogènes, sont écrits en conformité avec la double discrétisation
géométrique et cinématique propre à l’A.M. En y insérant l’expression de fα (équation (II.3), res-
pectivement (II.4)) et la condition de compatibilité (II.7), et en considérant successivement deux
valeurs particulières pour F et f 0, le système (II.8) pour le matériau sain (respectivement (II.9)
pour le matériau endommagé) est établi. Ce système réunit deux expressions différentes du tenseur
des contraintes macroscopique en fonction du tenseur des contraintes moyen sur le volume des
particules et des tenseurs des contraintes moyens sur le volume de chaque couche α. La première
des deux équations est une relation de moyenne volumique classique, tandis que la seconde est
spécifique à la méthodologie employée, mettant l’accent sur la description du caractère granulaire
du matériau : la transmission des efforts s’effectue d’une particule à une autre par l’intermédiaire
de la couche qui les sépare via l’effort ~tα.
À ce stade, tous les ingrédients sont en place pour achever la résolution du problème local par
la détermination de l’inconnue cinématique principale, à savoir le gradient de la transformation
(respectivement de déplacement) des particules f 0 duquel peuvent être ensuite déduits ceux des
couches via (II.3) (respectivement (II.4)) et finalement les estimations aux deux échelles. L’incon-
nue principale f 0 est recherchée de sorte que le champ de contrainte estimé (relié au champ de
déformation par l’intermédiaire des lois de comportement locales) satisfasse l’équation (II.10) (res-
pectivement (II.11)). L’équation (II.10) (respectivement (II.11)) est donc au centre de la résolution
du problème de localisation-homogénéisation pour un comportement local donné.
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Matériau sain
Transformations finies
[Touboul 2007, Nadot-Martin et al. 2008]
Matériau endommagé
H.P.P.
[Nadot et al. 2006, Dartois 2008, Dartois et al. 2013]
Conditions cinématiques aux interfaces Iα1 et Iα2 d’une couche α
bα1I
(
~YI
α
1
)
= 0
bα2I
(
~YI
α
2
)
= 0
(II.1)
bα1i
(
~YI
α
1
)
= fαDij Y
Iα1
j
bα2i
(
~YI
α
2
)
= fαDij Y
Iα2
j
(II.2)
Gradient de la transformation d’une couche α Gradient de déplacement d’une couche α
fαiJ = f
0
iJ +
(
F − f0
)
iK
dαKn
α
J
hα
(II.3) fαij = f0ij +
(
F − f0
)
ik
dαk n
α
j
hα
+ fαDij (II.4)
avec : fαD inexistant si la couche α est saine.
Relation de moyenne sur les gradients de déplacement (imposée)
F = 〈f〉|V0| (II.5) F = 〈f〉|V0| + [termes de sauts] (II.6)
avec : 〈f〉|V0| = (1− c)f
0 + 1∣∣V0∣∣
∑
α
fαAαhα
Condition de compatibilité
1∣∣V0∣∣
∑
α
~dα ⊗ ~nαAα = Id (II.7)
Système en contraintes
S∗Ij =
〈
s∗Ij
〉
|V0|
= (1− c)s∗0Ij +
1∣∣V0∣∣
∑
α
s∗αIj A
αhα
S∗Ij =
1∣∣V0∣∣
∑
α
dαI t
α
j ; tαj = s∗αKjn
α
KA
α
(II.8)

Σij =
〈
σij
〉
|V0|
= (1− c)σ0ij +
1∣∣V0∣∣
∑
α
σαijAαhα
Σij =
1∣∣V0∣∣
∑
α
dαi tαj ; tαj = σαkjn
α
kA
α
(II.9)
f0 recherché de sorte que :
(1− c)s∗0Ij +
1∣∣V0∣∣
∑
α
s∗αIj A
αhα
− 1∣∣V0∣∣
∑
α
dαI s
∗α
Kjn
α
KA
α︸ ︷︷ ︸
=tαj
= 0
(II.10)
(1− c)σ0ij +
1∣∣V0∣∣
∑
α
σαijAαhα
− 1∣∣V0∣∣
∑
α
dαi σαkjn
α
kA
α︸ ︷︷ ︸
=tαj
= 0
(II.11)
où : ~bαk est le saut de déplacement au niveau de l’interface Iαk ;
~YI
α
k est le vecteur position initial d’un point de l’interface Iαk ;
fαD est un gradient de déplacement représentant l’influence des défauts présents aux interfaces de la couche α ;
|V0| est le volume total initial de la microstructure schématisée ;
c = 1∣∣V0∣∣
∑
α
Aαhα est la concentration volumique des couches par rapport au volume total |V0| ;
S∗ (respectivement Σ) est le tenseur des contraintes nominales (respectivement de Cauchy) macroscopique ;
s∗0 (respectivement σ0) est le tenseur des contraintes nominales (respectivement de Cauchy) moyen sur le volume des
particules ;
s∗α (respectivement σα) est le tenseur des contraintes nominales (respectivement de Cauchy) moyen sur le volume d’une
couche α ;
~tα représente la force totale transmise à travers la couche α.
Tableau II.1 – Relations essentielles de l’A.M. pour les deux versions exposées : version pour le
matériau sain en transformations finies et version en H.P.P. en présence d’un état
d’endommagement fixé.
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II.3 Principe de résolution
Qu’il s’agisse de l’A.M. en transformations finies pour le matériau sain ou de l’A.M. en H.P.P.
pour le matériau endommagé, le principe de résolution général reste en pratique le même. Ainsi,
considérons une microstructure schématisée telle que décrite au paragraphe II.1, satisfaisant la
condition de compatibilité (II.7). Un chargement macroscopique est appliqué au volume schématisé.
Par conséquent, le problème considéré est conditionné par les données d’entrée suivantes :
– les paramètres morphologiques caractérisant les couches, soit
{
Aα,hα, ~nα, ~dα; ∀α
}
;
– le gradient de la transformation ou de déplacement macroscopique F associé au char-
gement imposé ;
– les propriétés mécaniques des constituants (particules et matrice) correspondant aux
lois constitutives choisies pour décrire leur comportement respectif.
Nous considérons un nombre de défauts ouverts et / ou fermés fixé (éventuellement nul) : il n’y
a pas d’évolution de l’endommagement. Une couche comportant une paire de défauts ouverts à ses
interfaces sera notée “couche β” (α ≡ β) et une couche comportant une paire de défauts fermés à
ses interfaces sera notée “couche f” (α ≡ f). Les données du problème sont alors complétées par :
– l’ensemble des tenseurs {fαD} relatifs aux défauts présents au sein de la microstructure,
avec α ≡ β ou α ≡ f.
Outre le choix des lois de comportement pour les particules et la matrice, la résolution de
l’équation (II.11) en présence d’endommagement requiert d’expliciter les forces totales transmises
au travers des couches α,
{
~tα
}
selon que la couche ne comporte pas de défaut à ses interfaces ou
présente des défauts ouverts ou fermés. Si les défauts sont ouverts,~tβ = ~0. Si au contraire les défauts
sont fermés, Nadot et al. [Nadot et al. 2006] ont émis l’hypothèse d’un coefficient de frottement
infini aux lèvres des défauts, de sorte que la totalité de la force ~tf est transmise au travers de la
couche α, de la même manière que pour les couches saines.
Les principales étapes de la résolution sont alors les suivantes :
(i) La loi constitutive des particules permet d’exprimer la contrainte moyenne en leur sein
en fonction de f 0.
(ii) De même, la loi constitutive de la matrice donne la contrainte moyenne au niveau
d’une couche α en fonction de fα, qui lui-même dépend de F, de f 0, des paramètres
morphologiques de la couche α et de fαD si la couche est décollée (équation (II.3),
respectivement (II.4)).
(iii) Ainsi, l’équation (II.10) (respectivement (II.11)) fait intervenir les données morpholo-
giques
{
Aα,hα, ~nα, ~dα;∀α
}
, le gradient macroscopique F, les propriétés mécaniques et
l’inconnue principale f 0. En présence d’endommagement, l’équation (II.11) est de plus
paramétrée par l’ensemble des tenseurs {fαD} relatifs aux défauts présents au sein de
la microstructure.
(iv) La résolution de l’équation ainsi formulée (équation (II.10), respectivement (II.11))
permet d’obtenir f 0.
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(v) La connaissance de f 0 mène à la détermination de l’ensemble des champs locaux, notam-
ment à l’obtention de fα pour chacune des couches α via (II.3) (respectivement (II.4))
et par suite des déformations et des contraintes locales.
(vi) Le tenseur des contraintes homogénéisé est calculé à partir de la relation de moyenne
volumique (II.8)1 (respectivement (II.9)1).
Les deux versions de l’A.M. exposées dans ce chapitre présentent une structure similaire du
problème à résoudre et un principe de résolution général commun dont le déroulement est récapitulé
sur la figure II.5. Dans les deux cas, la formulation est la même quel que soit le comportement des
constituants (matrices et particules), linéaire ou non. La seule hypothèse concerne le comportement
des défauts fermés, bloqués par frottement infini par simplicité.
Figure II.5 – Méthodologie et principe de résolution de l’A.M.
Dans le cadre des transformations finies pour le matériau sain, l’A.M. a été évaluée pour des
constituants hyperélastiques d’une part, puis en considérant la matrice viscohyperélastique d’autre
part [Touboul 2007, Nadot-Martin et al. 2008]. Dans les deux cas, l’équation (II.10) devient for-
tement non-linéaire de l’inconnue principale f 0. La résolution s’effectue par l’intermédiaire d’un
algorithme de Newton-Raphson avec Mathematica® et f 0 est ainsi estimé de manière numérique.
Dans le cas du matériau endommagé en H.P.P., l’équation (II.11) a été résolue pour des consti-
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tuants élastiques linéaires isotropes d’une part, puis en considérant la matrice viscoélastique linéaire
d’autre part [Nadot et al. 2006, Dartois 2008, Dartois et al. 2013]. Dans les deux cas, l’expression
du gradient de déplacement des particules f 0 est obtenue analytiquement en fonction des données.
Dans le paragraphe qui suit, nous allons nous intéresser aux enrichissements apportés à l’A.M.
par Nadot et al. [Nadot et al. 2006] et Dartois et al. [Dartois 2008, Dartois et al. 2013] pour traiter
la présence d’endommagement et son évolution au sein de la microstructure. Ces éléments seront ici
rapportés de manière succincte. Seules les dépendances des expressions analytiques obtenues aux
deux échelles seront mentionnées. Le lecteur est invité à se référer aux documents précités pour les
expressions complètes.
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II.4 L’Approche Morphologique en présence d’endommagement :
éléments complémentaires
II.4.1 Accès aux champs locaux et à la contrainte homogénéisée
La procédure de résolution décrite au paragraphe II.3 mène tout d’abord à l’obtention de
l’inconnue principale f 0 de laquelle découle les autres estimations aux deux échelles (figure II.5).
Les expressions sont ici analysées dans le cas de l’élasticité linéaire, cadre dans lequel l’évolution de
l’endommagement a été traitée dans les travaux de Dartois et al. [Dartois 2008, Dartois et al. 2013].
Dans ce cas, l’expression de f 0 est obtenue sous la forme additive suivante [Nadot et al. 2006] :
f 0 = φ
(
T¯,D, D¯
)
: F + f 0(d)
(
T¯,D, D¯, {βD} , {fD}
)
(II.12)
où : T¯ = 1|V0|
∑
α
~dα ⊗ ~nα ⊗ ~dα ⊗ ~nαA
α
hα ;
D = 1|V0|
∑
β
~dβ ⊗ ~nβAβ ;
D¯ = 1|V0|
∑
β
~dβ ⊗ ~nβ ⊗ ~dβ ⊗ ~nβA
β
hβ ;
βD = Sym (fβD) (respectivement fD = Sym (f fD)) pour une couche β(respectivement une
couche f) comportant des défauts ouverts (respectivement fermés) à ses interfaces.
Nous distinguons alors dans l’équation (II.12) :
– un premier terme linéaire par rapport au gradient de déplacement macroscopique F ;
– un second terme dépendant des déformations induites par les défauts ouverts et fermés,
{βD} et {fD}.
Les deux termes dépendent de deux grandeurs tensorielles d’ordres deux et quatre, D et D¯,
impliquant les paramètres morphologiques des couches sièges de défauts ouverts à leurs interfaces.
La grandeur f 0 dépend également d’un tenseur macroscopique d’ordre quatre noté T¯ impliquant
tous les paramètres morphologiques. Ce tenseur déjà présent dans les travaux de Christoffersen
[Christoffersen 1983] pour le matériau sain représente la morphologie initiale du composite dans
son ensemble. En effet, il reflète sa texture éventuelle et rend compte des irrégularités de forme des
particules et d’épaisseurs de couches de matrice.
De la connaissance de f 0 sont déduites les expressions de fα (équation (II.4)), du champ de
déformation par passage à la partie symétrique relativement à la schématisation géométrique du
milieu, et finalement de la contrainte homogénéisée. Ainsi, le champ de déformation est obtenu sous
la forme additive suivante :
 = C
(
T¯,D, D¯
)
: E + (d)
(
T¯,D, D¯, {βD} , {fD}
)
+ D (II.13)
où : D = αD pour une couche α comportant des défauts à ses frontières ;
D = 0 sinon.
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La forme de la contrainte homogénéisée est la suivante :
Σ = L
(
T¯,D, D¯
)
: E + Σ(d)
(
T¯,D, D¯, {βD} , {fD}
)
(II.14)
Au final, les estimations aux deux échelles prennent en compte la morphologie et la répartition
spatiale initiales des particules au sein du volume au travers de la présence du tenseur macro-
scopique d’ordre quatre T¯. De plus, l’A.M. fait émerger deux grandeurs tensorielles D et D¯ qui
traduisent la dégradation des propriétés (tenseur de localisation C et tenseur de rigidité L) induite
par les seuls défauts ouverts en conséquence de l’hypothèse de coefficient frottement infini intro-
duite en amont de la résolution. Les tenseurs T¯, D et D¯ sont de nature lagrangienne, impliquant
les caractéristiques morphologiques des couches identifiées dans la configuration non déformée du
milieu schématisé. En effet, rappelons que la première occurrence des paramètres morphologiques,
dont découlent toutes les autres, se situe au niveau de l’équation (II.4) établie selon une description
lagrangienne du mouvement. Nous noterons que la forme des tenseurs D et D¯ reflète le caractère
granulaire du milieu considéré dans la façon dont il est dégradé. En effet, apparaissent non seule-
ment l’orientation des défauts grâce aux vecteurs {~nβ} mais également les vecteurs
{
~dβ
}
reliant les
centroïdes des particules. Par suite, D n’est pas symétrique et l’anisotropie induite par endomma-
gement susceptible d’être décrite peut être très complexe. Ainsi, l’A.M. permet de rendre compte
des effets de couplage entre une éventuelle anisotropie primaire (via T¯) et l’anisotropie induite par
endommagement, elle-même conditionnée par la morphologie granulaire initiale considérée.
Au côté d’une partie linéaire de la déformation macroscopique E, le champ de déformation (II.13)
du milieu endommagé en tout point des particules et des couches (décollées ou non) comporte une
partie (d) (de moyenne nulle) linéaire des ensembles {βD} et {fD} caractérisant les déformations
induites par les deux populations de défauts présentes au sein du volume. Cette dépendance résulte
directement du terme f 0(d) (équation (II.12)) qui, via l’équation (II.4) se retrouve également dans
l’expression de fα, et par suite dans celle du champ de déformation. En particulier, la déformation
dans une zone intergranulaire spécifique (couche α) est influencée par sa morphologie, par les dé-
fauts éventuellement présents à ses interfaces (via αD) mais aussi par les autres défauts présents
ailleurs dans le composite (via α(d)).
La décomposition additive du champ de déformation se retrouve à l’échelle globale au niveau
de l’expression de la contrainte homogénéisée (II.14). Une partie linéaire de E et une partie induite
par endommagement Σ(d), toutes deux influencées par la morphologie initiale et l’état d’endomma-
gement global, se distinguent.
Les résultats présentés ci-dessus de manière très succincte sont issus d’une procédure de réso-
lution dans laquelle f 0, et par suite l’ensemble des estimations, ont été extraites en fonction des
grandeurs connues du problème (paragraphe II.3) et des grandeurs tensorielles {fαD} considérées
comme des données. La résolution revêt de ce fait un caractère partiel. En effet, mise à part la
linéarité du saut de déplacement le long des interfaces décollées, conséquence directe de la ciné-
matique, rien n’a été formulé ni même postulé pour les défauts ouverts concernant la dépendance
du saut (même moyen) par rapport au niveau de chargement. Vis-à-vis d’une stratégie qui aurait
consisté à incorporer, en amont de la résolution, d’éventuelles expressions de ces sauts ou les {fβD}
correspondants en fonction du gradient de déplacement macroscopique F, la stratégie adoptée a
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permis d’identifier de manière explicite les contributions respectives des défauts ouverts et fermés,
{βD} et {fD}. Une étape complémentaire, utilisant le comportement des constituants, devait donc
être rajoutée pour expliciter les contributions induites par les défauts ouverts.
II.4.2 Procédure de localisation-homogénéisation complémentaire
Étant donnée l’hypothèse de coefficient de frottement infini pour les défauts fermés, chaque
déformation de l’ensemble {fD} est indépendante de la déformation macroscopique E. En effet,
cette grandeur représente une déformation induite par le blocage des défauts fermés aux interfaces
de la couche f. L’ensemble {fD} acquiert en conséquence le statut de variables d’état rendant
compte de la distorsion par blocage des défauts fermés au sein du composite.
Par contre, βD représentant la déformation induite par l’ouverture des défauts présents aux
interfaces d’une couche β a toutes les raisons de dépendre du chargement macroscopique E, à
l’image du degré d’ouverture des défauts. Des considérations énergétiques figurant dans [Nadot
et al. 2006] confirment cette dépendance.
L’A.M. a donc été enrichie d’une étape qualifiée par Nadot et al. [Nadot et al. 2006] d’approche
de localisation-homogénéisation complémentaire. Cette procédure vise à établir la dépendance ex-
plicite des déformations {βD} en fonction de la déformation macroscopique E. Elle utilise la ther-
modynamique comme guide et les expressions analytiques de la contrainte et de l’énergie libre
homogénéisées comme points de départ. Par là, elle s’inscrit sans doute mieux dans les “entrailles”
de l’A.M. qu’une stratégie qui consisterait à formuler le saut moyen au niveau des interfaces com-
portant des défauts ouverts par une approche “extérieure”. En outre, la procédure proposée pourrait
être généralisée dans le cas d’un comportement viscoélastique de la matrice. Enfin, comme nous le
verrons au paragraphe II.4.3.a, la partie antisymétrique de fβD pourra être déduite de l’expression
de βD établie via la présente approche, ce qui offrira finalement une possibilité de remonter au
saut moyen.
En élasticité, la déformation βD induite par les défauts ouverts aux interfaces d’une couche β est
recherchée en fonction de la déformation macroscopique E de sorte que la relation entre la contrainte
de Cauchy macroscopique homogénéisée Σ et l’énergie libre homogénéisée W :
Σ = ∂W
∂E (II.15)
soit explicitement satisfaite,
avec : Σ = 〈σ〉|V0| ;
W = 〈w〉|V0|.
L’équation (II.15) est résolue en supposant que chaque déformation βD dépend linéairement de
la déformation macroscopique E. Il est également supposé que les Nβ fonctions βD = βD (E) (où
Nβ est le nombre de couches sièges de défauts ouverts) sont de forme identique, aspect en accord
avec les fondements de l’A.M. Ceci fait émerger de l’unique équation disponible un système de Nβ
équations différentielles ∂
βD
∂E .
Après résolution, la forme générique des relations recherchées est la suivante [Nadot et al. 2006] :
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βD = Ψ
(
T¯,D, D¯, hβ, ~nβ, ~dβ
)
: E + rβD (II.16)
pour toute couche β comportant des défauts ouverts à ses interfaces.
La déformation induite par les défauts ouverts aux interfaces d’une couche β est ainsi obtenue,
sous forme linéaire de E en fonction de :
– sa morphologie locale ;
– la morphologie initiale du composite (T¯) ;
– la configuration globale de l’endommagement considérée (D et D¯).
Le tenseur constant par rapport à E, noté rβD, représente la déformation résiduelle induite
par l’ouverture des défauts qui subsisterait à déformation macroscopique nulle (E = 0), aspect
physiquement relié à la rugosité des interfaces. Se posait alors la question de l’identification de ce
tenseur. Dans un souci d’approche progressive, il a pour l’instant été négligé, soit : rβD = 0.
Ainsi, grâce à l’expression de βD pour chaque couche β, tous les champs locaux et les grandeurs
homogénéisées peuvent être exprimés en fonction de la déformation macroscopique E, des variables
de distorsion {fD}, aux côtés des paramètres tensoriels macroscopiques morphologique (T¯) et
d’endommagement (D et D¯). Le principe de résolution de la transition d’échelle en deux étapes
(A.M. et approche complémentaire) pour un composite endommagé aux constituants élastiques est
illustré en figure II.6.
II.4.3 Description de l’évolution de l’endommagement : approche discrète
La schématisation explicite de la microstructure, et notamment des interfaces, ainsi que la
description des champs locaux qui en découle permettent de décrire l’évolution de l’endommagement
à l’échelle des constituants en s’appuyant sur le cadre cinématique décrit au paragraphe II.2.1.
Nadot et al. [Nadot et al. 2006] ont émis une hypothèse de frottement infini aux lèvres des défauts
fermés. Dans le prolongement de cette hypothèse, les interfaces sont supposées subir une décohésion
en mode normal. Par conséquent, un défaut passe toujours par un état ouvert avant un état fermé.
Donc, l’évolution de l’endommagement au sein de la microstructure correspond à :
– la décohésion d’une nouvelle paire de défauts ouverts (évolution d’état) ;
– la fermeture de défauts existants (évolution de configuration).
La mise en place d’un critère de nucléation permet ainsi de décrire la création de nouveaux
défauts d’interfaces. Ensuite, la formulation d’un critère de fermeture de défauts permet de décrire
la fermeture des défauts préalablement créés. Dans une telle description, les tenseurs D et D¯
conservent leur statut de paramètres rendant compte de la dégradation et de l’anisotropie induites
aux deux échelles par les défauts ouverts.
Ce paragraphe rappelle les deux critères proposés par Dartois et al. [Dartois 2008, Dartois
et al. 2013] ainsi que les méthodes d’évaluation des grandeurs requises à leur mise en œuvre,
notamment celle dédiée au calcul du saut de déplacement moyen associé à un défaut ouvert à
partir de l’expression de βD. Bien que la mise en oeuvre finale de l’ensemble de la modélisation
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Figure II.6 – Méthodologie et principe de résolution de l’A.M. en présence d’endommagement
(état fixé) dans le cadre H.P.P., d’après Nadot et al. [Nadot et al. 2006].
ait été réalisée uniquement en élasticité, les critères restent valables pour des comportements plus
généraux. Ils privilégient une formulation cinématique en accord avec la philosophie de l’A.M.,
fondée sur le respect des conditions cinématiques aux interfaces (conditions de continuité ou de
saut de déplacement). En pratique, les critères sont testés à chaque incrément de chargement.
Quand l’un ou l’autre est satisfait pour une ou plusieurs interfaces, les paramètres tensoriels D
et D¯ sont actualisés en conséquence par ajout ou retrait des couches correspondantes dans les
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sommations qui les définissent (équation (II.12)).
II.4.3.a Critère de nucléation
La formulation du critère de nucléation s’appuie sur la connaissance du champ de déplacement
de part et d’autre des interfaces avant l’apparition de défauts. La décohésion au niveau des interfaces
particules / matrice est supposée se produire uniquement en mode d’ouverture.
Considérons une couche α saine. Deux points P1 et P2 sont définis de part et d’autre de l’interface
de référence Iα1 de cette couche dans la configuration initiale non déformée, respectivement dans
la particule et dans la matrice (figure II.7). Ces deux points sont chacun à une distance λ de leur
projection normale B1 sur l’interface, B1 étant le centre de gravité de Iα1 . Les points P1 et P2 sont
soumis au déplacement de la phase à laquelle ils appartiennent. La différence de position actuelle
de ces points, projetée sur la normale ~nα de l’interface Iα1 permet de formuler la grandeur dαnorm :
dαnorm = 2λ+ ∆~u·~nα (II.17)
où : ∆~u = λ
[
2f 0 + (F− f 0)
~dα ⊗ ~nα
hα
]
·~nα est la différence des vecteurs déplacement des
points P2 et P1.
Figure II.7 – Schématisation et paramètres utilisés pour définir la nucléation de défauts en H.P.P.
[Dartois 2008, Dartois et al. 2013].
La nucléation d’une paire de défauts au niveau des deux interfaces de la couche α est supposée
apparaître lorsque la distance dαnorm atteint une valeur critique notée dcritique. Ainsi, le critère de
nucléation est formulé de la manière suivante :
dαnorm ≥ dcritique ⇒ décohésion (II.18)
La distance critique dcritique est liée aux propriétés d’adhésion entre la matrice et les particules
du composite considéré. Elle doit être identifiée expérimentalement en utilisant par exemple des
mesures de champs cinématiques in situ [Hild et al. 2011, Dartois 2008, Dartois et al. 2013]. L’iden-
tification de dcritique est indissociable du choix de la longueur caractéristique 2λ (distance initiale
entre les deux points P1 et P2 de part et d’autre des interfaces). Cela ne signifie pas pour autant
que le critère lui-même dépende de cette longueur : il est en effet invariant lorsque λ est remplacé
par kλ, dès lors que la valeur de dcritique est identifiée en conséquence. Dans tous les cas, λ doit né-
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cessairement être choisi plus petit que la plus petite distance intergranulaire au sein du composite
schématisé.
Au vu de l’expression de dαnorm (équation (II.17)), la nucléation d’une paire de défauts au niveau
d’une couche α dépend de :
– la morphologie initiale globale du composite et de son état d’endommagement si d’autres
couches sont déjà décollées (via f 0) ;
– l’orientation des interfaces de la couche α via ~nα ;
– son épaisseur hα et le vecteur ~dα reliant les centroïdes des particules entourant la
couche α.
Si le critère (II.18) est vérifié pour une couche α, celle-ci devient une couche comportant une
paire de défauts ouverts à ses interfaces, c’est-à-dire une couche de type β. Les paramètres D et D¯
sont donc incrémentés de la couche correspondante.
Le gradient de déplacement de la couche est donné par l’équation (II.4), avec α ≡ β. Dans cette
expression, le terme additionnel fβD n’est connu que partiellement : seule βD, la déformation induite
par les défauts aux interfaces de la couche β et impliquée dans les estimations aux deux échelles,
est connue grâce à l’approche complémentaire décrite au paragraphe II.4.2 (équation (II.16)). La
part rotation ωβD, telle que fβD = βD + ωβD, est inconnue. Or, la connaissance de fβD est
nécessaire à l’évaluation du vecteur moyen de discontinuité de déplacement le long des interfaces
décollées (voir la forme (II.2)), lui-même requis pour la formulation cinématique d’un critère de
fermeture. La rotation ωβD est alors déterminée à partir de la connaissance de βD, de sorte que
les sauts moyens sur les deux interfaces de la couche soient opposés. Ceci conduit à résoudre :
det (fβD) = det (βD +ωβD) = 0, où βD est donné par l’équation (II.16). En se plaçant dans un
repère local lié à la couche au moment de son décollement et conservé ultérieurement, le calcul
de ωβD se ramène à l’évaluation d’une unique inconnue. Un retour dans le repère global permet
l’obtention du tenseur de rotation ωβD dans ce repère, permettant d’évaluer fβD = βD +ωβD et
par suite le saut moyen
〈
~bβ
〉
Iβ1
= fβD· ~YβB1 , B1 étant le barycentre de l’interface Iβ1 . Le détail de
la procédure de résolution pourra être consulté dans [Dartois 2008, Dartois et al. 2013].
Calculées à partir de l’expression (II.16) de βD, les valeurs de
〈
~bβ
〉
Iβ1
= −
〈
~bβ
〉
Iβ2
jouissent
implicitement des mêmes dépendances que βD (morphologie locale de la couche concernée, mor-
phologie globale du composite, effets des autres défauts éventuellement présents aux interfaces des
autres couches). Enfin, la méthode de détermination de ωβD, fβD et
〈
~bβ
〉
Iβ1
= −
〈
~bβ
〉
Iβ2
ne dépend
du comportement des constituants (particules et matrice) qu’au travers de la forme de βD. À ce
titre, elle pourrait être réutilisée pour des comportements plus complexes que l’élasticité.
II.4.3.b Critère de fermeture
Considérons une couche β, c’est-à-dire une couche comportant des défauts ouverts à ses inter-
faces. Le critère de fermeture proposé par Dartois et al. [Dartois 2008, Dartois et al. 2013] est le
suivant :

Tant que :
〈
~bβ
〉
Iβ1
·~nβ > 0 , les défauts restent ouverts.
Dès que :
〈
~bβ
〉
Iβ1
·~nβ = 0 , les défauts se ferment.
(II.19)
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Le critère est testé à chaque pas de chargement suivant la nucléation des défauts, avec :〈
~bβ
〉
Iβ1
= fβD· ~YB1 évalué selon la méthodologie du paragraphe précédent, assurant la vérifica-
tion systématique de la relation d’opposition entre les sauts moyens de déplacement aux interfaces.
Si le critère (II.19) est vérifié pour une couche β, celle-ci devient une couche de type f, avec des
défauts fermés à ses interfaces. La contribution fD à la déformation totale d’une couche f est calculée
à partir de la déformation βD à l’instant de la fermeture des défauts, soit pour E = Efermeture couche β,
soit :
fD = βD (Efermeture couche β) (II.20)
L’hypothèse d’un coefficient de frottement infini pour les défauts fermés suggère que la défor-
mation fD induite par ces défauts reste inchangée tant qu’ils ne sont pas réouverts. De même,
les sauts moyens de déplacement aux interfaces
〈
~bf
〉
If1
= f fD· ~YB1 = −
〈
~bf
〉
If2
(avec : f fD =
fβD (Ffermeture couche β)) n’évoluent pas tant que les défauts restent fermés. Enfin, juste après la fer-
meture, les paramètres D et D¯ sont actualisés par retrait de la couche f des sommations corres-
pondantes.
II.4.4 Illustration numérique
L’ensemble du modèle - estimations aux deux échelles via l’A.M. complétées de l’approche com-
plémentaire (figure II.6) et dotées des trois critères précédents - a été mis en œuvre numériquement
grâce à une procédure de résolution séquentielle [Dartois 2008, Dartois et al. 2013]. La program-
mation a été réalisée en Fortran 90. La boucle principale du programme intègre un algorithme de
“prédiction-correction” qui permet d’adapter automatiquement le pas de chargement au séquen-
çage précis des nucléations, assurant ainsi une bonne prise en compte des effets associés à chaque
nouvelle nucléation sur la redistribution des champs locaux, et par suite sur les tests d’interface
ultérieurs. Le lecteur est invité à se reporter à la thèse de Dartois [Dartois 2008] ou au papier
associé [Dartois et al. 2013] pour les détails. Ce paragraphe a pour objectif d’illustrer, à travers
une simulation réalisée par Dartois en élasticité linéaire, les aptitudes de l’A.M. à fournir l’accès
à l’estimation simultanée des caractéristiques de l’endommagement et de ses manifestations aux
deux échelles.
Le composite considéré est une microstructure aléatoire à particules polyédriques générée numé-
riquement, constituée de 400 particules polyédriques occupant 75% du volume total. Elle présente
un étalement granulométrique plutôt modéré et satisfait par construction les critères de la sché-
matisation. La condition de compatibilité (II.7) est vérifiée pour le nombre de particules considéré
avec une très bonne précision. Les paramètres morphologiques initiaux des 2400 couches sont iden-
tifiés par de simples mesures géométriques. Les constituants ont un comportement élastique linéaire
isotrope. Les propriétés mécaniques sont répertoriées dans le tableau II.2.
Particules Matrice
Module de Young E (GPa) 120 4
Coefficient de Poisson ν 0.3 0.45
Tableau II.2 – Propriétés élastiques des constituants considérés dans les travaux de Dartois et
al. [Dartois 2008, Dartois et al. 2013].
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Afin d’exprimer la grandeur dαnorm (équation (II.17)) intervenant dans le critère de nucléa-
tion (II.18), la demi-longueur caractéristique λ est fixée à hmin/10, où hmin = 0.029 mm est la
plus petite épaisseur de couches. La valeur de dcritique est fixée arbitrairement à 3.5 µm. Enfin, les
effets de rugosité sont négligés et par suite les tenseurs rβD, traduisant les déformations résiduelles
à la décharge complète du matériau, sont nuls.
Le chargement est imposé sous forme d’incréments du gradient de déplacement macroscopique
∆F. Il comprend les trois phases successives suivantes :
(i) extension dans la direction 1 (∆F11 > 0) et contractions dans les directions transverses 2
et 3 avec ∆F22 = ∆F33 = −0.3∆F11 ;
(ii) glissement simple dans le plan (1,2), avec ∆F12 > 0 ;
(iii) contraction dans la direction 1 (∆F11 < 0) et extensions dans les directions transverses 2
et 3 (∆F22 = ∆F33 = −0.3∆F11), chargement inverse au chargement (i). Le niveau de
glissement atteint à la fin de la phase (ii) est maintenu.
Les résultats brièvement présentés dans ce paragraphe présentent des estimations obtenues aux
deux échelles pour la microstructure à particules polyédriques considérée.
Figure II.8 – Contrainte homogénéisée Σ11 en fonction de la déformation macroscopique E11 lors
de la simulation d’un trajet “traction - glissement simple - compression”.
La figure II.8 présente l’évolution de la contrainte homogénéisée Σ11 en fonction de la défor-
mation macroscopique E11 associée à des représentations 3-D de la microstructure montrant la
position et l’orientation des défauts ouverts et également des représentations du module de Young
homogénéisé dans les plans (1,2), (1,3) ou (2,3). Le module E (m) y est tracé, m étant une di-
rection arbitraire de chaque plan. La valeur E (m) est déduite du tenseur de rigidité homogénéisé
L
(
T¯,D, D¯
)
. Ces représentations du module de Young permettent de suivre l’évolution de l’aniso-
tropie induite par l’endommagement (traduite via les paramètres tensoriels D et D¯).
En (1), le matériau est sain et la réponse homogénéisée est élastique linéaire. La linéarité de
la réponse est perdue avec l’apparition des premières nucléations de défauts. Le rapprochement
54 L’APPROCHE MORPHOLOGIQUE : ÉTAT DE L’ART
des points traduit l’activation de l’algorithme de “prédiction-correction”. Le seuil d’initiation de
l’endommagement peut être détecté précisément dès lors que les points commencent à se rappro-
cher sur la courbe. De (2) à (4), les nucléations de défauts sont de plus en plus nombreuses et
rapprochées. Les défauts apparaissent sur les interfaces dont la normale est très proche de la direc-
tion 1 d’extension. Nous observons un adoucissement de la réponse homogénéisée à partir de (3).
Au terme de la phase de “traction”, le module de Young E est principalement dégradé suivant la
direction 1 d’extension. Entre (4) et (5), durant la phase de glissement simple, de nouveaux défauts
apparaissent, dont les normales sont plus dispersées. Au terme de la phase de glissement simple
(5), l’anisotropie est encore plus prononcée (voir la forme ellipsoïdale de E (m)). Puis, après l’étape
(5), la phase de “compression” commence. Une première étape consiste à décharger la phase (i) de
“traction” jusqu’à E11 = 0. Après quoi, la phase réellement compressive démarre avec E11 < 0. Les
défauts ouverts lors de la phase d’extension se ferment alors progressivement et sont tous fermés en
(6). Ceci mène à la récupération progressive du module initial, qui devient complète en (7) lorsque
les défauts apparus durant la phase de glissement simple sont également fermés. Des considérations
plus précises concernant l’analyse de cette réponse homogénéisée avec le suivi parallèle de l’aniso-
tropie induite et la visualisation simultanée des défauts figurent dans [Dartois 2008, Dartois et al.
2013].
Figure II.9 – Déformation totale et induites par endommagement (composante 11) dans une
couche de matrice dont la normale est orientée suivant la direction 1, en fonction
de la déformation macroscopique E11 lors de la simulation d’un trajet en extension
(phase (i)).
Afin d’illustrer l’accès aux champs locaux, nous présentons ici succintement l’influence pro-
gressive de l’endommagement apparaissant au sein de la microstructure sur la déformation d’une
couche α particulière dont la normale est orientée suivant la direction 1 d’extension. La figure II.9
représente l’évolution des composantes des trois contributions (équation (II.13)) impliquées dans
la déformation totale α de la couche α considérée durant la phase d’“extension” (phase (i) du
chargement). Ainsi :
– tant que le matériau est sain, α11 = α(r)11 reste une fonction linéaire de la déformation
macroscopique E.
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– lorsque les premiers défauts apparaissent ailleurs dans la microstructure, le terme α(d)11
traduisant leur influence est activé, tandis que αD11 relatif à l’effet d’un éventuel en-
dommagement aux interfaces de la couche considérée reste nul. La contribution α(d)11 ,
bien plus faible que α(r)11 (10−5 << 10−2), est difficile à distinguer. Du fait de la nu-
cléation progressive des défauts au sein du composite, l’évolution de α11 ≈ α(r)11 devient
non-linéaire via la dépendance du tenseur de localisation Cα
(
T¯,D, D¯
)
aux paramètres
d’endommagement qui évoluent (ajout des couches correspondantes pour chaque nou-
velle nucléation).
– le saut observé pour α11 (courbe verte) correspond à la décohésion de la couche α.
Après la nucléation des défauts à ses interfaces, l’évolution de la déformation totale de
la couche α est quasi-nulle. La compétition entre les contributions α(r)11 et αD11 peut être
observée. α(r)11 représente l’extension progressive de la couche, du fait du chargement
macroscopique, tandis que αD11 rend compte de la contraction de la couche induite par
l’ouverture progressive des défauts nucléés à ses interfaces.
Tous les éléments nécessaires à la compréhension de l’Approche Morphologique développée en
présence d’endommagement jusqu’au début des présents travaux de thèse viennent d’être présentés.
Une approche complémentaire a été mise en œuvre afin d’accéder aux déformations locales induites
par les défauts ouverts [Nadot et al. 2006]. Des critères ont été introduits à l’échelle des constituants
afin de décrire l’évolution de l’endommagement et ses effets aux deux échelles [Dartois 2008, Dartois
et al. 2013].
Le paragraphe suivant propose une discussion plus large sur les deux versions de l’A.M. pré-
sentées dans ce chapitre. Cette analyse permettra notamment de positionner l’A.M. vis-à-vis des
enjeux relatifs à la modélisation multi-échelle des composites énergétiques qui ont été relevés au
paragraphe I.4.
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II.5 Discussion
La schématisation géométrique et la description cinématique au départ de l’Approche Morpholo-
gique lui confèrent un caractère non classique permettant de la distinguer des approches existantes.
Ce paragraphe met en évidence quelques aspects donnant la possibilité de dégager les spécificités
de l’A.M., ses avantages et ses limites vis-à-vis des objectifs fixés.
II.5.1 Schématisation de la microstructure initiale
La représentation de la microstructure à la base de l’A.M. présente un caractère explicite :
chaque particule, et surtout chaque zone intergranulaire du composite, sont représentées et carac-
térisées par des paramètres morphologiques. De ce point de vue, l’A.M. se distingue des méthodes
d’estimation basées sur le principe d’Eshelby. Cela permet d’une part l’accès à une estimation des
champs dans les zones intergranulaires et, d’autre part, d’intégrer dans les estimations aux deux
échelles une information relativement riche concernant la répartition et la morphologie des consti-
tuants (sous réserve que le processus de polyédrisation soit optimisé). La distribution spatiale des
vecteurs ~dα reliant les centroïdes des particules constitue par exemple un indicateur de leur ré-
partition au sein du volume. Le tenseur T¯, émergeant au sein des expressions obtenues dans la
version H.P.P., se présente comme un tenseur de “fabrique” témoin de la morphologie globale ini-
tiale du composite. La schématisation géométrique au départ de l’A.M. est de plus adaptée, même
exclusivement réservée, aux composites particulaires fortement chargés de par l’hypothèse de faible
épaisseur initiale des couches.
Enfin, en mettant l’accent sur la description du caractère granulaire et en particulier des in-
terfaces (via ~nα notamment), la schématisation géométrique constitue en outre un atout pour la
prise en compte de l’endommagement par décohésion. Les positions et orientations des défauts
sont implicitement prises en compte dès le départ. Les deux tenseurs D et D¯, présents dans les
estimations aux deux échelles obtenues en présence d’endommagement, permettent de décrire l’in-
fluence du caractère granulaire sur la façon dont le matériau se dégrade avec une anisotropie induite
conditionnée par ce même caractère.
II.5.2 Hétérogénéité dans la matrice, accès aux champs locaux
L’exploitation de la double schématisation (géométrique et cinématique) au départ de l’A.M.
conduit à la relation (II.3) (respectivement (II.4)) qui exprime le gradient de la transformation
(respectivement de déplacement) fα d’une couche α quelconque en fonction du gradient macrosco-
pique F, de celui des particules f 0 et des paramètres morphologiques propres à la couche α consi-
dérée. Si nous examinons les développements conduisant à cette relation, nous sommes en mesure
de dissocier les contributions respectives de chacune des deux schématisations sur ce résultat. Il
apparaît en effet que la prise en compte de fluctuations dans la matrice, fonctions de la morpho-
logie locale, est rendue possible par la représentation microstructurale. L’accès à une expression
analytique, permettant d’en témoigner de manière explicite, résulte quant à lui des hypothèses ciné-
matiques. Quoi qu’il en soit, la double schématisation au départ de l’A.M. offre un moyen de décrire
une certaine hétérogénéité de champs au sein de la phase matrice - représentée par un assemblage
de couches aux caractéristiques morphologiques différentes - et d’en tenir compte dans l’estimation
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du comportement homogénéisé. Ceci constitue un point positif dans un contexte d’homogénéisation
non-linéaire puisqu’il est de nos jours bien établi que la prise en compte d’indicateurs des fluctua-
tions intraphases des champs locaux est essentielle à une estimation correcte du comportement
global (paragraphe I.2.3).
D’un point de vue physique, la déformation dans une zone intergranulaire spécifique résulte des
interactions entre particules. La forme (II.3) (respectivement (II.4)) obtenue ici pour fα montre que
les effets d’interaction entre deux particules opposées dépendent de l’épaisseur et de l’orientation
de la zone intergranulaire considérée et impliquent un indicateur de la taille des deux particules en-
vironnantes (via ~dα). Comme le montre l’expression (II.4) pour le matériau endommagé en H.P.P.,
l’hétérogénéité de champ dans la matrice est renforcée par la présence des décohésions (voir le
terme additionnel fαD pour les couches décollées). Les effets d’interaction entre deux particules
opposées sont ainsi influencés par l’état des interfaces. Les dépendances précitées aux paramètres
morphologiques sont particulièrement bienvenues étant donné la forte influence des interactions
entre particules sur les mécanismes de décohésion observés et de l’hétérogénéité induite dans la ma-
trice au sein des composites fortement chargés étudiés sous sollicitations lentes. En particulier, ces
dépendances pour le champ de déplacement d’une couche α saine se retrouvent dans l’expression
de dαnorm impliqué dans le critère de nucléation cinématique proposé par Dartois (équation (II.17)).
De cette façon, nous nous attendons à ce qu’un certain effet de taille de particule sur la chronologie
des décohésions puisse être décrit (via la présence de ~dα, indicateur de la taille des particules oppo-
sées). À titre d’illustration simple, considérons trois couches α identiques (en termes d’orientation,
d’épaisseur et d’orientation de ~dα), la première séparant deux grosses particules, la seconde une
petite et une grosse particules, et la troisième deux petites particules. Selon l’équation (II.17), le
décollement de la première couche devrait précéder celui de la deuxième, lui-même plus précoce
que celui de la troisième.
Si l’A.M. prend en compte une hétérogénéité au sein de la matrice, ce n’est en revanche pas
le cas dans la phase des particules, beaucoup moins déformables dans la gamme de sollicitations
retenues.
Dans l’A.M., chaque couche α est uniquement sollicitée par le biais de ses interfaces avec les
particules qu’elle sépare. Le champ de déplacement correspondant, supposé linéaire, d’où découle
l’expression (II.3) (respectivement (II.4)) de fα y est en effet recherché de sorte à assurer les condi-
tions cinématiques aux seules interfaces. Ainsi, rien n’est directement transmis d’une couche à
l’autre via les zones de recouvrement (zone encerclée en figure II.3(b)) où la compatibilité des
champs n’est d’ailleurs pas assurée. La transmission des effets au sein de la matrice, et plus géné-
ralement au sein de l’assemblage grains / couches, est décrite via les particules comme l’exprime
la présence de f 0 dans les équations (II.3) et (II.4). C’est donc au travers de f 0 qu’une zone in-
tergranulaire particulière ressent les effets d’une autre zone du composite, par exemple ceux des
défauts aux interfaces des autres couches (voir la dépendance de α aux ensembles {βD} et {fD}
résultant de la forme II.12 et commentée au paragraphe II.4.1). Une telle transmission, conséquence
directe de la façon dont est recherché le champ de déplacement au sein d’une couche, est reliée à la
dernière hypothèse cinématique négligeant la description des perturbations au voisinage des arêtes
des polyèdres. Cette hypothèse constitue en quelques sortes un moyen de s’affranchir des effets des
concentrateurs de champ artificiellement introduits par la polyédrisation des particules, en réalité
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émoussées. Pour le matériau sain, des confrontations A.M. / E.F. ont montré que l’A.M., qui d’un
côté introduit des concentrateurs et de l’autre en néglige les effets, est plus proche de la solution
E.F. sur une microstructure réelle que sur une microstructure réelle polyédrisée [Touboul 2007].
II.5.3 Condition de compatibilité et Volume Élémentaire Représentatif
Revenons à présent sur la condition de compatibilité évoquée au paragraphe II.2.2. Elle permet
d’assurer la compatibilité entre mouvement global et local au sens de la relation de moyenne (II.5)
(respectivement (II.6)). En portant sur la taille et les paramètres morphologiques du volume sché-
matisé (configuration initiale), et par suite sur la morphologie initiale réelle du matériau considéré,
elle se présente comme un critère d’applicabilité de l’A.M. à un composite donné et comme un
critère de choix du V.E.R. relatif à cette méthodologie. En effet, il est possible d’imaginer que
certains composites ne puissent pas être schématisés selon les exigences de l’A.M. tout en assurant
simultanément la condition (II.7) et ce, quelle que soit la taille du volume initial considéré. Pour
de tels matériaux, la compatibilité cinématique entre les échelles micro et macroscopiques n’est pas
satisfaite, si bien que l’A.M. ne leur est pas applicable. Dans le cas contraire, il se pourrait néan-
moins qu’un volume statistiquement représentatif de la morphologie du matériau étudié (V.E.R.
morphologique) ne soit pas de taille suffisante pour que la condition (II.7) soit satisfaite après sché-
matisation (même optimisée). Des tailles croissantes devront alors être testées jusqu’à satisfaire
ce critère purement géométrique avec une précision raisonnable. En conséquence, la condition de
compatibilité doit être testée en amont de toute tentative d’estimation des champs locaux ou de la
réponse macroscopique.
II.5.4 Système en contraintes, principe de résolution
Le système (II.8) pour le matériau sain, respectivement (II.9) pour le matériau endommagé,
ainsi que la relation qui en découle permettant de déterminer f 0, méritent d’être commentés. Si
l’accès à l’estimation des champs locaux hétérogènes dans la matrice tient plutôt de la schématisa-
tion explicite de la microstructure, la relative simplicité de la résolution et de cet accès, en présence
de différentes non-linéarités, résulte principalement de la schématisation cinématique. C’est en effet
grâce aux hypothèses cinématiques, et indépendamment du comportement local, que le gradient
de la transformation (respectivement de déplacement) fα d’une couche α quelconque est obtenu
sous une forme additive du gradient macroscopique F et de celui des particules f 0 (équation (II.3),
respectivement (II.4)). En présence d’endommagement, l’hypothèse de linéarité du champ de dé-
placement de part et d’autre d’une interface impose une forme affine au saut de déplacement de
sorte que la structure additive de fα n’est pas modifiée mais juste complétée d’un terme, fαD, ca-
ractéristique du saut en question. L’additivité de l’expression de fα induit alors naturellement (à
partir du principe de macrohomogénéité ou du lemme de Hill) celle de l’équation à résoudre pour
déterminer f 0. C’est finalement une telle structure additive pour la relation (II.10) pour le matériau
sain, respectivement (II.11) pour le matériau endommagé, au centre du problème de localisation-
homogénéisation qui en facilite la résolution. Découlent de cette structure additive des expressions
analytiques, dès lors que les relations contrainte-déformation locales (matrice et particules) sont
elles-mêmes additives de plusieurs contributions linéaires. C’est le cas en H.P.P. pour un comporte-
ment élastique, mais également pour un comportement viscoélastique linéaire de la matrice et ce,
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même en présence d’endommagement [Nadot et al. 2006].
Par ailleurs, nous noterons qu’ici, même si la première relation apparaissant dans le système
en contraintes (II.8) (respectivement (II.9)) est une relation de moyenne « classique » adaptée à
la discrétisation introduite, la seconde relation est au contraire tout à fait spécifique à l’A.M. et
aux microstructures particulaires auxquelles elle se destine. En effet, les contraintes y sont vues
d’un point de vue granulaire, comme des forces transmises d’une particule à l’autre via les couches
jouant le rôle de zones de contact entre particules. Cette seconde relation résulte de la façon dont
est décrite la transmission des effets au sein de l’agrégat, cet aspect étant lui-même issu de la
description cinématique (voir paragraphe II.5.2).
Que ce soit en transformations finies pour le matériau sain ou en H.P.P. pour le matériau endom-
magé, la formulation du problème de localisation-homogénéisation jusqu’à l’obtention de l’équation
à résoudre pour déterminer f 0 est réalisée indépendamment du comportement des particules et de
la matrice. Dans chacun des deux cas, le principe de la résolution décrit au paragraphe II.3 est
ainsi identique quel que soit le comportement local envisagé. La résolution revêt par ailleurs un ca-
ractère direct sans linéarisation préalable des lois constitutives non-linéaires locales, contrairement
aux méthodes de type Eshelby. Par là même, l’A.M. évite les questionnements liés au choix d’une
procédure de linéarisation. Bien que non présentée dans ce manuscrit, une autre manifestation
du caractère direct de la résolution s’apprécie en viscoélasticité (petites ou grandes déformations)
[Nadot et al. 2006, Touboul 2007, Nadot-Martin et al. 2008]. La résolution s’effectue en effet dans
l’espace réel, c’est-à-dire sans recours aux transformées de Laplace et à la “lourdeur” associée au
retour dans l’espace - temps réel. Ces deux aspects concernant la résolution s’ajoutent à une autre
manifestation du caractère direct de l’A.M., intimement liée à la schématisation microstructurale
explicite, à savoir l’accessibilité aux champs locaux dans les zones intergranulaires.
Enfin, malgré les points positifs que ce chapitre a permis de dégager vis-à-vis des capacités de
l’A.M. à répondre aux enjeux recensés au paragraphe I.4 (hétérogénéité dans la matrice, aspect
direct de la résolution permettant d’intégrer simultanément plusieurs non-linéarités, accès à une
estimation des champs locaux et aux caractéristiques de la décohésion en H.P.P.), quelques com-
mentaires s’imposent concernant l’“admissibilité” théorique des estimations locales. Tout d’abord,
les champs dans les petites zones de recouvrement des couches au voisinage immédiat des arêtes
des polyèdres (zone encerclée en figure II.3(b)) ne sont pas accessibles. D’autre part, l’homogénéité
par morceaux du gradient de déplacement local (inhérente à la description cinématique) engendre
naturellement celle du champ de contraintes estimé dès lors que les propriétés mécaniques des par-
ticules et de la matrice sont considérées homogènes. Dans ce cas, la réciprocité des contraintes aux
interfaces particules / matrice n’est pas assurée. Nous pouvons néanmoins montrer que la façon de
calculer f 0, pour le matériau sain par exemple - de sorte à satisfaire l’équation (II.10) -, permet
toujours au champ de contraintes estimé de respecter l’égalité fondamentale S∗ : F = 〈s∗ : f〉|V0|,
avec S∗ = 〈s∗〉|V0| et ce, même si celui-ci ne vérifie pas la continuité du vecteur contrainte au dé-
part du principe de macrohomogénéité ayant servi à établir l’équation (II.10). Ce défaut était déjà
présent dans les travaux originaux de Christoffersen [Christoffersen 1983] en H.P.P., dont l’A.M.
en transformations finies constitue une extension directe.
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II.5.5 Travaux d’évaluation antérieurs et poursuite des recherches
Une évaluation quantitative de la base cinématique au départ de l’A.M. (version en transfor-
mations finies pour le matériau sain) a été réalisée dans les travaux de Touboul et al. [Touboul
2007, Nadot-Martin et al. 2008] grâce à la confrontation des estimations locales et globales aux so-
lutions de référence résultant de simulations éléments finis en champs complets. Cette campagne de
confrontation a été menée en hyperélasticité et viscohyperélasticité pour une microstructure pério-
dique 3-D simple [Nadot-Martin et al. 2008], une microstructure périodique complexe et finalement
une microstructure propergol réelle [Touboul 2007]. Les résultats révèlent la pertinence du cadre
cinématique original de Christoffersen [Christoffersen 1983] qui a été conservé dans la version de
l’A.M. en transformations finies. Par ailleurs, les confrontations en viscohyperélasticité ont confirmé
de manière quantitative les aptitudes de l’A.M. (auparavant mises en évidence en viscoélasticité
H.P.P. au travers de l’analyse des expressions analytiques [Nadot et al. 2006]) à traduire correc-
tement la nature spatio-temporelle des interactions locales induites par le couplage espace-temps
dans le milieu hétérogène, de même que leur manifestation macroscopique, l’effet mémoire longue.
L’A.M. satisfait en cela l’un des critères essentiels pour une méthode de transition d’échelle destinée
à décrire des milieux viscoélastiques (voir paragraphes I.2.4 et I.4).
Pour ce qui est de la version de l’A.M. en H.P.P. avec endommagement, les simulations réalisées
par Dartois et al. [Dartois 2008, Dartois et al. 2013], dont certaines ont été reportées dans ce chapitre
(paragraphe II.4.4), ont illustré qualitativement les aptitudes de la modélisation à décrire l’évolution
de la réponse homogénéisée, notamment celle de son anisotropie, et des champs locaux en fonction
des évènements discrets se produisant à l’échelle des interfaces : nucléations ou fermetures des
décohésions. La possibilité d’accéder simultanément à la position et aux caractéristiques (orientation
et morphologie) des défauts au sein de la microstructure a été démontrée. L’accès en H.P.P. à des
expressions analytiques a par ailleurs offert la possibilité de simuler l’évolution des différentes
contributions de l’endommagement sur la déformation d’une zone intergranulaire spécifique. Tous
ces résultats ont permis d’illustrer le potentiel de l’A.M. à fournir les données d’entrée des modèles
réactifs conformément au cahier des charges initial (paragraphe I.4).
Enfin, la façon de traduire les interactions complexes entre particules opposées inhérentes aux
forts taux de charges en termes d’hétérogénéité induite dans la matrice a été discutée, de même
que la restitution potentielle d’effets de taille sur la chronologie des nucléations grâce à cette
hétérogénéité dépendante de la morphologie des zones intergranulaires. En revanche, la discussion
est restée théorique et aucune illustration concrète n’a pour l’instant été fournie. Le chapitre suivant
propose de pallier cette déficience avant d’envisager au chapitre IV la poursuite des développements
théoriques par la prise en compte au sein de l’A.M. du couplage entre les transformations finies et
l’endommagement.
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Liste des notations spécifiques au chapitre
Les notations plus générales et utilisées tout au long de ce manuscrit sont listées en page ix.
Les conventions d’usage sont exposées en page v.
Grandeurs cinématiques
F gradient de déplacement macroscopique. tenseur o.2 (3× 3)
f 0 gradient de déplacement des grains. tenseur o.2 (3× 3)
∆F incrément de gradient de déplacement macroscopique. tenseur o.2 (3× 3)
Déformations
E déformation macroscopique. tenseur o.2 (3× 3)
Edebonding [Étude de microstructures périodiques] déformation macrosco-
pique axiale pour laquelle a lieu la première décohésion de la
couche de référence.
réel
E11,debonding [Étude de microstructures aléatoires monomodales] déformation
macroscopique axiale pour laquelle a lieu la première nucléation.
réel
Enucleation [Étude d’une microstructure aléatoire bimodale] déformation ma-
croscopique axiale de nucléation de défauts.
réel
Contraintes
Σ contrainte de Cauchy homogénéisée. tenseur o.2 (3× 3)
Σmax [Étude de microstructures périodiques] contrainte de Cauchy ho-
mogénéisée axiale maximale.
réel
Paramètres morphologiques divers
T¯ tenseur représentatif de la morphologie initiale globale du com-
posite.
tenseur o.4
(3× 3× 3× 3)
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Paramètres et éléments spécifiques à l’étude des effets de taille et d’interaction
L dimension de particule. réel
h, h’ [Étude de microstructures périodiques] épaisseurs des zones in-
tergranulaires.
réel
cmat concentration volumique de matrice. réel
D2z variance de la grandeur z. réel
z¯ moyenne arithmétique de la grandeur z. réel
θ angle entre la direction de sollicitation et la normale unitaire à
une couche α.
réel
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Dans ce chapitre, nous cherchons à estimer les capacités de l’A.M. à restituer une chronologie de
décohésion d’interfaces en fonction de la taille de particule ou du taux de charges. La reproduction
de ces effets constitue en effet un défi majeur à relever pour l’étude des composites particulaires for-
tement chargés. Cette démarche s’inscrit dans le prolongement des travaux d’évaluation antérieurs
dont une synthèse a été présentée au paragraphe II.5.5. La suite des présents travaux consistant à
coupler le comportement en grandes déformations de la matrice avec l’endommagement d’interface,
une confirmation préalable des capacités de l’A.M. à restituer les effets de taille et d’interaction
attendus dans le cadre élastique linéaire est apparue indispensable.
Un premier paragraphe (III.1), consacré à une analyse bibliographique, introduit le contexte des
travaux. Il permettra de comprendre les phénomènes observables dans les matériaux étudiés, dans
un cadre expérimental ou encore un cadre de modélisation associé à des simulations en champs com-
plets. Ceci permettra une meilleure interprétation des résultats obtenus. Ces résultats sont présentés
de manière progressive et analysés vis-à-vis de la modélisation employée (paragraphes III.2-III.4).
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III.1 Contexte de l’étude
III.1.1 Effet de la taille des particules
La taille de particule influence les propriétés réactives des composites énergétiques de manière
significative. En effet, les caractéristiques de combustion au sein des propergols solides (à base de
particules explosives de type HMX par exemple) sont en partie gouvernées par la composition chi-
mique mais également la taille des particules et la distance qui les sépare [Naya et Kohga 2013].
L’initiation d’une réaction au sein de propergols solides constitués de particules de perchlorate
d’ammonium a été étudiée par Kimura et Oyumi [Kimura et Oyumi 1998] avec la mise en œuvre de
tests de sensibilité sur différents échantillons. Les auteurs ont montré que les composites comportant
de grosses particules sont plus réactifs que ceux comportant de petites particules. Tan et al. [Tan
et al. 2005a] ont quant à eux souligné l’influence de la taille de particule sur la réactivité au travers
d’une approche en champs moyens fondée sur la méthode de Mori-Tanaka en élasticité linéaire et
associée à une loi cohésive bilinéaire. Ces travaux mettent en évidence un endommagement extrême-
ment brutal accompagné d’une importante libération d’énergie en présence de grosses particules. Ce
phénomène est encore plus prononcé en présence d’un mélange de petites et de grosses particules.
La même forme de conclusion a été apportée par l’étude expérimentale de Fleming et al. [Fleming
et al. 1985] sur des composites énergétiques à base de particules de type HMX : l’explosivité des
échantillons est plus importante lorsque des grosses et des petites particules sont combinées au sein
du matériau que lorsqu’il y a uniquement des petites particules. Les auteurs mentionnent également
que plus la taille de particule est importante, plus le matériau est réactif.
Figure III.1 – Courbe contraintes - déformations macroscopiques normalisées (sollicitation en
traction uniaxiale) pour des V.E.R. comportant des particules sphériques de dif-
férents rayons a et pour une concentration volumique de particules f = 10% [Tan
et al. 2007].
Le comportement mécanique et la phénoménologie de l’endommagement sont eux aussi condi-
tionnés par la taille de particule. Tan et al. [Tan et al. 2005a] ont ainsi montré que les grosses
particules adoucissent le comportement du matériau, tandis que les petites particules le rigidifient.
La taille critique de particule séparant les deux domaines a été identifiée. Tan et al. [Tan et al.
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2007] ont utilisé une approche similaire à celle adoptée dans [Tan et al. 2005a] avec l’utilisation d’un
schéma dilué. Les mêmes conclusions ont été obtenues et sont illustrées en figure III.1, la courbe
correspondant à une taille de particule a = 75 µm marquant approximativement la transition entre
les deux types de comportement.
Les travaux de Tan et al. [Tan et al. 2005a] sur une microstructure constituée de particules
sphériques de deux tailles différentes suggère une chronologie de l’endommagement : les particules
de taille plus importante subissent des décohésions d’interfaces avant les particules plus petites.
Ceci est en accord avec les observations expérimentales de Rae et al. [Rae et al. 2002] sur un
explosif comprimé, le PBX-9501 : sous chargement quasi-statique, les décohésions d’interfaces se
produisent préférentiellement au niveau des grosses particules. Tao et al. [Tao et al. 2013] ont pu
observer le même phénomène sur des “matériaux témoins”, dont la composition est typique des
propergols solides, soumis à des chargements quasi-statiques de traction (figure III.2).
Figure III.2 – Observations au microscope électronique à balayage de microstructures pour une
déformation de 5 mm [Tao et al. 2013]. (a) Échantillon 1 (59% de particules d’alu-
minium, 15% de perchlorate d’ammonium) ; (b) Échantillon 2 (15% de perchlorate
d’ammonium, 59% de particules HMX) ; (c) Échantillon 3 (18% de particules d’alu-
minium, 5% de particules de perchlorate d’ammonium, 51% de particules HMX).
Les pourcentages sont des fractions volumiques.
Zhao [Zhao 2008] a confirmé cet effet de taille au travers de simulations éléments finis en consi-
dérant des phases hyperélastiques et une loi cohésive exponentielle pour les interfaces particules /
matrice. Au sein d’un volume contenant quatre particules sphériques de trois tailles différentes,
l’endommagement d’interface a été remarqué sur les grosses particules. De la même manière, Ma et
al. [Ma et al. 2011] ont réalisé des calculs éléments finis sur une microstructure comportant 98 parti-
cules ellipsoïdales de différentes tailles en se basant sur la distribution spatiale réelle d’un propergol
solide. Une loi cohésive bilinéaire a été employée pour modéliser l’endommagement d’interface et
tous les constituants ont été supposés élastiques linéaires. La réponse est fortement non-linéaire et
l’endommagement se produit en premier au niveau des interfaces des particules les plus grosses.
III.1.2 Effet d’interaction entre les particules
Les taux de charges conséquents des composites énergétiques ont une influence certaine sur
la phénoménologie de l’endommagement. Les effets observés sont la conséquence d’une interaction
forte entre les particules, répercution directe des concentrations volumiques de charges importantes.
Une première illustration pourrait être l’étude expérimentale de Salvia [Salvia 1981] qui a comparé
des composites à matrice polybutadiène comportant différents taux de charges massiques soumis à
une traction uniaxiale quasi-statique (figure III.3). La figure III.3(a) met en évidence le fait que la
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rigidité initiale du composite ainsi que la contrainte à la rupture augmentent avec la proportion de
particules. À mesure que la déformation augmente, des décohésions vont apparaître aux interfaces
entre les particules et la matrice. En plus de se multiplier, ces défauts vont s’ouvrir pour des
niveaux de déformations plus importants. La figure III.3(b) illustre la dilatation volumique due
à l’apparition et à la croissance des décohésions créées. Ainsi, il est possible de constater des
décohésions d’interfaces d’autant plus précoces que le taux de charges est important, avec une
fraction volumique de vides augmentant d’autant plus rapidement que ce taux est élevé.
(a) Réponse contrainte-déformation axiale. (b) Variations de volume dues à la décohésion.
Figure III.3 – Effets du taux de charges massique en traction uniaxiale quasi-statique pour trois
compositions chargées [Salvia 1981] : (I) 80%, (II) 60%, (III) 40%.
Zhong et Knauss [Zhong et Knauss 2000] ont évalué l’effet d’interaction entre les particules au
travers de calculs éléments finis en transformations finies. Une loi cohésive non-linéaire décrit la
nucléation de défauts aux interfaces particules / matrice. Plusieurs microstructures ont été consi-
dérées, comportant quatre puis seize inclusions sphériques de dimensions variables avec différents
taux de charges. Dans leurs simulations sur des volumes comportant quatre particules dans une
proportion volumique de 68.4%, les auteurs ont notamment observé que :
– lorsque toutes les inclusions ont le même rayon r, l’endommagement se produit au
niveau des interfaces proches du plan de symétrie perpendiculaire à la direction de
chargement et les décohésions formées se dilatent avec l’augmentation de la déformation
macroscopique ;
– lorsque les rayons des particules sont légèrement différents (r±1.43%), la microstructure
perd sa symétrie géométrique. La configuration de la microstructure traduit fortement
les effets dus aux interactions entre inclusions. En figure III.4, la réponse globale de
la microstructure étudiée indique que lorsqu’une première décohésion significative se
produit (chute de contrainte pour une déformation de 2%), le comportement diffère
considérablement de celui d’un composite constitué de particules de la même taille.
Tan et al. [Tan et al. 2005a] ont eux aussi mis en évidence une forte influence de la concentration
volumique de charges par l’intermédiaire de leur approche fondée sur le schéma de Mori-Tanaka en
élasticité linéaire associé à une loi cohésive bilinéaire. Des V.E.R. constitués de grosses particules
à différents taux de charges allant de 10% à 69.5% sont soumis à une pression hydrostatique.
Les résultats sont donnés en figure III.5. Bien que les courbes soient identiques quelle que soit la
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Figure III.4 – Effet d’interaction entre les inclusions : courbes contrainte-déformation macrosco-
piques pour des microstructures constituées de quatre particules (taux de charges :
68.4%) [Zhong et Knauss 2000].
concentration volumique de particules durant l’étape I, elles se distinguent lors des étapes II et III :
ceci illustre une dépendance au taux de charges.
Figure III.5 – Courbe contrainte - déformation (sous pression hydrostatique) pour des V.E.R.
comportant de grosses particules et pour différentes concentrations volumiques de
particules f [Tan et al. 2005a].
Enfin, l’endommagement d’interface est observé préférentiellement dans des zones où la concen-
tration volumique de particules est localement élevée [Inglis et al. 2007]. À partir d’un schéma
éléments finis initialement proposé par Matousˇ et Geubelle [Matous et Geubelle 2006a] incorporant
une loi cohésive bilinéaire, Inglis et al. [Inglis et al. 2007] ont souligné ce phénomène. Les consti-
tuants sont considérés élastiques linéaires et le V.E.R. est constitué de 50 particules sphériques
réparties aléatoirement au sein du volume. La distribution de taille de particules est bimodale et
un chargement en déformation macroscopique équibiaxiale est appliqué. Il est possible d’observer
(figure III.6) que l’endommagement débute au niveau des grosses particules (effet de taille, voir pa-
ragraphe III.1.1) et dans des zones où le taux de charges est localement élevé. Ces conclusions sont
extraites d’une analyse plus large visant aussi à confronter les travaux en champs moyens de Tan et
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al. [Tan et al. 2005a] évoqués précédemment à des solutions éléments finis de référence en champs
complets [Matous et Geubelle 2006a].
Figure III.6 – Distribution des contraintes de Von Mises tracée sur le profil déformé du V.E.R.
(facteur 10 sur les déplacements) au sein d’une microstructure particulaire bimo-
dale sous chargement en déformation équibiaxiale [Inglis et al. 2007].
III.1.3 Bilan et démarche adoptée
Comme nous l’avons vu, la taille de particule est un facteur influençant fortement à la fois les
propriétés explosives et le comportement mécanique de la classe de matériau étudiée. La chrono-
logie de l’endommagement est notamment régie par la taille de particule : l’endommagement au
niveau des interfaces particules / matrice apparaît préférentiellement au niveau des grosses parti-
cules, avant de toucher les particules les plus petites. Une forte dépendance au taux de charges a
également été mise en évidence. Ainsi, plus la concentration volumique de particules est grande,
plus les interactions entre les charges sont importantes. Ceci favorise l’initiation de l’endommage-
ment d’interface particules / matrice qui se produira en premier lieu dans des zones du matériau
où le taux de charges est localement plus élevé.
Les phénomènes ci-dessus ont été mis en évidence de manière expérimentale et au moyen de
simulations éléments finis en champs complets. Toutefois, le coût numérique élevé des simulations en
champs complets ne permettent pas d’envisager pour l’instant des calculs tridimensionnels sur des
microstructures complexes constituées d’un nombre élevé de particules. Enfin, les travaux de Inglis
et al. [Inglis et al. 2007], confrontant les estimations de Tan et al. [Tan et al. 2005a] aux solutions
élements finis de référence, soulignent dans le contexte particulier des composites énergétiques
l’inaptitude des approches en champs moyens classiques (c’est-à-dire sans fluctuations intraphases)
à rendre compte des effets d’interactions fortes entre particules dus aux taux de charges élevés. En
effet, bien que la loi cohésive utilisée soit précise, le schéma de Mori-Tanaka au cœur du modèle
de Tan et al. n’est valable que pour des fractions volumiques de renforts faibles à modérées. Par
suite, le modèle ne parvient pas à capter correctement les effets d’interaction avant et pendant le
processus de décohésion lorsque les concentrations volumiques de particules deviennent supérieures
à 50%.
Dans ce chapitre, les capacités prédictives de l’Approche Morphologique telle que proposée par
Dartois et al. [Dartois 2008, Dartois et al. 2013] sont évaluées vis-à-vis des effets de la taille de
particule et des effets d’interaction entre les particules. Ainsi notre objectif est :
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– d’identifier une chronologie de décohésion dépendant de la taille de particule, établissant
que les grosses particules subissent un endommagement d’interface plus précoce que les
particules de dimensions plus faibles ;
– d’identifier une chronologie de décohésion dépendant du taux de charges, mettant en
évidence un endommagement d’interfaces d’autant plus précoce que les interactions
entre particules sont importantes, l’idée sous-jacente étant simultanément de quantifier
les aptitudes de l’A.M., en tant que méthode d’estimation, à relever le challenge d’une
description correcte des interactions complexes entre particules dues aux forts taux de
charges.
La formulation relative à la version de l’A.M. considérée est décrite au chapitre II. Les relations
essentielles sont recensées dans le tableau II.1 (page 41), colonne de droite. Pour cette étude, seule
la nucléation de défauts (paragraphe II.4.3.a) est envisagée ; dans ce cadre, le lecteur est invité à
se référer aux relations (II.17) et (II.18) pour l’expression du critère.
Nous essayons d’observer les phénomènes décrits plus haut au travers de simulations numé-
riques au moyen de l’A.M. Une approche progressive est adoptée en considérant tour à tour des
microstructures générées numériquement :
– périodiques (cellules unitaires) ;
– aléatoires monomodales ;
– aléatoire bimodale.
Les résultats sont présentés, analysés et discutés quant aux effets attendus et à la méthode
considérée.
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III.2 Effets de taille et d’interaction entre particules pour des mi-
crostructures périodiques
III.2.1 Définition de la cellule de base
En première approche, nous considérons un composite tri-dimensionnel similaire à celui étudié
dans [Touboul 2007, Nadot-Martin et al. 2008]. La cellule de base correspondante est constituée
d’une particule cubique de dimension L intégrée au sein d’un cube de matrice (concentration vo-
lumique : cmat) tel qu’illustré en figure III.7. Contrairement aux travaux antérieurs de Touboul et
al. [Touboul 2007, Nadot-Martin et al. 2008], la distance intergranulaire dans la direction ~e 1, notée
h, peut être différente de celle dans les directions ~e 2 et ~e 3, notée h′. L’expression de cmat en fonction
de (L, h, h′) permet d’extraire une relation entre les caractéristiques géométriques de la cellule de
base :
h′ = L
[( L
(1− cmat) (L + h)
)1/2
− 1
]
(III.1)
(a) Microstructure périodique 3-D. La matrice
a été retirée sur trois faces de cette représenta-
tion, de manière à mieux visualiser la morpho-
logie.
(b) Huitième de la cellule de base.
Figure III.7 – Microstructure périodique étudiée.
Les constituants ont un comportement élastique linéaire isotrope comme dans [Dartois 2008,
Dartois et al. 2013]. Les propriétés mécaniques sont répertoriées dans le tableau III.1. Les para-
mètres d’endommagement sont choisis tels que :
(
dcritique = 2 µm, λ = 1 µm
)
.
Particules Matrice
Module de Young E (GPa) 120 4
Coefficient de Poisson ν 0.3 0.45
Tableau III.1 – Propriétés mécaniques des constituants pour l’étude des effets de taille et d’in-
teraction entre particules [Dartois 2008, Dartois et al. 2013].
Le chargement appliqué est le même que celui considéré dans les travaux de Dartois et al. [Dar-
tois 2008, Dartois et al. 2013], à savoir défini par la donnée du gradient de déplacement macrosco-
pique suivant :
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F22 = F33 = − 0.3× F11 avec F11 > 0
Fij = 0 si i 6= j.
(III.2)
L’expression (III.2) traduit une extension dans la direction ~e 1 (composante F11) couplée à une
contraction identique dans les directions transverses ~e 2 et ~e 3 (composantes F22 = F33).
La nucléation ayant lieu en mode d’ouverture, les décohésions d’interface auront lieu sur les
facettes de particules dont la normale est colinéaire à la direction d’extension. Dans chaque étude
(effet de taille, effet d’interaction), la distance intergranulaire h dans la direction d’extension ~e 1 est
choisie identique pour les différentes microstructures qui seront comparées :
– Pour l’étude de l’effet de la taille de particule (paragraphe III.2.3), la concentration
volumique de matrice cmat est fixée et la taille de particule L varie d’une microstructure
à l’autre. Ainsi, h et cmat restent inchangées quelle que soit la microstructure considérée,
tandis que L et par conséquent h′ donnée par l’équation (III.1) sont différentes.
– Pour l’étude des effets d’interaction entre particules (paragraphe III.2.4), la taille de
particule L est fixée et la concentration volumique de matrice cmat varie d’une micro-
structure à l’autre. Ainsi, h et L restent inchangées quelle que soit la microstructure
considérée, tandis que cmat et par conséquent h′ donnée par l’équation (III.1) sont dif-
férentes.
Pour chacune des deux études, nous comparerons la déformation macroscopique correspondant à
la nucléation d’un défaut sur la facette normale à~e 1 pour les différentes microstructures considérées.
III.2.2 Représentation de la microstructure avec l’A.M.
Les microstructures périodiques considérées respectent, par construction, les exigences de la
schématisation géométrique propre à l’A.M. (interfaces opposées parallèles avec formes et surfaces
proches, ici identiques) rappelées au chapitre II, paragraphes II.1 et II.2.1. Pour chaque micro-
structure, la périodicité permet de ne considérer qu’une particule cubique de dimension L et trois
couches de matrice (figure III.8) :
– la “couche 1” dont la normale unitaire ~n 1 est ~e 1 et l’épaisseur h1 est égale à h ;
– la “couche 2” dont la normale unitaire ~n 2 est ~e 2 et l’épaisseur h2 est h′ donnée par
l’équation (III.1) ;
– la “couche 3” dont la normale unitaire ~n 3 est ~e 3 et l’épaisseur h3 est égale à h′.
Les vecteurs
{
~dα
}
(α = 1, 2, 3) sont colinéaires aux vecteurs {~nα} et leurs composantes sont
calculées grâce à la taille de particule L et à l’épaisseur des couches :
dαi = (L + hα)nαi (III.3)
Les aires projetées {Aα} (α = 1, 2, 3) sont calculées de manière à satisfaire précisément l’équation
de compatibilité (II.7), comme proposé par Touboul et al. [Touboul 2007, Nadot-Martin et al.
2008] pour des microstructures périodiques analogues. Les valeurs ainsi obtenues pour les aires
projetées {Aα} ne sont pas égales aux aires des facettes de particules. Par conséquent, le volume
Aαhα occupé par chacune des trois couches α ne correspond pas exactement à la région strictement
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Figure III.8 – “Motif” représentatif de la microstructure périodique pour l’A.M. et paramètres
morphologiques associés (représentation schématique 2-D).
confinée entre les facettes de deux particules opposées. Nous retrouvons ici la notion de “zones
médianes”, évoquée au paragraphe II.1, et illustrée en figures II.3(b) pour une microstructure
aléatoire et III.8 pour la microstructure considérée.
Il est possible de constater que le V.E.R. associé à l’A.M. dans le cas périodique ne correspond
pas à une cellule de base classique [Nadot-Martin et al. 2008]. Le volume |V0| défini plus haut doit
être vu comme un “motif élémentaire équivalent” propre à l’A.M. dont les paramètres morpholo-
giques sont suffisants pour rendre compte de la périodicité de la solution grâce à la description
cinématique [Touboul 2007, Nadot-Martin et al. 2008]. De plus, les travaux antérieurs [Touboul
2007, Nadot-Martin et al. 2008] ont montré un excellent accord entre les estimations de l’A.M.
et les simulations éléments finis pour une microstructure périodique à particules cubiques ana-
logue à celles considérées ici. L’accord précité concerne aussi bien la réponse homogénéisée que les
champs locaux (dans la matrice et dans les particules). L’absence d’une description correcte des
effets locaux dans les zones de recouvrement de couches (voir hypothèse cinématique (iv), para-
graphe II.2.1) n’affecte donc pas ici la qualité des estimations ailleurs dans la microstructure. Cette
conclusion, apportée sur matériau sain, confirme la pertinence des estimations de l’A.M. sur nos
microstructures périodiques avant la nucléation.
La couche 1, qui sera concernée par la décohésion d’interface étant donnée son orientation
(perpendiculaire à l’axe d’extension), est appelée “couche de référence” dans toute la suite.
III.2.3 Effet de la taille de particule
Pour l’étude de l’effet de la taille de particule, nous considérons trois microstructures périodiques
(paragraphe III.2.2) caractérisées par :
– des tailles de particules différentes, soit : L = 100 µm, 200 µm ou 400 µm ;
– une concentration volumique de matrice identique, cmat = 25% ;
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– la même distance intergranulaire h = 10 µm.
Les paramètres morphologiques correspondants sont identifiés en accord avec la méthodologie
présentée au paragraphe III.2.2 : les épaisseurs de couches h1 = h et h2 = h3 = h′ avec h′ donnée
par l’équation (III.1), les vecteurs
{
~dα
}
via l’équation (III.3) et les aires projetées {Aα} avec
l’équation (II.7). Les paramètres obtenus sont résumés dans le tableau III.2. Le pas de calcul est
identique pour chaque cas considéré. Il est choisi suffisamment faible pour être certain d’observer
un réel ordre de décohésion et non un écart dû à un artefact numérique. Ainsi, l’incrément de
chargement appliqué est tel que : ∆F11 = 10−10.
L (µm) h1(µm)
∥∥∥~d1∥∥∥ (µm) A1(mm2)
100
10
110 0.013
200 210 0.052
400 410 0.214
L (µm) h2 = h3(µm)
∥∥∥~d2∥∥∥ = ∥∥∥~d3∥∥∥ (µm) A2 = A3(mm2)
100 10 110 0.013
200 25 225 0.049
400 56 456 0.192
Tableau III.2 – Paramètres morphologiques des microstructures périodiques considérées pour
l’étude de l’effet de la taille. Concentration volumique de matrice : cmat = 25%.
Épaisseur de la couche de référence : h1 = 10 µm.
La figure III.9 représente pour chaque microstructure périodique la contrainte axiale homo-
généisée Σ11 normalisée par la contrainte axiale maximale Σmax, en fonction de la déformation
macroscopique imposée E11 normalisée par la déformation macroscopique Edebonding pour laquelle la
décohésion de la couche de référence apparaît en premier.
Nous constatons que la décohésion la plus précoce se produit pour la microstructure dont la
taille de particule vaut 400 µm de côté. Puis, elle a lieu pour la microstructure dont la taille de
particule est de 200 µm et enfin pour celle dont la taille de particule est de 100 µm.
Pour éclairer l’ordre précédemment obtenu, conforme aux attentes, revenons sur l’expression
de dαnorm (équation (II.17)) impliquée dans le critère de nucléation (II.18) pour la couche 1 de
référence siège de la décohésion pour les trois microstructures. Pour cette couche, ~d1 =
∥∥∥~d1∥∥∥~n1 avec∥∥∥~d1∥∥∥ = L + h1. Ainsi, d1norm (voir équation II.17) devient :
d1norm = 2λ+ λ
{[
2f 0 + (F− f 0)
~d1 ⊗ ~n1
h1
]
·~n1
}
·~n1
= 2λ+ λ

2f 0 + (F− f 0)
∥∥∥~d1∥∥∥
h1 ~n
1 ⊗ ~n1
 ·~n1
 ·~n1
(III.4)
L’orientation ~n1 et l’épaisseur h1 de la couche de référence étant identiques pour les trois mi-
crostructures, l’ordre de décohésion observé est principalement le fruit de la présence de ~d1 dans
l’équation (III.4). Plus précisément, c’est la valeur de
∥∥∥~d1∥∥∥ directement reliée à la taille de particule
qui, ici, contribue à cet ordre.
Après l’apparition de la première nucléation, le calcul numérique s’arrête, le composite étant
totalement rompu du fait de sa simplicité.
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Figure III.9 – Effet de la taille de particule pour des microstructures périodiques sous chargement
“uniaxial”. Concentration volumique de matrice : cmat = 25%. Épaisseur de la
couche de référence : h1 = 10 µm.
Les résultats obtenus sur des microstructures périodiques simples illustrent bien le fait que,
pour des couches identiques (en termes d’orientation, de direction du vecteur ~dα et d’épaisseur) au
sein d’une microstructure plus complexe, la décohésion interviendra plus tôt pour des particules
opposées de tailles importantes, via une plus grande valeur de
∥∥∥~dα∥∥∥. Une telle chronologie est en
accord avec les observations expérimentales effectuées par exemple par Rae et al. [Rae et al. 2002]
et avec les simulations numériques de la littérature [Zhao 2008, Ma et al. 2011].
III.2.4 Effet d’interaction entre les particules
Pour l’étude de l’effet d’interaction entre les particules, nous considérons trois microstructures
périodiques caractérisées par :
– différentes concentrations volumiques de matrice, soit : cmat = 15%, 25% ou 35% ;
– la même taille de particule, L = 400 µm ;
– la même distance intergranulaire h = 20 µm.
Les paramètres morphologiques correspondants pour l’A.M. sont reportés dans le tableau III.3.
Le pas de calcul est, dans cette étude également, identique pour chaque cas considéré. L’incrément
de chargement appliqué est tel que : ∆F11 = 10−10.
Les résultats sont illustrés en figure III.10. Une fois encore, un ordre peut être observé au niveau
de la déformation macroscopique de décohésion de l’interface de la couche de référence. L’endomma-
gement d’interface a lieu préférentiellement pour une concentration volumique de matrice de 15%,
puis de 25% et enfin de 35%.
Dans ce cas,
∥∥∥~d1∥∥∥ et par conséquent
∥∥∥~d1∥∥∥
h1 sont identiques pour les trois microstructures. Ainsi,
l’équation (III.4) montre que l’ordre de décohésion sus-mentionné ne peut être dû qu’à la présence du
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cmat h1(µm)
∥∥∥~d1∥∥∥ (µm) A1(mm2)
15%
20 420
0.181
25% 0.210
35% 0.252
cmat h2 = h3(µm)
∥∥∥~d2∥∥∥ = ∥∥∥~d3∥∥∥ (µm) A2 = A3(mm2)
15% 23 423 0.180
25% 51 451 0.195
35% 84 484 0.219
Tableau III.3 – Paramètres morphologiques des microstructures périodiques considérées pour
l’étude de l’effet d’interaction entre les particules. Taille de particule : L =
400 µm. Épaisseur de la couche de référence : h1 = 20 µm.
gradient de déplacement des particules f 0. Ce dernier dépend en effet de la concentration volumique
de matrice et d’un tenseur de “fabrique” T¯ qui implique tous les paramètres, autres que
∥∥∥~d1∥∥∥ et
h1, variables d’une microstructure à l’autre.
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Figure III.10 – Effet d’interaction entre les particules pour des microstructures périodiques sous
chargement “uniaxial”. Taille de particule : L = 400 µm. Épaisseur de la couche
de référence : h1 = 20 µm.
III.2.5 Bilan
À l’issue de ces premières simulations numériques réalisées sur des microstructures spécifiques,
il est possible d’affirmer que l’A.M. démontre ses capacités à restituer les effets de taille et d’in-
teraction attendus. Des configurations de calcul ciblées ont en effet permis d’obtenir un ordre de
première décohésion dépendant de la taille de particule et du taux de charges, et ceci de manière
cohérente avec les résultats rencontrés dans la littérature (voir paragraphe III.1). La simplicité
des microstructures considérées a permis une identification simple des paramètres morphologiques
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nécessaires à l’A.M. Grâce à cela, nous avons été capables d’évaluer quels termes du critère de
nucléation jouaient un rôle dans l’ordre observé lors des deux études.
Cependant, aussitôt qu’une paire de défauts apparaît aux interfaces de la couche de référence, la
microstructure périodique est rompue : ceci est illustré par la chute brutale de la contrainte axiale
homogénéisée sur les figures III.9 et III.10. Les évaluations présentées ici, fondées sur l’instant de
première nucléation comme indicateur des effets de taille et d’interaction, ont cependant constitué
un élément suffisant pour de premières conclusions.
Afin de progresser dans notre approche d’évaluation de l’A.M., nous allons nous intéresser à
présent à des microstructures aléatoires monomodales. Ces microstructures sont artificielles et la
génération permet d’obtenir une dimension de particule moyenne dominante au sein du composite.
Même si elles sont monomodales, leur caractère aléatoire les rend plus proches des matériaux réels
que les microstructures périodiques présentées plus haut. De plus, la présence d’une taille de parti-
cule majoritaire permet de minimiser les effets de la taille au sein d’une même microstructure. Un
éventuel effet de la taille de particule ne pourra être observé qu’en comparant deux microstructures
pour lesquelles la taille moyenne de particule est différente. L’évaluation de l’influence du taux de
charges pour une taille moyenne donnée pourra ainsi être découplée.
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III.3 Effet d’interaction entre particules au sein de microstruc-
tures aléatoires monomodales
Dans ce paragraphe, nous exposons des simulations numériques sur des microstructures aléa-
toires monomodales : les particules dont la dimension correspond à la dimension moyenne des
particules s’y trouvent en majorité. Les autres particules ont des dimensions modérément réparties
autour de cette moyenne. L’objectif principal est d’étudier l’aptitude de l’A.M. à rendre compte
des effets d’interaction dans le cas monomodal. L’étude est menée pour trois tailles moyennes dif-
férentes. La méthode de génération des volumes est exposée au paragraphe III.3.1 et la démarche
suivie pour l’analyse au paragraphe III.3.2. Les résultats de la campagne de calculs sont présentés
et discutés au paragraphe III.3.3.
III.3.1 Génération numérique
Les microstructures monomodales considérées sont constituées de 1000 particules polyédriques
dont les volumes sont modérément répartis autour d’une valeur moyenne. Elles ont été générées
numériquement de manière à respecter par construction les exigences de la schématisation géo-
métrique de l’A.M. (particules polyédriques, interfaces opposées parallèles avec formes et surfaces
proches, voir paragraphes II.1 et II.2.1).
Les étapes principales de la génération numérique réalisée par le Centre d’Études de Gramat 1
sont les suivantes (figure III.11) :
(i) Des sphères identiques (de même diamètre) sont disposées de manière aléatoire dans un
volume donné jusqu’à ce que la proportion attendue (ici : 1000 particules) soit atteinte
(figure III.11(a)-(b)).
(ii) Les plans médians entre les centroïdes de sphères sont progressivement déterminés
(figure III.11(c)-(d)) et définissent les faces des polyèdres (figure III.11(e)). Cette opé-
ration continue jusqu’à ce que tout le domaine soit polyédrisé (voir l’obtention d’un
polyèdre en figure III.11(f)).
(iii) Une homothétie est appliquée aux polyèdres de manière à obtenir la fraction volu-
mique de particules souhaitée (figure III.11(g)). Cette transformation permet de faire
apparaître les couches de matrice de manière à obtenir des interfaces particules / ma-
trice parallèles deux à deux.
Dans la suite, L fait référence au diamètre d’une sphère dont le volume correspond à celui d’une
particule polyédrique. Un exemple de microstructure monomodale avec particules polyédriques et
la répartition granulométrique associée sont illustrés en figure III.12.
III.3.2 Méthodologie adoptée
Quelle que soit la microstructure considérée, le même chargement en “extension uniaxiale” est
appliqué (voir équation (III.2)), avec un incrément de chargement : ∆F11 = 10−4. Les constituants
ont un comportement élastique linéaire isotrope [Dartois 2008, Dartois et al. 2013] comme dans
1. G. Contesse, Commissariat à l’Énergie Atomique et aux Énergies Alternatives, Centre d’Études de Gramat,
Gramat, France.
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(a) Remplissage du volume par des
sphères identiques : arrêt sur image
pour une quantité de cent sphères.
(b) Remplissage du volume total
par des sphères identiques jusqu’à
obtenir mille particules.
(c) Sélection d’une sphère et
de ses plus proches voisines.
(d) Détermination des plans
médians entre les centroïdes
de sphères.
(e) Obtention d’un polyèdre.
(f) Visualisation de quelques
sphères et des polyèdres correspon-
dants.
(g) Homothétie appliquée aux po-
lyèdres.
Figure III.11 – Étapes de génération d’une microstructure aléatoire monomodale à particules
polyédriques.
l’étude sur les microstructures périodiques du paragraphe III.2 (tableau III.1). Chaque cas de
calcul est réalisé avec les mêmes paramètres d’endommagement
(
dcritique = 3.5 µm, λ = 1.8 µm
)
.
Ces valeurs sont extraites des travaux de Dartois et al. [Dartois 2008, Dartois et al. 2013]. La
distance λ devant être inférieure à la plus petite épaisseur de couche du volume étudié, seules les
microstructures générées respectant cette condition ont été sélectionnées.
Nous nous intéressons à la déformation macroscopique axiale, notée E11,debonding, correspondant
à la première décohésion d’interface. Les deux cas suivants sont étudiés :
– La taille moyenne de particule L est fixée et l’effet d’interaction entre les particules est
étudié au travers du lien entre E11,debonding et la concentration volumique de matrice cmat.
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Figure III.12 – Exemple d’une microstructure aléatoire monomodale artificielle polyédrisée pour
l’A.M. et répartition granulométrique associée. Taux de charges volumique : 75%.
– La concentration volumique de matrice est fixée et le lien entre E11,debonding et la taille
moyenne de particule L est observé. Chaque microstructure étant générée indépendam-
ment l’une de l’autre (et non par homothétie), la question d’un éventuel effet de taille
de particule mérite en effet d’être étudiée.
cmat
25% 40% 55%
L (µm)
100 200 400
Tableau III.4 – Concentrations volumiques de matrice cmat et tailles de particule L considérées
pour les différentes configurations (cmat,L) étudiées.
Trois différentes concentrations volumiques de matrice cmat et trois dimensions de particules L
sont considérées (tableau III.4). Neuf configurations (cmat,L) différentes sont ainsi étudiées. Consi-
dérant le caractère aléatoire des microstructures, les calculs sont réalisés sur dix réalisations de
chaque configuration (cmat,L). Les déformations axiales macroscopiques correspondant à la pre-
mière décohésion d’interface sont analysées statistiquement : la moyenne arithmétique sur les dix
réalisations de chaque configuration (cmat,L) est calculée et présentée sur la figure III.13 avec l’in-
tervalle de variation associé. L’intervalle de variation pour une configuration (cmat,L) donnée est
défini à partir de la variance (voir par exemple Kanit et al. [Kanit et al. 2003, Kanit et al. 2006]) :
D2z = ¯(z2)− z¯2 (III.5)
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Figure III.13 – Effet de la taille de particule et effet d’interaction entre les particules pour des
microstructures aléatoires monomodales à particules polyédriques. Les valeurs
moyennes et intervalles de variation de la déformation macroscopique E11,debonding
correspondant à la première nucléation sont représentées en fonction de la taille
de particule L pour trois concentrations volumiques de matrice cmat.
où : z est E11,debonding, la déformation axiale macroscopique de première nucléation ;
D2z est la variance de z ;
z¯ est la moyenne arithmétique de z sur les dix réalisations.
L’intervalle de variation autour de la valeur moyenne, représenté sur la figure III.13, est défini
par les bornes [z¯− 2Dz, z¯ + 2Dz] [Kanit et al. 2003, Kanit et al. 2006].
III.3.3 Résultats
La figure III.13 montre qu’à taille de particule fixée, la première nucléation se produit d’au-
tant plus tôt que la concentration volumique de particules est importante. De plus, l’amplitude
des intervalles de variation autour de la moyenne diminue avec la fraction volumique de matrice
(c’est-à-dire quand la concentration volumique de particules augmente). Ceci est vrai pour les trois
dimensions de particules. Une telle constatation tend à prouver que l’efficacité de l’A.M. augmente
avec la fraction volumique de particules contrairement au schéma de Mori-Tanaka utilisé par Tan
et al. [Tan et al. 2005a] et évalué dans [Inglis et al. 2007] (voir paragraphe III.1.2). L’Approche
Morphologique, particulièrement adaptée aux composites particulaires à forts taux de charges (su-
périeurs à 70%), montre ici son efficacité vis-à-vis des applications qu’elle vise.
À concentration volumique de matrice constante, et ce quelle que soit la valeur considérée
(cmat = 25%, 40%, 55%), aucune tendance particulière n’est détectée sur la figure III.13. En d’autres
termes, aucun effet de taille n’est mis en évidence sur la déformation moyenne de première nu-
cléation des trois microstructures (L = 100 µm, 200 µm, 400 µm), bien qu’elles aient été générées
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Figure III.14 – Effet de la variation de taille de particule sur le rapport
∥∥∥~dα∥∥∥
hα . Taux de charges :
75% (cmat = 25%).
indépendamment les unes des autres, c’est-à-dire sans recours à un processus d’homothétie. Ainsi,
même si non exactement identiques, ces microstructures aléatoires monomodales présentent de
fortes similitudes morphologiques. À titre d’illustration, pour une fraction volumique de matrice
de 25%, nous considérons sur la figure III.14 le rapport
∥∥∥~dα∥∥∥
hα influençant la nucléation (voir cri-
tère (II.18)). Ce dernier y est représenté pour toutes les couches α et chacune des dix réalisations
des trois configurations (cmat = 25%,L). Nous observons alors que la valeur moyenne de
∥∥∥~dα∥∥∥
hα , de
même que la dispersion autour de cette valeur moyenne, restent quasi-invariantes quelle que soit la
dimension moyenne de particule considérée (L = 100 µm, 200 µm, 400 µm). Ceci explique que nous
n’observions pas d’effet de taille sur la déformation moyenne de première nucléation. En revanche,
si les valeurs des déformations de première nucléation sont proches lorsque L varie, la position des
premiers défauts créés diffère d’une configuration à l’autre. Ainsi, à fraction volumique de matrice
fixée, la déformation macroscopique de première nucléation est gouvernée par d’autres paramètres
morphologiques, comme par exemple l’orientation des interfaces par rapport à l’axe d’extension.
Remarque : Dans le cas des microstructures périodiques monomodales du paragraphe III.2,
∥∥∥~d1∥∥∥
h1
variait avec la taille de particule pour la couche de référence siège de la décohésion (via
∥∥∥~d1∥∥∥).
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III.4 Chronologie des nucléations au sein d’une microstructure
aléatoire bimodale
Dans les paragraphes III.2 et III.3 consacrés à des microstructures monomodales respective-
ment périodiques et aléatoires, il s’agissait de comparer, pour une fraction volumique de matrice
fixée, la déformation macroscopique de première nucléation pour des microstructures présentant
des tailles de particule différentes. Nous nous intéressons ici à l’influence de la taille de particule
sur la chronologie des nucléations au sein d’une même microstructure. À cet effet, nous considé-
rons une microstructure aléatoire bimodale, c’est-à-dire dans laquelle les dimensions des particules
polyédriques sont réparties autour de deux valeurs moyennes distinctes.
III.4.1 Génération numérique
La microstructure étudiée contient environ 7000 particules (proportion volumique : 76%) ce
qui permet d’avoir une confiance raisonnable dans la représentativité des résultats malgré une
seule réalisation. Elle respecte par construction les exigences de la schématisation géométrique de
l’A.M. (particules polyédriques, interfaces opposées parallèles avec formes et surfaces proches). Les
étapes de la génération numérique réalisée par le Centre d’Études de Gramat 2 sont les suivantes
(figure III.15) :
(i) Une boîte de taille fixée est définie de manière à délimiter le volume à considérer
(figure III.15(a)).
(ii) De grandes sphères de diamètres identiques sont lâchées dans la boîte et remplissent le
volume (figure III.15(b)).
(iii) Une fois le volume rempli par les grandes sphères, une homothétie leur est appliquée
dans le but de créer de la place pour introduire les petites sphères (figure III.15(c)).
(iv) La taille de la boîte d’origine est réduite d’une distance inférieure au rayon des grandes
sphères (figure III.15(d)).
(v) De petites sphères de diamètres identiques sont lancées dans la nouvelle boîte obtenue
après réduction (figure III.15(e)-(f)).
(vi) La génération des polyèdres à partir des sphères et l’homothétie finale pour parvenir à
la concentration volumique de particules souhaitée, présentée au paragraphe III.3 (voir
étapes (ii) et (iii)), sont ensuite réalisées.
Remarque : Même si nous partons de sphères pour générer les particules polyédriques, l’objectif
n’est pas de schématiser une microstructure à charges sphériques avec un processus de polyédrisa-
tion optimisé comme pour un composite énergétique réel (chapitre II). De même que dans le cas
monomodal, la finalité est ici de générer une microstructure à charges polyédriques.
La microstructure obtenue et la répartition granulométrique associée apparaissant en figure III.16
permettent de visualiser deux populations de particules polyédriques distinctes. Le volume moyen
2. G. Contesse, Commissariat à l’Énergie Atomique et aux Énergies Alternatives, Centre d’Études de Gramat,
Gramat, France.
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(a) Définition du volume de la mi-
crostructure.
(b) Remplissage du volume par les
grandes sphères.
(c) Réduction homothétique des
grosses sphères.
(d) Réduction de la boîte d’origine.
(e) Remplissage du volume par les
petites billes (en cours).
(f) Remplissage du volume par les
petites billes.
Figure III.15 – Étapes de génération d’une microstructure aléatoire bimodale artificielle avant
construction des polyèdres.
des petites particules correspond au volume d’une sphère de diamètre LSPavg = 202 µm et celui des
grosses particules au volume d’une sphère de diamètre LLPavg = 347 µm. La concentration volumique
des petites particules par rapport au volume total de particules est de 54%, et celle des grosses
particules est de 46%.
III.4.2 Méthodologie adoptée
Les propriétés élastiques des constituants restent inchangées (tableau III.1). Les paramètres
d’endommagement
(
dcritique = 3.5 µm, λ = 1.8 µm
)
sont identiques à ceux considérés dans les confi-
gurations monomodales (paragraphe III.3.2).
La microstructure bimodale considérée est définie dans le repère (~e 1,~e 2,~e 3) (figure III.16). Neuf
chargements en “extension uniaxiale” du type (III.2), c’est-à-dire selon neuf directions différentes,
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Figure III.16 – Illustration de la microstrusture aléatoire bimodale artificielle étudiée et répar-
tition granulométrique associée. Une partie de la microstructure (en vert) a été
mise en transparence de manière à visualiser différentes tailles de particules au
sein du volume.
lui sont appliqués. Chacun de ces chargements est défini dans un repère (~x,~y,~z) obtenu par rotation
autour de l’axe ~e 1, ~e 2 ou ~e 3. Dans chaque cas, une extension selon un axe donné du repère (~x,~y,~z)
est donc couplée à une contraction identique dans les directions transverses de ce même repère.
L’incrément de chargement dans la direction d’extension est de 10−4. Les neuf configurations de
chargement considérées sont ainsi les suivantes (figure III.17) :
– trois chargements en extension suivant les trois directions définies par le repère (~e 1,~e 2,~e 3)
(figure III.17(a)-(b)-(c)) ;
– deux chargements en extension suivant la direction définie par l’axe ~x du repère (~x,~y,~z)
obtenu par une rotation du repère (~e 1,~e 2,~e 3) autour de l’axe ~e 3 d’un angle ϕ = 45◦
(figure III.17(d)) et ϕ = 135◦ (figure III.17(e)) respectivement ;
– deux chargements en extension suivant la direction définie par l’axe ~y du repère (~x,~y,~z)
obtenu par une rotation du repère (~e 1,~e 2,~e 3) autour de l’axe ~e 1 d’un angle ϕ = 45◦
(figure III.17(f)) et ϕ = 135◦ (figure III.17(g)) respectivement ;
– deux chargements en extension suivant la direction définie par l’axe ~z du repère (~x,~y,~z)
obtenu par une rotation du repère (~e 1,~e 2,~e 3) autour de l’axe ~e 2 d’un angle ϕ = 45◦
(figure III.17(h)) et ϕ = 135◦ (figure III.17(i)) respectivement.
Les résultats pour les neuf chargements sont superposés en figure III.18 de manière à observer
des tendances générales statistiquement indépendantes de l’axe d’extension.
En figure III.18, la répartition granulométrique de la microstructure est superposée à des points
caractérisant la nucléation des défauts au sein du volume : le graphe représente la déformation ma-
croscopique axiale Enucleation correspondant à chaque décohésion d’interface. Lorsqu’une nucléation
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(a) Direction d’extension ~e 1. (b) Direction d’extension ~e 2. (c) Direction d’extension ~e 3.
(d) Direction d’extension x˜
(rotation : ϕ = 45◦).
(e) Direction d’extension ~x
(rotation : ϕ = 135◦).
(f) Direction d’extension ~y
(rotation : ϕ = 45◦).
(g) Direction d’extension ~y
(rotation : ϕ = 135◦).
(h) Direction d’extension ~z
(rotation : ϕ = 45◦).
(i) Direction d’extension ~z
(rotation : ϕ = 135◦).
Figure III.17 – Illustration des neuf chargements en “extension uniaxiale” appliqués à la micro-
structure bimodale. En violet : extension ; en vert : contraction dans les directions
transverses.
est détectée pour une couche α donnée, les deux interfaces sont impactées par le phénomène de
décohésion (voir paragraphe II.2.1). De plus, plusieurs couches peuvent se décoller simultanément.
Ainsi, sur le graphe III.18, à chaque valeur de déformation macroscopique Enucleation (ordonnée
sur l’axe de gauche) correspondent au moins deux tailles de particules (c’est-à-dire deux points
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d’abscisses différents). Les résultats pour les neuf chargements y sont reportés.
Figure III.18 – Répartition granulométrique de la microstructure aléatoire bimodale et influence
de la taille de particule sur la chronologie de décohésion.
III.4.3 Résultats
Analysons la figure III.18 pour des valeurs croissantes de la déformation macroscopique. Nous
constatons dans un premier temps, à droite de la ligne pointillée séparant les deux domaines de
tailles de particules, que les premières nucléations ont lieu pour de grosses particules (voir l’encadré).
Puis, lorsque la déformation macroscopique Enucleation augmente, la décohésion touche quelques
petites particules, tandis que le phénomène persiste au niveau des grosses particules. D’un point
de vue statistique, plus la déformation macroscopique est importante, plus les petites particules
subissent de décohésions d’interfaces. Ces constatations semblent révéler une influence de la taille
de particule : l’endommagement se produirait en priorité sur les grosses particules avant que des
défauts n’apparaissent aux interfaces entre les petites particules et la matrice.
Cependant, pour la microstructure bimodale considérée, la chronologie des nucléations résulte
nécessairement du couplage entre l’orientation des interfaces avec d’autres caractéristiques mor-
phologiques, telle que la taille de particule. Cela explique sans doute pourquoi certaines grosses
particules subissent des décohésions d’interface après que le phénomène ait été observé aux inter-
faces de particules plus petites, probablement mieux orientées vis-à-vis de l’axe d’extension. Afin
d’évaluer le poids de l’orientation des interfaces, notamment sur les premières nucléations concer-
nant les grosses particules, l’angle θ entre la direction d’extension et le vecteur normal unitaire ~nα
d’une couche α est évalué (figure III.19). Les valeurs de |cos θ| pour chaque couche décollée sont
représentées sur la figure III.20 en fonction de la déformation macroscopique axiale correspon-
dante Enucleation. Les résultats sont superposés pour les neuf chargements en extension et nous avons
distingué les nucléations au niveau des grosses et petites particules en référence à la répartition
granulométrique de la figure III.16. Sur le graphe III.20, une valeur : |cos θ| = 1 se réfère à des
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couches dont la normale unitaire ~nα est colinéaire à l’axe de chargement.
Figure III.19 – Définition de l’angle θ entre la direction d’extension et la normale unitaire ~nα
d’une couche fixée α.
Figure III.20 – Influence de l’orientation sur la chronologie de décohésion pour la microstructure
bimodale. θ est l’angle entre la direction de chargement et la normale unitaire
d’une couche α. LSPavg et LLPavg sont les dimensions moyennes respectives des petites
particules et des grosses particules (figure III.16). Llim est la taille délimitant les
deux domaines.
La figure III.20 montre un nuage de points dont l’allure générale indique l’augmentation du
nombre de couches “non-idéalement orientée” (|cos θ| < 1) avec la déformation macroscopique
Enucleation, qu’il s’agisse de grosses particules ou de petites particules. À partir d’un certain niveau
de déformation (Enucleation ≥ 0.8× 10−3), nous observons la décohésion de couches dont la normale
est exactement ou quasi-colinéaire à la direction d’extension (|cos θ| = 1 ou ' 1) et ce, quelle que
soit la déformation macroscopique. Ce résultat illustre l’influence de l’orientation des interfaces sur
les mécanismes de décohésion. Cependant, les premières décohésions (pour Enucleation < 0.8× 10−3,
sur la partie inférieure droite du graphe, voir l’encadré) ne se produisent pas uniquement pour des
couches “bien orientées” : par exemple, la toute première nucléation a lieu pour |cos θ| = 0.87,
92 ÉVALUATION DE L’A.M. : EFFETS DE TAILLE ET D’INTERACTION
soit une orientation de l’interface par rapport à la direction d’extension de θ = 29◦. Ainsi, pour
les particules concernées, il semblerait que l’effet de taille local ait pris le dessus sur l’effet de
l’orientation des interfaces vis-à-vis de la direction de sollicitation. Le graphe III.20 révèle aussi
que toutes les nucléations les moins “bien orientées” par rapport à la tendance globale indiquée
par le nuage de points (en-dessous de la ligne pointillée noire) se trouvent être au niveau des
plus grosses particules de la microstructure (L ≥ LLPavg). Cette observation semble confirmer la
conclusion apportée par l’étude des premières décohésions : l’apparition de défauts d’interfaces se
produira préférentiellement sur les grosses particules si leurs dimensions sont suffisantes, même si
l’orientation n’est pas “idéale”.
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III.5 Conclusion
L’objectif de ce chapitre était d’évaluer les aptitudes de l’A.M. à relever deux challenges impor-
tants dans le domaine des composites particulaires fortement chargés, à savoir les effets de taille et
d’interaction de particules sur la chronologie de décohésion. Pour une première approche, l’analyse
a été réalisée avec la version de l’A.M. proposée par Dartois et al. [Dartois 2008, Dartois et al.
2013], c’est-à-dire dans le cadre des petites perturbations en considérant les phases (particules et
matrice) élastiques linéaires isotropes (voir chapitre II). L’étude a été effectuée au travers de simula-
tions numériques sur des microstructures périodiques simples, aléatoires monomodales et bimodale
contenant des particules polyédriques, générées numériquement.
L’analyse sur microstructures périodiques a illustré la capacité de l’A.M. à rendre compte du
résultat plus général suivant : au sein d’une microstructure plus complexe, des particules de même
forme et séparées par des zones intergranulaires identiques subiront des décohésions d’interfaces
d’autant plus précoces que leur taille sera élevée. D’autre part, l’effet de taille sur la chronologie
des nucléations au sein d’une microstructure aléatoire bimodale a pu être mis en évidence. Il existe
un couplage fort entre l’orientation des interfaces (intrinsèquement reliée à la forme des particules
polyédriques) et la taille des particules. L’effet de taille prend néammoins le dessus sur l’effet
d’orientation dès lors que la taille des particules est suffisante.
Les effets inhérents aux interactions entre particules significatives des forts taux de charges
ont pu être restitués par des simulations numériques sur microstructures périodiques et aléatoires
monomodales. La décohésion est d’autant plus précoce que la fraction volumique de particules est
importante. De plus, l’efficacité de l’A.M. augmente avec le taux de charges.
L’ensemble des capacités constatées plus haut sont issues de la prise en compte de la dépen-
dance des champs au sein de la matrice aux caractéristiques morphologiques propres à chaque zone
intergranulaire.
Suite aux évaluations de l’A.M. réalisées lors des travaux antérieurs et au cours de ce chapitre,
le chapitre qui suit expose une nouvelle extension de la méthode. Les développements analytiques
visant à mettre en place un couplage entre l’endommagement et les transformations finies y sont
alors exposés.
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Liste des notations spécifiques au chapitre
Les notations plus générales et utilisées tout au long du manuscrit sont listées en page ix. Les
conventions d’usage sont exposées en page v.
Grandeurs cinématiques
H gradient de déplacement macroscopique. tenseur o.2 (3× 3)
h champ de gradient de déplacement. tenseur o.2 (3× 3)
h0 gradient de déplacement des particules. tenseur o.2 (3× 3)
hα gradient de déplacement de la couche α. tenseur o.2 (3× 3)
F gradient de la transformation macroscopique. tenseur o.2 (3× 3)
f champ de gradient de la transformation. tenseur o.2 (3× 3)
f 0 gradient de la transformation des particules. tenseur o.2 (3× 3)
fα gradient de la transformation de la couche α. tenseur o.2 (3× 3)
HαD gradient de déplacement traduisant la contribution des défauts
présents aux interfaces de la couche α sur fα.
tenseur o.2 (3× 3)
~u0 champ de déplacement des particules. vecteur (3)
~uα champ de déplacement de la couche α. vecteur (3)
J0 jacobien de la transformation des particules. réel
Jα jacobien de la transformation d’une couche α. réel
Déformations
c0 tenseur de Cauchy-Green droit pour les particules. tenseur o.2 (3× 3)
cα tenseur de Cauchy-Green droit pour une couche α. tenseur o.2 (3× 3)
Contraintes
S∗ contrainte nominale homogénéisée. tenseur o.2 (3× 3)
s∗ champ de contrainte nominale. tenseur o.2 (3× 3)
s∗0 contrainte nominale moyenne dans les particules. tenseur o.2 (3× 3)
s∗α contrainte nominale moyenne dans la couche α. tenseur o.2 (3× 3)
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Description de l’hyperélasticité
I1 premier invariant du tenseur de Cauchy-Green droit. réel
I˜1 premier invariant modifié du tenseur de Cauchy-Green droit (non
prise en compte de la variation de volume).
réel
Cg10, Cm10 coefficient de Néo-Hooke pour les grains et pour la matrice res-
pectivement.
réel
Kg, Km module de compressibilité pour les grains et pour la matrice res-
pectivement.
réel
Évolution de l’endommagement
~n′α normale à l’interface grains / couche à l’instant t. vecteur (3)
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Les développements proposés dans ce chapitre s’inscrivent dans le prolongement des travaux
présentés au chapitre II. Nous y avons exposé deux versions de l’Approche Morphologique :
– la première version de l’A.M. s’adressait à des composites particulaires fortements char-
gés non endommagés dans le cadre des transformations finies [Touboul 2007, Nadot-
Martin et al. 2008]. Les estimations avaient été confrontées avec succès à des simulations
éléments finis en champs complets ;
– la seconde version de l’A.M. concernait des composites particulaires fortement char-
gés au sein desquels un endommagement par décohésion aux interfaces particules /
matrice est observé, dans l’hypothèse des petites perturbations [Nadot et al. 2006, Dar-
tois 2008, Dartois et al. 2013]. Des simulations dans le cas particulier de constituants
élastiques linéaires isotropes présentées au paragraphe II.4 ont rappelé les aptitures
de l’A.M. à restituer des effets saillants aux deux échelles (évolution de l’anisotropie
induite par l’endommagement, effet unilatéral). Le chapitre III a prolongé l’évaluation
qualitative de cette version de l’A.M. en montrant ses capacités à restituer les effets
de taille et d’interaction entre particules attendus dans des composites à forts taux de
charges.
L’objectif de ce chapitre est d’étendre l’A.M. en envisageant un couplage entre l’endommage-
ment et les transformations finies. Nous choisissons de conserver le socle cinématique au départ
de l’A.M. fournissant en transformations finies des résultats quantitativement satisfaisants pour le
matériau sain, avec pour but de mesurer dans ce cadre la faisabilité du couplage avec l’endomma-
gement. Tout en suivant le même type de démarche que nos prédécesseurs, tous les développements
analytiques sont repris à la source. Ils sont toujours réalisés dans le cadre d’une description lagran-
gienne du mouvement avec, comme configuration de référence, la configuration non déformée.
Dans un premier temps, nous rappelons brièvement la schématisation géométrique au départ
de l’approche (paragraphe IV.1). Puis, dans le paragraphe suivant (paragraphe IV.2), toutes les
étapes (développements cinématiques, relations de passage micro-macro, etc.) relatives à la for-
mulation du problème de localisation-homogénéisation pour une configuration d’endommagement
donnée (c’est-à-dire pour un nombre fixé de défauts ouverts et / ou fermés) sont revisitées. Une
approche complémentaire de la même veine que celle proposée par Dartois et al. [Dartois 2008, Dar-
tois et al. 2013], mais dont le positionnement dans la démarche d’ensemble diffère, fait l’objet du
paragraphe IV.3. Nous nous attachons ensuite à formuler des outils permettant de décrire la créa-
tion de défauts ouverts au cours d’un chargement de la microstructure (paragraphe IV.4). Enfin,
les lois de comportement affectées aux constituants sont précisées au paragraphe IV.5.
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IV.1 Schématisation de la microstructure initiale
La polyédrisation de la microstructure initiale du composite particulaire fortement chargé reste
un processus constituant le point de départ de l’Approche Morphologique. La procédure décrite
au paragraphe II.1 est ici conservée. Pour rappel, la microstructure particulaire étudiée est repré-
sentée par un assemblage de particules polyédriques en forte proportion volumique séparées par
de fines couches de matrice appelées “couches α”. La figure IV.1 rappelle les quatre paramètres
morphologiques à identifier dans la configuration non déformée du milieu schématisé, qui sont :
– hα, l’épaisseur de couche ;
– ~nα, la normale unitaire définissant l’orientation de la couche ;
– ~dα, le vecteur reliant les centroïdes de deux particules situées de part et d’autre de la
couche α ;
– Aα, l’aire projetée définissant la zone de matrice qualifée de “couche α”.
Figure IV.1 – Schématisation de la microstructure et rappel des paramètres morphologiques à
identifier (configuration initiale).
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IV.2 Approche du problème local
IV.2.1 Description cinématique
IV.2.1.a Hypothèses et forme du champ de déplacement
Les hypothèses cinématiques exposées au paragraphe II.2.1 sont reconduites. Ainsi :
(i) Les centroïdes des particules sont supposés avoir un mouvement d’ensemble défini par
le gradient de déplacement macroscopique H (donnée du problème).
(ii) Toutes les particules sont supposées avoir un gradient de déplacement homogène et
identique pour toutes, noté h0.
(iii) Chaque couche α est supposée avoir un gradient de déplacement homogène, mais va-
riable d’une couche à l’autre, noté hα.
(iv) Les perturbations localisées aux coins et arêtes de particules, dans les zones éventuelles
de recouvrement de couches (zones médianes), sont négligées en raison de la finesse
initiale des couches.
De manière équivalente, les hypothèses précédentes peuvent être formulées en gradients de la
transformation, avec : F = Id + H, f 0 = Id + h0 et fα = Id + hα.
La première étape consiste à exploiter les deux premières hypothèses cinématiques en vue d’ex-
primer (à un déplacement global de solide rigide près) le champ de déplacement linéaire dans cha-
cune des particules en fonction du gradient de déplacement macroscopique H (donné) et de celui
des particules h0. Selon la même méthodologie que dans les versions antérieures [Nadot et al. 2006],
elle-même identique aux travaux initiaux de Christoffersen [Christoffersen 1983], l’hypothèse (i)
mène à l’expression des déplacements des centroïdes A et B des deux grains GA et GB séparés par
une couche α :
uAI
(
~YA
)
= u∗I + HIJYAJ
uBI
(
~YB
)
= u∗I + HIJYBJ
(IV.1)
où : ~u∗ désigne un vecteur global constant ;
~YA et ~YB sont les vecteurs position initiaux des deux centroïdes.
L’association de l’hypothèse (ii) et de l’équation (IV.1) mène aux champs de déplacement des
grains GA et GB :
uGAI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ
uGBI
(
~Y
)
= u∗I + (H − h0)IJ YBJ + h0IJYJ
(IV.2)
Enfin, l’hypothèse (iii) permet d’exprimer le champ de déplacement d’une couche α par :
uαI
(
~Y
)
= uαI
(
~YAB
)
+ hαIJ (YJ −YABJ ) (IV.3)
où : AB est un point quelconque de l’interface Iα1 entre la couche α et le grain GA.
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IV.2.1.b Configurations des interfaces et nouvelle forme du champ de déplacement
dans une couche α
Comme dans les travaux de Nadot et al. [Nadot et al. 2006], les défauts et les sauts de déplace-
ment associés sont introduits de manière compatible avec la description géométrique et cinématique
postulée au départ de l’A.M. Les sauts précités sont par ailleurs considérés comme des données du
problème de localisation-homogénéisation en accord avec l’esprit original de l’approche, s’appuyant
sur l’écriture des conditions cinématiques aux interfaces. La linéarité du champ de déplacement
de part et d’autre de l’interface considérée comme endommagée (Iα1 ou Iα2 ) conduit à supposer une
forme linéaire pour le vecteur de discontinuité de déplacement associé :
bαkI
(
~YM
)
= HαDkIJ YMJ (IV.4)
où : k = 1, 2 se réfère à l’interface Iαk ;
~YM est le vecteur position initial d’un point M sur l’interface Iαk ;
HαDk est un gradient de déplacement homogène.
L’obtention du champ de déplacement ~uα d’une couche α quelconque et de son gradient de
déplacement hα découle de l’écriture successive des conditions cinématiques au niveau de chacune
des deux interfaces de la couche α. Deux configurations sont possibles pour une couche α : soit
cette couche est saine (voir chapitre II), soit elle présente un décollement. Dans ce dernier cas, et
contrairement aux travaux de Nadot et al. [Nadot et al. 2006], deux situations sont ici considérées :
– l’une des interfaces est saine et l’autre comporte un défaut ;
– les deux interfaces comportent chacune un défaut (comme dans Nadot et al. [Nadot
et al. 2006]).
Les relations présentées dans ce paragraphe sont établies en considérant en premier lieu l’état de
l’interface Iα1 puis celui de l’interface opposée Iα2 (voir Annexe B). Sur chacune des deux interfaces
considérées, une condition de continuité ou de saut sur les champs de déplacement est écrite pour
décrire respectivement un état non endommagé ou endommagé. Ainsi, pour l’interface Iαk entre la
couche α et le grain GX, nous avons :
– si l’interface Iαk est saine : uαI
(
~YM
)
= uGXI
(
~YM
)
, ∀M ∈ Iαk ;
– si l’interface Iαk est endommagée : uαI
(
~YM
)
= uGXI
(
~YM
)
+ bαkI
(
~YM
)
, ∀M ∈ Iαk .
où : k = 1, 2 se réfère à l’interface Iαk ;
~uGX est le champ de déplacement du grain GX ;
~bαk est le saut de déplacement au niveau de l’interface Iαk .
Après avoir traité chacune des conditions cinématiques possibles sur chacune des interfaces Iα1
puis Iα2 , les expressions des sauts de déplacement et du gradient de la transformation pour une
couche α associées aux différentes configurations envisageables sont obtenues. Le tableau IV.1
synthétise les résultats des développements détaillés en Annexe B.
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Une couche α peut se trouver dans plusieurs configurations :
– La couche est saine et ne présente pas de défaut à ses interfaces. Nous nommerons cette
configuration : “configuration saine”.
– La couche présente un unique défaut au niveau de l’une de ses interfaces. Le saut de
déplacement le long de cette interface est uniforme quel que soit le point considéré sur
l’interface. Nous nommerons cette configuration : “configuration simple”.
– La couche présente une double décohésion : ses deux interfaces comportent des défauts.
La paire de défauts est caractérisée par des sauts de déplacement qui sont des fonctions
affines des coordonnées spatiales le long des interfaces dans leur configuration d’origine.
Nous nommerons cette configuration : “configuration double”.
Avant de poursuivre, une analyse des résultats recensés dans le tableau IV.1 s’impose. En
effet, les développements menés en Annexe B et dont les résultats figurent dans le tableau IV.1
introduisent une nouvelle configuration d’endommagement encore jamais envisagée auparavant. Le
paragraphe qui suit permet de discuter cette nouvelle configuration au regard des travaux antérieurs
[Nadot et al. 2006], et de réaliser des choix pour la suite de l’étude.
IV.2.1.c Analyse des différentes configurations d’endommagement et simplifications
Les travaux antérieurs développant l’Approche Morphologique en présence d’endommagement
[Nadot et al. 2006] n’envisagaient que deux configurations pour une couche α : soit aucune des deux
interfaces Iα1 et Iα2 n’était décollée, soit les deux l’étaient simultanément. Nous venons ici de mon-
trer qu’en traitant le problème avec une méthodologie similaire à Nadot et al. [Nadot et al. 2006],
c’est-à-dire en revisitant chacune des étapes du raisonnement original de Christoffersen [Christof-
fersen 1983], ces deux configurations peuvent être considérées mais qu’une nouvelle forme d’en-
dommagement de la couche α peut aussi être envisagée : la “configuration simple”. Les hypothèses
cinématiques au départ de l’A.M. n’excluent donc pas le décollement d’une couche d’un seul côté.
La “configuration simple” implique un saut de déplacement constant le long de l’interface en-
dommagée tel que (tableau IV.1) :
bαI
(
~YM
)
= −vαI nαJYMJ (IV.5)
où : ~vα est un vecteur homogène caractérisant la discontinuité au niveau de l’interface et M est
un point de l’interface considérée.
La même expression du saut est donc obtenue quelle que soit la “configuration simple” envisa-
gée : Iα1 saine - Iα2 décollée, ou l’inverse (voir respectivement les relations (B.13) et (B.26) donnant
HαDk pour k = 2 et k = 1, conduisant aux expressions (B.15) et (B.28)).
En “configuration double”, bien que partant de deux formes linéaires a priori distinctes (c’est-
à-dire avec HαD1 6= HαD2), les développements débouchent finalement sur un lien notable entre
les sauts sur les deux interfaces décollées (tableau IV.1) découlant de la relation (B.38) en posant
HαD1 = HαD :
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bα1I
(
~YAB
)
= HαDIJ YABJ ; bα2I
(
~YBA
)
= HαDIJ YBAJ − vαI nαJYBAJ (IV.6)
où : AB (respectivement BA) est un point de l’interface Iα1 (respectivement Iα2 ).
Le gradient impliqué dans la part linéaire des deux sauts est ainsi identique. Au niveau de la
seconde interface décollée, le saut dépend additionnellement d’un terme constant identique à celui de
la configuration simple (équation (IV.5)). Cette analogie permet d’en donner une “interprétation”, à
savoir le saut que nous aurions sur la seconde interface en l’absence de discontinuité sur la première.
Plus généralement, les expressions de la “configuration simple” (Iα1 saine, Iα2 décollée) se retrouvent
à partir des expressions de la “configuration double” en considérant ~bα1 = ~0 et HαD inexistant.
Cela reflète l’unité méthodologique des développements relatifs au traitement, pourtant séparé, des
différentes configurations envisagées.
Envisager toutes les configurations de décohésion (“simple” et “double”) que nous venons de
présenter serait certainement bien plus représentatif de ce qu’il est susceptible de se produire dans
la réalité au sein des matériaux étudiés. Contrairement aux travaux antérieurs menés en H.P.P.
[Nadot et al. 2006], nous prendrions ainsi en compte des décohésions partielles de couches, au lieu
de ne considérer que des décohésions sur les deux interfaces. Cependant, ce choix aurait plusieurs
conséquences qui complexifieraient grandement la suite de la résolution. En effet, nous devrions
d’abord différencier toutes les configurations possibles (saine, les deux “simples” et la “double”)
pour une couche donnée. D’autre part, cela ferait émerger un ensemble d’inconnues supplémentaires,
{~vα}, pour toutes les couches α comportant un ou deux défauts à leurs interfaces. Ce set d’inconnues
s’ajouterait à {HαD} pour les couches victimes d’une double décohésion. Enfin, pour la prise en
compte de l’évolution de l’endommagement à venir, le critère de nucléation devrait être testé au
niveau des deux interfaces (au lieu d’une seule), afin de déterminer si la décohésion est “simple”
ou “double”. Il existerait par ailleurs plusieurs successions d’évènements à prendre en compte pour
l’évolution de l’endommagement en termes d’état et / ou configuration d’une couche au sein du
composite :
– “saine” / “simple” / “fermée” ;
– “saine” / “double” / “fermée” ;
– “saine” / “simple” / “double” / “fermée” ;
– etc.
au lieu de l’enchaînement “saine” / “double” / “fermée” envisagé par Dartois et al. [Dartois 2008,
Dartois et al. 2013].
L’objectif de ce travail est d’opérer un couplage entre les transformations finies et l’endomma-
gement, et de parvenir à le simuler numériquement. Nous choisissons donc en première approche de
nous limiter à une unique configuration de décohésion, tout en restant cohérent avec la construction
de la modélisation. À ce titre, et compte-tenu des liens précédemment discutés, il paraît incohé-
rent de rejeter la “configuration double” tout en conservant la “configuration simple”. En effet,
l’élimination de la “configuration double” revient d’une part à ne pas considérer de défaut sur la
première interface (éliminant de fait la part linéaire des deux sauts dans (IV.6)), et d’autre part
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à supprimer la part uniforme du saut sur la seconde interface, ce qui exclut d’office la “configura-
tion simple” et ramène à la seule “configuration saine”. En revanche, il apparaît plus judicieux de
conserver la “configuration double” en négligeant la part uniforme du saut sur la seconde interface
(soit : ~vα = ~0). Ce choix conduit en effet à ne plus considérer de “configuration simple” et simplifie
la “configuration double”. Nous nous retrouvons alors dans un cadre similaire à celui adopté par
Nadot et al. [Nadot et al. 2006].
Nous envisageons donc à présent les seuls cas sain et de double décohésion. Dans ce dernier
cas, les défauts sont décrits sous la forme de sauts de déplacement le long des interfaces Iα1 et Iα2
respectivement définis de la manière suivante :
bα1I
(
~YM
)
= HαDIJ YMJ ; bα2I
(
~YM
)
= HαDIJ YMJ (IV.7)
Dans le chapitre II, nous avons évoqué la contrainte géométrique rajoutée par Nadot et al. [Na-
dot et al. 2006] dans le but de rendre plus acceptable la double décohésion : deux interfaces en
regard doivent disposer de propriétés géométriques proches (forme et surface). Étant donné que
nous considérons une configuration d’endommagement identique à celle de Nadot et al. [Nadot
et al. 2006], nous conserverons cette contrainte à imposer lors du processus de polyédrisation de la
microstructure initiale.
De plus, nous retiendrons les expressions du gradient de déplacement hα d’une couche α pour
les configurations retenues (tableau IV.1) :
hαIJ = h0IJ + (H − h0)IK
dαKnαJ
hα si la couche α est saine ;
hαIJ = h0IJ + (H − h0)IK
dαKnαJ
hα + H
αD
IJ si la couche α est décollée.
(IV.8)
Les expressions correspondantes en termes de gradient de la transformation nécessaires à la
suite des développements s’ensuivent :
fαiJ = f0iJ + (F − f0)iK
dαKnαJ
hα si la couche α est saine ;
fαiJ = f0iJ + (F − f0)iK
dαKnαJ
hα + δiKH
αD
KJ si la couche α est décollée.
(IV.9)
Remarque : Le symbole de Kronecker δiK au niveau du dernier terme de l’équation (IV.9)2 a été
introduit pour assurer la cohérence de l’écriture indicielle de l’équation, étant donné les notations
utilisées depuis le début de ce manuscrit. En effet, en considérant la notation :
– uI pour la ième composante du vecteur déplacement ~u fonction du vecteur position ~Y en
description lagrangienne,
– yi (respectivement YI) pour la ième composante du vecteur position actuel (respective-
ment initial) d’un point,
la relation ~y = ~Y + ~u
(
~Y
)
s’écrit en notation indicielle : yi = δiIYI + δiIuI. Par suite, l’écriture
indicielle de la relation f = Id + h devient : fiK =
∂ yi
∂ YK
= δiK + δiIhIK.
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Enfin, le champ de déplacement au sein de la microstructure schématisée est défini à un dépla-
cement de solide rigide près, sous la forme :
u0I
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ (IV.10)
pour un grain de centroïde A (voir équation (IV.2)) et :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + (H − h0)IK
dαKnαJ
hα (Y −Y
αB1)J
+
{
∅ si la couche α est saine ;
HαDIJ YJ sinon.
(IV.11)
où : B1 est le barycentre de l’interface Iα1 séparant la couche α du grain de centroïde A (voir
équation (B.41)).
Un parallèle avec l’A.M. dans sa version avec endommagement en H.P.P. (voir chapitre II) met
en évidence la similitude évidente entre les expressions (II.4) et (IV.8) du gradient de déplacement
d’une couche α. L’expression du gradient de la transformation fα d’une couche α présente quant
à elle une forme analogue à celle du gradient de déplacement hα. Qu’il s’agisse d’une couche saine
(équation (IV.9)1) ou décollée (équation (IV.9)2), le gradient de la transformation d’une couche α est
gouverné par le gradient de la transformation macroscopique F, le gradient de la transformation des
particules f 0 et la morphologie de la couche α considérée. Si la couche est décollée, l’expression de
fα est complétée d’un gradient de déplacement HαD traduisant l’influence des défauts aux interfaces
de la couche α. L’hétérogénéité au sein de la phase matrice est donc renforcée par la présence des
défauts.
IV.2.2 Relations de passage micro-macro
À la description du mouvement local succède la mise en place des relations de moyenne liant
les deux échelles. Ces relations sont indispensables à la résolution du problème de localisation-
homogénéisation et notamment à la détermination de l’inconnue principale f 0 de laquelle pourront
être déduites les réponses aux deux échelles. À ce stade du cheminement, les gradients de déplace-
ment {HαD} sont considérés comme des paramètres. Dans le même esprit que pour les développe-
ments cinématiques (paragraphe IV.2), nous réexaminons chacune des étapes de la méthodologie
originale [Christoffersen 1983] comme cela avait été fait en transformations finies pour le matériau
sain par Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008] et en H.P.P. pour le matériau
endommagé par Nadot et al. [Nadot et al. 2006].
IV.2.2.a Compatibilité entre mouvement local et mouvement global
Afin d’assurer la compatibilité entre la description du mouvement local en accord avec la ci-
nématique décrite au paragraphe précédent et le mouvement global, la relation de moyenne sur le
gradient de déplacement est imposée :
H = 〈h〉|V0| +
1
|V0|
∑
k
[∫
Ik1
~bk1 ⊗ ~nkdS−
∫
Ik2
~bk2 ⊗ ~nkdS
]
(IV.12)
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ou, de manière équivalente, sur le gradient de la transformation :
F = 〈f〉|V0| +
1
|V0|
∑
k
[∫
Ik1
~bk1 ⊗ ~nkdS−
∫
Ik2
~bk2 ⊗ ~nkdS
]
(IV.13)
où : l’indice de sommation k se réfère aux couches dont les interfaces comportent des défauts
(ouverts ou fermés) ;
~bki est le saut de déplacement au niveau de l’interface Iki ;
|V0| représente le volume total du volume schématisé (somme des volumes des particules
et des couches) dans sa configuration initiale non déformée ;
le gradient de déplacement (respectivement de la transformation) moyen sur le volume total
s’exprime en fonction des gradients de déplacement (respectivement de la transformation)
des particules et des couches :
〈h〉|V0| = (1− c)h
0 + 1|V0|
∑
α
hαAαhα
〈f〉|V0| = (1− c)f
0 + 1|V0|
∑
α
fαAαhα , respectivement ;
(IV.14)
c désigne la concentration volumique des couches α par rapport au volume total |V0| :
c = 1|V0|
∑
α
Aαhα (IV.15)
En injectant dans (IV.14)2 l’expression (IV.9) du gradient de la transformation fα d’une couche α,
la relation de moyenne (IV.13) mène à l’équation suivante :
(F− f 0)
[
Id− 1|V0|
∑
α
~dα ⊗ ~nαAα
]
− 1|V0|
∑
k
HkDAkhk
− 1|V0|
∑
k
[∫
Ik1
~bk1 ⊗ ~nkdS−
∫
Ik2
~bk2 ⊗ ~nkdS
]
= 0
(IV.16)
Cette équation constitue le pendant en présence d’endommagement de l’équation établie en
transformations finies pour le matériau sain au même stade du raisonnement par Touboul et
al. [Touboul 2007, Nadot-Martin et al. 2008] :
(F− f 0)
[
Id− 1|V0|
∑
α
~dα ⊗ ~nαAα
]
= 0 (IV.17)
L’équation (IV.17) conduisait alors à une condition géométrique portant sur le volume schéma-
tisé dans sa configuration initiale, qualifiée de “condition de compatibilité” (équation (II.7)) :
1
|V0|
∑
α
~dα ⊗ ~nαAα = Id (IV.18)
La relation (IV.18) permet d’assurer la relation de moyenne sur le gradient de transformation
pour le matériau sain. En présence d’endommagement, il paraît naturel de conserver le respect
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de (IV.18) portant sur la microstructure initiale, puisque le matériau sera sain avant de contenir
des défauts. Ce choix avait d’ailleurs été fait de manière analogue en H.P.P. L’insertion de la
relation (IV.18) permet alors de réduire la condition (IV.16) à :
1
|V0|
∑
k
[∫
Ik1
~bk1 ⊗ ~nkdS−
∫
Ik2
~bk2 ⊗ ~nkdS
]
= − 1|V0|
∑
k
HkDAkhk (IV.19)
La relation (IV.19) prolonge la condition (IV.18) du cas sain en impliquant les grandeurs intro-
duites pour décrire la présence des défauts aux interfaces particules / matrice. Comme en H.P.P.,
il est possible de montrer qu’elle est satisfaite quelle que soit la configuration fixée d’endomma-
gement considérée en s’appuyant sur la dernière hypothèse cinématique consistant à négliger les
perturbations dans les zones médianes (relativement à leur faible volume initial).
IV.2.2.b Relations de passage micro-macro sur les contraintes
La suite fait appel au principe de Hill-Mandel associé à des conditions aux limites en contraintes
nominales homogènes. Il est ici exprimé dans une forme étendue aux transformations finies et
en présence de discontinuités, tout en restant conforme à la double discrétisation géométrique et
cinématique adoptée, soit :
S∗ : F = 〈s∗ : f〉|V0| +
1
|V0|
∑
k
[∫
Ik1
ts∗~nk·~bk1dS−
∫
Ik2
ts∗~nk·~bk2dS
]
(IV.20)
avec :
〈s∗ : f〉|V0| = (1− c)s
∗0 : f 0 + 1|V0|
∑
α
s∗α : fα (IV.21)
pour tout F et f 0 arbitraires et tout champ de contrainte nominale s∗ (non nécessairement associé)
statiquement admissible. À ce stade du cheminement, s∗0 représente la contrainte nominale moyenne
sur le volume des particules et s∗α représente la contrainte nominale moyenne sur le volume d’une
couche α.
En injectant dans (IV.21) l’expression (IV.9) du gradient de la transformation fα d’une couche α,
la relation de moyenne (IV.20) mène à l’équation suivante :
S∗ : F = 〈s∗〉|V0| : f
0 + 1|V0|
∑
α
~tα· (F− f 0)~dα
+ 1|V0|
∑
k
s∗k : HkDAkhk + 1|V0|
∑
k
[∫
Ik1
ts∗~nk·~bk1dS−
∫
Ik2
ts∗~nk·~bk2dS
] (IV.22)
où : 〈s∗〉|V0| = (1− c)s
∗0 + 1|V0|
∑
α
s∗αAαhα représente la moyenne du champ de contrainte
nominale sur le volume total |V0| ;
~tα = ts∗α~nαAα désigne la force totale transmise à travers la couche α dans la configuration
actuelle, exprimée dans la configuration initiale.
Un raisonnement analogue à celui mené pour démontrer la relation (IV.19) permet de montrer
que la dernière ligne de l’équation (IV.22) est nulle.
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Si maintenant, nous reconduisons les deux cas particuliers envisagés dans les versions antérieures
de l’A.M., il vient en prenant f 0 = F :
S∗ = 〈s∗〉|V0| (IV.23)
et avec f 0 = Id :
S∗ = 1|V0|
∑
α
~dα ⊗~tα (IV.24)
Le système à résoudre en vue de la détermination du gradient de la transformation des particules
f 0 se formule de la façon suivante :

S∗ = 〈s∗〉|V0| = (1− c)s
∗0 + 1|V0|
∑
α
s∗αAαhα
S∗ = 1|V0|
∑
α
~dα ⊗~tα
(IV.25)
avec : ~tα = ts∗α~nαAα.
La forme du système est similaire à celle obtenue dans les travaux antérieurs (voir chapitre II).
Ainsi, l’équation (IV.25)1 est une relation de moyenne classique sur les contraintes nominales tandis
que l’équation (IV.25)2 est propre à la méthodologie employée et reflète la transmission des efforts
(via ~tα) au sein de la microstructure par l’intermédiaire des couches jouant le rôle de zones de
contact.
Par différence entre les deux équations du système (IV.25), nous obtenons une équation en
contrainte nominale :
(1− c)s∗0 + 1|V0|
∑
α
s∗αAαhα − 1|V0|
∑
α
~dα ⊗~tα = 0 (IV.26)
C’est cette équation qui sera au centre de la résolution du problème de localisation-homogénéisation
pour un comportement local donné. L’inconnue principale f 0 devra être calculée de sorte que le
champ de contrainte réel satisfasse l’équation (IV.26).
IV.2.3 Principe général de résolution
Soit un volume schématisé respectant les conditions géométriques décrites au paragraphe IV.1,
vérifiant la condition de compatibilité (IV.18) et soumis à un chargement macroscopique défini
par le gradient de la transformation associé F. La configuration envisagée pour le volume étudié
est figée : le nombre de défauts (ouverts et / ou fermés) est fixé et il n’y a aucune évolution de
l’endommagement. Une couche comportant une paire de défauts ouverts à ses interfaces est notée
“couche β” (α ≡ β), une couche comportant une paire de défauts fermés à ses interfaces est notée
“couche f” (α ≡ f). Le problème considéré est donc conditionné par les données d’entrée suivantes :
– les paramètres morphologiques caractérisant les couches, soit
{
Aα,hα, ~nα, ~dα; ∀α
}
;
– le gradient de la transformation macroscopique F ;
– l’ensemble des tenseurs {HαD} relatifs aux défauts présents au sein de la microstructure,
avec α ≡ β ou α ≡ f ;
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– les propriétés mécaniques des particules et de la matrice, associées aux lois constitutives
qui seront choisies plus loin pour décrire leur comportement respectif.
La résolution de l’équation (IV.26) requiert d’expliciter les forces totales transmises au travers
des couches α,
{
~tα
}
, selon la configuration dans laquelle se trouve la couche : saine, défauts ouverts
au niveau de ses interfaces (couche β), défauts fermés au niveau de ses interfaces (couche f). Pour
les couches avec une paire de défauts ouverts, ~tβ = ~0. Pour les couches comportant des défauts
fermés à leurs interfaces, nous conservons l’hypothèse de frottement infini comme dans les travaux
antérieurs de sorte que l’intégralité de la force ~tf est transmise comme pour les couches saines.
Les principales étapes de la résolution peuvent alors être envisagées comme suit :
(i) La loi constitutive des particules permet d’exprimer la contrainte nominale moyenne
s∗0 en leur sein en fonction du gradient de la transformation f 0, inconnue principale du
problème de localisation-homogénéisation à traiter.
(ii) De la même manière, la loi constitutive de la matrice donne la contrainte nominale
moyenne s∗α sur le volume d’une couche α en fonction du gradient de la transforma-
tion fα, alors explicitée grâce à l’équation (IV.9).
(iii) Après insertion des expressions précédentes, l’équation (IV.26) fait intervenir les don-
nées morphologiques
{
Aα, hα, ~nα, ~dα;∀α
}
, le gradient de la transformation macrosco-
pique F, les propriétés mécaniques et l’inconnue f 0. Elle est paramétrée par l’ensemble
des tenseurs {HαD} relatifs aux défauts présents au sein de la microstructure.
(iv) La résolution de l’équation (IV.26) ainsi explicitée permettra alors d’accéder à la
connaissance du gradient de la transformation des particules f 0.
(v) Une fois f 0 évalué, l’ensemble des champs locaux pourront être déterminés : fα pour
chacune des couches α via (IV.9), déformations, contraintes.
(vi) Finalement, le tenseur des contraintes nominales homogénéisé sera calculé à partir
de la relation (IV.25)1. Les autres grandeurs macroscopiques pourront également être
estimées par moyenne volumique.
Les étapes (i) et (ii) seront détaillées au paragraphe IV.5 en hyperélasticité compressible, tandis
que les étapes (iv) à (vi) feront l’objet du chapitre V. Le processus de résolution envisagé est donc
analogue à celui des travaux antérieurs présentés au chapitre II. Il est rappelé en figure IV.2.
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Figure IV.2 – Méthodologie et principe de résolution de l’A.M. dans le cadre des transformations
finies à endommagement fixé.
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IV.3 Approche complémentaire
Contrairement aux travaux en H.P.P., la résolution du problème de localisation-homogénéisation
en transformations finies telle que décrite au paragraphe précédent (figure IV.2) ne peut être en-
visagée autrement que de manière numérique. Or, le gradient de la transformation des particules
f 0 ne peut être évalué numériquement tant que les grandeurs liées à l’influence des défauts au sein
du volume schématisé, c’est-à-dire les gradients de déplacement {HαD}, sont inconnues. Il nous est
ainsi nécessaire de connaître ces paramètres afin de pouvoir déterminer f 0. Une approche complé-
mentaire, telle que celle envisagée en H.P.P. [Nadot et al. 2006], doit donc être ici greffée en amont
de la résolution visant à déterminer f 0.
L’hypothèse d’un coefficient de friction infini aux lèvres des défauts fermés interdit le glissement
et implique le blocage de ces défauts au sein du volume considéré. Le terme HfD pour chaque
couche comportant des défauts fermés ne peut donc pas dépendre du gradient de la transformation
macroscopique F.
Par ailleurs, un couple de défauts sera ouvert avant d’être fermé. Cela permettra d’évaluer
HfD au moment de la fermeture. Au contraire, HβD, pilotant les sauts de déplacement le long des
interfaces d’une couche β avec des défauts ouverts, a toutes les chances de dépendre du chargement
macroscopique.
Sur le même schéma que Nadot et al. [Nadot et al. 2006], une seconde étape venant compléter
l’approche de localisation-homogénéisation présentée au paragraphe précédent est mise en place,
mais cette fois en amont de la détermination de f 0. Cette procédure a pour but d’établir une
relation de dépendance entre les HβD et le gradient de la transformation macroscopique F, jusque
là considérés comme des paramètres donnés du problème, et ce pour chaque couche β.
Dans ce travail, et afin de limiter le nombre de non-linéarités dans une première approche, la
résolution sera abordée pour un comportement local (matrice et particules) hyperélastique. Dans
ce contexte et en s’inspirant des travaux antérieurs, la relation précitée est recherchée de sorte à
satisfaire la loi d’état macroscopique reliant la contrainte nominale macroscopique homogénéisée
S∗ et l’énergie libre homogénéisée W, soit :
S∗ = ∂ W
∂ F (IV.27)
où : S∗ = 〈s∗〉|V0| est donnée par (IV.25)1 ;
W = 〈w〉|V0| est la moyenne de l’énergie libre locale.
L’énergie libre macroscopique W s’écrit : W = (1− c) w0 + 1|V0|
∑
α
wαAαhα, où w0 et wα sont
les énergies de déformation moyennes respectivement sur le volume initial des particules et d’une
couche α. La dérivation de cette grandeur par rapport au gradient de la transformation macrosco-
pique F s’exprime par :
∂ W
∂ F = (1− c) s
∗0 : ∂ f
0
∂ F +
1
|V0|
∑
α
s∗α : ∂ f
α
∂ F A
αhα (IV.28)
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Le gradient de la transformation fα d’une couche α est donné par (IV.9). Sachant que HfD ne
dépend pas du gradient de la transformation macroscopique F pour les couches f avec des défauts
fermés (défauts bloqués), la dérivée de fα par rapport à F s’écrit :
∂ fαkL
∂ FjI
=

∂ f0kL
∂ FjI
+ d
α
PnαL
hα
[
δjkδPI −
∂ f0kP
∂ FjI
]
si la couche est saine,
ou pour une couche f.
∂ f0kL
∂ FjI
+ d
α
PnαL
hα
[
δjkδPI −
∂ f0kP
∂ FjI
]
+ δkP
∂ HβDPL
∂ FjI
pour une couche β.
(IV.29)
L’insertion de (IV.29) dans (IV.28) permet d’obtenir l’expression analytique de la dérivée de
l’énergie libre homogénéisée :
∂ W
∂ F =
[
(1− c) s∗0 + 1|V0|
∑
α
s∗αAαhα − 1|V0|
∑
α
~dα ⊗~tα
]
: ∂ f
0
∂ F
+ 1|V0|
∑
α
~dα ⊗~tα + 1|V0|
∑
β
s∗β : ∂ H
βD
∂ F A
βhβ
(IV.30)
où : α se réfère à n’importe quelle couche ;
β se réfère aux couches comportant des défauts ouverts ;
~tα = ts∗α~nαAα désigne la force totale transmise à travers la couche α.
Sachant que le gradient de la transformation des particules est calculé de sorte que l’équa-
tion (IV.26) soit satisfaite, la première ligne de la relation (IV.30) s’annule. Avec de plus l’équa-
tion (IV.25)2, nous obtenons :
∂ W
∂ F = S
∗ + 1|V0|
∑
β
s∗β : ∂ H
βD
∂ F A
βhβ (IV.31)
Ainsi, pour satisfaire la relation (IV.27), l’équation à vérifier s’écrit finalement :
1
|V0|
∑
β
s∗β : ∂ H
βD
∂ F A
βhβ = 0 (IV.32)
Selon le même principe qu’en H.P.P. [Nadot et al. 2006] et en accord avec les fondements de
l’A.M., nous supposons que les Nβ fonctions HβD = HβD (F) (avec Nβ le nombre de couches sièges de
défauts ouverts) sont de forme identique. Ceci fait émerger de l’unique équation dont nous disposons
en (IV.32), Nβ équations tensorielles à associer à chacune des couches β. La forme générique de ces
Nβ relations est la suivante :
s∗β : ∂ H
βD
∂ F = 0 (IV.33)
L’approche complémentaire qui vient d’être exposée complète la formulation de départ du pro-
blème de localisation-homogénéisation (paragraphe IV.2) par l’ajout de Nβ équations supplémen-
taires. Le principe de la méthodologie ainsi complétée est résumé sur la figure IV.3.
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Dans les travaux menés en H.P.P., la résolution du problème de départ, bien que partielle,
pouvait être réalisée analytiquement et fournissait l’expression de f 0 et par suite celles de l’énergie
et de la contrainte homogénéisée, sur lesquelles s’appuyait l’approche complémentaire pour dériver
les expressions des contributions des défauts ouverts en fonction du chargement. Les étapes étaient
analytiques et successives. Ici, les équations (IV.26) et (IV.33) devront être résolues numériquement
et simultanément. Dans les deux cas (H.P.P. et transformations finies), les contributions des défauts
fermés sont considérées comme des paramètres connus.
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Figure IV.3 – Méthodologie et principe de résolution de l’A.M. dans le cadre des transformations
finies à endommagement fixé avec procédure complémentaire.
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Relations essentielles à configuration d’endommagement fixé :
– Sauts de déplacement au niveau des interfaces Iα1 et Iα2 d’une couche α avec
défauts d’interfaces −→ équation (IV.7)
bα1I
(
~Y
)
= HαDIJ YJ et bα2I
(
~Y
)
= HαDIJ YJ
– Champs de déplacement −→ équations (IV.10) et (IV.11)
u0I
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + (H − h0)IK
dαKnαJ
hα (Y −Y
αB1)J
+
{
∅ si la couche α est saine ;
HαDIJ YJ sinon.
– Gradient de la transformation d’une couche α −→ équation (IV.9)
fαiJ = f0iJ + (F − f0)iK
dαKnαJ
hα si la couche α est saine.
fαiJ = f0iJ + (F − f0)iK
dαKnαJ
hα + δiKH
αD
KJ si la couche α est décollée.
– Condition de compatibilité −→ équation (IV.18)
1
|V0|
∑
α
~dα ⊗ ~nαAα = Id
– Système en contraintes nominales −→ équation (IV.25)
S∗ = 〈s∗〉|V0| = (1− c)s
∗0 + 1|V0|
∑
α
s∗αAαhα
S∗ = 1|V0|
∑
α
~dα ⊗~tα
– f 0 recherché tel que... −→ équation (IV.26)
(1− c)s∗0 + 1|V0|
∑
α
s∗αAαhα − 1|V0|
∑
α
~dα ⊗~tα = 0
– Avec HβD pour chaque couche β recherché tel que... −→ équation (IV.33)
s∗β : ∂ H
βD
∂ F = 0
où : HαD est un gradient de déplacement traduisant l’influence des défauts ;
~u∗ est un déplacement global de solide rigide ;
A et B1 sont les barycentres respectifs du grain considéré et de l’interface de normale ~nα entre la couche α et le
grain précité ;
S∗, s∗0, s∗α sont les tenseurs des contraintes nominales respectivement macroscopique, moyen sur le volume des
particules et moyen sur le volume d’une couche α ;
~tα = ts∗α~nαAα désigne la force totale transmise à travers la couche α dans la configuration actuelle, exprimée
dans la configuration initiale ;
c = 1∣∣V0∣∣
∑
α
Aαhα est la concentration volumique des couches par rapport au volume total initial |V0|.
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IV.4 Prise en compte de l’évolution de l’endommagement
Afin de prendre en compte l’évolution de l’endommagement, nous mettons en place la for-
mulation d’un critère de nucléation à l’échelle des constituants sur la même base que Dartois et
al. [Dartois 2008, Dartois et al. 2013]. Ce critère, présenté au paragraphe II.4.3, est ici adapté au
contexte des transformations finies.
Nous conservons une hypothèse de frottement infini aux lèvres de défauts fermés, ainsi qu’une
hypothèse de décohésion en mode normal. Les défauts sont donc nécessairement ouverts (couche β)
avant d’être fermés (couche f). Le critère de nucléation est ainsi formulé afin de traduire l’apparition
de défauts aux interfaces d’une couche. À chaque instant, l’état de toutes les interfaces sera testé
à l’aide de ce critère, et actualisé en conséquence.
IV.4.1 Définition de la normale actuelle
Afin d’être valable en transformations finies, le critère de nucléation formulé à l’échelle des
interfaces doit prendre en compte l’évolution d’orientation de ces interfaces au cours du temps,
contrairement à ce qui avait été effectué dans le cadre H.P.P. [Dartois 2008, Dartois et al. 2013].
En effet, dans les travaux précédents, Dartois et al. considéraient plutôt la normale initiale ~nα à
la couche α, car le cadre H.P.P. permettait de supposer que les configurations initiales et actuelles
étaient suffisamment proches pour les confondre. Dans le contexte des transformations finies, cette
hypothèse n’est plus valable et nous devons à chaque instant déterminer la normale actuelle ~n′α.
Pour cela, nous devons définir un petit élément de surface de l’interface initiale Iα1 de normale ~nα,
puis en évaluer le transporté, qui sera un petit élément de l’interface Iα1 dans la configuration
déformée, et dont la normale sera le vecteur ~n′α recherché. Afin de définir ce petit élément de
surface initial, nous considérons par exemple les vecteurs unitaires ~mα1 et ~mα2 de deux directions
définies comme reliant le barycentre B1 et deux points situés sur les arêtes de la facette, comme
par exemple les deux extrémités d’une arête (figure IV.4(a)) ou les milieux respectifs M1 et M2 de
deux arêtes adjacentes (figure IV.4(b)).
(a) En reliant le barycentre B1 et deux som-
mets de la facette.
(b) En reliant le barycentre B1 et les milieux
d’arêtes M1 et M2.
Figure IV.4 – Définition des vecteurs unitaires ~mα1 et ~mα2 pour le calcul de la normale actuelle.
L’élément de surface de l’interface Iα1 dans la configuration initiale non déformée est donc défini
par :
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dS ~nα = ~mα1 ∧ ~mα2 (IV.34)
La transportée de cette surface élémentaire, d’aire ds et de normale ~n′α, est telle que :
ds ~n′α = ~m′α1 ∧ ~m′α2 (IV.35)
où : ~m′α1, respectivement ~m′α2 est le transporté du vecteur ~mα1, respectivement ~mα2, tel que :
~m′α1 = f 0~mα1
~m′α2 = f 0~mα2
(IV.36)
avec : f 0 le gradient de la transformation des particules.
Nous en déduisons l’expression de ~n′α via la relation (IV.35) :
~n′α = f
0~mα1 ∧ f 0~mα2
‖f 0~mα1 ∧ f 0~mα2‖ (IV.37)
IV.4.2 Critère de nucléation
Afin de prendre en compte la création de défauts aux interfaces d’une couche α, le critère de
nucléation établi lors des travaux de Dartois et al. [Dartois 2008, Dartois et al. 2013] est ici reformulé
dans le cadre des transformations finies.
Figure IV.5 – Schématisation et paramètres utilisés pour définir la nucléation de défauts (rappel :
figure II.7).
Pour cela, considérons deux points P1 et P2 situés initialement de part et d’autre de l’interface
de référence Iα1 d’une couche α saine dans la configuration initiale, respectivement dans le grain et
dans la matrice (figure IV.5). Comme dans les travaux antérieurs, ces deux points sont chacun à
une distance λ de leur projection normale B1 sur l’interface, B1 étant le barycentre de Iα1 . Ainsi, les
vecteurs position initiaux des points P1 et P2 s’écrivent :
~YP1 = ~YB1 − λ~nα
~YP2 = ~YB1 + λ~nα
(IV.38)
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où : λ reste une constante inférieure à l’épaisseur de la plus fine des couches au sein du volume
schématisé.
Le point P1 est assujetti au mouvement des particules et le point P2 au mouvement de la
couche α à laquelle il appartient. La différence entre les vecteurs déplacement des points P2 et P1
s’écrit :
∆~u = ~uα
(
~YP2
)
− ~u0
(
~YP1
)
=
[
2h0 + (H− h0)
~dα ⊗ ~nα
hα
]
λ~nα
(IV.39)
Les vecteurs position à l’instant t des points P1 et P2, notées ~yP1 et ~yP2 , permettent d’exprimer
la différence de positions actuelles de ces deux points en fonction de leur distance initiale 2λ et de la
différence de déplacement (IV.39). Cette différence est ensuite projetée sur la normale à l’interface
à l’instant t, notée ~n′α. La distance obtenue, dαnorm, s’écrit ainsi :
dαnorm = (~yP2 − ~yP1) · ~n′
α
= (2λ~nα + ∆~u) · ~n′α
(IV.40)
La nucléation d’une paire de défauts aux interfaces de la couche α est supposée se produire
lorsque la distance dαnorm atteint la valeur critique dcritique. Ainsi, le critère de nucléation en trans-
formations finies est formulé de la manière suivante :
dαnorm ≥ dcritique ⇒ décohésion (IV.41)
La valeur critique dcritique, reliée aux propriétés d’adhésion entre la matrice et les particules, est à
identifier expérimentalement de manière cohérente avec la distance initiale λ séparant les points P1
et P2.
Nous constatons que l’expression (IV.40) de dαnorm diffère de celle en H.P.P. (équation (II.17))
via la seule normale à l’interface, ici actuelle (initiale dans (II.17)). L’expression de ∆~u (équa-
tion (IV.39)) est en effet la même qu’en H.P.P. Le gradient de la transformation f 0 (et de dépla-
cement h0) étant le même pour toutes les particules, les orientations actuelles des interfaces à un
instant t donné émanent toutes de la même “opération” appliquée aux orientations initiales. Aussi,
bien que la nucléation d’une paire de défauts pour une couche α donnée à un instant t dépende
de son orientation actuelle vis-à-vis de l’axe de chargement, la chronologie des nucléations au sein
du matériau reste implicitement conditionnée par les orientations initiales des interfaces. De plus,
l’expression de ∆~u restant analogue au cadre H.P.P., la nucléation pour une couche α dépend de
manière identique de l’épaisseur de la couche hα et du vecteur ~dα. Les capacités de l’A.M. vis-à-vis
de la restitution des effets de la taille de particule sont ainsi inchangées. Enfin, bien que nous ne
disposions plus d’expression analytique pour f 0 pour en avoir une confirmation explicite, la nucléa-
tion aux interfaces d’une couche α reste influencée par la morphologie initiale du composite et par
son état d’endommagement si d’autres couches sont déjà décollées.
Un critère de nucléation de défauts pour décrire l’évolution de l’endommagement vient d’être
développé. Dans le prolongement des travaux de Dartois et al. [Dartois 2008, Dartois et al. 2013],
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il a été formulé à l’échelle des constituants, mais en prenant en compte l’évolution d’orientation
des interfaces particules / matrice. Il conserve une formulation cinématique et reste indépendant
du comportement considéré pour la matrice et les charges.
Le critère de nucléation vient se greffer à la description géométrique et cinématique introduites
au début du chapitre (paragraphes IV.1 et IV.2), ainsi qu’à la procédure de transition d’échelle que
nous avons mise en place à endommagement fixé (paragraphes IV.2 et IV.3). Le paragraphe qui
suit s’attache à préciser les lois hyperélastiques retenues pour les particules et la matrice.
Relations essentielles pour décrire l’évolution de l’endommagement :
– Normale actuelle −→ équation (IV.37)
~n′α = f
0~mα1 ∧ f 0~mα2
‖f 0~mα1 ∧ f 0~mα2‖
– Critère de nucléation −→ équations (IV.39) à (IV.41)
dαnorm ≥ dcritique ⇒ décohésion
avec : dαnorm = (2λ~nα + ∆~u) · ~n′
α
et : ∆~u =
[
2h0 + (H− h0)
~dα ⊗ ~nα
hα
]
λ~nα
où : ~mα1 et ~mα2 sont deux vecteurs unitaires définissant un petit élément de surface de l’interface initiale Iα1 d’une
couche α, voir figure IV.4 ;
λ est la demi-longueur entre deux points P1 et P2 situés de part et d’autre de l’interface Iα1 d’une couche α.
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IV.5 Comportement des constituants
IV.5.1 Forme de la densité d’énergie de déformation
Les forts taux de charges des composites étudiés génèrent des niveaux de confinement au sein de
la matrice rendant nécessaire la prise en compte de la compressibilité de l’élastomère. Un formalisme
avec découplage distorsion - volume est donc retenu comme dans les travaux antérieurs de Touboul
et al. [Touboul 2007, Nadot-Martin et al. 2008]. Dans un souci d’approche progressive, surtout dans
le présent contexte de couplage avec l’endommagement, une loi de Néo-Hooke est ici choisie pour
décrire la part distorsion du comportement. Pour les mêmes raisons, la part volumique est décrite
de manière la plus simple possible (c’est-à-dire avec une relation pression - variation de volume
linéaire). Bien qu’une telle description soit insuffisante d’un point de vue strictement physique,
elle est quand même mieux adaptée à la réalité du comportement de la matrice que l’élasticité
linéaire considérée dans les travaux de Dartois et al. [Dartois 2008, Dartois et al. 2013]. Enfin,
les deux phases (particules et matrice) sont supposées avoir chacune des propriétés homogènes et
le comportement des particules est défini à partir de celui de la matrice par l’intermédiaire d’un
contraste sur les propriétés. Ce dernier sera important, pour limiter la déformabilité des charges
quasi-rigides devant celle de la matrice.
La densité d’énergie de déformation locale est ainsi définie par :
w = C10
(
I˜1 − 3
)
+ K2 (J− 1)
2 (IV.42)
où : C10 est le coefficient de Néo-Hooke ;
K est le module de compressibilité ;
I˜1 est le premier invariant modifié calculé à partir du premier invariant I1 du tenseur de
Cauchy-Green droit par : I˜1 = I1J−2/3 ;
J = det (f) est le jacobien de la transformation.
IV.5.2 Expression des contraintes nominales
Le tenseur de contrainte nominale locale est obtenu par dérivation de l’énergie libre hyperélas-
tique par rapport au gradient de la transformation. En présence de propriétés homogènes dans
chacune des phases, l’hétérogénéité du champ de contraintes nominales devient identique à celle
du champ de gradient de la transformation issue de la discrétisation cinématique au départ de
l’A.M. Ainsi, la contrainte nominale moyenne s∗α sur le volume d’une couche α est une contrainte
homogène au sein de la couche α, mais variable d’une couche à l’autre. La contrainte nominale
moyenne s∗0 sur le volume des particules correspond quant à elle à une contrainte homogène dans
les particules. Elles sont données par :
s∗0Ij = 2 J0 −2/3Cg10
[
tf0Ij −
1
3tr (c
0) f0 −1Ij
]
+ KgJ0 (J0 − 1) f0 −1Ij
s∗αIj = 2 Jα −2/3Cm10
[
tfαIj −
1
3tr (c
α) fα −1Ij
]
+ KmJα (Jα − 1) fα −1Ij
(IV.43)
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où : les exposants “0” et “α” font référence aux grandeurs calculées au sein de la phase particules
et d’une couche α respectivement ;
Cg10 est le coefficient de Néo-Hooke des particules ;
Kg est le module de compressibilité des particules ;
Cm10 est le coefficient de Néo-Hooke de la matrice ;
Km est le module de compressibilité de la matrice ;
c0 = tf 0f 0, respectivement cα = tfαfα, est le tenseur de Cauchy-Green droit homogène des
particules, respectivement de la couche α ;
J0 = det (f 0) , respectivement Jα = det (fα), est le jacobien de la transformation des parti-
cules, respectivement de la couche α.
Relations essentielles dans le contexte de l’hyperélasticité pour un compor-
tement de type Néo-Hooke :
– Contraintes nominales des constituants −→ équation (IV.43)
s∗0Ij = 2J0 −2/3Cg10
[
tf0Ij −
1
3tr (c
0) f0 −1Ij
]
+ KgJ0 (J0 − 1) f0 −1Ij
s∗αIj = 2Jα −2/3Cm10
[
tfαIj −
1
3tr (c
α) fα −1Ij
]
+ KmJα (Jα − 1) fα −1Ij
où : les exposants “0” et “α” font référence aux grandeurs calculées au sein de la phase particules et d’une couche α res-
pectivement ;
Cg10 est le coefficient de Néo-Hooke des particules ;
Kg est le module de compressibilité des particules ;
Cm10 est le coefficient de Néo-Hooke de la matrice ;
Km est le module de compressibilité de la matrice ;
c0 = tf0f0, respectivement cα = tfαfα, est le tenseur de Cauchy-Green droit homogène des particules, respective-
ment de la couche α ;
J0 = det
(
f0
)
, respectivement Jα = det (fα), est le jacobien de la transformation des particules, respectivement de
la couche α.
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IV.6 Conclusion
L’objectif de ce chapitre était de coupler au sein de l’A.M. deux non-linéarités caractéristiques
des composites énergétiques jusque-là traitées séparément, à savoir les transformations finies et
l’endommagement par décohésion d’interfaces. La schématisation géométrique de la microstructure
initiale a été conservée et nous avons fait le choix de reconduire les hypothèses cinématiques en
nous appuyant sur la qualité des estimations obtenues par Touboul et al. [Touboul 2007, Nadot-
Martin et al. 2008] en transformations finies pour le matériau sain, c’est-à-dire en amont d’un
endommagement éventuel du matériau.
Afin de caractériser la présence de défauts au niveau des interfaces entre les particules et la ma-
trice à un instant t donné, des discontinuités de déplacement sont introduites en compatibilité avec
les hypothèses cinématiques, à la manière de Nadot et al. [Nadot et al. 2006]. Les développements
cinématiques, entièrement revisités, montrent trois configurations possibles pour une couche α :
– elle est saine ;
– elle présente un unique défaut au niveau de l’une de ses interfaces et le saut est constant
(“configuration simple”) ;
– elle présente une paire de défauts au niveau de ses interfaces et les sauts correspondants
sont linéaires (“configuration double”).
L’étude de ces configurations met en évidence un lien fort entre les configurations “double” et
“simple”, via notamment la présence d’un vecteur homogène qui peut s’interpréter comme le saut
constant qu’il y aurait le long de la seconde interface en l’absence de discontinuité sur la première.
La configuration “simple” n’avait pas été envisagée en H.P.P. par Nadot et al. [Nadot et al. 2006].
Ainsi, les développements présentés dans ce chapitre, bien que de principe analogue, sont plus
riches que ceux des travaux de Nadot et al. et constituent une contribution importante offrant
un potentiel pour l’A.M. jamais mis en évidence auparavant. Néanmoins, la prise en compte de
la configuration “simple” multiplie le nombre de configurations possibles des couches et introduit
un nuage d’inconnues supplémentaires pour le problème à résoudre. Dans ce contexte et pour
une première approche, nous avons fait le choix de ne considérer que les configurations saine et
“double”. Cela a aussi permis de conserver un parallélisme avec les travaux antérieurs, bienvenu
pour un meilleur contrôle des développements suivants.
La suite a consisté à revisiter les étapes de mise en place des relations de passage micro-macro.
Au final, les relations obtenues définissant le problème de localisation-homogénéisation pour un
état d’endommagement fixé (c’est-à-dire pour un nombre fixé de défauts ouverts et / ou fermés)
apparaissent sensiblement similaires aux expressions présentées au chapitre II dans le cas du ma-
tériau sain (tableau II.1, colonne 1). La différence majeure réside dans le gradient de déplacement
HαD qui apparaît au sein de l’expression du gradient de la transformation d’une couche α décol-
lée. Ce terme additionnel témoigne de l’influence des défauts (ouverts ou fermés) à ses frontières.
L’ensemble {HαD} renforce l’hétérogénéité au sein de la phase matrice. L’équation en contrainte
nominale à résoudre, dont l’inconnue principale reste le gradient de la transformation des particules
f 0, présente quant à elle la même forme générique. Le gradient de la transformation des grains f 0
conserve son rôle de transmission des effets au sein du matériau.
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Une approche complémentaire permettant d’établir une relation de dépendance entre les contri-
butions {HβD} des défauts ouverts et le chargement appliqué (caractérisé par le gradient de la
transformation macroscopique F) a été proposée. Elle permet d’obtenir une équation supplémen-
taire par couche décollée. Alors qu’en H.P.P., f 0 était déterminé analytiquement en amont de la
mise en œuvre de l’approche complémentaire, en transformations finies, toutes les équations devront
être résolues numériquement et simultanément.
Sur la même base que Dartois et al. [Dartois 2008, Dartois et al. 2013], nous avons formulé un
critère de nucléation permettant de traiter l’évolution de l’endommagement. La normale actuelle à
l’interface particules / matrice est considérée de manière à s’adapter au contexte des transformations
finies. Le critère, de formulation cinématique, reste indépendant du comportement des phases. La
nucléation pourra ainsi être testée à chaque instant au cours d’un chargement macroscopique afin
d’estimer l’évolution du nombre de défauts présents aux interfaces entre les particules et la matrice.
Pour finir, les lois constitutives des deux phases ont été précisées. Un formalisme hyperélastique
avec découplage distorsion-volume, impliquant un potentiel de Néo-Hooke, est envisagé pour les
deux constituants, avec un contraste important entre les particules et la matrice.
Le chapitre qui suit présente la mise en place des algorithmes, des outils et des hypothèses
nécessaires à la résolution d’un problème mettant en jeu une microstructure fortement chargée sous
un chargement macroscopique particulier.
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Liste des notations spécifiques au chapitre
Les notations plus générales et utilisées tout au long du manuscrit sont listées en page ix. Les
conventions d’usage sont exposées en page v.
Grandeurs cinématiques
F gradient de la transformation macroscopique. tenseur o.2 (3× 3)
f 0 gradient de la transformation des particules. tenseur o.2 (3× 3)
fα gradient de la transformation de la couche α. tenseur o.2 (3× 3)
HαD gradient de déplacement traduisant la contribution des défauts
présents aux interfaces de la couche α sur fα.
tenseur o.2 (3× 3)
∆F incrément de gradient de la transformation macroscopique. tenseur o.2 (3× 3)
J0 jacobien de la transformation des particules. réel
Jα jacobien de la transformation d’une couche α. réel
Déformations
C tenseur de Cauchy-Green droit macroscopique. tenseur o.2 (3× 3)
c0 tenseur de Cauchy-Green droit pour les particules. tenseur o.2 (3× 3)
cα tenseur de Cauchy-Green droit pour une couche α. tenseur o.2 (3× 3)
E déformation de Green-Lagrange macroscopique. tenseur o.2 (3× 3)
Edebonding [Étude de microstructures périodiques simples] déformation de
Green-Lagrange macroscopique axiale pour laquelle a lieu la pre-
mière décohésion de la couche de référence.
réel
Contraintes
S∗ contrainte nominale homogénéisée. tenseur o.2 (3× 3)
s∗0 contrainte nominale moyenne dans les particules. tenseur o.2 (3× 3)
s∗α contrainte nominale moyenne dans la couche α. tenseur o.2 (3× 3)
Π contrainte de Piola-Kirchoff 1 homogénéisée. tenseur o.2 (3× 3)
Πmax [Étude de microstructures périodiques simples] contrainte de
Piola-Kirchoff 1 homogénéisée axiale maximale.
réel
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Paramètres et éléments spécifiques à la description des microstructures étudiées
L dimension de particule. réel
h, h’ [Étude de microstructures périodiques simples] épaisseurs des
zones intergranulaires.
réel
cmat concentration volumique de matrice. réel
λcomp,λtrac facteurs de charge en compression œdométrique et en traction
œdométrique respectivement.
réel
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La mise en œuvre numérique des développements analytiques présentés au chapitre IV doit
permettre à terme de réaliser des simulations, en venant localiser précisément les lieux de décohé-
sion, à la manière des approches en champs complets. La méthodologie adoptée permet cependant
de pratiquer des calculs beaucoup moins coûteux numériquement et donc de profiter d’un gain de
temps de calcul appréciable.
Ainsi, la méthodologie couplant au sein de l’Approche Morphologique les transformations finies
et l’endommagement d’interfaces au sein de composites particulaires fortement chargés est ici pré-
sentée sous l’angle de l’implémentation numérique. Nous exposons ici tout d’abord les différents
enjeux liés à la mise en œuvre numérique et les choix réalisés (paragraphes V.1 et V.2). Nous ten-
tons ensuite progressivement de tester la validité de la programmation ainsi que la reproductibilité
de résultats obtenus lors des études antérieures [Touboul 2007, Nadot-Martin et al. 2008]. Des si-
mulations numériques permettront de vérifier la pertinence des outils et des méthodologies mises en
places (paragraphes V.3 et V.4). Nous discuterons enfin des perspectives de développement analy-
tique et numérique qui permettraient de lever certains verrous rencontrés au cours de la résolution
(paragraphe V.5).
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V.1 Formulation du problème non-linéaire à résoudre
V.1.1 Définition des dépendances du problème et stratégie adoptée
Les développements analytiques présentés au chapitre IV ont permis d’établir des équations à
résoudre pour estimer le comportement de composites particulaires dans le cadre des transforma-
tions finies pour un état d’endommagement fixé.
La première équation à résoudre est l’équation (IV.26), relation établie entre les contraintes
nominales {s∗α;∀α} associées à chaque couche α et la contrainte nominale s∗0 des particules (pa-
ragraphe IV.2.2.b). Cette équation est au centre de la résolution du problème de localisation-
homogénéisation pour un comportement local donné. Elle doit être satisfaite quelle que soit la
configuration dans laquelle se trouve la microstructure considérée et permettra de déterminer l’in-
connue principale f 0, que le matériau soit sain ou siège de défauts. L’évolution de l’endommagement
a quant à elle été introduite via la formulation d’un critère de nucléation qui, dans le même esprit
que dans les travaux antérieurs, sera testé à chaque incrément de chargement imposé.
En présence d’endommagement, nous rappelons qu’un terme additionnel apparaît dans l’expres-
sion du gradient de déplacement (IV.8) et du gradient de la transformation (IV.9) de la couche α.
Il s’agit du gradient de déplacement HαD attestant de l’influence des défauts présents aux inter-
faces de la couche α. Il prend la valeur HβD lorsque la couche α est une couche β comportant des
défauts ouverts à ses interfaces, et la valeur HfD si la couche est une couche f avec des défauts fer-
més. Cette valeur, qui pourrait être ultérieurement évaluée au moment de la fermeture des défauts
(paragraphe IV.3), est figée par frottement infini. Les grandeurs {HβD;∀β} sont donc les seules gran-
deurs évoluant en cours de chargement à configuration d’endommagement fixée (c’est-à-dire pour
un nombre donné de défauts ouverts et / ou fermés au sein de la microstructure). L’approche
complémentaire du paragraphe IV.3 a permis d’établir, dans un contexte hyperélastique, une re-
lation de dépendance entre HβD et le gradient de la transformation macroscopique F. À chaque
couche β comportant des défauts ouverts est alors associée une équation de la forme (IV.33), qui
régit l’évolution de la grandeur tensorielle HβD associée.
Le système d’équations non-linéaire à résoudre présente ainsi la forme suivante :

(1− c)s∗0 + 1|V0|
∑
α
s∗αAαhα − 1|V0|
∑
α
~dα ⊗~tα = 0 (Φ∗ = 0)
Pour chaque couche β : s∗β : ∂H
βD
∂F = 0
(
Φβ = 0
) (V.1)
Nous noterons Φ∗ = 0 l’équation en contraintes nominales (V.1)1 et Φβ = 0 l’équation (V.1)2
associée à une couche β donnée. N’ayant pas encore formulé de critère de fermeture, nous nous
limitons dans la suite à des configurations d’endommagement impliquant uniquement des défauts
ouverts.
La matrice et les particules sont décrites par un potentiel de Néo-Hooke avec découplage
distorsion-volume (équation (IV.42)). Les expressions des contraintes nominales s∗0 dans les parti-
cules, et s∗α dans une couche α (équations (IV.43)) associée à la relation exprimant le gradient de
la transformation fα d’une couche α (équation (IV.9)), permettent de caractériser les dépendances
explicites de chacune des équations de (V.1) vis-à-vis des inconnues et des données du problème :
V.1 Formulation du problème non-linéaire à résoudre 137

s∗0 = s∗0 (f 0,Cg10,Kg)
s∗α = s∗α (fα,Cm10,Km)
fα = fα
(
hα, ~nα, ~dα,F, f 0,HαD
)
⇒
 Φ
∗ = Φ∗
({
Aα,hα, ~nα, ~dα; ∀α
}
,F, f 0, {HαD} ,Cg10,Kg,Cm10,Km
)
Φβ = Φβ
(
hβ, ~nβ, ~dβ,F, f 0,HβD,Cm10,Km
)
pour chaque couche β.
(V.2)
où : Cg10, respectivement Cm10, est le coefficient de Néo-Hooke des particules, respectivement de
la matrice ;
Kg, respectivement Km, est le module de compressibilité des particules, respectivement de
la matrice.
Le gradient de la transformation des particules f 0 et les grandeurs tensorielles {HβD; ∀β} appa-
raissent clairement dans toutes les équations du système (voir (V.2)). Bien que la structure additive
de l’expression de fα en fonction f 0 et de HαD (équation (IV.9)) ainsi que celle de l’équation (V.1)1
aient pu être conservées (par maintien des mêmes hypothèses cinématiques), le système revêt,
en transformations finies comparativement au cadre H.P.P., un caractère à la fois fortement non-
linéaire et couplé du fait de la non-linéarité du comportement des phases (particules et matrice).
Pour Nβ couches comportant une paire de défauts ouverts, le système (V.1) est constitué de
(1 + Nβ) équations tensorielles non-linéaires impliquant les inconnues tensorielles f 0 et {HβD; ∀β}.
Le tableau V.1 établit un bilan des dimensions de chaque tenseur impliqué et permet d’envisager
9 (1 + Nβ) équations scalaires non-linéaires à résoudre pour déterminer les 9 composantes scalaires
de f 0 et les 9Nβ composantes scalaires des Nβ tenseurs HβD.
Équations
Grandeur Dimension Nb. de Nb. d’équations Nb. d’équations
composantes tensorielles scalaires
Φ∗ 3× 3 9 1 9
Φβ 3× 3 9 Nβ 9Nβ
Inconnues
Grandeur Dimension Nb. de Nb. d’inconnues Nb. d’inconnues
composantes tensorielles scalaires
f 0 3× 3 9 1 9
HβD 3× 3 9 Nβ 9Nβ
Tableau V.1 – Bilan du nombre d’équations à résoudre et du nombre d’inconnues associées.
Afin de procéder à la résolution numérique du problème (V.1), notre choix s’est porté sur un
algorithme de Newton-Raphson (Annexe C). Cet algorithme présente une convergence rapide, avec
un taux de convergence quadratique. De plus, le principe de l’algorithme reste simple d’application
malgré les dimensions importantes du problème.
L’une des contributions majeures de ce travail a été de formuler la matrice tangente associée
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au système (V.1) de manière analytique, afin de la calculer de manière exacte lors de la résolution
associée à l’algorithme choisi. La résolution sera alors plus rapide que dans des situations où elle
est par exemple réalisée à partir d’une estimation de la matrice tangente par différences finies.
V.1.2 Écriture de la matrice tangente
La matrice tangente associée aux (1 + Nβ) équations tensorielles du système (V.1) sera obtenue
par dérivation de chaque équation par rapport à chacune des inconnues du problème, soit f 0 et
{HβD; ∀β}. Elle sera donc constituée de quatre blocs principaux, formés de chacune des dérivées
∂ Φ∗
∂ f 0 ,
{
∂ Φ∗
∂ HβD
}
,
{
∂ Φβ
∂ f 0
}
et
{
∂ Φβ
∂ HβD
}
, de la manière qui suit :

[
∂ Φ∗
∂ f 0
] [
∂ Φ∗
∂ Hβ1D
]
· · ·
[
∂ Φ∗
∂ HβNβD
]
BLOC 1 BLOC 2
BLOC 3 BLOC 4
[
∂ Φβ1
∂ f 0
] [
∂ Φβ1
∂ Hβ1D
]
· · ·
[
∂ Φβ1
∂ HβNβD
]
...
...
...
[
∂ ΦβNβ
∂ f 0
] [
∂ ΦβNβ
∂ Hβ1D
]
· · ·
[
∂ ΦβNβ
∂ HβNβD
]

(V.3)
La matrice tangente (V.3) représentée schématiquement ci-dessus est donc un assemblage de
tenseurs d’ordre quatre. Il s’agit d’une matrice tangente “dynamique”, au sens où ses dimensions
sont dépendantes du nombre de grandeurs tensorielles HβD impliquées dans le problème. Ainsi, si
le matériau est sain, il apparaît évident que seul le “bloc 1” constituera la matrice tangente, les
autres “blocs” dépendant du nombre de couches β comportant des défauts ouverts à leurs interfaces,
étant nul dans cette configuration. Pour une configuration d’endommagement fixée, les “bloc 2”,
“bloc 3” et “bloc 4” auront une dimension correspondant au nombre Nβ considéré de couches avec
des défauts ouverts. Lorsque de plus l’évolution de l’endommagement sera considérée, c’est-à-dire
le test de nucléation (IV.41) activé, le nombre de couches Nβ avec des défauts ouverts évoluera,
ainsi que les dimensions des “bloc 2”, “bloc 3” et “bloc 4”. Dans tous les cas, la dimension du
“bloc 1” sera la même.
L’expression de chacune des dérivées n’est pas détaillée dans ce chapitre. Nous présentons ici
uniquement la forme générale des entités constituant chaque “bloc”. Les détails permettant de
retrouver les expressions finales et complètes sont explicités en Annexe D.
Le “bloc 1”, constitué de la dérivée de l’équation en contraintes nominales (V.1)1 par rapport
à l’inconnue principale f 0, sera la partie invariante de la matrice tangente (V.3) du point de vue de
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sa forme, que le composite considéré soit sain ou endommagé. Par contre, les grandeurs tensorielles
HβD liées à l’influence des défauts étant présents au sein de l’équation (V.1)1, la présence du
dommage influera sur les termes mêmes de ce bloc et également sur la forme du reste de la matrice
tangente comme nous l’avons expliqué plus haut. La dérivée ∂ Φ
∗
∂ f 0 s’écrit, sous la forme intrinsèque
suivante :
∂ Φ∗
∂ f 0 = (1− c)
∂ s∗0
∂ f 0 +
1
|V0|
∑
α
∂ s∗α
∂ f 0 A
αhα − 1|V0|
∑
α
∂
(
~dα ⊗~tα
)
∂ f 0 (V.4)
où : ∂ s
∗α
∂ f 0 =
∂ s∗α
∂ fα :
∂ fα
∂ f 0 ;
∂ dαI tαj
∂ f0mN
= dαI nαK
∂ s∗αKj
∂ f0mN
Aα si ~tα 6= ~0, avec dαI tαj la composante ij du produit tensoriel ~dα⊗~tα.
Sinon, comme ~tβ = ~0 pour chaque couche β comportant une paire de défauts ouverts à ses
interfaces,
∂
(
~dβ ⊗~tβ
)
∂ f 0 = 0.
Le “bloc 2” est constitué des dérivées de l’équation en contraintes nominales (V.1)1 par rapport
à chacun des tenseurs HβD. La forme intrinsèque de la dérivée ∂ Φ
∗
∂ HβD , pour β fixé, est la suivante :
∂ Φ∗
∂ HβD =
1
|V0|
∂ s∗β
∂ HβD A
βhβ (V.5)
avec : ∂ s
∗β
∂ HβD =
∂ s∗β
∂ fβ :
∂ fβ
∂ HβD , la dépendance de s
∗β vis-à-vis de fβ étant connue via son expres-
sion (IV.43)2 et fβ étant relié à HβD via la relation (IV.9).
Le “bloc 3” est constitué des dérivées des équations (V.1)2 associées aux couches β, par rapport
à l’inconnue principale f 0. Pour β fixé, ∂ Φ
β
∂ f 0 s’exprime comme suit :
∂ Φβ
∂ f 0 =
t
(
∂ HβD
∂ F
)
: ∂ s
∗β
∂ f 0 (V.6)
avec : ∂ s
∗β
∂ f 0 =
∂ s∗β
∂ fβ :
∂ fβ
∂ f 0 , la dépendance de s
∗β vis-à-vis de fβ étant connue via son expres-
sion (IV.43)2 et fβ étant relié à f 0 via la relation (IV.9) ;
la transposée d’un tenseur A d’ordre quatre est définie par : tAijkl = Aklij.
Le “bloc 4” est constitué des dérivées des équations (V.1)2 associées aux couches β, par rapport
à chacun des tenseurs de l’ensemble {HβD}. Ici encore, nous fournissons la forme intrinsèque de la
dérivée ∂ Φ
βi
∂ Hβj D , βi et βj désignant deux couches β différentes :
∂ Φβi
∂ Hβj D =

t
(
∂ Hβi D
∂ F
)
: ∂ s
∗βi
∂ Hβj D + s
∗βi : ∂
∂ Hβj D
(
∂ Hβi D
∂ F
)
si βi = βj ;
0 sinon.
(V.7)
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L’expression analytique de la grandeur ∂ H
βD
∂ F ou encore de sa dérivée par rapport à H
βD
n’est pas détaillé. HβD étant une inconnue du problème, nous ne disposons pas de son expression
analytique et le calcul de sa dérivée exacte vis-à-vis des différentes inconnues ou données n’est pas
envisageable sans développements ou outils complémentaires.
Nous poursuivons néammoins la mise en œuvre numérique dans le cas général. Des détails quant
à la détermination de ∂ H
βD
∂ F via l’ajout d’équations supplémentaires seront apportés et discutés au
paragraphe V.5. Entre temps, des validations intermédiaires sur microstructures non endommagées
(saines) et jusqu’à la nucléation des premiers défauts seront proposées (paragraphes V.3 et V.4).
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V.2 Procédure numérique de résolution
La résolution numérique du problème associé à l’Approche Morphologique dans sa version en
transformations finies avec prise en compte de l’endommagement est ici envisagée dans le cas
général. La programmation est réalisée en Python®, qui est un langage de programmation interprété
orienté-objet. Notre choix s’est porté sur ce langage car il dispose d’un grand nombre de modules
qu’il est possible d’importer pour en récupérer les librairies de calcul. Ainsi, par exemple, nous
utiliserons le module numpy qui englobe tout un ensemble d’outils très puissants pour traiter les
objets multidimensionnels (tableaux, tenseurs, etc.) et notamment pour réaliser du calcul tensoriel.
Un autre avantage est que Python® permet, via des modules spécifiques, l’extension des programmes
déjà réalisés par l’importation de programmes écrits dans d’autres langages comme le C++ ou
Fortran, ou encore constitue une éventuelle passerelle vers des calculs éléments finis avec Abaqus
(via la création de scripts spécifiques). Cette fonctionnalité ne sera pas utilisée ici, mais pourra être
envisagée lors de travaux futurs. C’est donc pour faciliter l’implémentation de nos calculs mais aussi
en prévision de l’exploitation future de l’A.M. que nous avons choisi ce langage de programmation.
V.2.1 Architecture générale
Nous souhaitons pouvoir réaliser des simulations numériques permettant d’évaluer l’ensemble
du travail de modélisation réalisé au chapitre IV et la mise en équation nécessaire à l’algorithme
de résolution, c’est-à-dire l’expression de la matrice tangente (paragraphe V.1). Nous présentons
ci-dessous les grandes étapes de la résolution telles que nous l’envisageons à terme, c’est-à-dire pour
des simulations générales depuis l’état sain, et avec la prise en compte de nucléations progressives
au sein du matériau ainsi que de leurs effets. Les étapes en question sont les suivantes :
(i) Une microstructure aléatoire à particules polyédriques satisfaisant les critères de la
schématisation géométrique et la condition de compatibilité (IV.18) est générée numé-
riquement. Ce travail est réalisé en amont par le Centre d’Études de Gramat 1.
(ii) Les paramètres morphologiques
{
Aα, hα, ~nα, ~dα;∀α
}
nécessaires à la description de la
microstructure sont importés, mais également les barycentres des interfaces de référence
{Iα1 ;∀α} et les milieux des arêtes des polyèdres nécessaires au calcul de la normale
actuelle (paragraphe IV.4.1) pour le critère de nucléation (IV.41).
(iii) Le gradient de la transformation des grains est initialisé : f 0 = Id. À ce stade, l’ensemble
des {HβD} n’existe pas, la microstructure étant non endommagée.
(iv) La microstructure est soumise à un chargement macroscopique par l’intermédiaire du
gradient de la transformation macroscopique associé. Le gradient de la transformation
est appliqué à la microstructure de manière incrémentale, l’incrément étant noté ∆F.
(v) Les gradients de la transformation des couches {fα;∀α} sont évalués pour l’incrément de
chargement considéré, ce qui permet de calculer toutes les grandeurs qui en dépendent.
(vi) L’algorithme de Newton-Raphson permet d’évaluer le gradient de la transformation
des particules f 0 et les grandeurs {HβD}. Lorsqu’aucun défaut n’est présent au sein
1. G. Contesse, Commissariat à l’Énergie Atomique et aux Énergies Alternatives, Centre d’Études de Gramat,
Gramat, France.
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de la microstructure (tant que la microstructure est saine, au moins pour le premier
incrément de chargement), seul f 0 est évalué. Les tenseurs {HβD} sont évalués sur les
seules couches s’étant décollées à l’incrément de chargement précédent.
(vii) Toutes les grandeurs locales (dans les particules et dans les couches) sont actualisées.
(viii) Le critère de nucléation (IV.41) est testé. S’il y a eu création de défauts aux inter-
faces d’une ou plusieurs couches, les grandeurs tensorielles {HβD} correspondantes sont
initialisées.
(ix) L’ensemble des grandeurs macroscopiques sont actualisées afin de fournir la réponse
macroscopique pour l’incrément considéré.
Jusqu’à la fin du chargement complet, les étapes (iv) à (ix) sont répétées en boucle. Ces étapes,
qui constituent l’architecture globale du programme, sont regroupées sur la figure V.1. Ce para-
graphe, visant à présenter la mise en œuvre numérique, vient se greffer en tant que complément du
principe de résolution présenté au paragraphe IV.2.3 et en figure IV.3.
Figure V.1 – Représentation schématique de la procédure générale de résolution numérique.
Nous avons choisi de tester le critère de nucléation à la fin de la “boucle” correspondant au calcul
des grandeurs pour un incrément de gradient de la transformation fixé (étape (viii)). Ceci permet de
calculer (étape (v)), au début de l’incrément de chargement suivant, le gradient de la transformation
fα associé à chaque couche α en prenant en considération son décollement éventuel à l’incrément
précédent. Toutes les grandeurs associées tiennent également compte. Ainsi, pour un incrément de
chargement donné, la nucléation calculée à l’incrément précédent est considérée comme étant une
nucléation de défauts apparaissant au début de l’incrément actuel. Nous avons considéré que cette
hypothèse est acceptable dans la mesure où l’incrément de gradient de la transformation ∆F est
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suffisamment faible. Ceci nous permet de nous affranchir (pour le moment) de la mise en place d’une
procédure adaptative permettant de se placer de manière exacte et systématique au moment précis
de chaque nouvelle nucléation de défauts, telle que proposée par Dartois et al. [Dartois 2008, Dartois
et al. 2013].
Une autre remarque concernant l’architecture générale envisagée sur la figure V.1 porte sur
l’initialisation des inconnues. L’utilisation d’un algorithme de Newton-Raphson nécessite en effet
l’introduction d’une solution initiale suffisamment proche de la solution réelle, afin de faciliter la
convergence et d’éviter les problèmes de minima locaux pouvant être rencontrés lors de la réso-
lution. La définition de la solution initiale pour le gradient de la transformation f 0 est triviale.
La microstructure étant saine avant l’application d’un quelconque chargement, nous imposons :
f 0 = Id. Par contre, pour HβD, le choix d’une “valeur initiale” la plus proche possible de la “va-
leur” à estimer au premier incrément de chargement qui suit la nucléation des défauts aux interfaces
de la couche β reste à approfondir.
V.2.2 Stockage des paramètres microstructuraux et calcul des grandeurs aux
deux échelles
Lorsqu’une microstructure d’étude est générée, nous disposons de fichiers texte avec l’ensemble
des paramètres morphologiques nécessaires. Nous avons alors mis en place une méthode permettant
de lire ces fichiers et de stocker les paramètres dans la classe d’objetsmorpho. Ainsi, nous récupérons
notamment les grandeurs
{
Aα,hα, ~nα, ~dα;∀α
}
mais aussi les barycentres des interfaces de référence
de chaque couche α et les milieux des arêtes d’interfaces polyédriques nécessaires au calcul des
normales actuelles aux interfaces.
Nous avons ensuite mis en place trois classes d’objets associées respectivement aux particules,
aux couches de matrice et aux grandeurs macroscopiques. La méthode associée à chaque classe
permet notamment d’évaluer :
Grains Couches Macro.
Gradient de la transformation fα
Jacobien de la transformation J0 = det (f 0) Jα = det (fα) J = det (F)
Tenseur de Cauchy-Green droit c0 = tf 0· f 0 cα = tfα· fα C = tF·F
Tenseur de contrainte nominale s∗0 s∗α S∗
Dans chacune des classes est prévu le calcul d’autres tenseurs des contraintes, tels que le tenseur
de Piola-Kirchoff 1 (transposée du tenseur de contrainte nominale), ou encore celui du tenseur des
déformations de Green-Lagrange.
Au sein de la classe macro, il est possible d’attribuer à l’objet relatif au gradient de la transfor-
mation macroscopique F sa nouvelle valeur, à chaque nouvel incrément de chargement.
La classe grains permet également de stocker le coefficient Cg10 du potentiel de Néo-Hooke et le
module de compressibilité Kg. Un objet associé au gradient de la transformation f 0 est actualisé à
partir de la valeur issue de la résolution, à chaque incrément de chargement.
De même, la classe couches contient le coefficient Cm10 du potentiel de Néo-Hooke de la matrice
et son module de compressibilité Km. Nous y incluons également les grandeurs nécessaires au test
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du critère de nucléation, c’est-à-dire la normale actuelle (IV.37) et la distance dαnorm (IV.40). Les
grandeurs tensorielles {HβD} calculées sont également stockées au sein de la classe couches.
Lorsque nous actualisons les grandeurs locales et macroscopiques, il nous suffit de faire appel
aux méthodes rattachées à chaque classe et les évaluations sont toutes réalisées simultanément.
V.2.3 Mise en œuvre de l’algorithme de Newton-Raphson
Au paragraphe V.1, le choix d’un algorithme de Newton-Raphson pour réaliser la résolution
nous a menés à la présentation de la structure de la matrice tangente (équation (V.3)) associée au
système (V.1) à résoudre. À présent, nous allons nous attacher à détailler la mise en place de cet
algorithme.
V.2.3.a Implémentation de l’algorithme
Sur la base du principe général décrit en Annexe C, nous avons programmé un algorithme
de Newton-Raphson adapté à la formulation tensorielle de notre problème. Nous nous plaçons au
cours de la résolution, pour un incrément de chargement macroscopique fixé. Les valeurs initiales des
inconnues tensorielles f 0 et {HβD} sont alors connues. L’ensemble des grandeurs locales viennent
par ailleurs d’être actualisées (étape (v), figure V.1). Les principales étapes de l’algorithme se
décomposent alors de la manière suivante :
(i) Le système et la matrice tangente sont calculés. Pour la première itération de l’algo-
rithme, les données d’entrée sont les valeurs initiales mentionnées ci-dessus. Pour les
itérations suivantes, les évaluations des différentes grandeurs à l’itération précédente
sont utilisées.
(ii) L’incrément de solution à appliquer à chacune des inconnues est calculé par résolution
d’un système linéaire de la forme (C.4). Nous utilisons pour cela la fonction d’un package
de Python®.
(iii) L’incrément de solution est appliqué à la solution initiale ou à la solution fournie à
l’itération précédente pour chaque inconnue.
(iv) La valeur du résidu associé à chacune des inconnues est calculée, de manière séparée.
Ceci permet de gérer distinctement la convergence de toutes les grandeurs à évaluer, et
de n’arrêter le calcul que lorsqu’elles ont toutes atteint des valeurs acceptables.
(v) Si tous les résidus sont inférieurs à la valeur maximale tolérée imposée pour chaque
grandeur, alors la convergence est atteinte. Les solutions calculées grâce à l’algorithme
sont celles évaluées à l’étape (iii). Sinon, l’ensemble des étapes est réitéré jusqu’à conver-
gence.
Dans toute l’étude, le résidu est une grandeur relative définie comme le rapport suivant :
Res = ‖∆A‖∞‖Aold‖∞
(V.8)
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où : ‖A‖∞ est la norme infinie (ou norme du maximum) du tenseur A, telle que : ‖A‖∞ =
max1≤i,j≤n
∣∣Aij∣∣ ;
Aold est l’inconnue tensorielle A à l’itération précédente de l’algorithme ;
∆A est l’incrément de solution calculé lors de la résolution, à l’itération actuelle.
La fonction mentionnée en étape (ii) pour la résolution du système linéaire au sein d’une ité-
ration de l’algorithme de Newton-Raphson est une fonction permettant de résoudre des systèmes
linéaires matriciels classiques, ce qui n’est pas le cas du système linéaire associé au système non-
linéaire (V.1). En effet, le système (V.1) associe (1 + Nβ) équations tensorielles d’ordre deux (dimen-
sions 3× 3). Les inconnues, f 0 et {HβD}, sont toutes des tenseurs d’ordre deux (dimensions 3× 3).
Enfin, la matrice tangente est la dérivée d’équations tensorielles d’ordre deux par rapport à des
variables d’ordre deux : il s’agit ainsi d’une association de plusieurs tenseurs d’ordre quatre (di-
mensions 3×3×3×3), qui constituent les “sous-blocs” des “blocs” 1 à 4 (paragraphe V.1.2). Nous
avons donc réécrit le système linéaire à résoudre au sein de l’algorithme de Newton-Raphson sous
forme d’un système matriciel simple.
V.2.3.b Écriture matricielle du système et de la matrice tangente
Le système linéaire à résoudre au sein de l’algorithme de Newton-Raphson dont la matrice
tangente a été établie au paragraphe V.1.2 est schématiquement illustré en figure V.2(a). Les cadres
colorés en bleu, rouge, vert et orange correspondent aux “sous-blocs”, c’est-à-dire respectivement
aux grandeurs ∂ Φ
∗
∂ f 0 ,
{
∂ Φ∗
∂ HβD
}
,
{
∂ Φβ
∂ f 0
}
,
{
∂ Φβ
∂ HβD
}
. Les cadres gris correspondent aux incréments
de solution calculés pour chacune des inconnues, et les cadres violets aux équations du système non-
linéaire (V.1). Au sein de l’algorithme de Newton-Raphson, le système linéaire visant à déterminer
l’incrément de solution implique donc une somme de produits doublement contractés. Pour le
matériau sain, un seul produit doublement contracté apparaît, soit :
∂ Φ∗
∂ f 0 : ∆f
0 = −Φ∗ (V.9)
En présence d’une seule couche β décollée, nous avons :

∂ Φ∗
∂ f 0 : ∆f
0 + ∂ Φ
∗
∂ HβD : ∆H
βD = −Φ∗
∂ Φβ
∂ f 0 : ∆f
0 + ∂ Φ
β
∂ HβD : ∆H
βD = −Φβ
(V.10)
et ainsi de suite pour Nβ couches décollées.
Afin de se ramener à un système matriciel simple, chacun des produits doublement contractés
entre un tenseur d’ordre quatre A (“sous-bloc” bleu, rouge, vert ou orange en figure V.2(a)) et un
tenseur d’ordre deux B (incrément de solution associé, cadre gris en figure V.2(a)), soit : A : B,
est écrit sous la forme d’un produit matriciel de la manière suivante :
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
A1111 A1112 A1113 A1121 · · · A11kl · · ·
A1211 A1212 A1213 A1221 · · · A12kl · · ·
...
...
...
...
...
...
...
...
...
...
...
...
...
...
Aij11 Aij12 Aij13 Aij21 · · · Aijkl · · ·
...
...
...
...
...
...
...
...
...
...
...
...
...
...

·

B11
B21
B31
B12
...
Blk
...

(V.11)
Chaque tenseur d’ordre deux C, “sous-bloc” violet du second membre du système linéaire en
figure V.2(a), est quant à lui transformé en un vecteur de taille 9 sous la forme suivante :

C11
C12
C13
C21
...
Cij
...

(V.12)
Nous remarquerons que les transformations des tenseurs d’ordre deux et de dimensions 3 × 3
en vecteurs de taille 9 ne sont pas identiques entre (V.11) et (V.12).
Nous avons appliqué les transformations précédentes au système linéaire original (figure V.2(a)),
équation par équation (figure V.2(b)). De cette manière, la matrice tangente devient une matrice
de dimensions 9 (1 + Nβ)× 9 (1 + Nβ). Les transformations (V.11) et (V.12) assurent l’équivalence
entre les deux systèmes linéaires (figure V.2).
La mise en place du système linéaire a été programmée de manière à ce que sa taille soit
adaptative, en fonction du nombre de couches comportant des défauts. Le nombre de lignes et
de colonnes de la matrice tangente varie ainsi suivant le nombre de couches β. Alors, si pour un
incrément de chargement donné, les dimensions du système sont fixes, elles sont réactualisées à
chaque nouvel incrément de chargement, suivant le résultat du test du critère de nucléation.
V.2.4 Démarche de validation
Afin de valider progressivement les travaux réalisés, nous allons procéder à des simulations
numériques successives de difficultés croissantes.
Dans un premier temps, nous désactiverons le critère de nucléation : la résolution s’effectuera
dans le cas sain. Nous pourrons alors effectuer une comparaison des résultats avec les travaux de
Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008] dans un cadre similaire, afin de confirmer en
première approche la mise en place analytique de la matrice tangente et l’implémentation numérique
de la méthodologie.
Puis, nous activerons simplement le critère sans poursuivre le calcul en aval. Cela constituera
d’une part un pas supplémentaire dans l’évaluation du programme mis en place et, d’autre part,
permettra d’appréhender les aptitudes de l’A.M., dans le cadre plus réaliste des transformations
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finies, à restituer les effets de taille et d’interaction mis en évidence en H.P.P. (chapitre III).
Enfin, nous proposerons des éléments complémentaires pour poursuivre les simulations avec
l’A.M. telle qu’elle est formulée à ce stade.
(a) Écriture originale.
(b) Écriture matricielle.
Figure V.2 – Formes du système linéaire à résoudre par l’algorithme de Newton-Raphson.
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V.3 Validations sur microstructures périodiques non endomma-
gées
V.3.1 Principe de l’étude
Dans un premier temps, nous nous attachons à évaluer la validité des développements analy-
tiques et numériques sur des microstructures de complexités croissantes (périodique simple, pério-
dique complexe), sans endommagement. Ainsi, le critère de nucléation est désactivé de manière à
ne pas être testé lors de chaque incrément de chargement. Les calculs sont alors réalisés sur des mi-
crostructures initialement saines au sein desquelles n’apparaîtra aucun défaut. La matrice tangente
conserve donc des dimensions constantes tout au long de la simulation, de même que le système à
résoudre, qui ne consiste plus qu’en l’équation (V.1)1.
Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008] ont réalisé des simulations avec l’A.M.
dans un cadre hyperélastique sur une microstructure périodique simple et une microstructure pé-
riodique plus complexe. Les constituants avaient un comportement de type Mooney-Rivlin, avec
prise en compte d’un découplage distorsion - volume. Les estimations de l’A.M., à l’époque obte-
nues grâce au logiciel Mathematica® (sans calcul de la matrice tangente), avaient été confrontées
avec succès aux résultats de simulations éléments finis en champs complets. Du point de vue de
la résolution numérique du problème dans le cas sain, une valeur ajoutée de nos travaux par rap-
port aux travaux antérieurs de Touboul et al. est d’avoir formulé la matrice tangente et mis en
place un programme en langage Python® pour la résolution numérique. Toutefois, dans ce travail
(voir chapitre IV, paragraphe IV.5), nous avons choisi de nous limiter à un comportement hyper-
élastique de type Néo-Hooke. Comme évoqué plus haut, l’objectif est ici de valider les nouveaux
programmes pour le matériau sain en guise de validation préliminaire, avant d’aborder leur version
tenant compte de l’endommagement par décohésion. Plutôt que de confronter les estimations issues
des nouveaux programmes à des simulations éléments finis, nous choisissons de les confronter aux
résultats obtenus avec les programmes Mathematica® de Touboul et al.. Ce choix a été fait afin
de minimiser les temps de calculs et de post-traitement nécessaires à l’obtention des résultats aux
deux échelles qui seront utilisés comme référence de comparaison. Nous avons donc adapté et refait
tourner les programmes de Touboul pour un comportement de type Néo-Hooke.
V.3.2 Description de l’hyperélasticité des phases et chargement appliqué
Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008] ont considéré un comportement hy-
perélastique de type Mooney-Rivlin pour chacune des deux phases (particules et matrice), avec
découplage distorsion - volume. Le potentiel de la matrice s’écrit :
wmatrice,MR = Cm10
(
I˜m1 − 3
)
+ Cm01
(
I˜m2 − 3
)
+ K
m
2 (J
m − 1)2 (V.13)
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où : Cm10 et Cm01 sont les coefficients de Mooney-Rivlin de la matrice ;
Km est son module de compressibilité ;
I˜m1 est le premier invariant modifié ;
I˜m2 est le second invariant modifié ;
Jm est le jacobien de la transformation au sein de la matrice.
Le potentiel des particules est quant à lui relié à celui de la matrice (V.13) via un contraste,
soit :
wparticules,MR = wmatrice,MR × ξ (V.14)
où : ξ est le contraste entre les propriétés des particules et de la matrice.
Les simulations de Touboul et al. ont été réalisées avec le jeu de coefficients consigné dans le
tableau V.2.
Particules Matrice
C10 = C01 (MPa) 5 0.5
K (GPa) 1 0.1
Tableau V.2 – Propriétés mécaniques hyperélastiques des constituants avec un potentiel de
Mooney-Rivlin, pour les simulations réalisées par Touboul et al. [Touboul 2007,
Nadot-Martin et al. 2008] (contraste : ξ = 10).
Ces valeurs ont été choisies de manière arbitraire. Elles conduisaient néammoins à un module
de cisaillement initial de la matrice valant µm = 2 (Cm10 + Cm01) = 2 MPa, ce qui constitue un ordre
de grandeur satisfaisant vis-à-vis des liants utilisés dans la composition des composites étudiés. Le
choix du module de compressibilité K conduisait à un coefficient de Poisson initial de 0.495.
Dans un souci d’approche progressive des difficultés, nous avons retenu dans cette étude un
potentiel de Néo-Hooke pour décrire le comportement des deux phases. La description de la non-
linéarité du comportement est donc moins précise qu’avec un potentiel de Mooney-Rivlin lorsque la
déformation augmente. Les coefficients “équivalents” permettant de reproduire un comportement de
Mooney-Rivlin avec une loi Néo-Hookéenne ont été déterminés. Ce sont ces modules (tableau V.3)
que nous utilisons pour la suite de l’évaluation proposée sur les microstructures périodiques.
Particules Matrice
C10 (MPa) 5 0.5
K (GPa) 1 0.1
Tableau V.3 – Propriétés mécaniques hyperélastiques des constituants avec un potentiel de Néo-
Hooke.
Les microstructures périodiques étudiées sont soumises à une compression œdométrique définie
par le gradient de la transformation macroscopique F :
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F =

λcomp 0 0
0 1 0
0 0 1
 (V.15)
Le facteur de charge λcomp varie linéairement de 1 jusqu’à la valeur du facteur de charge λcomp,final
final imposé.
V.3.3 Simulation d’une compression œdométrique sur une microstructure pé-
riodique simple
V.3.3.a Présentation de la microstructure
La microstructure étudiée est une microstructure périodique comportant des grains cubiques de
côté L = 200 µm régulièrement répartis au sein de la matrice. Les détails sur ce type de composite
ont été exposés au paragraphe III.2 (figure III.7, rappelée en figures V.3(a)-(b)). Comme dans les
travaux de Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008], la distance intergranulaire est
ici la même dans les trois directions de l’espace, soit : h = h′ = 20 µm. La concentration volumique
de matrice est telle que : cmat = 25%.
Au sein de l’A.M., la périodicité de la microstructure permet de ne considérer qu’une particule
cubique de dimension L et trois couches de matrices (figure III.8, rappelée en figure V.3(c)). Les
trois épaisseurs de couches sont ici égales (h1 = h2 = h3 = h). Les vecteurs
{
~dα
}
(α = 1, 2, 3)
sont colinéaires aux vecteurs {~nα}. Les aires projetées {Aα} sont évaluées de manière à satisfaire
exactement la condition de compatibilité (IV.18). Des détails sur la détermination de ces para-
mètres morphologiques figurent au paragraphe III.2.2. Le tableau (V.4) récapitule l’ensemble des
paramètres morphologiques permettant de décrire la microstructure étudiée.
L (µm) h1 = h2 = h3(µm)
∥∥∥~d1∥∥∥ = ∥∥∥~d2∥∥∥ = ∥∥∥~d3∥∥∥ (µm) A1 = A2 = A3(mm2)
200 20 220 0.05
Tableau V.4 – Paramètres morphologiques de la microstructure périodique utilisée par Touboul et
al. [Touboul 2007, Nadot-Martin et al. 2008]. Concentration volumique de matrice :
cmat = 25%.
V.3.3.b Résultats
La microstructure périodique simple décrite au paragraphe précédent est soumise au chargement
en compression œdométrique défini par l’équation (V.15). Touboul et al. [Touboul 2007, Nadot-
Martin et al. 2008] ont résolu l’équation en contraintes nominales (V.1)1 pour un comportement
hyperélastique de Mooney-Rivlin grâce à l’algorithme de Newton-Raphson déjà implanté dans le
logiciel Mathematica®. Notre étude se focalisant sur un comportement local hyperélastique de Néo-
Hooke, nous avons modifié le programme original de Touboul et al. dans le but d’avoir une base de
comparaison adaptée à notre cas. La figure V.4 permet d’illustrer les réponses aux échelles locales
et macroscopiques de la microstructure périodique considérée obtenues par les deux versions du
programme Mathematica® de Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008], c’est-à-
dire pour un comportement local de Mooney-Rivlin et la version modifiée pour un comportement
local de Néo-Hooke.
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(a) Microstructure périodique simple 3-D. La
matrice a été retirée sur trois faces de cette
représentation, de manière à mieux visualiser
la morphologie.
(b) Huitième de la cellule de base.
(c) “Motif” représentatif de la microstructure périodique simple pour
l’A.M. et paramètres morphologiques associés (représentation schéma-
tique 2-D).
Figure V.3 – Microstructure périodique simple (rappel : figures III.7 et III.8).
Sur les trois graphes représentés en figure V.4, nous observons que les réponses aux deux échelles
obtenues avec le programme de Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008] modifié
(Touboul07)NH sont très proches de celles obtenues avec le programme d’origine (Touboul07)MR
depuis la valeur initiale du facteur de charge F11 = λcomp = 1, jusqu’à environ F11 = λcomp = 0.8.
Au-delà (F11 < 0.8), des écarts notables apparaissent, notamment au niveau de la description de
la réponse des couches de matrice. Ces écarts ont en conséquence une influence sur l’allure des
courbes de la contrainte de Piola-Kirchoff 1 homogénéisée (figure V.4(c)). Les différences observées
sont dues aux différences des deux potentiels utilisés. Aucun écart notable n’est relevé au niveau
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(a) Composante f11 au sein des particules et de la couche 1.
(b) Composante f22 au sein des particules et de la couche 2.
(c) Composantes non-nulles du tenseur des contraintes de
Piola-Kirchoff 1 homogénéisé Π.
Figure V.4 – Résultats aux deux échelles estimés par l’A.M. en transformations finies pour
la microstructure périodique simple. Programmes Mathematica® de Touboul et
al. [Touboul 2007, Nadot-Martin et al. 2008] avec un potentiel de Mooney-Rivlin
(Touboul07)MR et avec un potentiel de Néo-Hooke (Touboul07)NH.
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de la réponse des particules, probablement du fait de leur rigidité dix fois plus importante. Le
bon accord de l’ensemble des courbes en début de chargement permet de valider l’adaptation des
programmes de Touboul et al.
Par la suite, nous conservons la version du programme Mathematica® que nous avons notée
(Touboul07)NH. L’objectif est à présent de valider les développements analytiques et notamment la
formulation de la matrice tangente dans le cas sain, ainsi que la nouvelle implémentation de l’A.M.
sous la forme d’un programme en langage Python® (appelé (Trombini15)NH).
Afin de compléter cette validation, nous avons aussi remplacé, dans une autre version du pro-
gramme (Trombini15)NH, l’algorithme de Newton-Raphson par une fonction d’optimisation de la
bibliothèque de Python®. Cette fonction permet de réaliser une résolution du problème non-linéaire
tout en s’affranchissant du calcul analytique de la matrice tangente qui, au lieu d’être évaluée de
manière exacte, est alors estimée par différences finies. Cette autre version de nos programmes est
appelée (Optimize)NH.
Les résultats obtenus sont illustrés en figure V.5. Les points fournis par le programme (Optimize)NH
sont exactement superposés à ceux calculés via un algorithme de Newton-Raphson avec le calcul
de la matrice tangente exacte ((Trombini15)NH). Cette comparaison permet de valider dans le cas
sain les expressions analytiques obtenues au paragraphe V.1.2 ainsi que leur implémentation (pa-
ragraphe V.2).
De plus, l’excellent accord entre les estimations issues des programmes (Trombini15)NH et
(Touboul07)NH préalablement confrontées avec succès aux solutions de référence en champs com-
plets garantissent la validité de l’A.M. et de sa nouvelle implémentation pour la microstructure
périodique et le comportement local envisagés.
V.3.4 Simulation d’une compression œdométrique sur une microstructure pé-
riodique complexe
V.3.4.a Présentation de la microstructure périodique complexe
Dans un deuxième temps, une structure également périodique, mais plus complexe, est envisa-
gée. Elle a été proposée par Touboul [Touboul 2007] lors de ses travaux de thèse. La cellule de base
contient 21 particules et 72 zones intergranulaires. La concentration volumique de matrice est de
25%. Les particules sont réparties sur trois niveaux, contenant chacun 7 particules. Une illustration
de la cellule de base est présentée en figure V.6.
La cellule de base respecte par construction les exigences de la schématisation géométrique au
départ de l’A.M. (interfaces en regard parallèles et de surfaces proches). Elle mesure 180 mm de
côté et présente trois plans de symétrie (x1 = 90 mm, x2 = 90 mm, x3 = 90 mm), facilitant ainsi
l’identification des paramètres morphologiques et le calcul de la condition de compatibilité.
Les particules du niveau 1 (les 7 particules situées le plus bas le long de l’axe~e 3) sont numérotées
de 1 à 7 selon la figure V.7. Sur les deux autres niveaux, les grains sont numérotés selon le même
principe de 11 à 17 et de 21 à 27 respectivement. Compte-tenu des symétries, les grains 1, 4, 6, 7,
21, 24, 26, 27 ont des géométries identiques.
Les zones intergranulaires sont également définies : “ZI_1-2” sépare les grains 1 et 2, “ZI_2-3”
sépare les grains 2 et 3 (en rouge sur la figure V.7), etc. Cependant, parfois, une ambigüité peut
apparaître dans la labellisation de ces zones. Entre les grains 1 et 4 par exemple, deux “ZI_1-
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(a) Composante f11 au sein des particules et de la
couche 1.
(b) Composante f22 au sein des particules et de la
couche 2.
(c) Composantes non-nulles du tenseur des
contraintes de Piola-Kirchoff 1 homogénéisé Π.
Figure V.5 – Résultats aux deux échelles estimés par l’A.M. en transformations finies pour la mi-
crostructure périodique simple avec description du comportement local via un poten-
tiel de Néo-Hooke, avec le programme Mathematica®modifié de Touboul et al. [Tou-
boul 2007, Nadot-Martin et al. 2008] ((Touboul07)NH), le programme implanté en
langage Python® avec calcul de la matrice tangente exacte ((Trombini15)NH) et le
programme implanté en langage Python® avec estimation de la matrice tangente
par différences finies ((Optimize)NH).
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Figure V.6 – Cellule de base du composite périodique “complexe” [Touboul 2007] : (a) empreinte
des grains dans le plan (~e 1,~e 2) ; (b) empreinte des grains dans le plan (~e 2,~e 3) ; (c)
empreinte des grains dans le plan (~e 1,~e 3) ; (d) vue 3-D (dimensions en mm).
4” peuvent être définies : la première est “interne” (en bleu sur la figure V.7) et la seconde est
“externe” (en jaune sur la figure V.7). Cette dernière est alors appelée “ZI_1-4bis”. Chaque zone
intergranulaire “externe”, c’est-à-dire située sur les bords de la cellule, ayant son équivalent en zone
“interne” se voit qualifiée de zone “bis” pour lever toute ambigüité.
Le lecteur est invité à se référer à [Touboul 2007] pour la description de l’identification des
paramètres morphologiques propres à l’A.M. qui, associés à la description cinématique, assurent la
périodicité de la solution.
L’intérêt d’une telle microstructure était de pouvoir pratiquer des calculs éléments finis 3-D
sur un volume plus élaboré que la microstructure périodique simple, plus proche du cas aléatoire,
tout en conservant un coût de calcul et de post-traitement raisonnable. Dans le cadre de cette
étude, nous ne pratiquerons pas de calcul éléments finis. La stratégie adoptée reste identique à
celle du paragraphe précédent, mais pour une microstructure plus élaborée impliquant d’avantage
de paramètres morphologiques et des interactions plus complexes entre particules. Il s’agit donc
toujours de comparer les résultats des programmes Python® développés à ceux donnés par les
programmes Mathematica® de Touboul adaptés à un comportement local de Néo-Hooke.
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Figure V.7 – Numérotation des particules et des zones intergranulaires sur le niveau 1 de la cellule
de base du composite périodique complexe (représentation 2-D) [Touboul 2007].
V.3.4.b Résultats
La microstructure périodique complexe est soumise au chargement en compression œdométrique
défini par l’équation (V.15). Comme pour la microstructure périodique simple, la figure V.8 permet
d’illustrer tout d’abord les réponses aux échelles locales et macroscopiques obtenues par les pro-
grammes Mathematica® de Touboul [Touboul 2007] dans leurs versions originale (Touboul07)MR
et modifiée (Touboul07)NH.
Sur les deux graphes représentés en figure V.8, nous observons que les réponses aux deux échelles
obtenues avec le programme (Touboul07)NH sont très proches de celles obtenues avec le programme
d’origine (Touboul07)MR. Un écart apparaît au niveau de la contrainte de Piola-Kirchoff 1 homo-
généisée. Le bon accord entre les réponses pour les deux types de comportement local s’explique
par le domaine de chargement considéré, sur lequel les deux descriptions restent encore analogues,
avant de se distinguer aux plus grandes déformations.
Par la suite, nous conservons la version du programme Mathematica® notée (Touboul07)NH.
L’objectif est à présent d’observer un accord entre le programme en langage Python®, (Trombini15)NH,
et celui de Touboul et al., (Touboul07)NH, à la manière de ce qui a été constaté pour la microstruc-
ture périodique simple.
De même que précédemment, nous utilisons la version (Optimize)NH afin de disposer d’une
comparaison supplémentaire, tout en s’affranchissant du calcul exact de la matrice tangente. Les
résultats obtenus sont illustrés en figure V.9. Les points fournis par le programme (Optimize)NH
sont exactement superposés à ceux calculés via un algorithme de Newton-Raphson avec le calcul de
la matrice tangente exacte ((Trombini15)NH). Cette comparaison permet de confirmer la validation
des expressions analytiques impliquées dans la matrice tangente ainsi que leur implémentation dans
le cas sain. De plus, un excellent accord entre les programmes (Trombini15)NH et (Touboul07)NH
est de nouveau observable aux deux échelles. La comparaison des temps de calcul (123.25 s avec
(Trombini15)NH, 284.57 s avec (Optimize)NH) met en avant l’avantage de disposer d’une matrice
tangente exacte (calcul à partir d’expressions analytiques) pour la résolution.
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(a) Composantes diagonales du tenseur f0.
(b) Composantes diagonales du tenseur des contraintes de Piola-
Kirchoff 1 homogénéisé Π.
Figure V.8 – Résultats aux deux échelles estimés par l’A.M. en transformations finies pour la
microstructure périodique complexe. Programmes Mathematica® de Touboul [Tou-
boul 2007] avec un potentiel de Mooney-Rivlin (Touboul07)MR et avec un potentiel
de Néo-Hooke (Touboul07)NH.
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(a) Composantes diagonales du tenseur f0.
(b) Composantes diagonales du tenseur des contraintes de Piola-
Kirchoff 1 homogénéisé Π.
Figure V.9 – Résultats aux deux échelles estimés par l’A.M. en transformations finies pour la
microstructure périodique complexe avec description du comportement local via
un potentiel de Néo-Hooke, avec le programme Mathematica® modifié de Tou-
boul et al. [Touboul 2007, Nadot-Martin et al. 2008] ((Touboul07)NH), le pro-
gramme implanté en langage Python® avec calcul de la matrice tangente exacte
((Trombini15)NH) et le programme implanté en langage Python® avec estimation
de la matrice tangente par différences finies ((Optimize)NH).
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V.4 Test du critère de nucléation
Nous cherchons dans cette partie à évaluer les capacités de l’A.M. en transformations finies avec
prise en compte de l’endommagement (chapitre IV) à restituer les effets de taille et d’interaction
au sein de microstructures constituées de particules polyédriques en forte proportion volumique, et
respectant les exigences de la schématisation (interfaces en regard de formes et surfaces proches).
Nous utilisons alors le programme Python® que nous avons baptisé (Trombini15)NH au paragraphe
précédent. Le critère de nucléation y est activé, afin de pouvoir être testé à la fin de chaque incrément
de chargement (figure V.1). Le calcul est volontairement interrompu dès qu’une nucléation de
défauts se produit.
L’objectif est donc de tester le bon fonctionnement du critère de nucléation formulé dans le
cadre des transformations finies et de vérifier qu’il est capable de restituer un ordre de première
décohésion dépendant de la taille ou encore du taux de charges. Pour cela, nous procédons dans
un premier temps à des simulations numériques sur les mêmes microstructures périodiques simples
que celles envisagées au chapitre III. Puis, un calcul est réalisé sur la microstructure périodique
complexe envisagée au paragraphe V.3.4.
V.4.1 Évaluation sur microstructures périodiques simples
V.4.1.a Démarche adoptée
Comme au chapitre III, nous considérons un composite tri-dimensionnel similaire à celui étudié
dans [Touboul 2007, Nadot-Martin et al. 2008], dont la cellule de base est constituée d’une particule
cubique de dimension L intégrée au sein d’un cube de matrice (concentration volumique : cmat) tel
qu’illustré en figure V.3. La distance intergranulaire dans la direction~e 1, notée h, peut être différente
de celle dans les directions ~e 2 et ~e 3, notée h′.
Les constituants ont un comportement de type Néo-Hooke avec découplage distorsion - volume
dont les coefficients sont référencés dans le tableau V.3. Les paramètres d’endommagement sont
choisis tels que :
(
dcritique = 2.5 µm, λ = 1 µm
)
. λ est choisi de manière à être plus petit que l’épais-
seur de couche la plus faible. Le choix de la valeur de dcritique, distance caractérisant les propriétés
d’adhésion entre les particules et la matrice, est arbitraire.
Le chargement appliqué est une traction œdométrique définie par le gradient de la transforma-
tion macroscopique F :
F =

λtrac 0 0
0 1 0
0 0 1
 (V.16)
Le facteur de charge λtrac varie linéairement de 1 jusqu’à la valeur du facteur de charge final
imposé λtrac,final = 1.4.
Comme au chapitre III, nous souhaitons vérifier que l’A.M. munie du critère de nucléation
formulé au paragraphe IV.4 permet de restituer, en transformations finies cette fois, un ordre de
décohésion pour les différentes microstructures périodiques. Pour le chargement étudié, la nucléation
ayant lieu en mode d’ouverture, les décohésions d’interface sont attendues au niveau des facettes
de particules dont la normale est colinéaire à la direction d’extension. Ici encore, dans chaque
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étude (effet de taille, effet d’interaction), la distance intergranulaire h dans la direction d’extension
~e 1 est choisie identique pour les différentes microstructures qui sont comparées. Pour chacune des
deux études, nous comparons la déformation macroscopique de Green-Lagrange dans la direction
d’extension correspondant à la nucléation d’un défaut sur la facette normale à~e 1 pour les différentes
microstructures considérées.
La définition du “motif” élementaire représentatif associé à l’A.M. est détaillée au paragraphe
III.2.2. Nous considérons une particule cubique et trois couches de matrice (figure V.3(c)). La
couche 1, qui sera concernée par la décohésion d’interface étant donnée son orientation (perpendi-
culaire à l’axe d’extension), est appelée “couche de référence”.
V.4.1.b Effet de la taille de particule
Pour l’étude de l’effet de la taille de particule, nous considérons les trois microstructures
périodiques du paragraphe III.2.3. Le pas de calcul est identique pour chaque cas considéré :
∆F11 = 4· 10−4.
La figure V.10 représente pour chaque microstructure périodique la contrainte de Piola-Kirchoff 1
axiale homogénéisée Π11 normalisée par la contrainte de Piola-Kirchoff 1 axiale maximale Πmax, en
fonction de la déformation de Green-Lagrange macroscopique imposée E11 normalisée par la dé-
formation de Green-Lagrange macroscopique Edebonding pour laquelle la décohésion de la couche de
référence apparaît en premier.
Figure V.10 – Effet de la taille de particule pour des microstructures périodiques simples soumises
à une traction œdométrique. Concentration volumique de matrice : cmat = 25%.
Épaisseur de la couche de référence : h1 = 10 µm.
Nous pouvons tout d’abord observer que la réponse homogénéisée de chaque microstructure
est non-linéaire, en raison du type de comportement attribué à chacune des phases (particules et
matrice).
Nous constatons comme attendu que la décohésion la plus précoce se produit pour la micro-
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structure dont la taille de particule vaut 400 µm de côté. Puis, elle a lieu pour la microstructure
dont la taille de particule est de 200 µm et enfin pour celle dont la taille de particule est de 100 µm.
Dès l’apparition de la première nucléation, le calcul numérique s’arrête. Les lignes verticales
pointillées signalent la décohésion de la couche de référence, menant à une rupture totale du ma-
tériau du fait de la simplicité de la microstructure, par analogie à ce qui se produisait en élasticité
linéaire (figure III.9).
V.4.1.c Effet d’interaction entre les particules
Pour l’étude de l’effet d’interaction entre les particules, nous considérons les trois microstruc-
tures périodiques simples envisagées au paragraphe III.2.4. Les résultats sont illustrés en figure V.11.
Une fois encore, un ordre peut être observé au niveau de la déformation de Green-Lagrange macro-
scopique correspondant à la décohésion de l’interface de la couche de référence. L’endommagement
d’interface a lieu préférentiellement pour une concentration volumique de matrice de 15%, puis
de 25% et enfin de 35%.
Figure V.11 – Effet d’interaction entre les particules pour des microstructures périodiques simples
soumises à une traction œdométrique. Taille de particule : L = 400 µm. Épaisseur
de la couche de référence : h1 = 20 µm.
V.4.1.d Bilan
Les simulations précédentes confirment, dans le cadre plus réaliste des transformations finies, les
aptitudes de l’A.M. à restituer les effets de taille et d’interaction entre particules mis en évidence
en élasticité linéaire sur les microstructures périodiques simples considérées. Les estimations de
l’A.M. en transformations finies ayant été confrontées avec succès aux solutions éléments finis de
Touboul et al. [Touboul 2007, Nadot-Martin et al. 2008] pour des chargements œdométriques dans
le cas sain (c’est-à-dire avant le seuil) et les nouveaux programmes donnant des résultats similaires
aux anciens programmes Mathematica® pour le même jeu de paramètres matériau, nous pouvons
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être raisonnablement confiants quant à la pertinence des résultats obtenus dans ce paragraphe. Ils
permettent de franchir une étape supplémentaire dans l’évaluation de l’A.M.
V.4.2 Évaluation sur une microstructure périodique complexe
V.4.2.a Démarche adoptée
Nous considérons à présent la microstructure périodique complexe présentée au paragraphe V.3.4.
Cette microstructure présentant plusieurs particules de tailles et de formes différentes, nous nous
attendons à observer des effets de taille de particules mais également des effets liés à l’orientation
des interfaces.
Les constituants ont un comportement de type Néo-Hooke avec découplage distorsion - volume
dont les coefficients sont référencés dans le tableau V.3. Les paramètres d’endommagement sont
choisis tels que :
(
dcritique = 0.6 mm, λ = 0.25 mm
)
. Le chargement appliqué est une traction œdo-
métrique (équation (V.16)). Le facteur de charge final imposé est défini tel que : λtrac,final = 1.2, et
l’incrément de chargement tel que : ∆F11 = 2· 10−3.
V.4.2.b Résultats
Suite à l’application du chargement, les premières nucléations apparaissent au niveau des zones
intergranulaires “ZI_11-13”, “ZI_14-13”, “ZI_16-13” et “ZI_17-13” (figure V.12), pour une défor-
mation de Green-Lagrange macroscopique axiale E11,nucleation = 8.27· 10−2.
Figure V.12 – Localisation des défauts apparus sur le niveau 2 de la cellule de base du composite
périodique complexe suite à une sollicitation en traction œdométrique.
C’est donc la particule numérotée 13 qui subit une décohésion au niveau de quatre de ses
interfaces, et les particules 11, 14, 16 et 17 qui subissent une décohésion au niveau de leur interface
en regard de la particule 13. Les volumes des particules répertoriés dans le tableau V.5 dans l’ordre
croissant montrent que les particules les plus grosses de la microstructure sont les particules 3 et
23. Viennent ensuite la particule 13 puis les particules 11, 14, 16 et 17. Par contre, les particules (1,
4, 6, 7, 21, 24, 26, 27) environnant les plus grosses particules 3 et 23 ont des volumes plus faibles.
Nous constatons alors que les premières décohésions d’interfaces ont lieu au niveau de l’une des trois
particules les plus grosses, celle dont les particules en regard ont les volumes les plus importants : la
particule 13. Cela semble confirmer les aptitudes de l’A.M. munie du critère de nucléation (IV.41)
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à restituer les effets de taille attendus sur l’apparition des premières décohésions dans le cadre des
transformations finies.
Particules n° Volume (mm3)
3,23 420 800
13 382 500
11,14,16,17 241000
1,4,6,7,21,24,26,27 214 500
12,15 65 540
2,5,22,25 65 230
Tableau V.5 – Volumes des particules de la microstructure périodique complexe.
Les décohésions observées ne sont pas localisées au niveau d’interfaces perpendiculaires à la
direction de sollicitation (direction ~e 1). Ceci est probablement dû au fait que les tailles de particules
concernées par la décohésion sont suffisantes pour que l’effet de taille prenne le dessus sur l’effet
d’orientation (paragraphe III.4).
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V.5 Perspectives à envisager
V.5.1 À propos de la résolution numérique du problème couplé
Le problème non-linéaire à résoudre (V.1) a jusqu’à présent été traité comme un système me-
nant à l’obtention de deux types d’inconnues : le gradient de la transformation des grains f 0 et
les Nβ gradients de déplacement {HβD} associés aux couche β comportant une paire de défauts
ouverts à leurs interfaces. À la fin du paragraphe V.1.2, nous avons évoqué la difficulté rencontrée
pour évaluer les grandeurs
{
∂ HβD
∂ F
}
. Il s’agit alors d’inconnues supplémentaires, tenseurs d’ordre
quatre qui introduisent 81Nβ inconnues scalaires supplémentaires à déterminer (tableau V.6). Nous
ne disposons donc pas de suffisamment d’équations pour évaluer l’ensemble des inconnues du pro-
blème. Ce paragraphe vise à effectuer quelques propositions permettant d’obtenir les 81Nβ équations
manquantes ou de réduire le nombre d’inconnues.
Équations
Grandeur Dimension Nb. de Nb. d’équations Nb. d’équations
composantes tensorielles scalaires
Φ∗ 3× 3 9 1 9
Φβ 3× 3 9 Nβ 9Nβ
Inconnues
Grandeur Dimension Nb. de Nb. d’inconnues Nb. d’inconnues
composantes tensorielles scalaires
f 0 3× 3 9 1 9
HβD 3× 3 9 Nβ 9Nβ
∂ HβD
∂ F 3× 3× 3× 3 81 N
β 81Nβ
Tableau V.6 – Bilan du nombre d’équations à résoudre et du nombre d’inconnues associées en
considérant les grandeurs
{
∂ HβD
∂ F
}
comme des inconnues du problème.
Afin de pallier cette difficulté, nous avons envisagé en première approche d’écrire une relation
de dépendance entre les grandeurs tensorielles {HβD} et les dérivées
{
∂ HβD
∂ F
}
. Nous pourrions
proposer cette relation sous la forme suivante :
HβD = ∂ H
βD
∂ F : F (V.17)
La formulation en H.P.P., via l’approche de localisation-homogénéisation complémentaire (para-
graphe II.4.2), permettait d’obtenir une relation directe entre la déformation traduisant l’influence
des défauts βD et la déformation macroscopique E. Le choix proposé ici permettrait de nous four-
nir une relation similaire et par suite de réécrire entièrement le système uniquement en fonction
des grandeurs f 0 et
{
∂ HβD
∂ F
}
. Le tableau V.7 dénombre les équations dont nous disposerions alors
vis-à-vis des inconnues restantes : il nous manquerait 72Nβ équations à définir pour résoudre le
problème non-linéaire.
Nous proposons pour ce faire de discuter la forme du tenseur d’ordre quatre : ∂ H
βD
∂ F . L’idée
serait de considérer ce tenseur dans un repère local lié à la couche β au moment de son décollement.
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Équations
Grandeur Dimension Nb. de Nb. d’équations Nb. d’équations
composantes tensorielles scalaires
Φ∗ 3× 3 9 1 9
Φβ 3× 3 9 Nβ 9Nβ
Inconnues
Grandeur Dimension Nb. de Nb. d’inconnues Nb. d’inconnues
composantes tensorielles scalaires
f 0 3× 3 9 1 9
∂ HβD
∂ F 3× 3× 3× 3 81 N
β 81Nβ
Tableau V.7 – Bilan du nombre d’équations à résoudre et du nombre d’inconnues associées en
introduisant une relation liant les grandeurs HβD et ∂ H
βD
∂ F .
L’application de chargements particuliers dans ce repère associé à des hypothèses sur la forme du
saut de déplacement et, par suite, sur celle du gradient de déplacement HβD pourrait permettre de
statuer sur une forme spécifique du tenseur ∂ H
βD
∂ F écrit dans le repère local. De nouvelles équations
émergeraient donc, permettant de compléter le système à résoudre. Imposer une forme particulière
au tenseur ∂ H
βD
∂ F , à condition de veiller à la pertinence de la forme du saut de déplacement
induit, permettrait, en première approche, d’observer la réponse du modèle couplé après la première
nucléation.
Au-delà de la solution “pragmatique” précédente, un travail plus fondamental doit pouvoir être
envisagé avec différents axes. Le premier serait de regarder les symétries que présente éventuel-
lement le tenseur ∂ H
βD
∂ F en revenant sur les propriétés de l’énergie libre homogénéisée (dérivées
croisées) à partir de laquelle la relation (V.1)2 a été établie. Le second pourrait être de tenter une
décomposition polaire pour une évaluation “séparée” des parts rotation et déformation induites
dans la couche par les défauts à ses interfaces. En H.P.P., ces deux parts résultaient de deux traite-
ments différents : seule la part déformation découlait de l’approche complémentaire. L’évaluation
de la rotation (bien que s’appuyant sur l’expression analytique de βD) était séparée. La méthodo-
logie H.P.P. n’est pas directement transposable étant donné que le caractère analytique a disparu
et que la décomposition entre les deux parts n’est plus additive mais multiplicative. Malgré cela,
certaines des idées pourraient éventuellement être mises à profit. Par exemple, l’axe de rotation
pourrait être déterminé au moment de la nucléation et conservé ultérieurement, l’angle pourrait
être évalué dans un repère local lié à la couche de sorte à ce que les sauts moyens soient opposés.
Enfin, nous pourrions aussi considérer en première approche une résolution restreinte à des char-
gements macroscopiques sans rotation, ce qui réduirait notamment le nombre de composantes de
∂ HβD
∂ F .
Une fois la résolution du problème avec création progressive de défauts achevée, nous pourrons
proposer l’introduction d’un test permettant de gérer la fermeture de défauts préalablement ou-
verts au cours d’un chargement. À cet effet, la formulation du critère de fermeture dans le cadre
H.P.P. proposé par Dartois et al. [Dartois 2008, Dartois et al. 2013] pourrait être généralisée aux
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transformations finies.
V.5.2 Ajout d’un critère de fermeture
Soit une couche β présentant une paire de défauts ouverts à ses interfaces. La généralisation
en transformations finies du critère de fermeture proposé par Dartois et al. [Dartois 2008, Dartois
et al. 2013] s’écrit :

Tant que :
〈
~bβ
〉
Iβ1
· ~n′β > 0 , les défauts restent ouverts.
Dès que :
〈
~bβ
〉
Iβ1
· ~n′β = 0 , les défauts se ferment.
(V.18)
avec :
〈
~bβ
〉
Iβ1
= HβD~YB1
La fermeture simultanée des deux défauts suggère de supposer que les vecteurs moyens de
discontinuité de déplacement sur les deux interfaces opposées parallèles sont de signe opposé. Déjà
utilisée dans le cadre H.P.P. (paragraphe II.4.3.b), cette hypothèse paraît cohérente étant donné
l’homogénéité de déformation supposée dans la couche pour des interfaces en regard de forme et
surface proches et restant parallèles en cours de chargement. L’équation d’opposition formulée sera
à satisfaire pour chaque couche β dès la nucléation des défauts à ses interfaces. Elle se rajoute donc
obligatoirement au système (V.1).
Si le critère (V.18) est satisfait pour une couche β, celle-ci devient une couche de type f avec des
défauts fermés à ses interfaces. Le gradient HfD sera évalué à l’instant de la fermeture, soit pour
F = Ffermeture couche β, c’est-à-dire :
HfD = HβD (Ffermeture couche β) (V.19)
Les défauts étant bloqués par frottement infini, HfD et par suite le saut moyen
〈
~bβ
〉
Iβ1
resteront
figés tant que les défauts resteront fermés.
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Le calcul de la matrice tangente a donc été entrepris et poussé le plus loin possible, bien que
faisant émerger un terme dont nous n’avons pas pu, dans le temps imparti, trouver l’expression.
Même si la mise en place de la matrice tangente n’a pu être achevée, les développements effec-
tués constituent déjà une contribution nouvelle par rapport aux travaux antérieurs de Touboul et
al. [Touboul 2007, Nadot-Martin et al. 2008] qui, dans le cas plus simple du matériau sain, avaient
eu recours au logiciel Mathematica® permettant de s’affranchir du calcul de la matrice tangente.
Nous avons ensuite mis en place l’architecture générale de l’algorithme de résolution qui permettra
de simuler à terme la réponse du composite depuis l’état sain et la nucléation progressive en cours
de chargement des défauts. Le tout a été programmé en langage Python® avec la mise en place d’ob-
jets spécifiques pour le stockage et le calcul des différentes grandeurs. Cela inclut un remplissage
dynamique de la matrice tangente dont la taille s’auto-adaptera au nombre croissant de couches
avec des défauts ouverts à leurs interfaces. La mise en œuvre de l’algorithme de Newton-Raphson
a été rendue possible par une écriture matricielle de cette matrice tangente.
La seconde partie de ce chapitre a été consacrée à l’évaluation progressive des développements et
programmes associés. De façon naturelle, nous avons tout d’abord cherché à comparer nos estima-
tions aux estimations antérieures de Touboul et al. pour le matériau sain. Le critère de nucléation
a donc été désactivé pour cette étape de validation particulière. Les programmes originaux de Tou-
boul ont par ailleurs été adaptés à un comportement des constituants de type Néo-Hooke. Enfin,
nous avons développé une version de notre programme dans laquelle la matrice tangente n’est plus
évaluée de manière exacte mais par différences finies. Les résultats sont extrêmement favorables et
permettent de valider, dans le cas sain, le calcul analytique de la matrice tangente, l’architecture
générale du programme proposé et la mise en œuvre de l’algorithme de Newton-Raphson.
Puis, nous avons activé le critère de nucléation de défauts étendu au cadre des transformations
finies. Afin de valider sa formulation et sa mise en œuvre, nous avons procédé à une étude semblable
à celle réalisée dans le chapitre III sur les effets de taille de particule et d’interaction entre particules.
Notre attention s’est portée sur des microstructures périodiques simples, puis sur la microstructure
périodique complexe de Touboul [Touboul 2007]. Dans les deux cas, et cette fois en transformations
finies, les effets attendus semblent restitués. Des simulations sur des microstructures plus complexes
permettront de confirmer les aptitudes de l’A.M. à restituer ces effets en transformations finies.
Enfin, des perspectives ont été proposées quant à l’introduction d’équations supplémentaires
afin de rendre le système complet exploitable. Nous avons également proposé l’introduction d’un
critère de fermeture de défauts s’inscrivant dans le prolongement des travaux antérieurs en H.P.P.
[Dartois 2008, Dartois et al. 2013].
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Les travaux présentés dans ce manuscrit s’inscrivent dans le cadre des études de vulnérabilité
des composites énergétiques de type propergols solides à des sollicitations accidentelles ou mal-
veillantes. Ainsi, des modèles réactifs sont nécessaires pour quantifier les risques d’initiation d’une
réaction au sein de ces matériaux. Ces risques étant intimement liés aux processus dissipatifs et
à l’état d’endommagement, des modèles de comportement mécanique doivent être mis en place
en amont afin de fournir les données requises par les modèles réactifs. La complexité morpholo-
gique et le nombre conséquent de non-linéarités caractéristiques des composites énergétiques rend
difficile l’usage de modèles phénoménologiques, dont la nature macroscopique ne permet pas de
traiter l’ensemble de la classe étudiée sans la mise en œuvre de lourdes campagnes expérimentales
d’identification. En outre, la compréhension et la prévision des mécanismes d’initiation nécessitent
l’accès aux champs mécaniques locaux et à l’état microstructural d’endommagement (position,
morphologie des décohésions d’interfaces), à fournir en donnée d’entrée des modèles réactifs. Ainsi,
au vu de ces enjeux, il apparaît indispensable de considérer une modélisation multi-échelle four-
nissant à la fois la réponse macroscopique du milieu mais aussi une estimation des champs locaux
et des caractéristiques locales de l’endommagement. Vis-à-vis de ces exigences, les approches en
champs complets paraissent apporter une réponse très satisfaisante, étant donné qu’elles peuvent
prendre en compte la morphologie locale des microstructures de manière précise et donnent l’accès
à l’estimation de champs locaux hétérogènes. Cependant, le coût numérique de ces méthodes ne
permet pas d’envisager le traitement simultané des non-linéarités caractéristiques des composites
énergétiques dans le cadre de calculs en 3-D sur des volumes suffisamment grands. Les approches
d’homogénéisation non-linéaire paraissent de leur côté être un bon compromis entre les modèles
macroscopiques et les approches en champs complets. Cependant, l’accès aux champs locaux et
à la répartition des défauts n’est pas facilement envisageable, notamment pour les approches de
type Eshelby fournissant des grandeurs moyennes par phases. Ces méthodes sont d’autant moins
adaptées au contexte qui est le nôtre qu’elles ne peuvent pas capter les effets d’interaction dus aux
forts taux de charges (> 50% en volume).
La modélisation adoptée dans ce contexte est une approche d’estimation alternative, baptisée
“Approche Morphologique” (A.M.), et fondée sur les travaux de Christoffersen [Christoffersen 1983]
pour des composites élastiques fortement chargés. Via la description explicite de la microstructure
étudiée, l’A.M. permet d’accéder à la réponse homogénéisée ainsi qu’à une estimation des champs
locaux. Elle est le fruit de nombreuses extensions, en viscoélasticité [Nadot-Martin et al. 2003], en
transformations finies [Guiot et al. 2006, Touboul 2007, Nadot-Martin et al. 2008], en élasticité
et viscoélasticité en présence d’un état fixé d’endommagement [Nadot et al. 2006], et en élasticité
linéaire avec prise en compte de l’évolution de l’endommagement [Dartois 2008, Dartois et al. 2013].
L’objectif des travaux présentés dans ce manuscrit a été de réaliser un travail d’évaluation de l’A.M.
et d’introduire une nouvelle extension visant à se rapprocher de la réalité du comportement des
composites énergétiques.
Les fondements théoriques de l’A.M. ont été présentés dans le cadre des transformations finies
pour le matériau sain [Touboul 2007, Nadot-Martin et al. 2008] et dans le cadre de l’hypothèse
des petites perturbations (H.P.P.) pour le matériau endommagé [Nadot et al. 2006, Dartois 2008,
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Dartois et al. 2013]. La microstructure initiale réelle est approchée via une schématisation explicite,
sous forme d’un assemblage de grains polyédriques séparés par de fines couches de matrice, tandis
que la formulation du problème de localisation-homogénéisation s’appuie sur un cadre cinématique
simplifié. La version avec endommagement introduit des discontinuités de déplacement le long des
interfaces de manière compatible avec les hypothèses cinématiques, afin de décrire la présence de
défauts d’interfaces. Il est important de mettre en avant que la formulation et la résolution du
problème local peuvent être menées indépendamment des lois non-linéaires locales choisies. Le
choix d’un comportement élastique linéaire isotrope pour les constituants (particules et matrice)
conduit à l’obtention d’expressions analytiques des grandeurs globales et locales dans lesquelles
les contributions des deux catégories de défauts (ouverts et fermés) sont clairement identifiables.
Dartois et al. [Dartois 2008, Dartois et al. 2013] ont introduit les ingrédients nécessaires à la prise
en compte de l’évolution de l’endommagement sous la forme de création de nouvelles interfaces
endommagées ou de fermeture de défauts. Les critères proposés ont été formulés en compatibilité
avec la cinématique à la base de l’A.M., à l’échelle des interfaces. L’A.M. munie de ces critères
permet de simuler la réponse homogénéisée du matériau, notamment l’évolution de l’anisotropie
induite par endommagement, en fonction des évènements discrets se produisant au niveau des
interfaces, et simultanément d’accéder à la position et aux caractéristiques des défauts (orientation,
morphologie). Les champs locaux dans la matrice sont également accessibles avec une hétérogénéité
gouvernée par la morphologie des zones intergranulaires et l’état des interfaces.
L’analyse des travaux antérieurs au démarrage de cette thèse a montré la nécessité d’évaluer
de manière concrète, avant d’aborder la poursuite de son enrichissement, les aptitudes de l’A.M.
à restituer les effets de taille et d’interaction entre particules sur la chronologie de décohésion qui
sont classiquement observés expérimentalement ou au moyen de simulations en champs complets
dans la littérature. Au travers de simulations numériques via l’A.M. dans sa version proposée par
Dartois et al. [Dartois 2008, Dartois et al. 2013], différentes microstructures artificielles ont succes-
sivement été considérées comme support de l’analyse : des microstructures périodiques simples, des
microstructures aléatoires monomodales et enfin une microstructure aléatoire bimodale. L’effet de
taille de particule a tout d’abord été mis en évidence sur des microstructures périodiques simples
puis sur une microstructure aléatoire bimodale contenant des charges polyédriques. L’analyse sur
microstructures périodiques a illustré la capacité de l’A.M. à rendre compte du résultat plus gé-
néral suivant : si les particules ont la même forme et sont séparées par des zones intergranulaires
identiques (en termes d’orientation et d’épaisseur), la décohésion sera plus précoce aux interfaces
des grosses particules qu’aux interfaces des plus petites. Une telle chronologie est en accord avec
les observations expérimentales [Rae et al. 2002, Tao et al. 2013] et avec les simulations en champs
complets disponibles dans la littérature pour des charges de formes identiques (voir par exemple
[Zhao 2008, Ma et al. 2011]). La simulation sur la microstructure aléatoire bimodale à particules
polyédriques a également mis en relief le rôle crucial de l’orientation des interfaces (intrinsèquement
reliée à la forme des particules) sur la chronologie des nucléations. L’effet d’orientation est couplé,
comme physiquement attendu, à l’effet de taille. L’effet de taille semble toutefois prendre le dessus
sur l’effet d’orientation si les particules sont suffisamment grosses. La capacité de l’A.M. à rendre
compte des influences précédentes sur la chronologie des nucléations résulte principalement de la
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dépendance du champ de déplacement dans la matrice aux caractéristiques morphologiques propres
à chaque zone intergranulaire.
D’autre part, les résultats obtenus sur les microstructures périodiques et aléatoires monomodales
ont montré que la décohésion est d’autant plus précoce que la fraction volumique de particules est
importante. De plus, l’efficacité de l’A.M. semble augmenter avec cette fraction volumique. Ces
résultats prouvent ainsi l’aptitude de l’A.M. à tenir compte des interactions complexes entre les
particules générées par les forts taux de charges. Ceci est rendu possible grâce à la description
de l’hétérogénéité de champ dans la matrice résultant des interactions entre particules opposées
dépendant de la morphologie des zones intergranulaires. Il s’agit d’un important avantage de l’A.M.
par rapport aux approches en champs moyens classiques utilisant le schéma de Mori-Tanaka (sans
indicateur de fluctuations intraphases) incapables, comme le soulignent les travaux de Inglis et
al. [Inglis et al. 2007], de restituer les effets d’interaction complexes entre particules avant et pendant
le processus de décohésion pour des fractions volumiques de charges supérieures à 50%.
Sur la base des travaux de validation du cadre cinématique en transformations finies de Touboul
et al. [Touboul 2007, Nadot-Martin et al. 2008] et des résultats précédents, l’A.M. a été étendue
pour incorporer le couplage entre les transformations finies et l’endommagement, auparavant traités
dans deux versions séparées de l’approche. La description géométrique et cinématique introduite
lors des travaux antérieurs [Touboul 2007, Nadot-Martin et al. 2008] a donc été conservée, et les
développements analytiques ont été repris dans leur ensemble dans le cas sain puis poursuivis en
introduisant les décohésions d’interface en nombre fixé à la manière de Nadot et al. [Nadot et al.
2006]. Ainsi, nous avons introduit des discontinuités de déplacement au niveau des interfaces par-
ticules / matrice. Chaque couche de matrice peut alors se trouver dans trois configurations, dont
une qui n’avait pas été envisagée dans le cadre H.P.P. par Nadot et al. [Nadot et al. 2006]. Ainsi,
elle peut être saine, présenter un unique défaut au niveau de l’une de ses interfaces (configuration
“simple”, caractérisée par un saut constant), ou encore présenter une paire de défauts au niveau de
ses deux interfaces (configuration “double”). Les configurations “simple” et “double” sont reliées
par la présence d’un vecteur homogène qui peut s’interpréter comme le saut constant qu’il y aurait
le long de la seconde interface en l’absence de discontinuité sur la première. Ces développements,
plus fournis que ceux de Nadot et al. [Nadot et al. 2006] en introduisant la “configuration simple”,
permettent d’envisager un état microstructural d’endommagement beaucoup plus riche qu’aupara-
vant. Cependant, afin de pallier le nombre conséquent d’inconnues supplémentaires introduit par
la “configuration simple”, nous avons justifié le choix de ne considérer que les configurations saine
et “double”. Cela a aussi permis de conserver un parallélisme avec les travaux antérieurs, bien-
venu pour un meilleur contrôle des développements suivants. Enfin, les étapes de mise en place des
relations de passage micro-macro ont été revisitées.
Au final, pour un état d’endommagement fixé (c’est-à-dire pour un nombre fixé de défauts
ouverts et / ou fermés), l’analogie des relations obtenues avec celles du cas sain a été mise en
évidence, tout en notant l’apparition d’un gradient de déplacement noté HαD, qui caractérise l’in-
fluence des défauts (ouverts ou fermés) aux frontières de la zone intergranulaire associée. L’ensemble
{HαD} renforce l’hétérogénéité au sein de la phase matrice. L’équation en contrainte nominale à
résoudre, dont l’inconnue principale reste le gradient de la transformation des particules f 0, présente
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quant à elle la même forme générique que lors des travaux antérieurs de Touboul et al. [Touboul
2007, Nadot-Martin et al. 2008]. Une approche complémentaire inspirée de celle proposée par Nadot
et al. [Nadot et al. 2006], mais dont le positionnement dans la démarche de résolution globale (nu-
mérique en transformations finies) diffère, a été proposée pour établir une relation de dépendance
entre les contributions des défauts ouverts et le chargement macroscopique. Alors qu’en H.P.P.,
l’inconnue principale f 0 était déterminé analytiquement en amont de l’approche complémentaire,
toutes les équations doivent être résolues numériquement et simultanément dans le cadre des trans-
formations finies.
Un critère de nucléation de défauts a été formulé, en analogie aux travaux de Dartois et al. [Dar-
tois 2008, Dartois et al. 2013], de manière à prendre en compte l’apparition de nouveaux défauts
d’interfaces au sein d’une microstructure. Construit pour une décohésion en mode normal du fait
de l’hypothèse de coefficient de frottement infini proposée par Nadot et al. [Nadot et al. 2006] ici
reconduite, sa généralisation au contexte des transformations finies oblige à considérer la normale
actuelle à l’interface particules / matrice, et non plus la normale initiale.
Pour terminer, nous avons détaillé la mise en œuvre numérique de l’ensemble des dévelop-
pements précédents, c’est-à-dire de l’A.M. dans sa version en transformations finies couplée avec
l’endommagement. Nous avons choisi un algorithme de Newton-Raphson, dont le taux de conver-
gence est rapide, pour résoudre le système d’équations fortement non-linéaire correspondant. La
matrice tangente associée au problème traité a été formulée de manière analytique, afin d’être
calculée de manière exacte lors du processus de résolution. Les développements ont été poussés
le plus loin possible, même si un terme ne nous a pas permis d’obtenir l’expression complète de
cette matrice tangente dans le cas endommagé. Malgré cela, le calcul analytique de la matrice
tangente est une nouveauté dans l’approche de résolution de l’A.M., qui utilisait dans le cas sain
[Touboul 2007, Nadot-Martin et al. 2008] un algorithme préalablement implanté au sein du logiciel
Mathematica® pour estimer la matrice tangente.
L’architecture générale de l’algorithme de résolution destiné à simuler la réponse du composite
depuis l’état sain jusqu’à la nucléation progressive des défauts en cours de chargement a été mise
en place. L’ensemble de l’implémentation numérique réalisé en langage Python® a été présenté. Les
programmes développés permettent notamment un remplissage dynamique de la matrice tangente
dont la taille s’auto-adaptera au nombre croissant de couches avec des défauts ouverts à leurs
interfaces. La mise en œuvre de l’algorithme de Newton-Raphson a été rendue possible par une
écriture matricielle de cette matrice tangente.
Dans une dernière partie, les développements et programmes associés ont été partiellement
validés au travers de simulations de difficultés progressives. Dans un premier temps, nous avons
considéré le cas d’un composite sain en désactivant le critère de nucléation. Les simulations ont
été effectuées pour un comportement local de type Néo-Hooke (avec découplage distorsion-volume)
sur des microstructures périodiques simples puis sur une microstructure périodique plus complexe
générée par Touboul [Touboul 2007]. Les résultats aux deux échelles ont été comparés avec succès
à ceux obtenus par les programmes Mathematica® de Touboul et al. [Touboul 2007, Nadot-Martin
et al. 2008] adaptés au comportement de Néo-Hooke considéré. Le calcul de la matrice tangente
dans le cas sain ainsi que la programmation de l’algorithme de Newton-Raphson peuvent ainsi être
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validés.
Puis, nous avons activé le critère de nucléation de défauts étendu au cadre des transforma-
tions finies. Une étude sur l’instant de première nucléation, au sein de microstructures périodiques
simples puis sur la microstructure périodique complexe de Touboul, a fourni une première démons-
tration des aptitudes de l’A.M. à restituer des effets de taille de particule ou encore d’interaction
entre particules dans le cadre des transformations finies, plus proche de la réalité que le cadre
géométriquement linéaire envisagé dans le chapitre III. Le très bon agrément entre les estimations
de l’A.M. et les solutions de référence en champs complets mis préalablement en relief par Touboul
et al. pour le matériau sain (c’est-à-dire avant le seuil) nous permet d’être confiants quant à la va-
lidité des résultats obtenus. Ces derniers constituent donc une étape supplémentaire franchie dans
la validation de l’A.M.
Des perspectives ont été proposées quant à l’introduction d’équations supplémentaires afin de
rendre le système complet exploitable en évaluant le terme qui n’avait pas pu être exprimé au cours
de la première étude de la matrice tangente. Ce verrou doit être levé avant toute autre chose, afin de
pouvoir poursuivre la résolution du problème non-linéaire après l’apparition des premiers défauts.
Il sera ensuite possible de considérer l’introduction d’un critère de fermeture de défauts s’ins-
crivant dans le prolongement des travaux antérieurs en H.P.P. [Dartois 2008, Dartois et al. 2013],
afin de considérer la fermeture des défauts d’interfaces préalablement ouverts. Ceci permettra de
simuler des chargements complexes, incluant des cycles, et autorisant la présence simultanée de plu-
sieurs populations de défauts (ouverts, fermés) dont l’état pourra évoluer en tant qu’une succession
d’évènements au cours du chargement appliqué.
Nous proposons ensuite l’exploitation et le développement d’une campagne de caractérisation
expérimentale déjà initiée au Centre d’Études de Gramat 2. Des mesures de champs cinématiques 3-
D in situ pourraient permettre d’obtenir des données quantitatives afin d’identifier le seuil critique
dcritique impliqué dans le critère de nucléation et relié aux propriétés d’adhésion entre la matrice et les
particules. Enfin, la réponse homogénéisée estimée pourra être confrontée à la réponse expérimentale
et le champ de déformation local aux mesures de champs précitées. La position réelle des défauts
au sein du matériau pourra également être confrontée à celle prévue par l’A.M., mais également
leur chronologie d’apparition.
À plus long terme, nous pourrons également exploiter la nouvelle configuration d’endomma-
gement introduite lors des développements cinématiques, la “configuration simple”, qui présente
un potentiel d’ouverture important pour l’A.M. Enfin, nous pourrons reconsidérer l’hypothèse de
coefficient frottement infini au niveau des défauts fermés : la prise en compte d’un glissement avec
frottement permettra d’envisager une nucléation de défauts en mode mixte et non simplement en
ouverture. Cette amélioration de l’A.M. permettra de considérer un processus dissipatif supplé-
mentaire, et ainsi d’élargir le champ d’investigation des multiples sources d’échauffement au sein
du matériau pouvant accroître sa vulnérabilité.
2. A. Fanget, Commissariat à l’Énergie Atomique et aux Énergies Alternatives, Centre d’Études de Gramat,
Gramat, France.
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Cette annexe s’attache à présenter les bases principales des méthodes d’homogénéisation dites
“de moyenne” (voir par exemple [Bornert et al. 2001]). Ces techniques cherchent à prendre en
compte au mieux la morphologie du matériau ainsi que les interactions entre ses constituants, pour
finalement fournir le comportement effectif du matériau.
Choix de l’échelle de description
Le choix de l’échelle de description dépend des propriétés à estimer. C’est l’objectif visé qui va
permettre de connaître la dimension pertinente d’hétérogénéité à prendre en compte. Cette dimen-
sion ne devra pas être inutilement plus faible que nécessaire pour traduire les effets à évaluer, et
l’échelle ne devra pas être trop fine de manière à ce que les outils de la mécanique des milieux conti-
nus restent applicables. Par ailleurs, cette taille caractéristique ne pourra pas être trop élevée, afin
de prendre en compte toutes les interactions et tous les éléments de la microstructure responsables
des propriétés macroscopiques recherchées.
Le raisonnement adopté doit être ajusté à chaque situation. Il s’agit d’évaluer la taille caracté-
ristique des hétérogénéités structurales, notée d, permettant de décrire correctement les propriétés
recherchées. La solution doit faire l’objet d’un compromis issu de choix pertinents.
Les hétérogénéités seront par la suite considérées comme homogènes même si elle sont consti-
tuées d’hétérogénéités à une échelle inférieure (précipités, atomes, etc.).
Choix d’un Volume Élémentaire Représentatif
Il est ensuite nécessaire de définir une seconde dimension caractéristique, notée l, qui caractérise
le volume à partir duquel le comportement macroscopique va être calculé. Pour un milieu “désor-
donné”, par opposition aux milieux périodiques, le domaine de taille caractéristique l doit vérifier
une condition de séparation des échelles avec les tailles caractéristiques d des hétérogénéités prises
en compte et L de la structure ou de l’échantillon considéré (figure A.1), soit :
d << l << L (A.1)
S’il vérifie la condition (A.1), le domaine de taille l constitue un Volume Élémentaire Représen-
tatif (V.E.R.) du matériau hétérogène considéré. L’inégalité l << L permet de traiter l’échantillon
comme un milieu macroscopiquement continu. L’autre inégalité, d << l, assure la macrohomogé-
néité au sens de Hill-Mandel [Mandel 1964, Hill 1967]. Il s’agit d’une condition nécessaire pour
pouvoir affecter à chaque point macroscopique de l’échantillon un comportement homogène (fi-
gure A.1), en l’occurrence le comportement global du V.E.R. En effet, si l n’était pas suffisamment
grand par rapport aux dimensions des hétérogénéités, le comportement global du V.E.R. dépen-
drait trop de la constitution interne des particules et serait trop fluctuant d’une particule à l’autre.
Dans le respect de la condition d << l, le milieu hétérogène réel constitutif de l’échantillon peut
donc être remplacé par un Milieu Homogène Équivalent (M.H.E.).
Pour un milieu de morphologie donnée, les dimensions d’un V.E.R. dépendent de la pro-
priété / réponse à estimer, de la nature du comportement des constituants (linéaire, non-linéaire),
du type de non-linéarité et du contraste de propriétés entre les constituants. En général, il n’y a
pas coïncidence entre le V.E.R. dit “morphologique”, c’est-à-dire statistiquement représentatif de
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Figure A.1 – Principe de séparation des échelles et notions de base pour un milieu hétérogène
macroscopiquement homogène.
la morphologie du matériau, et un V.E.R. dit “mécanique” (sauf dans le cas d’un milieu périodique
soumis à des conditions aux limites périodiques). Les critères de définition du V.E.R. pour des
milieux non périodiques font continuellement l’objet de travaux [Forest et al. 2002, Kanit et al.
2003, Pelissou et al. 2009, Salmi et al. 2012]. Au fur et à mesure du temps, les études en champs
complets ont notamment permis d’affiner la notion de V.E.R. De nos jours, l’approche classique,
considérant le V.E.R. atteint à la stabilité de la propriété recherchée vis-à-vis de la taille de volume,
est supplantée par les approches statistiques. Ces dernières reposent sur une définition élargie du
V.E.R. Pour un milieu donné (c’est-à-dire pour une structure morphologique et un comportement
local fixés), le V.E.R. n’est pas unique. Sa taille peut être associée à une précision souhaitée sur
l’estimation, et au nombre de réalisations considérées d’un volume de taille donnée.
Représentation
Une fois l’échelle de description et un V.E.R. choisis, il est nécessaire de décrire le mieux possible
le comportement mécanique des différents constituants, d’identifier les paramètres géométriques ca-
ractéristiques influençant le comportement macroscopique (concentration, répartition, morphologie,
taille des hétérogénéités, etc.) et de trouver le moyen d’en tenir compte. Cette étape couple donc
une modélisation mécanique à une schématisation de la microstructure. Très souvent, la phase
de description géométrique fait appel à une approche statistique. Une description déterministe
du V.E.R. est généralement impossible (sauf dans le cadre des approches en champs complets ou
lorsqu’il s’agit de milieux périodiques où le volume à considérer est la cellule de base). Pour les
milieux aléatoires, des hypothèses sont formulées pour remplacer les informations manquantes à la
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description de la microstructure. Ceci mène à des encadrements ou encore à des estimations des
caractéristiques homogénéisées du milieu considéré.
Localisation
Le comportement du V.E.R. choisi doit être équivalent en moyenne au comportement du point
matériel qu’il représente au sens de l’échantillon ou de la structure considéré. Les sollicitations
subies par ce V.E.R. correspondent donc aux grandeurs mécaniques macroscopiques relevées au
point considéré (contraintes, déformations, ...). L’étape de localisation consiste à déterminer les
champs locaux, à partir d’un état macroscopique donné. Le problème de localisation suivant écrit
sous l’hypothèse des petites perturbations (H.P.P.) doit donc être résolu :

Lois de comportement locales
Équilibre : ~divσ = ~0
Compatibilité cinématique :  = ∇sym~u
Relations de moyenne :
{
〈〉|V| = E
ou 〈σ〉|V| = Σ
(A.2)
où : σ est la contrainte à l’échelle locale ;
 est la déformation à l’échelle locale ;
~u est le champ de déplacement à l’échelle locale ;
Σ est la contrainte à l’échelle macroscopique ;
E est la déformation à l’échelle macroscopique.
L’équation (A.2)4 s’applique suivant que l’on travaille en déformation ou en contrainte moyenne
imposée.
La formulation du problème (A.2) est incomplète sans l’adjonction de conditions aux limites
adéquates, qui doivent vérifier plusieurs conditions :
(i) respecter le principe de Hill-Mandel énoncé ci-après ;
(ii) assurer l’existence et l’unicité de la solution au problème (A.2) auquel sont rajoutées
les conditions aux limites.
Principe de macrohomogénéité de Hill-Mandel : Pour tout champ de contrainte statique-
ment admissible avec Σ et tout champ de déformation cinématiquement admissible avec E non
nécessairement associé :
〈σ : 〉|V| = Σ : E (A.3)
Plusieurs types de conditions aux limites peuvent être considérées :
– Les conditions en contraintes homogènes au contour, imposant : σ·~n = Σ·~n sur ∂V
dont la normale extérieure est ~n. La démonstration de l’équation (A.2)4, 〈σ〉|V| = Σ est
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alors immédiate.
– Les conditions en déformations homogènes au contour, imposant : ~u = E·~y sur ∂V.
La démonstration de l’équation (A.2)4, 〈〉|V| = E est alors immédiate.
– Les conditions aux limites périodiques cinématiques telles que : ~u−E·~y est périodique
sur ∂V et σ·~n est anti-périodique sur ∂V. La démonstration de l’équation (A.2)4 est
alors immédiate.
Les conditions périodiques, qui sont les conditions naturelles aux frontières de la cellule de base
d’un milieu périodique, sont également très souvent appliquées pour les milieux désordonnés.
Que le milieu soit périodique ou désordonné, les conditions aux limites homogènes au contour
ne sont justifiées que si la taille du volume vérifie bien la condition de séparation d’échelles
d << l (A.1). Alors, (σ−Σ) ·~n ou ~u−E·~y fluctuent sur ∂V autour de valeurs moyennes nulles et
avec une longueur d’onde petite par rapport à la taille caractéristique l. Les effets de ces fluctuations
peuvent être négligés dans la majeure partie du volume et n’influencent donc plus les grandeurs
moyennes. Pour les mêmes raisons, une claire séparation d’échelle doit être respectée pour un milieu
désordonné avec des conditions aux limites périodiques. L’influence des conditions aux limites en
élasticité a par exemple été étudiée dans les travaux de Michel et al.[Michel et al. 1999] pour un
composite périodique et ceux de Kanit et al. [Kanit et al. 2003, Kanit et al. 2006] pour un milieu
aléatoire. Ces travaux montrent que les conditions aux limites périodiques sont les plus avanta-
geuses. En effet, la stabilité d’une propriété effective donnée (moyenne sur plusieurs réalisations
dans le cas aléatoire) est atteinte pour une taille de volume plus petite avec des conditions de ce
type. Le V.E.R. qualifié de “déterministe” (lorsqu’il existe) est donc plus petit. Pour une taille de
volume donnée inférieure à celle du V.E.R. “déterministe”, l’erreur commise sur l’estimation de la
grandeur recherchée est toujours plus petite avec des conditions aux limites périodiques. Pour une
précision donnée, la taille du volume à utiliser pour atteindre la précision souhaitée est également
plus petite.
Homogénéisation
Les étapes qui précèdent s’appuient sur deux types de relations entre les grandeurs locales et
globales :
– les relations de moyenne (relations de passage micro-macro), dont le champ d’applica-
tion reste général ;
– les relations de localisation (relations de passage macro-micro), issues de modélisations
spécifiques.
La dernière étape, l’homogénéisation, permet d’estimer le comportement du milieu homogène
équivalent. L’association des lois de comportement locales avec les relations précitées permet de
déboucher sur l’évaluation des grandeurs effectives décrivant le comportement global du V.E.R.
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184 CINÉMATIQUE D’UNE COUCHE α EN FONCTION DE L’ÉTAT DE SES INTERFACES
CINÉMATIQUE D’UNE COUCHE α EN FONCTION DE L’ÉTAT DE SES INTERFACES 185
L’objectif de cette annexe est d’établir les expressions du champ de déplacement ~uα et simultané-
ment le gradient de déplacement hα d’une couche α en fonction de la configuration de ses interfaces.
Il s’agit donc de réexaminer chacune des étapes de la méthodologie originale de Christoffersen non
seulement dans le cadre des transformations finies mais aussi en présence d’une décohésion sur une
ou deux interfaces. Pour fixer les idées, nous commençons par rappeler les étapes originales dans le
cas où les deux interfaces sont saines et qui ont conduit à l’expression (II.3) dans le cas du matériau
sain [Touboul 2007, Nadot-Martin et al. 2008].
Dans tous les développements, la première interface considérée est Iα1 . Puis, la configuration de
l’interface opposée, notée Iα2 , est envisagée.
Les deux interfaces sont saines
Considérons l’interface Iα1 de la couche α observée. Cette interface ne présente pas de défaut.
Nous recherchons le champ de déplacement de la couche α en écrivant la continuité du champ de
déplacement à travers l’interface, soit :
uαI
(
~YAB
)
= uGAI
(
~YAB
)
∀AB ∈ Iα1 (B.1)
En reportant (B.1) dans (IV.3), où ~uGA est exprimé en utilisant (IV.2)1, le champ de déplacement
d’une couche α vient :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + (h0 − hα)IJ YABJ + hαIJYJ (B.2)
Cette expression devant être indépendante du choix du point AB de l’interface Iα1 , la condition
suivante apparaît :
(h0 − hα)IJ mαJ = 0 (B.3)
et doit être vérifiée quel que soit le vecteur tangent ~mα à l’interface Iα1 . Il s’ensuit la forme du
gradient de déplacement de la couche α :
hαIJ = h0IJ + gαI nαJ (B.4)
où : ~gα est un vecteur homogène.
Avec (B.4), la forme (B.2) du champ ~uα devient indépendante du point AB de l’interface Iα1 et
s’écrit :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + gαI zAB (B.5)
où : zAB = ~nα·
(
~Y − ~YAB
)
est la distance du point considéré à l’interface Iα1 (selon la normale
à l’interface).
Considérons que l’interface Iα2 est une interface saine. Le vecteur homogène ~gα est déterminé
de manière à satisfaire la condition de continuité du champ de déplacement au travers de cette
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interface, soit : uαI
(
~YBA
)
= uGBI
(
~YBA
)
∀BA ∈ Iα2 , où ~uα est donné par l’équation (B.5) et ~uGB est
donné par l’équation (IV.2)2. Dans ce cas, le vecteur ~gα s’écrit :
gαI =
1
hα [(H − h
0)IJ d
α
J ] (B.6)
La forme (B.6) est indépendante du choix du point BA de l’interface Iα2 . La condition de conti-
nuité est donc vérifiée quel que soit ce point BA.
Finalement, l’insertion de (B.6) dans (B.4) et (B.5) fournit les expressions du gradient de
déplacement hα et du champ de déplacement ~uα de la couche α. hα est donné par :
hαIJ = f0IJ + (H − h0)IK
dαKnαJ
hα (B.7)
De même, ~uα s’écrit :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + (H − h0)IK
dαKnαJ
hα (Y −Y
AB)J (B.8)
La première interface est saine et la seconde interface comporte un
défaut
Considérons l’interface Iα1 de la couche α observée. Cette interface ne présente pas de défaut.
Le raisonnement et les équations (B.1) à (B.5) résultantes sont identiques.
Conformément au principe de la méthodologie originale, le vecteur homogène ~gα est déterminé en
considérant la configuration de l’interface opposée. Nous considérons ici que cette seconde interface
comporte un défaut.
La présence d’un défaut est décrite par un vecteur de discontinuité de déplacement linéaire des
coordonnées spatiales le long de l’interface Iα2 , considéré comme une donnée du problème local et
noté ~bα2 :
bα2I
(
~YBA
)
= HαD2IJ YBAJ (B.9)
où : le tenseur HαD2 est un gradient de déplacement homogène caractérisant le défaut d’inter-
face ;
BA est un point quelconque de l’interface Iα2 .
Le vecteur homogène ~gα est alors recherché de manière à satisfaire la condition de saut de
déplacement le long de l’interface Iα2 , soit :
uαI
(
~YBA
)
= uGBI
(
~YBA
)
+ bα2I
(
~YBA
)
∀BA ∈ Iα2 (B.10)
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où : ~bα2 est donné par l’équation (B.9) ;
~uα est donné par l’équation (B.5) ;
~uGB est donné par l’équation (IV.2)2.
Le vecteur ~gα s’écrit alors :
gαI =
1
hα [(H − h
0)IJ dαJ + HαD2IJ Y
BA
J ] (B.11)
La condition de saut devant être satisfaite quel que soit le point BA de Iα2 , (B.11) doit être
indépendante du choix de ce point BA. Ceci mène à la condition :
HαD2IJ m′
α
J = 0 (B.12)
qui doit être vérifiée quel que soit le vecteur tangent ~m′α à l’interface Iα2 . Le gradient de déplacement
HαD2 peut donc s’écrire sous la forme :
HαD2IJ = −vαI nαJ (B.13)
où : ~vα est un vecteur homogène.
Avec (B.13), la forme (B.11) de ~gα devient indépendante du point BA choisi sur l’interface Iα2
et s’écrit :
gαI =
1
hα [(H − h
0)IJ d
α
J − vαI nαJYBAJ ] (B.14)
De plus, compte-tenu de (B.13), le saut de déplacement (B.9) au niveau de l’interface Iα2 s’écrit
de la manière suivante :
bα2I
(
~YBA
)
= −vαI nαJYBAJ (B.15)
La grandeur nαJYBAJ étant constante quel que soit le point BA de l’interface Iα2 et ~vα étant
homogène, le saut sur la seconde interface Iα2 est obtenu constant lorsque la première interface Iα1
est saine.
Finalement, l’insertion de (B.14) dans (B.4) et (B.5) fournit les expressions du gradient de
déplacement hα et du champ de déplacement ~uα de la couche α. hα est donné par :
hαIJ = f0IJ + (H − h0)IK
dαKnαJ
hα − v
α
I nαJ
(YBAK nαK)
hα (B.16)
De même, ~uα s’écrit :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + (H − h0)IK
dαKnαJ
hα (Y −Y
AB)J
− vαI nαJ
(YBAK nαK)
hα (Y −Y
AB)J
(B.17)
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La première interface comporte un défaut et la seconde interface
est saine
Considérons l’interface Iα1 de la couche α observée. La présence d’un défaut est décrite par un
vecteur de discontinuité de déplacement linéaire des coordonnées spatiales le long de Iα1 noté ~bα1,
considéré comme une donnée du problème local, soit :
bα1I
(
~YAB
)
= HαD1IJ YABJ (B.18)
où : le tenseur HαD1 est un gradient de déplacement homogène caractérisant le défaut d’inter-
face ;
AB est un point quelconque de l’interface Iα1 .
Nous recherchons donc le champ de déplacement d’une couche α de sorte à satisfaire la condition
de saut de déplacement sur l’interface Iα1 , soit :
uαI
(
~YAB
)
= uGAI
(
~YAB
)
+ bα1I
(
~YAB
)
∀AB ∈ Iα1 (B.19)
En reportant (B.19) dans (IV.3), avec ~uGA et ~bα1 exprimés en utilisant respectivement (IV.2)1
et (B.18), nous obtenons finalement le champ de déplacement d’une couche α :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + (h0 − hα)IJ YABJ + hαIJYJ + HαD1IJ YABJ (B.20)
Cette expression devant être indépendante du choix du point AB de l’interface Iα1 , la condition
suivante apparaît :
(h0 − hα + HαD1)IJ mαJ = 0 (B.21)
qui doit être vérifiée quel que soit le vecteur tangent ~mα à l’interface Iα1 . Nous en déduisons la forme
du gradient de déplacement de la couche α :
hαIJ = h0IJ + HαD1IJ + gαI nαJ (B.22)
où : ~gα est un vecteur homogène.
Avec (B.22), la forme (B.20) du champ de déplacement ~uα devient indépendante du point AB
de l’interface Iα1 et s’écrit :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + gαI zAB + HαD1IJ YJ (B.23)
où : zAB = ~nα·
(
~Y − ~YAB
)
est la distance du point considéré à l’interface Iα1 (selon la normale
à l’interface).
Le vecteur homogène ~gα est là encore déterminé en considérant la configuration de l’interface
Iα2 .
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Considérons qu’il s’agit d’une interface saine. Le vecteur homogène ~gα est alors recherché de
manière à satisfaire la condition de continuité du champ de déplacement au travers de cette interface,
soit : uαI
(
~YBA
)
= uGBI
(
~YBA
)
∀BA ∈ Iα2 , où ~uα est donné par l’équation (B.23) et ~uGB est donné
par l’équation (IV.2)2. Dans ce cas, le vecteur ~gα s’écrit :
gαI =
1
hα [(H − h
0)IJ d
α
J −HαD1IJ YBAJ ] (B.24)
La condition de continuité devant être satisfaite quel que soit le point BA de Iα2 , (B.24) doit
être indépendante du choix de ce point BA, ce qui mène à la condition :
HαD1IJ m′
α
J = 0 (B.25)
qui doit être vérifiée quel que soit le vecteur tangent ~m′α à l’interface Iα2 . Le gradient de déplacement
HαD1 peut donc s’écrire sous la forme :
HαD1IJ = −vαI nαJ (B.26)
où : ~vα est un vecteur homogène.
Avec (B.26), la forme (B.24) du vecteur ~gα devient indépendante du point BA de l’interface Iα2
et s’écrit :
gαI =
1
hα [(H − h
0)IJ d
α
J + vαI nαJYBAJ ] (B.27)
De plus, compte-tenu de (B.26), le saut de déplacement (B.18) au niveau de la première interface
Iα1 s’écrit de la manière suivante :
bα1I
(
~YAB
)
= −vαI nαJYABJ (B.28)
La distance nαJYABJ étant constante quel que soit le point AB de l’interface Iα1 et ~vα étant
homogène, le saut sur la première interface est obtenu constant lorsque la seconde interface Iα2 est
saine.
Finalement, l’insertion de (B.27) dans (B.22) et (B.23) fournit les expressions du gradient de
déplacement hα et du champ de déplacement ~uα de la couche α. hα est donné par :
hαIJ = h0IJ + (H − h0)IK
dαKnαJ
hα + v
α
I nαJ
[(YBAK nαK)
hα − 1
]
(B.29)
La distance YBAJ nαJ étant elle aussi constante quel que soit le point BA de l’interface Iα2 , nous
pouvons écrire : (Y
BA
K nαK)
hα − 1 =
(YABK nαK)
hα ∀AB ∈ I
α
1 ,∀BA ∈ Iα2 . Le gradient de déplacement hα
s’exprime finalement :
hαIJ = f0IJ + (H − h0)IK
dαKnαJ
hα + v
α
I nαJ
(YABK nαK)
hα (B.30)
De même, ~uα s’écrit :
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uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + (H − h0)IK
dαKnαJ
hα (Y −Y
AB)J
+ vαI nαJ
(YABK nαK)
hα (Y −Y
BA)J
(B.31)
La première et la seconde interfaces comportent un défaut
Considérons l’interface Iα1 de la couche α. Celle-ci comporte un défaut. Les équations (B.18)
à (B.23) permettent de traiter la condition de saut au niveau de cette interface.
Considérons à présent que l’interface Iα2 est une interface présentant un défaut. De même que
pour la première interface, la présence d’un défaut sur l’interface Iα2 est décrite par un vecteur de
discontinuité de déplacement linéaire, donnée du problème local :
bα2I
(
~YBA
)
= HαD2IJ YBAJ (B.32)
où : le tenseur HαD2 est un gradient de déplacement homogène caractérisant le défaut sur l’in-
terface Iα2 . HαD2 peut a priori être différent de HαD1 caractérisant le défaut sur l’interface
Iα1 ;
BA est un point quelconque sur l’interface Iα2 .
Le vecteur homogène ~gα de l’équation (B.22) est alors recherché de manière à satisfaire la
condition de saut de déplacement sur l’interface Iα2 , soit :
uαI
(
~YBA
)
= uGBI
(
~YBA
)
+ bα2I
(
~YBA
)
∀BA ∈ Iα2 (B.33)
où : ~bα2 est donné par l’équation (B.32) ;
~uα est donné par l’équation (B.23) ;
~uGB est donné par l’équation (IV.2)2.
Le vecteur ~gα s’écrit alors :
gαI =
1
hα [(H − h
0)IJ d
α
J + (HαD2 −HαD1)IJ YBAJ ] (B.34)
La condition de saut devant être satisfaite quel que soit le point BA de l’interface Iα2 , (B.34)
doit être indépendante du choix de ce point BA. Ceci mène à la condition :
(HαD2IJ −HαD1IJ ) m′αJ = 0 (B.35)
qui doit être vérifiée quel que soit le vecteur tangent ~m′α à l’interface Iα2 . Le gradient de déplacement
HαD2 peut donc s’écrire sous la forme :
HαD2IJ = HαD1IJ − vαI nαJ (B.36)
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où : ~vα est un vecteur homogène.
Avec (B.36), la forme (B.34) devient indépendante du point BA choisi sur l’interface Iα2 et
s’écrit :
gαI =
1
hα [(H − h
0)IJ dαJ − vαI nαJYBAJ ] (B.37)
De plus, compte-tenu de (B.36), le saut de déplacement (B.32) au niveau de l’interface Iα2 s’écrit
de la manière suivante :
bα2I
(
~YBA
)
= HαD1IJ YBAJ − vαI nαJYBAJ (B.38)
La distance nαJYBAJ étant constante quel que soit le point BA de l’interface Iα2 et ~vα étant
homogène, le second terme de (B.38) est constant le long de l’interface Iα2 .
Le tenseur impliqué dans la part linéaire de l’expression de ~bα2 est donc le même que pour ~bα1
au niveau de l’interface Iα1 . Posons : HαD1 = HαD. Les sauts de déplacement au niveau des deux
interfaces de la couche deviennent alors :
bα1I
(
~YAB
)
= HαDIJ YABJ
bα2I
(
~YBA
)
= HαDIJ YBAJ − vαI nαJYBAJ
(B.39)
Finalement, l’insertion de (B.37) dans (B.22) et (B.23) fournit les expressions du gradient de
déplacement hα et du champ de déplacement ~uα de la couche α sous la forme :
hαIJ = f0IJ + (H − h0)IK
dαKnαJ
hα + H
αD
IJ − vαI nαJ
(YBAK nαK)
hα (B.40)
De même, ~uα s’écrit :
uαI
(
~Y
)
= u∗I + (H − h0)IJ YAJ + h0IJYJ + (H − h0)IK
dαKnαJ
hα (Y −Y
AB)J
+ HαDIJ YJ − vαI nαJ
(YBAK nαK)
hα (Y −Y
BA)J
(B.41)
Dans (B.41), les grandeurs ~nα·
(
~Y − ~YAB
)
et ~nα·
(
~Y − ~YBA
)
correspondent aux distances
séparant le point considéré dans la couche des deux interfaces. Elles sont indépendantes du choix
des points AB et BA choisis sur ces interfaces.
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Nous considérons un système constitué de N équations non-linéaires à N inconnues xi {i = 1, 2, ...,N} :
Si (x1, x2, ..., xN) = 0 {i = 1, 2, ...,N} (C.1)
Soit alors ~x le vecteur constitué des valeurs xi et ~S le vecteur constitué des équations Si. Au
voisinage de ~x, chaque équation Si peut être développée de la manière suivante :
Si (~x + δ~x) = Si (~x) +
N∑
j=1
∂Si
∂xj
δxj + O (δ~x2) (C.2)
La matrice des dérivées partielles apparaissant dans l’équation (C.2) est la matrice tangente,
ou matrice jacobienne, notée M :
Mij =
∂Si
∂xj
(C.3)
En négligeant les termes d’ordre deux et en supposant que l’incrément δ~x permet d’approcher
les différentes équations de la valeur nulle simultanément (~S (~x + δ~x) = ~0), le système (C.2) devient
un système d’équations linéaires, soit :
M· δ~x = −~S (C.4)
L’algorithme de Newton-Raphson est itératif. Pour un incrément donné de chargement, une
suite d’itérations est réalisée depuis une valeur initiale ~x0. À chaque itération, le système (C.4)
est résolu. L’incrément de solution δ~x ainsi calculé est appliqué pour obtenir ~xnew = δ~x + ~xold. La
procédure itérative s’arrête lorsque la convergence est atteinte (valeur acceptable du résidu).
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L’objectif de cette annexe est de répertorier les expressions de dérivées utiles à la mise en place
de la matrice tangente (paragraphe V.1.2).
Soit A un tenseur d’ordre 2 hybride. Nous établissons alors les relations suivantes :
∂ AiJ
∂ AmN
= δimδJN (D.1)
∂ A2iJ
∂ AmN
= δLk
[
∂ AiL
∂ AmN
AkJ + AiL
∂ AkJ
∂ AmN
]
(D.2)
∂ tAJi
∂ AmN
= δimδJN (D.3)
Soit A un tenseur d’ordre 2 quelconque. Nous établissons alors les relations suivantes :
∂ tr (A)
∂ A = Id (D.4)
∂ tr (A2)
∂ A = 2
tA (D.5)
∂ tr (A3)
∂ A = 3
tA2 (D.6)
Soit f un gradient de la transformation. La dérivée du tenseur de Cauchy-Green droit, défini par :
c = tf f , par rapport à f s’écrit :
∂ tr (c)
∂ fmN
= 2 tfNm (D.7)
Le jacobien de la transformation, défini par : J = det (f), ainsi que l’inverse du gradient de la
transformation f−1 peuvent être formulés comme suit :
J = 16
[
(tr (f))3 + 2 tr (f 3)− 3 tr (f 2) tr (f)
]
(D.8)
f−1Ij =
1
2 J
{
δIj
[
(tr (f))2 − tr (f 2)
]
+ 2 δLjδkI [f2kL − tr (f) fkL]
}
(D.9)
Leurs dérivées respectives par rapport au gradient de la transformation associé f s’écrit :
∂ J
∂ fmN
= J f−1Nm (D.10)
∂ f−1Ij
∂ fmN
= −1J
∂ J
∂ fmN
f−1Ij +
1
2J

δIj
[
2 tr (f) ∂ tr (f)
∂ fmN
− ∂ tr (f
2)
∂ fmN
]
+2 δKjδqI
[
∂ f2qK
∂ fmN
− ∂ tr (f)
∂ fmN
fqK − tr (f)
∂ fqK
∂ fmN
]

(D.11)
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Nous rappelons que la contrainte nominale issue d’un comportement de type Néo-Hooke s’écrit :
s∗Ij = 2 J−2/3C10
[
tfIj −
1
3 tr (c) f
−1
Ij
]
+ K J (J− 1) f−1Ij (D.12)
Sa dérivée par rapport au gradient de la transformation f associé devient alors :
∂ s∗Ij
∂ fmN
= 2 C10

−23 J
−5/3
[
tfIj −
1
3tr (c) f
−1
Ij
]
∂ J
∂ fmN
+J−2/3
[
∂ tfIj
∂ fmN
− 13 f
−1
Ij
∂ tr (c)
∂ fmN
− 13 tr (c)
∂ f−1Ij
∂ fmN
]

+ K
{
(J− 1)
[
f−1Ij
∂ J
∂ fmN
+ J
∂ f−1Ij
∂ fmN
]
+ J f−1Ij
∂ J
∂ fmN
}
(D.13)
Pour finir, et en lien plus spécifique avec le problème traité, la dérivée du gradient de la transfor-
mation fα d’une couche α donné par : fα = f 0+(F− f 0)
~dα ⊗ ~nα
hα +H
αD, par rapport au gradient de
la transformation des particules f 0 ou au gradient de déplacement HαD lié à l’influence des défauts
aux interfaces d’une couche α sont reportés ci-dessous. Les grandeurs f 0 et HαD sont considérées
indépendantes les unes des autres.
∂ fαiJ
∂ f0mN
= ∂ f
0
iK
∂ f0mN
(
δKJ −
dαKnαJ
hα
)
(D.14)
∂ fαiJ
∂ HαDMN
= δiK
∂ HαDKJ
∂ HαDMN
(D.15)
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Couplage endommagement - grandes déformations dans une modélisation
multi-échelle pour composites particulaires fortement chargés
Résumé : Cette thèse traite de la modélisation multi-échelle de composites particulaires forte-
ment chargés. La méthode d’estimation, qualifiée d’“Approche Morphologique” (A.M.), repose sur
une double schématisation géométrique et cinématique du composite permettant de fournir la ré-
ponse aux deux échelles. Afin d’évaluer les capacités prédictives de l’A.M. en élasticité linéaire avec
évolution de l’endommagement, l’A.M. est testée vis-à-vis de ses aptitudes à rendre compte des
effets de taille et d’interaction de particules sur la chronologie de décohésion. Pour cela, différentes
microstructures périodiques simples, aléatoires monomodales et bimodale générées numériquement
sont considérées. Les résultats obtenus sont cohérents avec les données de la littérature : la déco-
hésion des grosses particules précède celle des plus petites et est d’autant plus précoce que le taux
de charges est important. Puis, l’objectif est de coupler deux non-linéarités traitées séparément
dans deux versions antérieures de l’A.M : l’endommagement par décohésion charges/matrice et les
grandes déformations. La formulation du problème de localisation-homogénéisation est reprise à la
source de manière analytique. Le critère de nucléation de défauts est étendu en transformations
finies. Le problème obtenu, fortement non-linéaire, est résolu numériquement via un algorithme de
Newton-Raphson. Les étapes sous-jacentes à la résolution (calcul de la matrice tangente, codage
en langage Python®) sont explicitées. Des évaluations progressives (matériaux sain et endommagé)
permettent de valider la mise en œuvre numérique. Les effets de taille et d’interaction sont alors
restitués en transformations finies.
Mots-clés : composites énergétiques, transition d’échelle, morphologie, décohésion d’interfaces,
grandes déformations, simulations numériques, résolution non-linéaire, effet de taille.
Coupling between damage and finite strains in a multi-scale modeling for
highly-filled particulate composites
Abstract : This study is devoted to multi-scale modeling of highly-filled particulate composites.
This method, the “Morphological Approach” (M.A.), is based on a geometrical and kinematical
schematization which allows the access to both local fields and homogenized response. In order to
evaluate the predictive capacities of the M.A. considering a linear elastic behavior for the consti-
tuents and evolution of damage, analysis is performed regarding the ability of the M.A. to account
for particle size and interaction effects on debonding chronology. For that purpose, simple periodic,
random monomodal and bimodal microstructures are considered. The results are consistent with
literature data : debonding of large particles occurs before the one of smaller particles and the
higher the particle volume fraction, the sooner the debonding. Finally, the objective is to operate
the coupling of two non linearities which were separately studied in previous versions of the M.A. :
debonding between particles and matrix, and finite strains. The whole analytical background of the
approach is reconsidered in order to define the localization-homogenization problem. The nucleation
criterion is extended to the finite strains context. The final problem, strongly non linear, is nume-
rically solved through a Newton-Raphson algorithm. The different solving steps (jacobian matrix,
coding with Python®) are developed. Progressive evaluations (sound and damage materials) allow
the validation of numerical implementation. Then, size and interaction effects are reproduced in
finite strains.
Keywords : energetic composites, scale transition, morphology, interfacial debonding, finite
strains, numerical simulations, non linear solving, particle size effect.
