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Resumen
En el presente trabajo se estudian las diferentes desigualdades que relacionan las diferentes
normas denidas en el espacio de sucesiones de Lorentz, as como las principales caractersticas
del operador composicion y multiplicacion, la compacidad, invertibilidad y caracterizacion de
ellos en `p;s.
Palabras clave: Operador multiplicacion, operador Composicion, operador compacto,
reordenamiento decreciente, funcion maximal, espacios de sucesiones de Lorentz.
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Abstract
In the present work the various inequalities relative the various norms dened in the Lorentz
sequences spaces are studied, as well as compactness, boundedness and invertibility of the mul-
tiplication and composition operators on `p;s.
Keywords: Compact operator, multiplication operator, distribution function, decrea-
sing rearrangement, maximal function, Orlicz-Lorentz spaces.
5
Indice general
Agradecimientos 3
Resumen 4
Introduccion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1. Constantes Optimas entre Normas Equivalentes en Espacios de Sucesiones
de Lorentz 8
1.1. Sucesiones de nivel y funciones -concavas . . . . . . . . . . . . . . . . . . . . . 20
1.2. Sucesiones de nivel y la norma dual . . . . . . . . . . . . . . . . . . . . . . . . 32
1.3. Norma de descomposicion y la desigualdad triangular en `p;s . . . . . . . . . . . 38
2. El Operador Multiplicacion en `p;s 43
3. El Operador Composicion en `p;s 50
6
INTRODUCCION
En el prentese trabajo se estudian algunas propiedades basicas de los espacios de sucesiones
de Lorentz `p;s, en la medida de lo posible se realizara un estudio autocontenido, el mismo se
hace con el n de establecer una base teorca para analizar las diferentes desigualdades que
satisfacen las normas equivalentes en dicho espacio via las sucesiones de nivel, introducidas por
Halperin en [9] y recientemente estudiadas por autores como Sinnamon en [15], as como para
caracterizar y establecer condiciones bajo las cuales el operador composicion y multiplicacion
son compactos de rango cerrado e invertibles. Es importante se~nalar la diferencia entre Lp;s y
`p;s lo que justica por s mismo el presente trabajo.
As por ejemplo, el espacio de lorentz Lp;s es trivial cuando p = 1 y 1  q < 1, no as el
espacio de sucesiones de Lorentz `p;s. Ademas el unico operador multiplicacion compacto en un
espacio de Lorentz no atomico es el operador nulo (ver [10]) no obstante en `p;s el operador
multipliacion Mu es compacto cuando u = (un)n ! 0 si n ! 1. Para un estudio sistematico
del operador coposicion y multiplicacion vease [16], [17], [1] y [2].
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Captulo 1
Constantes Optimas entre Normas
Equivalentes en Espacios de Sucesiones
de Lorentz
En este captulo se estudiaran algunas desigualdades relacionadas con las normas denidas en
los espacios de sucesiones de Lorentz y las constantes optimas involucradas en ellas.
Se dene el espacio de sucesiones de Lorentz `p;s como el conjunto de todas las sucesiones com-
plejas x = (xn)n tal que kxkp;s <1 donde
kxkp;s =
8>><>>:
 1X
n=1
(xn)
s ns=p 1
!1=s
s <1
sup
n1

n1=pxn
	
s =1
(1.1)
La sucesion x = (xn) se denomina reordenamiento decreciente de x = (xn)n y se obtiene al
ordenar (jxnj) de manera decreciente.
Precisamente, para n  1  t < n se tiene
xn = x
(t) := nf fs > 0 : Dx(s)  n  1g;
donde Dx(s) es la funcion distribucion de x que se dene como
Dx(s) :=  fn 2 N : jxnj > sg :
Observacion 1.1. El espacio de Lorentz Lp;s es una familia biparametrica de funciones la cual
generaliza el espacio de Lesbegue Lp. Los espacios de Lorentz fueron denidos por Lorentz en
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[13]. Un estudio general de los espacios de Lorentz fue realizado por Hunt en [11].
Supongase un espacio de medida (X;A; ) para cualquier funcion A- medible y dos numeros
reales extendidos p y s en el conjunto [1;1] se dene
kfkp;s =
8><>:
Z 1
0
(f (t))s ts=p 1dt
1=s
s <1
sup
t0

t1=pf (t)
	
s =1
k:kp;s son funciones no negativas denidas en los reales extendidos y los espacios de Lorentz
seran denidos en terminos de estas funciones tal como se dene el espacio de Lesbegue en
terminos de k:kp.
El espacio Lp;s con 1  s <1 y s =1 no sera de interes. En efecto, si f es una funcion
medible tal que kfk1;s <1 para algun s 2 [1;1), entoncesZ 1
0
(f (t))s
dt
t

Z s
0
(f (t))s
dt
t
 f (s)
Z s
0
dt
t
;
porque f (t)  f (s) cuando 0  t  s y por lo tanto f (s) = 0 para todo s > 0. As que f = 0
c.t.p lo cual implica que Lp;s = f0g para cada 0 < s <1.
Por otro lado, el espacio discreto de Lorentz `p;s y el espacio Lp;s cuando X = N, A = 2N y 
es la medida de contar son equivalentes para 0 < p <1, 0 < s <1. De hecho si a(t) = f (t),
n  1  t  n, entonces
kfkp;s =
Z 1
0
 
t1=pf (t)
s dt
t
1=s
=
 1X
n=1
(an)
s
Z n
n 1
ts=p 1dt
!1=s
;
y dado que 
1
2
s=p
ns=p 1 
Z n
n 1
ts=p 1dt  2ns=p 1;
se obtiene

1
2
s=p 1X
n=1
(an)
sns=p 1 
1X
n=1
(an)
s
Z n
n 1
ts=p 1dt
 2
1X
n=1
(an)
sns=p 1;
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entonces

1
2
1=p 1X
n=1
 
n1=pan
s 1
n
!1=s
 kfkp;s  21=s
 1X
n=1
 
n1=pan
s 1
n
!
;
as que 
1
2
1=p
kakp;s  kfkp;s  21=p kakp;s :
Notese que el espacio `p;s no es vaco cuando p = 1. Por ejemplo, todas la sucesiones que
tienen solo un numero nito de elementos no nulos pertenecen a `1;s para todo 0 < s  1.
Esto muestra una diferencia fundamental entre `1;s y L1;s.
El espacio de Lorentz `p;s es un espacio vectorial normado si y solo si 1  s  p <1 (ver [12]).
Ademas es un espacio normable cuando 1 < p < s  1, es decir, existe una norma equivalente
a k:kp;s. Para los casos restantes, `p;s no puede ser dotado con una norma equivalente. La nor-
mabilidad para el caso p < s se lleva a cabo va la norma maximal :
kxkp;s =
8>><>>:
 1X
n=1
(xn )
s ns=p 1
!1=s
s <1
sup
n1

n1=pxn
	
s =1
(1.2)
Donde x = (xn )n se denomida la sucesion maximal de x
 = (xn)n y esta dada por
xn =
1
n
nX
k=1
xk:
Las desigualdades que satisfacen k:kp;s y k:kp;s son
k:kp;s  k:kp;s  p0 k:kp;s :
La parte izquierda de esta desigualdad es consecuencia del hecho que x  x (ver proposicion
3.2 en [5]). La desigualdad de la derecha se demuestra en el siguiente teorema.
Teorema 1.1. Sea x = (xn)n una sucesion de numeros complejos, 1 < p  s <1. Entonces
10
k:kp;s  p0 k:kp;s : (1.3)
Demostracion. Denotese r = s  s
p
. Empleando la desigualdad de Holder, notando que la funcion
g(t) = tr=s 1 es decreciente obtenemos
 
nX
k=1
xk
!s
=
 
nX
k=1
xkk
1  r
sk
r
s
 1
!s

 
nX
k=1
(xk)
sks rk
r
s
 1
! 
nX
k=1
k
r
s
 1
!s=s0

 
nX
k=1
(xk)k
s rk
r
s
 1
!Z n
0
t
r
s
 1dt
s=s0
=
s
r
s=s0
n
r
s0
nX
k=1
(xk)
sks rk
r
s
 1:
Ademas, dado que f(t) = t 1 
r
s es decreciente y
R1
k
t 1 
r
s <1 se tiene
kX
n=k 1
f(n) 
Z k
k 2
f(t)dt,
1X
k=m+1
 
kX
n=k 1
f(n)
!

1X
k=m+1
Z k
k 2
f(t)dt

,
1X
n=m
f(n) 
Z 1
m 1
f(t)dt:
Multiplicando por n r 1, sumando desde 1 hasta 1 y empleando la anterior desigualdad e
intercambiando el orden de la suma via el teorema de Fubini se obtiene
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1X
n=1
 
nX
k=1
xk
!s
n r 1 
s
r
s=s0 1X
n=1
n r 1+r(1 
1
s)
 
nX
k=1
(xk)
sks rk
r
s
 1
!
=
s
r
s=s0 1X
k=1
(xk)
sks rk
r
s
 1
 1X
n=k
n 1 
r
s
!

s
r
s=s0 1X
k=1
(xk)
sks rk
r
s
 1
Z 1
k
t 1 
r
sdt

=
s
r
s=s0+1 1X
k=1
(xk)
sks r 1dt
=

p
p  1
s 1X
k=1
(xk)
sk
s
p
 1
= (p0)s
1X
k=1
(xk)
sk
s
p
 1
Es decir,
kxkp;s  p0 kxkp;s :
Observe que si

x(k)
	
k=1;2;:::;N
2 `p;s, entonces

NX
k=1
x(k)

p;s


NX
k=1
x(k)


p;s
 p0
NX
k=1
x(k)
p;s
: (1.4)
Esto es, k:kp;s es una cuasinorma. Por otro lado, si (1.4) se cumple, entonces k:kp;s es equivalente
a una norma. Esta norma se denomida norma de descomposicion y se dene como
kxk(p;s) := nf
(
NX
k=1
x(k)
p;s
: x =
NX
k=1
x(k)
)
:
k:k(p;s) es una norma equivalente a k:kp;s cuando 1  p; s  1 . Ademas k:k(p;s) = k:kp;s si
1  s  p (ver [7]).
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Otra norma denida en `p;s es la denominada norma dual la cual viene dada por
kxk0p;s :=
( 1X
n=1
xnyn : kykp0;s0 = 1
)
:
Equivalente a k:kp;s, mas aun, si 1  s  p entonces
k:k0p;s = k:kp;s :
El siguiente es uno de los resultados mas utiles en la teoria de la integracion y de las desigual-
dades.
Lema 1.1. Sea u = (un)n, v = (vn)n y w = (wn)n sucesiones no negativas y suponga que w es
decreciente. Si
nX
k=1
uk 
nX
k=1
vk (n = 1; 2; :::):
Entonces
nX
k=1
ukwk 
nX
k=1
vkwk:
Demostracion. Sea Ej = f1; 2; :::jg. Denamos
wk =
nX
j=1
ajEj(k):
Donde aj > 0 y Ej denota la funcion catacterstica de Ej. Entonces
1X
k=1
ukwk =
nX
j=1
aj
jX
k=1
uk

nX
j=1
aj
jX
k=1
vk =
1X
k=1
vkwk: (1.5)
Dada una sucesion medible w = (wk) existe una sucesion creciente w
(s) = (w
(s)
k )s de sucesiones
decrecientes que satisfacen la desigualdad (1.5) para cada s = 1; 2; ::: y ademas w(s) ! w.
Aplicando el teorema de la convergencia monotona
lm
s!1
1X
k=1
ukw
(s)
k  lms!1
1X
k=1
vkw
(s)
k ,
1X
k=1
ukwk 
1X
k=1
vkwk:
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El siguiente Lema presenta la desigualdad de Hardy-Littlewood.
Lema 1.2. Si x = (xk)k y y = (yk)k son dos sucesiones medibles y E  N, entoncesX
k2N
jxkykj 
1X
k=1
xky

k (1.6)
Demostracion. Es suciente demostrar (1.6) para sucesiones no negativas. Consideremos en
primer lugar sucesiones simples. Sea
xk =
nX
j=1
ajFj(k);
donde F1  F2  :::  Fn son conjuntos en N y aj > 0 para todo j = 1; :::; n. Entonces
xk =
NX
j=1
aj[1;(Fj)](k);
y por tanto
X
k2E
xk =
X
k2E
nX
j=1
ajFj(k)
=
nX
j=1
aj
X
k2N
E\Fj(k)
=
nX
j=1
aj (E \ Fj)

nX
j=1
aj mn ((E); (Fj))
=
nX
j=1
aj
(E)X
k=1
[1;(Fj)](k)
=
(E)X
k=1
nX
j=1
aj[1;(Fj)](k)
=
(E)X
k=1
xk:
Es decir que
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X
k2N
xk 
1X
k=1
xk:
Por otro lado, emplenado la desigualdad anterior obetemos
X
k2N
xkyk =
X
k2N
 
nX
j=1
ajFj(k)
!
yk
=
nX
j=1
aj
X
k2N
ykFj
=
nX
j=1
aj
X
k2Fj
yk

nX
j=1
aj
(Fj)X
k=1
yk
=
1X
k=1
nX
j=1
aj[1;(Fj)]y

k
=
1X
k=1
xky

k:
As que la desigualdad buscada es valida para sucesiones simples. Empleando el teorema de la
convergencia monotona se tiene el resultado para cualquier par de sucesiones medibles.
Observe que si ~g es equimedible con g entonces ~g = g. Por esta razon y por la desigualdad de
Hardy-Littlewood se concluye queZ
X
jf~gj d 
Z 1
0
f (t)g(t)dt:
Los espacios de medida en los cuales se alcanza la igualdad en la ecuacion anterior despues de
tomar el supremo sobre todas la funciones ~g equimedibles con g se denominaran resonantes.
Formalizamos este concepto y el de espacio fuertemente resonante en la siguiente denicion.
Denicion 1.1. Un espacio de medida (X;A; ),    finito se denomina resonante si para
dos funciones medibles arbitrarias f y g
sup
Z
X
jf~gj d =
Z 1
0
jf (t)g(t)j dt:
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Donde el supremo se toma sobre todas las funciones ~g equimedibles con g.
Ademas, (X;A; ) se denominara fuertemente resonante si para f; g funciones medibles, existe
~g equimedible con g tal que
Z
X
jf~gj d =
Z 1
0
jf (t)g(t)j dt: (1.7)
En los siguientes dos lemas se emplea la nocion de espacio de medida resonante y fuertemente
resonante con el n de demostrar la igualdad kxk0p;s = kxk0p;s , 1 < p <1, 1  s  1.
Lema 1.3. (N;P(N); ) es resonante donde  es la medida de contar. Esto es, dadas x = (xn)n
y y = (yn)n
sup
1X
n=1
xn ~yn =
1X
n=1
xny

n (1.8)
Donde el supremo se toma sobre todas las sucesiones ~y equimedibles con y.
Demostracion. Demostraremos primero que cualquier subconjunto nito E de N dotado con
la medida de contar es fuertemente resonante. Sea  y  dos permutaciones sobre el conjunto
de los atomos de E , tales que xm = x(im) y y

n = y(in). Observe que (1.7) es cierta cuando
el atomo en el que (xn)n alcanza su mayor valor es el mismo atomo en donde ( ~yn)n alcanza
su valor mas grande. De la misma manera con el k-esimo valor mas grande, k = 1; 2; :::;#X,
as que ( ~yn)n se obtiene despues de una permutacion en los atomos de E. Dicha permutacion
es  1  , es decir ~yi = y 1(i).
Ahora consideremos conjuntos nitos Ek cuya union sea N y sucesiones crecientes x(k) = (x(k)n )k,
y(k) = (y
(k)
n )k con soporte en Ek , (k = 1; 2; :::) tales que x
(k) " x y y(k) " y. Por denicion
de supremo, para demostrar (1.8) es suciente mostrar que para cualquier , que satisface
0 <  <
1X
n=1j
xny

n existe ~yn tal que  <
1X
n=0
xn ~yn <
1X
n=1
xny

n. Ademas, x
(k) " x implica
(x(k)) " x si k !1, (ver[5]) y por el teorema de la convergencia monotona se obtiene
 < lm
k!1
1X
n=1
(x(k)n )
(y(k)n )
 =
1X
n=1
lm
k!1
(x(k)n )
(y(k)n )

=
1X
n=1
xny

n:
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Por la ecuacion anterior, existe N tal que
 <
1X
n=1
(x(N)n )
(y(N)n )
: (1.9)
Es claro que x(N) = x(N)EN  xEN y en consecuencia (x(N))  (xEN ). Ademas (EN ; ) es
un espacio de medida fuertemente resonante, por tanto existe una sucesion z = (zn) equimedible
con y(N) por esta razon y por (1.9)
 <
(EN )X
n=1
(x(N)n )
(y(N)n )
 
(EN )X
n=1
(xEN )

n(yEN )

n
=
(EN )X
n=1
(xEN )n zn =
(EN )X
n=1
xnzn
=
1X
n=1
xnzn:
Donde (1.10) se justica extendiendo z a todo N haciendo zn = 0 si n =2 EN . Sea
~y = z (EN ) + y
 
NnEN

:
Observe que y y ~y son equimedibles, en efecto
D~y() =  (fn 2 N : j ~ynj > g)
=  (fn 2 N : j(zEN )nj > g) + 
 
n 2 N : (yNnEN )n > 	
=  (fn 2 N : j(yEN )nj > g) + 
 
n 2 N : (yNnEN )n > 	
=  (fn 2 N : jynj > g) = Dy():
Ademas ~y  z, entonces, por (1.10)
 <
1X
n=1
xnzn 
1X
n=1
xn ~yn: (1.10)
Y esto demuestra (1.8).
Empleando el lema anterior se obtiene el siguiente resultado
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Teorema 1.2. Sea x = (xn)n 2 `p;s, 1 < p <1, 1  s  1. Entonces,
kxk0p;s = kxk0p;s :
El siguiente lema presenta las principales caractersticas de la norma de descompocision k:k(p;s).
Lema 1.4. Sea x = (xn)n 2 `p;s, 1 < p <1, 1  s  1. Entonces
(a)
kxk(p;s) =nf
(X
k
x(k)
p;s
)
: (1.11)
Donde el inmo se toma sobre todas la sucesiones nitas y no negativas que satisfacen
jxnj =
P
k x
(k)
n .
(b) Si 0  y  x entonces kyk(p;s)  kxk(p;s).
(c) Si 0  y(k)  x , y(k) % x cuando k !1, entonces y(k)
(p;s)
! kxk(p;s).
Demostracion. (a). Consideremos jxnj =
P
k x
(k)
n , esta igualdad implica que xn =
P
k x
(k)
n sgn xn.
Sea y(k) = x(k) sgnx , con esta notacion x =
P
k y
(k). Por denicion de la norma de descompo-
sicion y notando que
x(k)
p;s
=
y(k)
p;s
se obtiene
kxk(p;s) 
X
k
y(k)
p;s
=
X
k
x(k)
p;s
:
As que kxk(p;s)  nf
nP
k
x(k)
p;s
o
.
Por otro lado, acudiendo a la denicion de nmo en la norma de descomposicion, dado  > 0
existe una sucesion nita y(k) tal que x =
P
k y
(k) y
kxk(p;s) >
X
k
y(k)
p;s
  : (1.12)
Por la desigualdad triangular jxj  Pk y(k) = C . Sea x(k) = x:y(k) =C. Entonces, como
1=C  1= jxj, x(k)  y(k). En consecuensia
x(k)
p;s
 y(k)
p;s
: (1.13)
Ademas
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X
k
x(k) = jxj
P
k
y(k)
C
= jxj :
Por (1.12) y (1.13) se tiene
kxk(p;s) >
X
k
x(k)
p;s
  :
Por tanto
kxk(p;s)  nf
(X
k
x(k)
p;s
)
  :
Es decir
kxk(p;s)  nf
(X
k
x(k)
p;s
)
:
Lo cual demuestra (1.11).
(b). Empleando la parte (a) se obtiene el resultado.
(c). Dado que y(k) % x implica  y(k) ! x (ver [5]) cuando k !1, entonces
lm
k!1
x  y(k)
p;s
s
= lm
k!1
1X
m+n=1
 
x  y(k)
(m+n)
(m+ n)s=p 1
 lm
k!1
1X
m+n=1
 
(xm)
   (y(k)n )

(m+ n)s=p 1 = 0:
(1.14)
Luego, por (b) y la desigualdad triangular se tieney(k)
(p;s)
 kxk(p;s) 
x(k)
(p;s)
+
x  y(k)
(p;s)
:
Lo cual implica, por (1.14),
y(k)
(p;s)
! kxk(p;s) cuando k !1.
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1.1. Sucesiones de nivel y funciones -concavas
Las funciones de nivel fueron introducidas por Halperin en [9] posteriormente en [13] Lorentz
extendio el concepto y las empleo para demostrar que el operador T (f) =
Z 1
0
fgdx es continuo
siendo f y g funciones decrecientes en (0; 1) y f 2 L, encontrando ademas la constante optima
C en la desigualdad
Z 1
0
fgdx  C kfkL .
A continuacion se presenta la nocion de sucesion -concava , para despues incursionar en un
resultado que caracteriza a las sucesiones de nivel.
Denicion 1.2. Sea  = (n)n una sucesion de numeros positivos y n =
Pn
i=1 i. Una
sucesion ~X =

~Xn

n
se denomina -concava si, para arbitrarios n1; n2 2 N se tiene ~Xn  Ln,
n1  n  n2, donde Ln = Cn + D, C y D constantes positivas, tales que L interpola ~X en
n1; n2, es decir,
Ln1 = ~Xn1 ;
Ln2 = ~Xn2 : (1.15)
Teorema 1.3. Las siguientes armaciones son equivalentes:
~X =

~Xn

n
es concava: (1.16)
~Xn   ~Xn1
n   n1

~Xn2   ~Xn1
n2   n1
; 1  n1  n  n2: (1.17)
~Xn   ~Xn1
n   n1

~Xn2   ~Xn
n2   n
; 1  n1  n < n2: (1.18)
~Xn1   ~Xm1
n1   m1

~Xn2   ~Xm2
n2   m2
; m1  m2; n1  n2; m1 6= n1; m2 6= n2: (1.19)
Demostracion. Supongamos que ~X =

~Xn

n
es -concava, por (1.15)
~Xn1 = Cn1 +D;
~Xn2 = Cn2 +D:
De donde se obtiene
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D = ~Xn1   Cn1 ; C =
h
~Xn2   ~Xn1
i
= [n2   n1 ] : (1.20)
Reemplazando (1.20) en ~Xn  Ln, conseguimos
~Xn   ~Xn1 
 
~Xn2   ~Xn1
n2   n1
!
(n   n1) :
De donde se tiene (1.17). De nuevo, dado que ~Xn  Ln , D  ~Xn   Cn entonces
~Xn2  ~Xn + C [n2   n] ,
~Xn2   ~Xn
n2   n

~Xn2   ~Xn1
n2   n1
:
Comparando la anterior desigualdad con (1.17) se obtiene (1.18).
Finalmente (1.19) se obtiene directamente comparando
h
~Xm2   ~Xn1
i
=

m2   xn1

con la par-
te izquierda de (1.17) y con la parte derecha de (1.18).
En el siguiente teorema se presenta el concepto de sucesion de nivel y sus principales propieda-
des.
Teorema 1.4. Sea  = (n)n una sucesion no negativa y n =
Pn
i=1 i. Sea x = (xn)n una
sucesion no negativa y suponga que
lm
n!1
Pn
i=1 xiPn
i=1 i
= 0: (1.21)
Entonces exste una unica sucesion no negativa x = (xn)n, denominada sucesion de nivel
respecto a  = (n)n, que satisface las siguientes condiciones:
a. (xn=n)n es decreciente;
b.
Pn
i=1 xi 
Pn
i=1 x

i para todo n, n = 1; 2; :::.
c. El conjunto fn : xn 6= xng =
1[
k=1
Ik, donde fIkg es una clase de conjuntos de numeros
enteros positivos, Ik = fnk; :::; nk +mkg tales que
X
i2Ik
xi =
X
i2Ik
xi , y x

i =i = k para todo
i 2 Ik.
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Demostracion. a. Sea Xn =
Pn
i=1 xi. lmn!1
Pn
i=1 xiPn
i=1 i
= 0 implica la existencia de una suce-
sion ~X =

~Xn

n
, la cual es - concava mayorante de X, en efecto dado C > 0 existe
N > 0 tal que Xm < Cm para todo m  N . Por lo tanto ~Xn = Cn, cuando n  N ,es
una funcion -concava mayotante de X. Sea Xn =nf ~Xn, por (1.19) se obtiene
~Xk1
k1

~Xk2
k2
,
~Xk1
~Xk2
 k1
k2
 1; k1  k2:
As que ~Xk1  ~Xk2 , k1  k2, es decir X = (Xk)k es creciente, por lo tanto es posible
escribir Xn como una suma telescopica, esto es, existe una unica sucesion x = (x

n) tal
que
Xn =
nX
i=1
xi con x

1 = X

1
xn = X

n  Xn 1:
: (1.22)
Ademas X = (Xn)n es -concava mayorante de X. En efecto, ~Xn  Ln implica ~Xn =
nf ~Xn  Ln. Por otro lado si para n1; n2 arbitrarios, ~Xn1 = c, Ln1 = ~Xn1 , entonces
Xn1 =nf
~Xn1 = c, de la misma manera con n2.
Empleando de nuevo (1.19) se tiene
Xn  Xn 1
n   n 1 
Xn+1  Xn
n+1   n ,
xn
n
 x

n+1
n+1
:
Es decir, (xk=k)k es decreciente.
b. Se tiene directamnte de la denicion de Xn.
c. Observe que por (1.22), Xk 1 y X

k son iguales a Xk 1 y a Xk respectivamente si y solo
si xk = x

k. Ahora supongamos que existe j 2 N tal que Xj > Xj. Denotemos
n = max

k < j : Xk = Xk y X

k 1 = Xk 1
	
+ 1
y
m = mn

k > j : Xk = Xk y X

k+1 = Xk+1
	  n+ 1:
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Consideremos una sucesion L de forma tal que interpole a X en n  1 y n +m  1. Es
decir Ln 1 = Xn 1 y Lm+n 1 = X

m+n 1. Entonces L  X , es decir, L es una sucesion -
concava mayorante de X, ademas por denicion X  L, pero X es la funcion -concava
mayorante de X minimal, entonces Xj = Lj = Cj + D, j 2 fn  1; :::;m+ n  1g.
Ademas, si j 2 fn; :::;m+ n  1g se tiene
xj = X

j  Xj 1
= C (j   j 1) = Cj:
Por denicion de m+m  1 y n  1, xn 1 = xn 1 y xm+n = xm+n. Ademas
Xn 1 = Xn 1
Xm+n 1 = Xm+n 1:
Restando las anteriores ecuaciones se obtiene
m+n 1X
i=n
xi =
m+n 1X
i=n
xi:
Con lo que se nalza la demostracion de (c).
El siguiente lema presenta la desigualdad de Karamata empleada para demostrar una de las
desigualdades posteriores.
Lema 1.5. Sean x = (xk)
n
k=1 y y = (yk)
n
k=1 dos sucesiones de numeros que satisfacen las
siguientes condiciones:
a. x1  x2  :::  xn , y1  y2  :::  yn.
b.
jX
k=1
xk 
jX
k=1
yk con 1  j  n  1.
c.
nX
k=1
xk =
nX
k=1
yk.
Entonces para cualquier funcion convexa  se tiene
nX
k=1
(xk) 
nX
k=1
(yk):
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Demostracion. Dado que  es convexa ci = [(yi)  (xi)] = [yi   xi] es una sucesion decreciente.
En efecto, sea xi+1  x  xi entonces
(x) = 

x  xi+1
xi   xi+1

xi +

xi   x
xi   xi+1

xi+1



x  xi+1
xi   xi+1

(xi) +

xi   x
xi   xi+1

(xi+1),
xi   xi+1
xi   x

(x) 

x  xi+1
xi   x

(xi) + (xi+1) ,
(x)

1 +
x  xi+1
xi   x



x  xi+1
xi   x

(xi) + (xi+1) ,
(x)  (xi+1) 

x  xi+1
xi   x

[(xi)  (x)] ,
(xi+1)  (x)
xi+1   x 
(xi)  (x)
xi   x :
Por lo anterior y [(x)  (y)] = [x  y] = [(y)  (x)] = [y   x] se concluye que (ci)i es una
sucesion decreciente. Sea
Xj =
jX
k=1
xk; Yj =
jX
k=1
yk; X0 = Y0:
Por (c) Xn = Yn, ademas
nX
k=1
(xk) 
nX
k=1
(yk) =
nX
k=1
[(xk)  (yk)] =
nX
k=1
ck (xk   yk)
=
nX
k=1
ck (Xk  Xk 1   Yk + Yk 1) =
nX
k=1
(Xk   Yk) 
nX
k=1
(Xk 1   Yk 1)
=
n 1X
k=1
ck (Xk   Yk) 
n 1X
k=0
ck+1 (Xk 1   Yk 1) =
n 1X
k=1
(ck   ck+1) (Xk   Yk):
Por (b) y recordando que (ck)k es decreciente, se concluye de la ultima igualdad
nX
k=1
(xi) 
nX
k=1
(yi)  0:
El siguiente lema sera empleado para demostrar una de las desigualdades que relaciona la
norma k:kp;s de una sucesion x = (xn)n 2 `p;s y su correspondiente sucesion de nivel x = (xn)n
respecto a una sucesion  = (n)n dada.
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Lema 1.6. Sea 1  p < s <1 y
Cps = sup
m;n2N
 
1
n
m+n 1X
k=m
ks=p 1
!1=s 
1
n
m+n 1X
k=m
ks
0=p0 1
!1=s0
: (1.23)
Entonces
Cps =
p
s
1=sp0
s0
1=s0
: (1.24)
Demostracion. Primero se mostrara que
Cps = sup
n2N
 
1
n
nX
k=1
ks=p 1
!1=s 
1
n
nX
k=1
ks
0=p0 1
!1=s0
(1.25)
Observe que la parte derecha de (1.25), equivale a jar m = 1 en (1.23). Por lo tanto
Cps  sup
n2N
 
1
n
nX
k=1
ks=p 1
!1=s 
1
n
nX
k=1
ks
0=p0 1
!1=s0
:
Resta por demostrar que
sup
n2N
 
1
n
nX
k=1
ks=p 1
!1=s 
1
n
nX
k=1
ks
0=p0 1
!1=s0

sup
n2N
24 sup
m2N
 
1
n
m+n 1X
k=m
ks=p 1
!1=s 
1
n
m+n 1X
k=m
ks
0=p0 1
!1=s035: (1.26)
Luego (1.26) se cumple si
 
1
n
nX
k=1
ks=p 1
!1=s 
1
n
nX
k=1
ks
0=p0 1
!1=s0
 sup
m2N
 
1
n
m+n 1X
k=m
ks=p 1
!1=s 
1
n
m+n 1X
k=m
ks
0=p0 1
!1=s0
:
Entonces es suciente demostrar que
 
nX
k=1
ks=p 1
!1=s nX
k=1
ks
0=p0 1
!1=s0

 
m+n 1X
k=m
ks=p 1
!1=s m+n 1X
k=m
ks
0=p0 1
!1=s0
(1.27)
para todo m  1. (1.27) se puede escribir como sigue haciendo un cambio de subndice en la
parte derecha de la desigualdad.
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nX
k=1
ks=p 1
!s0=s nX
k=1
ks
0=p0 1
!

 
nX
k=1
(k +m  1)s=p 1
!s0=s nX
k=1
(k +m  1)s0=p0 1
!
: (1.28)
Fijemos m  1. Observese que si m = 1 se obtiene la igualdad. Supongamos entonces que
m > 1. Sea xk = k
s0=p0 1, zk = (k +m  1)s0=p0 1 y r =  s=s0.
Observe ademas que
xrk =

ks
0=p0 1
 s=s0
= ks=p 1 y
zrk =
h
(k +m  1)s0=p0 1
i s=s0
= (k +m  1)s=p 1 :
Entonces (1.28) equivale a
nX
k=1
xk 
nX
k=1
xrk
!1=r 
nX
k=1
zk 
nX
k=1
xrk
!1=r : (1.29)
Notese ademas que s0 < p0, luego (xk)k y (zk)k son decrecientes. Sea Xn=Zn = C donde Xn =Pn
k=1 xk y Zn =
Pn
k=1 zk. Dado que m  1  0
k2 +mk  k2 +mk +m  1 ,
k(m+ k)  (k + 1)(k +m  1) ,
k
k +m  1 
k + 1
m+ k
,
k + 1
m+ k
s0=p0 1


k
k +m  1
s0=p0 1
:
Es decir, (xk=zk)k es decreciente, en consecuencia (Xk=Zk)k tambien es decreciente. Entonces
Xk=Zk  C para k  n   1. Aplicando la desigualdad de Karamata considerando (t) = tr y
las sucesiones (xk)k, (yk)k donde yk = Czk se obtiene
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nX
k=1
xrk 
nX
k=1
(Czk)
r ,
 
nX
k=1
xrk
!1=r
 C
 
nX
k=0
zrk
!1=r
,
 
nX
k=1
xrk
!1=r

Pn
k=1 xkPn
k=1 zk
 
nX
k=1
zrk
!1=r
:
De donde se deduce (1.29) y en consecuencia (1.26). Finalmente (1.24) se deduce del teorema
15 en [8].
El siguiente teorema muestra las constantes optimas entre las normas de una sucesion x =
(xn)n 2 `p;s y su correspondiente sucesion de nivel x = (xn)n respecto a la sucesion n =
n1 s
0=p0 .
Teorema 1.5. Sea x = (xn)n 2 `p;s una sucesion no negativa y decreciente y sea x = (xn)n la
sucesion de nivel respecto a n = n
 ,  = 1  s0
p0 . Entonces
kxkp;s  kxkp;s 
p
s
1=sp0
s0
1=s0
kxkp;s : (1.30)
Demostracion. Supongase primero que s < 1 y consideremos la desigualdad de la izquierda.
Por el teorema 1.3-(c) obtenemos xj = k, j 2 Ik. Como  = s=(p 1)s 1
s 1k = (x

j)
s 1js=(p 1) (1.31)
Aplicando la desigualdad inversa Holder, la ecuacion (1.31) y el teorema 1.3-(c) se tiene
X
j2Ik
(xj)
sjs=p 1 =
X
j2Ik
(xj)
s 1(xj)j
s=p 1
= s 1k
X
j2Ik
xj =
 X
j2Ik
j 
!1 s X
j2Ik
xj
!s 1 X
j2Ik
xj
!
=
 X
j2Ik
j 
!1 s X
j2Ik
xj
!s 1 X
j2Ik
xj
!
=
 X
j2Ik
j 
!1 s X
j2Ik
xj
!s
=
 X
j2Ik
 
js=(p 1)
1=(s 1)!1 s X
j2Ik
(xsj)
1=s
!s

X
j2Ik
xsjj
s=p 1:
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Dado que x es decreciente x = (x). Ademas por el Teorema 1.3 es suciente tomar las sumas
en donde dieren (xn)n y (xn)n, esto es, en los Ik. En consecuencia
kxkp;s  kxkp;s :
Consideremos ahora  = ( n)n,  n = x
s 1
n n
s=p 1 (n  1) y sea ~ = ( ~ n)n la sucesion de nivel
de  = ( n)n con respecto a ' = ('n)n, 'n = 1. Aplicando la parte (b) del lema 1.1, el teorema
1.3-(b) y la desigualdad de Holder para espacios de Lorentz se obtiene
kxksp;s =
1X
n=1
(xn)
sns=p 1 =
1X
n=1
xn(x

n)
s 1ns=p 1
=
1X
n=1
xn n 
1X
n=1
xn n

1X
n=1
xn ~ n 
1X
n=1
xn ~ n
 kxkp;s 
 ~ 
p0;s0
:
Por la anterior desigualdad, para demostrar la parte derecha de (1.30) es suciente probar que ~ 
p0;s0

p
s
1=sp0
s0
1=s0
kxks 1p;s : (1.32)
Sea E =
n
n  1 : ~ n =  n
o
. Entonces N n E = Sk Ik. Donde fIkg es una clase disjunta.
Observe que por el Teorema 1.3-(c) ~ n es constante en cada uno de los conjuntos Ik si n 2 Ik.Por
lo tanto
~ n =
1
#Ik + 1
X
j2Ik
 j (1.33)
Por otro lado, usando la desigualdad de Holder se tiene
X
j2Ik
 j =
X
j2Ik
xs 1j j
s=p 1 =
X
j2Ik
xj
 
js=p 1
1=s  
js=p 1
1=s0

 X
j2Ik
js=p 1
!1=s X
j2Ik
js=p 1(xj)s
0(s 1)
!1=s0
=
 X
j2Ik
js=p 1xsj
!1=s0
:
(1.34)
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Observe ademas que por la denicion de E
X
n2E
( ~ n)
s0ns
0=p0 1 =
X
n2E
( n)
s0ns
0=p0 1 =
X
n2E

xs 1n n
s=p 1s0 ns0=p0 1
=
X
n2E
xs
0(s 1)
n n
ss0=p s0ns
0=p0 1 =
X
n2E
xsnn
s=p 1:
Es decir que
 ~ 
p0;s0
= kxkp;s en E. Ahora nos restringimos a los conjuntos Ik, por (1.33) y
(1.34) se deduce
X
n2Ik
( ~ n)
s0ns
0=p0 1 =
1
(1 + #Ik)
s0
 X
n2Ik
ns
0=p0 1
! X
j2Ik
 j
!s0
 1
(1 + #Ik)
s0
 X
n2Ik
ns
0=p0 1
! X
m2Ik
ms=p 1
!s0=s X
m2Ik
xsmm
s=p 1
!
:
Donde
Cps;k =
1
(1 + #Ik)
 X
n2Ik
ns
0=p0 1
!1=s0  X
n2Ik
ns=p 1
!1=s
=
 
1
1 + #Ik
X
n2Ik
ns
0=p0 1
!1=s0  
1
1 + #Ik
X
n2Ik
ns=p 1
!1=s
:
Por el Lema 1.5 aplicado a Cps;k se consigue (1.32) y por lo tanto (1.30) queda demostrado cuan-
do s < 1. Consideremos ahora s = 1, es decir , cuando  = 1=p. Empleando la desigualdad
de Holder se deduce
X
n2Ik
kn
 1=p =
X
n2Ik
xn =
X
n2Ik
xn1
 kxkp;1 k1kp0;1 = kxkp;1
1X
n=1
n 1=p:
Entonces k  kxkp;1 para cada k. Ademas la igualdad k = xj=j , j 2 Ik, indica que
xjj
1=p  kxkp;1 ,
kxkp;1 = sup
j>0
 
j1=pxj
  kxkp;1 :
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Con lo cual se demuestra la parte izquierda de (1.30). Por otro lado, dado que (xk)k es decre-
ciente
nxn 
nX
i=1
xi:
Entonces por la desigualdad de Holder, la ecuacion anterior y el Teorema 1.3-(b)
xnn
1=p 
 
nX
i=1
xi
!
n1=p 1 
 
nX
i=1
xi
!
n1=p 1
=
 
nX
i=1
1
n
xi
!
n1=p  n1=p
 1n

p0;1
kxkp;1
= n1=p
 
nX
i=1
i1=p
0 1
n
!
sup
1in
 
i1=pxi

= n1=p
 
nX
i=1
i 1=p
n
!
sup
1in
 
i1=pxi

:
Se concluye que
sup
n1
 
n1=pxn
  sup
n1

n1=p
Pn
i=1 i
 1=p
n
sup
1in
 
i1=pxi

= Cp kxkp;1 (1.35)
Donde
Cp = sup
n1

n1=p
Pn
i=1 i
 1=p
n

:
Observe que Cp  p0, en efecto, la funcion g(t) = t 1=p es decreciente, por tanto
nX
k=1
k 1=p 
Z n
0
t 1=pdt ,
n1=p 1
nX
k=1
k 1=p  n1=p 1
Z n
0
t 1=pdt ,
sup
n>0
"
n1=p 1
nX
k=1
k 1=p
#
 sup
n>0

n1=p 1
Z n
0
t 1=pdt

,
sup
n>0
"
n1=p 1
nX
k=1
k 1=p
#
 sup
n>0
h
p0n1=p 1n1=p
0
i
= p0:
(1.36)
As que por (1.35) y (1.36) se inere que
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kxkp;1  p0 kxkp;1
Y con esto se concluye la demostracion.
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1.2. Sucesiones de nivel y la norma dual
Esta seccion tiene como proposito presentar las principales propiedades de la norma dual k:k0p;s,
algunas de las cuales son expuestas en el siguiente teorema. En lo que sigue, si x = (xk)k y
y = (yk)k, x  y signicara que
nX
i=1
xi 
nX
i=1
yi; para todo n 2 N:
Teorema 1.6. Sea 1 < p <1, 1  s  1, y x = (xn)n 2 `p;s. Entonces
a.
kxk0p;s  kxkp;s : (1.37)
b. Si s  p se tiene
kxk0p;s = kxkp;s : (1.38)
c. Si p < s  1 y si la sucesion  xnn1 s0=p0n es no creciente, (1.38) se cumple.
d. Si x = (xn)n 2 `p;s, entonces
kxk0p;s  nfxz kzkp;s: (1.39)
Demostracion. a. Por la desigualdad de Holder
kxk0p;s = sup
y
( 1X
n=1
xnyn : kykp0;s0 = 1
)
 sup
y
n
kxkp;s kykp0;s0 : kykp0;s0 = 1
o
= kxkp;s :
b. Consideremos  = ( n)n, con  n = (x

n)
s 1ns=p 1, (n  1). Observe que la sucesion
 = ( n)n es no creciente, entonces
k ks0p0;s0 =
1X
n=1
 s
0
n n
s0=p0 1 =
1X
n=1

(xn)
s 1ns=p 1
s0
ns
0=p0 1
=
1X
n=1
h
(xn)
s0(s 1)ns
0s=p s
i
ns
0=p0 1 =
1X
n=1
(xn)
sns=p 1 = kxksp;s :
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ykxksp;s =
1X
n=1
xn n:
Sea yn =  n= k kp0;s0 , es decir que k kp0;s0 = 1, entonces
kxksp;s = k kp0;s0
1X
n=1
xnyn ,
kxksp;s
k kp0;s0
=
1X
n=1
xnyn ,
kxksp;s
kxks=s0p;s
=
1X
n=1
xnyn ,
kxkp;s =
1X
n=1
xnyn  sup
( 1X
n=1
xnyn : kykp0;s0 = 1
)
= sup
( 1X
n=1
xnyn : kykp0;s0 = 1
)
= kxk0p;s :
Y por (a) se concluye que kxkp;s = kxk0p;s.
c. La demostracion se realiza de forma similar a la parte (b).
d. Si x  z e y = (yn)n es no creciente, invocando el lema 1.1 y la desigualdad de Holder
obtenemos
1X
n=1
xnyn 
1X
n=1
ynzn
 kzkp;s kykp0;s0 :
Entonces
1X
n=1
xnyn  nf
xz

kzkp;s kykp0;s0

:
Por lo tanto
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kxk0p;s  nfxz kzkp;s:
El siguiente teorema plantea la igualdad entre la norma dual de una sucesion no creciente
x = (xn)n 2 `p;s y de la norma estandar de su correspondiente sucesion de nivel respecto a la
sucesion n = n
1  s0
p0 .
Teorema 1.7. Sea 1 < p < s  1, y x = (xn)n 2 `p;s una sucesion no negativa y no creciente.
Sea  = 1  s0
p0 y 
() = (
()
n )n, donde 
()
n = n . Entonces
kxk0p;s = nfxz kzkp;s = kx
kp;s ;
donde x = (xn)n es la sucesion de nivel de x = (xn)n con respecto a la sucesion 
() = (
()
n )n.
Demostracion. Dado que x  x, si (yn)n es una sucesion no negativa y no creciente se tiene,
por lema 1.1 que
1X
n=1
xnyn 
1X
n=1
xnyn;
As que
kxkp;s  kxkp;s :
Ademas, por el teorema anterior nfxz kzkp;s  kxkp;s. Es decir que es suciente demostrar
que
kxk0p;s  kxkp;s :
Sea E = fn  1 : xn = xng. De acuerdo con el teorema 1.4, N n E =
S
k Ik, donde los Ik son
los conjuntos de numeros naturales que satisfacenX
Ik
xn =
X
Ik
xn:
Primero supongamos que s <1 y que  = ( n)n, con  n = (xn)s 1ns=p 1, (n  1). Entonces
k kp0;s0 =
1X
n=1
 s
0
n n
s0=p0 1 = kxkp;s :
Considerese yn =  n= kxks 1p;s , por tanto kykp0;s0 = 1, en efecto:
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kykp0;s0 =
 1X
n=1
(yn)
s0ns
0=p0 1
!1=s0
=
 1X
n=1
 
 s
0
n
kxks0(s 1)p;s
!
ns
0=p0 1
!1=s0
=
1
kxkp;s
 1X
n=1
(xn)
sns=p 1
!1=s0
=
kxkp;s
kxkp;s
= 1:
El teorema 1.4 arma que para cada k, xn = kn
 , n 2 Ik, donde  = 1 s0=p0. En consecuencia
s 1k =
(xn)
s 1
(ns0=p0 1)s 1
=
(xn)
s 1
n1 s=p
= (xn)
s 1ns=p 1 =  n:
Ademas, empleando el teorema 1.4
kxks 1p;s
X
n2Ik
xnyn =
X
n2Ik
xn n = 
s 1
k
X
n2Ik
xn
= s 1k
X
n2Ik
xn = (x

n)
s 1n(s 1)
X
n2Ik
xn
=
X
n2Ik
(xn)
sns=p 1:
Poro otro lado
kxks 1p;s
X
n2E
xnyn =
X
n2E
xn n =
X
n2E
xn n
=
X
n2E
xn(x

n)
s 1ns=p 1 =
X
n2E
(xn)
sns=p 1:
Entonces, en cualquier caso
kxks 1p;s
1X
n=1
xnyn = kxksp;s :
Es decir
1X
n=1
xnyn = kxkp;s :
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Y por denicion de la norma dual obtenemos
kxk0p;s = sup
( 1X
n=1
xnyn : kykp0;s0 = 1
)

1X
n=1
xnyn = kxkp;s :
Ahora, si s =1. Sea I1 = f1; 2; :::;mg y y = (yn)n, donde
yn =
(
1Pm
i=1 i
 1=p si n  m
0 en otro caso
y
kykp0;1 =
mX
n=1
ynn
1=p0 1
=
1Pm
i=1 i
 1=p
mX
n=1
n 1=p = 1:
Ademas, como x = (xn) es la sucesion de nivel respecto a n = n
 
xn
n 1=p
= 1; n 2 f1; 2; :::;mg :
Con lo cual
kxk =
X
n0
n1=pxn
= sup
n0
 
n1=pn 1=p1

= 1:
(1.40)
Por otro lado
1Pm
i=1 i
 1=p
mX
n=1
xn =
1Pm
i=1 i
 1=p
mX
n=1
1n
 1=p = 1: (1.41)
Por (1.40) y (1.41) llegamos a
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1X
n=1
xnyn =
1Pm
n=1 i
 1=p
mX
n=1
xn
=
1Pm
n=1 i
 1=p
mX
n=1
xn = 1 = kxkp;1 :
En consecuencia
kxk0p;1 = sup
( 1X
n=1
xnyn : kykp0;1 = 1
)

mX
n=1
xnyn = kxkp;1 :
Con lo que se concluye la demostracion.
El siguiente teorema ofrece una estimacion de la norma estandar via la norma dual.
Teorema 1.8. Sea 1 < p < 1 y p < s  1. Entonces para cualquier sucesion no creciente
x = (xn)n 2 `p;s se tiene la siguiente desigualdad
kxkp;s 
p
s
1=sp0
s0
1=s0
kxk0p;s
Demostracion. Se deduce directamente de los teoremas 1.5 y 1.7.
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1.3. Norma de descomposicion y la desigualdad triangu-
lar en `p;s
En esta seccion se establecen, via el siguiente lema, la igualdad entre la norma dual y la norma
de descomposicion ademas se establece una desigualdad triangular en `p;s con constante optima.
Lema 1.7. Sean 1  2  ::::  p numeros positivos y fjkg una matriz de tama~no N  p
de numeros positivos, 1  j  N , 1  k  p. Sea
k =
NX
j=1
jk; k = 1; :::; p:
Supongamos que
1 + :::+ k  1 + :::+ k;
para cualquier k = 1; 2; :::; p. Sea  = max fjkg. Entonces para cualquier j = 1; :::; N existe
una permutacion (~jk)
p
k=1 de la p- upla fjkgpk=1 tal que
k  ~k + ; donde ~k =
NX
j=1
~jk; (1.42)
para cualquier k = 1; 2; :::; p.
Demostracion. Razonemos por induccion, para p = 1 el lema se sigue sin dicultad. Suponga-
mos que es cierto para p. Si k  1, para k = 1; :::; p entonces no hay nada que demostrar
porque
1 + ::::+ k  k1  1 + :::+ k
para todo k=1,...,p. Supongamos que no es as. Sea
s = mn fk : k < 1g :
Notese que s  2 ya que por hipotesis 1  1. Denamos 0 = 1, N = s y
m =
mX
j=1
js +
NX
j=m+1
j1; para 1  m < N:
0  1 y N < 1. Denotemos m0 como sigue
m0 = mn fm : m < 1g:
Por otro lado
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jm   m 1j = jms   mqj  ;
para cualquier m = 1; :::; N . En consecuencia
jm0   m0 1j  ;
por lo anterior y la minimalidad de m0 se tiene
m0 < 1  m0 1  m0 + : (1.43)
Sea
~j1 =
(
js si 1  j  m0
j1 si m0 < j  N;
0j1 =
(
j1 si 1  j  m0
js si m0 < j  N;
y 0jk = jk, (j = 1; :::; N), si k 6= 1; s. Por (1.43) tenemos
~1 < 1  ~1 + ; donde ~1 = m0 =
NX
j=1
~j1: (1.44)
Denotemos
0s =
NX
j=1
0js;
y 0k = k para k = 2; :::; p, k 6= s. Consideremos primero s = 2. Tenemos
1 + 2 + :::+ k  1 + 2 + :::+ k;
para cada k  2. Observese ademas que 1 + 2 = ~1 + 02, en efecto
~1 + 
0
2 =
m0X
j=1
j2 +
NX
j=m0+1
j1 +
m0X
j=1
j1 +
NX
j=m0+1
j2
=
NX
j=1
j1 +
NX
j=1
j2 = 1 + 2:
Ademas por (1.44) y la anterior igualdad se obtiene
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02 + :::+ 
0
k  2 + :::+ k; k = 2; :::; p: (1.45)
Ahora supongamos que s > 2. Por la condicion de minimalidad impuesta sobre s tiene que para
cada 2  r < s
0r = r  1  r
y por lo tanto
02 + :::+ 
0
k  2 + :::+ k; 2  k < s: (1.46)
Consideremos el caso k  s. En razon a
~1 + 
0
s = 1 + s;
se observa que
~1 + 
0
2 + :::+ 
0
k = 1 + 2 + :::+ k:
De nuevo, empleando (1.44) y (1.42) se concluye
02 + :::+ 
0
k  2 + :::+ k: (1.47)
Finalmente, por (1.44) y aplicando la hipotesis de induccion a (1.45), (1.46) y (1.47) se obtiene
el resultado.
El siguiente teorema establece la igualdad entre la norma dual y la norma de descomposicion.
Teorema 1.9. Sea 1 < p <1 y 1  s  1. Entonces para cualquier sucesion x = (xn)n 2 `p;s
kxk0p;s = kxk(p;s) :
Demostracion. Supongamos 1 < p < s  1. Se demostrara primero la siguiente desigualdad
kxk0p;s  kxk(p;s) : (1.48)
Sea y = (yn)n 2 `p0;s0 y x =
PN
k=1 x
(k). Entonces, por la desigualdad de Holder
1X
n=1
jxnynj =
1X
n=1

NX
k=1
x(k)n
 jynj 
1X
n=1
NX
k=1
x(k)n  jynj
=
NX
k=1
1X
n=1
x(k)n yn  NX
k=1
x(k)
p;s
kykp0;s0 :
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Tomando el nmo sobre todas las representaciones x =
PN
k=1 x
(k) se obtiene
kxk0p;s  kxk(p;s) :
Resta por demostrar que
kxk0p;s  kxkp;s : (1.49)
Empleando el teorema 1.2 es suciente considerar sucesiones no negativas y no crecientes.
Supongamos sin perdida de generalidad que existe n0 tal que xi = 0 para i > n0, n0 2 N. Por
el teorema 1.4 existe n1 tal que x

i = 0 para i > n1, n1 2 N. Sea k0 = max fn0; n1g. De acuerdo
al Teorema 1.7 se tiene
kxk0p;s = kxkp;s :
Donde x = (xn)n es la sucesion de nivel de x = (xn)n con respecto a  = (n)n, n = n
 ,
 = 1  s0=p0.
Sea  = (; k0) > 0 tal que  < 

1= kzkp;s

donde
zn =
(
1 si n  k0
0; En otro caso:
Escojamos N 2 N tal que
max
i
xi < N:
Empleando el lema 1.7 con k = xk, k = x

k, jk = x

k=N , 1  k  k0, 1  j  N , existe una
permutacion ~jk de jk tal que
xk 
NX
j=1
~jk + ; 8k  k0:
Sea t(j) = (t
(j)
k ), donde t
(j)
k = ~jk. Como ~jk es una permutacion de jk, entonces t
(j)y x=N son
equimedibles en consecuencia
t(j)
p;s
=
kxkp;s
N
; j  N:
De las ultimas tres ecuaciones y de la denicion de la norma de descomposicion se concluye
kxk(p;s) 
NX
j=1
t(j)
p;s
+  kzkp;s  kxkp;s + :
Dado que  es arbitrario, se tiene que
kxk(p;s)  kxkp;s ;
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con lo cual se naliza la demostracion.
Corolario 1.1. Sea x = (xn) 2 `p;s, 1  p <1, 1  s  1. Entonces
kxk(p;s) = kxk(p;s) :
Demostracion. Empleando el teorema anterior y el Lema 1.2 se obtiene el resultado.
El siguiente Teorema muestra una version de la desigualdad triangular con la constante dada
en el Lema1.6.
Teorema 1.10. Sea 1 < p < s  1, y suponga que x(k) = (x(k)n ) 2 `p;s, k = 1; :::; N . Entonces
NX
k=1
x(k)

p;s
 Cps
NX
k=1
x(k)
p;s
;
donde Cps es la constante dada en Lema 1.6.
Demostracion. Sea x =
PN
k=1 x
(k). Entonces por la denicion de norma de descomposicion, por
el Teorema 1.9 y el Teorema 1.8 se obtiene

NX
k=1
x(k)

p;s
 Cps

NX
k=1
x(k)

0
p;s
= Cps kxk(p;s)
= Cpsnf
(
NX
k=1
x(k)
p;s
: x =
NX
k=1
x(k)
)
 Cps
NX
k=1
x(k)
p;s
:
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Captulo 2
El Operador Multiplicacion en `p;s
En este capitulo estudiamos el operador multiplicacion en los espacios discretos de lorentz.
Se muestran las condiciones para que dichos operadores sean compactos e invertibles. Se de-
muestra que existe gran variedad de operdores multiplicacion compactos, una de las razones
por las cuales es de interes el estudio de la compacidad del operador multiplicacion en `p;s. Es
conocido de la literatura (ver [10]) que el unico operador multiplicacion compacto en un espacio
no atomico de Lorentz es el operador nulo. Para mayor informacion del operador multiplicacion
ver [16].
Denicion 2.1. Sea u = (un)n una sucesion de numeros complejos. Se dene una transfor-
macion lineal Mu de `
p;s, 1 < p  1, 1  s  1, en el conjunto de sucesiones complejas
por
Mu(x) = unxn; donde x = (xn)n:
Si Mu es acotado con rango en `
p;s, entonces se denomina operador multiplicacion en `p;s.
A continuacion presentamos el resultado que establece la condiciones sucientes y necesarias
para que Mu sea acotado en `
p;s.
Teorema 2.1. Sea u = (un)n una sucesion de numeros complejos. Entonces Mu es acotado en
`p;s, 1 < p  1, 1  s  1, si y solo si (un)n es acotada.
Demostracion. Supongamos que Mu es un operador acotado, entonces existe k > 0 tal que
kMuxkp;s  K kxkp;s ; para todo x = (xn)n 2 `p;s:
Denamos para cada n 2 N, en = (en(m))m, donde
en(m) =
(
1 si n = m
0; En otro caso;
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yDen(s) =
(
1 si 0 < s < 1
0; si s  1;
Por lo tanto
en(m) =
(
1 si m = 1
0; En otro caso;
as que kenkp;s = 1. Ademas como s  1 se tiene
kMuenksp;s  Ks kenksp;s ;
lo cual implica que
1X
m=1
((uen)
(m))sms=p 1  Ks
1X
m=1
(en(m))
sms=p 1 )
(uen)
(1)  Ken(1);
(2.1)
donde la ultima linea se justica porque
(uen)
(m)  u1en(m  1) = 0; si m > 1:
Ademas
Duen(s) =
(
1 si junj > s
0; si 0  junj  s;
En consecuencia
(uen)
(1) = nf fs > 0 : Duen(s)  0g = junj : (2.2)
De (2.1) y (2.2) se concluye que
junj  K:
Para s =1, 1 < p  1,
sup
m1

m1=p ((uen)
(m))
	  K sup
m1

m1=pen
	 )
(uen)
(1)  Ken(1); esto es; junj  k:
En cualquier caso u = (un)n es acotada.
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Supongamos ahora que u = (un)n es acotada, es decir, existe k > 0 tal que junj  K para todo
n 2 N, entonces para cualquier x = (xn)n 2 `p;s se tiene
junxnj  K jxnj :
luego, invocando el teorema 1.7 en [5] obtenemos
(ux)n  Kxn; para cada n 2 N;
as que
kMuxkp;s =
8>>><>>>:
 1X
n=1
((ux)n)
s ns=p 1
!1=s
; si 1 < p <1, 1  s <1,
sup
n1

n1=p(ux)n
	
; si 1 < p  1, q =1;
 K kxkp;s ;
por tanto, Mu es acotado en `
p;s.
El siguiente resultado establece condiciones para que Mu sea invertible en `
p;s. B(`p;s) notara el
algebra de los operadores lineales acotados en `p;s.
Teorema 2.2. Sea Mu 2 B(`p;s), 1 < p  1, 1  s <1. Entonces Mu es invertible si y solo
si existe  > 0 tal que
junj  ; para todo n 2 N:
Demostracion. Dado que Mu es invertible es posible hallar  > 0 tal que
kMuxkp;s   kxkp;s para todo x 2 `p;s:
Consideremos la sucesion en = (en(m))m denida en el Teorema anterior, entonces por el
razonamiento empleado all se obtiene
junj   para todo n 2 N:
Por otro lado supongamos ahora que junj  , para todo n 2 N y algun  > 0. Sea v = (vn)n
donde vn = 1=un, observese que
jvnj =
 1un
  1 ; para todo n 2 N;
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as que en virtud del teorema anterior Mv es acotado, ademas
MvMux = MuMvx = x; para todo x 2 `p;s;
por lo tanto Mv = M
 1
u , es decir que que Mu es invertible.
En los dos teoremas siguientes se presentan las condiciones necesarias y sucientes para que
Mu tenga rango cerrado y compacto en `
p;s.
Teorema 2.3. Sea Mu 2 B(`p;s), 1 < p  1, 1  s  1. Entonces Mu tiene rango cerrado si
y solo si para algun  > 0
junj  ; para todo n 2 S;
donde S = fn 2 N : un 6= 0g.
Demostracion. Supongamos que junj   para todo n 2 S para algun  > 0 y denamos el
siguiente conjunto
`p;s(S) = fx = (xn) 2 `p;s : xn = 0 para n 2 N n Sg :
Observese que `p;s(S) es un subespacio cerrado de `p;s, en efecto, si x(k) = (x
(k)
n )n 2 `p;s(S) y
x = (xn)n 2 `p;s son sucesiones que satisfacen lm
k!1
x(k) = x, en particular para n 2 N nS jo se
tiene
lm
k!1
x(k)n = xn = 0;
por lo tanto x 2 `p;s(s) y `p;s(s) es un subespacio cerrado de `p;s. Ahora se demostrara que
Mu j`p;s(s) tiene rango cerrado. Consideremos sucesiones x(k) = (xkn) y x = (xn) en `p;s(S) tales
que Mux
(k) ! X cuando k !1. Entonces cuando m;n!1Mux(m)  Mux(n)p;s ! 0:
Sea a(mn) = x(m)   x(n), y observese que
uka(mn)k   a(mn)k  lo cual implican
k 2 N :
uka(mn)k  > so  nk 2 N : a(mn)k  > s=o ; para todo s > 0;
por lo tanto Da(mn)(s)  Dua(mn)(s) y de esto se deduce que
nf fs > 0 : Da(mn)(s)  k   1g  nf fs > 0 : Dua(mn)(s)  k   1g;
Es decir que (a(mn))k  (ua(mn))k para cada k 2 N, con lo cual
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ua(mn)
p;s
=
Mux(n)  Mux(m)p;s
=
8>>><>>>:
 X
k2S
 
(ua(mn))k
s
ks=p 1
!1=s
; 1 < p <1, 1  s <1,
sup
k2S

k1=p(ua(mn))k
	
; 1 < p  1, s =1

8>>><>>>:
 X
k2S
s
 
(a(mn))k
s
ks=p 1
!1=s
; 1 < p <1, 1  s <1,
sup
k2S

k1=p(a(mn))k
	
; 1 < p  1, s =1
= 
a(mn)
p;s
:
As que a(mn) ! 0 porque ua(mn) ! 0 cuando m;n ! 1. Esto implica que (x(k)) es una
sucesion de Cauchy en `p;s(s), ademas `p;s(S) es un subespacio cerrado y por lo tanto comple-
to dado que `p;s que es completo, entonces podemos encontrar una sucesion y 2 `p;s tal que
x(k) ! y cuando k !1. En virtud de la continuidad de Mu, Mux(k) !Muy, en consecuencia
x = Muy. Por tanto Mu j`p;s(s) tiene rango cerrado, ademas Ker(Mu) = `p;s(N nS), es decir Mu
tiene rango cerrado.
Por otro lado, para demostrar la condicion necesaria razonemos por contradiccion, es decir,
supongamos que para cada n 2 N existe kn que satisface
juknj < 1=n; para cada n 2 N:
Consideremos la sucesion ekn = (ekn(m))m, donde
ekn(m) =
(
1 si m = kn;
0 en otro caso;
como vimos antes keknkp;s = 1 y
kMueknkp;s = kueknkp;s
=
8>>><>>>:
 1X
m=1
(uekn)
 (m)ms=p 1
!1=s
; 1 < p <1, 1  s <1 ;X
m1

m1=p(uekn)
(m)
	
; 1 < p  1, q =1
= (uekn)
(1) = juknj <
1
n
keknkp;s :
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Por lo tanto Mu no es acotado para sucesiones diferentes de la sucesion nula, esto es una
contradiccion.
Antes de continuar con el teorema que presenta las condiciones para que Mu sea compacto
en `p;s enunciaremos un lema (ver [14]) que sera empleado en la demostracion del mencionado
teorema.
Lema 2.1. Sean X y Y espacios de Banach y T : X ! Y un operador lineal. Entonces T
es compacto si y solo si la imagen (Txn) de cada sucesion acotada (xn) tiene una subsucesion
convergente.
Teorema 2.4. Sea Mu 2 B(`p;s), 1 < p  1, 1  s  1. Una condicion necesaria y suciente
para que que Mu sea compacto es que junj ! 0 cuando n!1.
Demostracion. Supongamos que (un) no tiende a 0 cunado n ! 1. Entonces junj   para
innitos valores de n y algun  > 0. Sea
A = fn 2 N : junj  g y B = fek = (ek(n))n : k 2 Ag ;
Observese ademas que B es acotado y que para cada n; k; l 2 A se tiene
j(uek   uel)(n)j   j(ek   el)(n)j )
(uek   uel)  (ek   el)(n))
kMuek  Muelkp;s   kek   elkp;s )
kMuek  Muelkp;s  ; para k 6= l;
de donde se concluye, por el lema 2.1 que Mu no es compacto.
Por otro lado, supongamos que un ! 0 cuando n!1. Entonces existe  > 0 y n0 2 N tal que
junj <  para todo n  n0, denamos u(n) = (u(n)k )k como
u
(n)
k =
(
uk si k  n,
0 en otro caso:
Observe que u(n) = (u
(n)
k )k es una sucesion acotada dado que es nita, en consecuencia Mu(n) es
acotado, ademas la dimension del rango de Mu(n) es nito, en efecto si x = (xk)k 2 `p;s entonces
Mu(n)x =
nX
k=1
xkek;
por tanto podemos asumir que Ran(Mu(n)) es Cm, para algunm 2 N, as que dada x(n) = (x(n)k )k
una sucesion acotada en `p;s el teorema de Bolzano-Weierstrass nos asegura la existencia de una
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subsucesion (Mu(n)x
np)np en Im(Mu(n)) acotada, de donde se concluye queMu(n) es un operador
compacto. Ademas Mu(n) converge uniformemente a Mu, en efecto si x = (xk)k 2 `p;s
kMux Mu(n)xksp;s =
1X
k=n+1
((ux)k)
s ks=p 1

1X
k=n+1
 
uk1x

k2
s
ks=p 1
 un+1 kxkp;s ;
donde k1 + k2 = k. Y
kMu  Mu(n)k = sup
kxkp;s=1
kMux Mu(n)kp;s  un+1:
Observese ademas que un ! 0 cuando n ! 1 por hipotesis, por lo tanto kMu  Munk ! 0
cuando n!1 de donde se conluye que Mu es compacto (ver teorema VI.12 en [14]).
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Captulo 3
El Operador Composicion en `p;s
En el presente captulo se estudiara el operador composicion en `p;s, 1 < p  1, 1  s  1,
se caracterizara y se estableceran condiciones para que sea acotado, compacto y de rango
cerrado. Para un estudio detallado del operador composicion en espacios de Banach ver [17]
Denicion 3.1. Para una funcion T : N! N se dene una transformacion lineal de `p;s en el
espacio de todas las sucesiones complejas como
CT (x) = x  T = a(T (n)); donde x = (xn) 2 `p;s:
Si CT es acotado con rango in `
p;s, entonces se denomina operador composicion en `p;s.
El resultado que sigue ofrece una caracterizacion del operador composicion en `p;s.
Teorema 3.1. Una funcion T : N! N induce un operador composicion acotado
CT : x! x  T
en `p;s, 1 < p  1, 1  s  1, si y solo si existe M > 0 tal que
T 1(fng) M para todo n 2 N:
Demostracion. Supongamos que CT es acotado, es decir que para algun R > 0
kCTxkp;s  R kxkp;s ; para todo x 2 `p;s:
Sea n 2 N tal que T 1(fng) no es vaco, entonces
kCT enkp;s  R kenkp;s :
Notese ademas que
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en(T (k)) =
(
1 si n = T (k),
0 en otro caso
=
(
1 si k 2 T 1(fng),
0 en otro caso
= eT 1(fng)(k);
por lo tanto
DeT 1(fng)(s) = 

k 2 N : eT 1(fng)(k) > s	
=
(
T 1(fng) si 0 < s < 1,
0 en otro caso;
es decir que eT 1(fng)p;s  R;
y
eT 1(fng)(k) =
(
nf fs > 0 : 0  k   1g cuando s  1
nf fs > 0 : T 1(fng)  k   1g cuando 0 < s < 1
=
(
1 si k = 1; :::; T 1(fng)
0 en otro caso;
Con base en las ecuaciones ateriores y en las siguientes observaciones
1
(T 1(fng))1 s=p
 1
k1 s=p
; para k = 1; :::; T 1(fng); 1  s < p <1;
y
1  1
k1 s=p
; para k = 1; :::; T 1(fng); 1 < p  s <1;
Se obtiene
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R  eT 1(fng)p;s
=
8>>>><>>>>:
0@T 1(fng)X
k=1
ks=p 1
1A1=s ; 1 < p <1, 1  s <1,
sup
k=1;::;T 1(fng)
k1=peT 1(fng)(k); 1 < p  1, s =1
=
8<:
h
1 + 1
21 s=p + :::+
1
(T 1(fng))1 s=p
i1=s
; 1 < p <1, 1  s <1,
(T 1(fng))1=p; 1 < p  1, s =1

8>><>>:
h
T 1(fng) 1
(T 1(fng))1 s=p
i1=s
; 1  s < p <1
(T 1(fng))1=s; 1 < p  s <1,
(T 1(fng))1=p; 1 < p  1, s =1
=
(
(T 1(fng))1=p; 1  p < s <1 o 1 < p  1, s =1,
(T 1(fng))1=s; 1 < p  s <1;
Se conluye entonces que en cualquier caso se puede encontrar M > 0 tal que T 1(fng)  M
para cada n 2 N.
Ahora supongamos que T 1(fng) M para todo n 2 N y algun M > 0. Notese que
T 1(fng) =
X
i2T 1(n)
1;
por lo tanto
X
i2T 1(fng)
1 =
T 1(fng)X
i=1
1
=
X
i2N
f1;2;:::;T 1(fng)g(i)
 M(n) = M
X
i2N
en(i),X
i2N
T 1(fng)  M
X
i2N
en(i),X
i2N
(en  T )(i)  M
X
i2N
en(i):,
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Empleando el Teorema de la convergencia monotona se concluye que para cualquier sucesion
x 2 `p;s
(x  T )(Mt)  x(t);
y por lo tanto, para cualquier k 2 N [ 0 y m = 1; 2; :::;M
(x  T )(kM +m)  x(k + 1):
Por otro lado, si r = s=p  1 y asumimos, sin perdida de generalidad, que M 2 N entonces
MX
m=1
1
(kM +m)r
 1
kr
MX
m=1

k
kM +m
r
 1
kr
MX
m=1
1
 1
kr
M; k = 0; 1; 2:::; 1  s < p <1;
y
MX
m=1
1
(kM +m)r

MX
m=1
1
(kM +M)r
 1
(kM +M)r
M
=
M1 r
k + 1
; k = 0; 1; 2; :::; 1 < p  s <1:
En virtud a las ecuaciones anteriores, para 1 < p <1, 1  s <1 obtenemos
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kx  Tksp;s
=
1X
k=1
((x  T )(k))s ks=p 1
=

((x  T )(1))s + ((x  T )(2))s 1
2r
+ :::+ ((x  T )(M))s 1
M r

+

((x  T )(M + 1))s 1
(M + 1)r
+ :::+ ((x  T )(2M))s 1
(2M)r

+ :::


1 +
1
2r
+ :::+
1
M r

(x(1))s +

1 +
1
(M + 1)r
+ :::+
1
(2M)r

(x(2))s
+

1 +
1
(2M + 1)r
+ :::+
1
(3M)r

(x(3))s + :::

(
M

(x(1))s + 1
2r
(x(2))s + 1
3r
(x(3))s

; 1  s < p <1,
M1 r

(x(1))s + 1
2r
(x(2))s + 1
3r
(x(3))s

; 1 < p  s <1
=
(
M kxksp;s ; 1  s < p <1,
M s=p kxksp;s ; 1 < p  s <1
Para s =1, 1 < p  1 se tiene
kx  Tkp;s = sup
kM0
(Mk)1=p(x  T )(Mk)
 M1=p sup
k0
k1=p(x(k))
= M1=p kxkp;s
Por lo tanto CT es acotado en `
p;s, 1 < p  1, 1  s  1.
EL siguiente resultado establece la equivalencia entre la invertibilidad de T la invertibilidad de
CT y que CT sea una isometra.
Teorema 3.2. Sea CT un operador composicion acotado en `
p;s, 1 < p  1, 1  s  1.
Entonces las siguientes armaciones son equivalentes:
(1) T es invertible,
(2) CT es invertible,
(3) CT es una isometra.
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Demostracion. (1), (3). Supongamos que T es invertible, entonces #T 1(fng)  M es 0 o
1. Dado que CT es acotado obenemos
kCTk = sup
kxkp;s=1
kx  Ukp;s
 M sup
kxkp;s=1
kxkp;s
= 1:
Por otro lado
1 = ken  Tkp;s  kCTk ;
en consecuencia kCTk = 1, y por lo tanto CT es una isometra.
Si CT es una isometra, para todo n 2 N
kCT enkp;s = kenkp;s = 1;
lo cual implica que T 1(fng) = 1, es decir que T es invertible.
(1) , (2). Supongamos que T es invertible, entonces existe U tal que (U  T )(n) = (T 
U)(n) = n para todo n 2 N, es decir que U es inyectivo y por lo tanto CU es una isometria,
y por tanto un operador inyectivo, entonces CT  CU = CU  CT = I lo cual signica que T es
inyectivo. Por otro lado, si T no es inyectivo existen n;m 2 N tal que T (m) = T (n), n 6= m.
As que para cualquier sucesion x = (xk)k en el rango de CT se tiene que xn = xn lo cual
implica que CT no es sobreyectivo una contradiccion, y por lo tanto CT no es inyectivo. Si T no
es sobreyectivo el nucleo de CT es no trivial, una contradiccion, por lo tanto CT es invertible.
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