Despite progress in theoretical tools, the influence of solvation in heterogeneous catalysis remains poorly understood and predicted due to the large computational burden. In this work, we show that the inclusion of the solvation by water using a continuum model thermodynamically inhibits the O−H bond scissions involved in the ethanol aqueous phase reforming reaction over Pt(111), while it tends to favor the C−H, C−C, and C−O scissions. Then, we present a novel group additivity scheme for the free energy of adsorbates at the Pt/water interface that is able to capture this solvent effect. The mean absolute error (MeanAE) for the Gibbs free energy of formation is 3.3 kcal/mol over the investigated set of 200 species at the interface and the MeanAE for the 151 reaction free energies of ethanol aqueous phase reforming is 2.8 kcal/mol. Regarding the effect of solvation, our scheme is able to predict it with a MeanAE of about 1 kcal/mol. Together, the scheme promises to be accurate enough for narrowing down the most important reaction pathways in complex reaction networks as encountered in biomass conversion 2
INTRODUCTION
Biomass processing occurs often in water. Aqueous phase reforming is one of the processes and converts polyols and sugars in water to H 2 and CO 2 at relatively low temperatures under pressure, as popularized by Dumesic and co-workers. 1 An alternative large scale use of biomass conversion is bio-oil production via pyrolysis, which contains 15-30% water 2 , and which needs to be further upgraded via hydrodeoxygenation. Here solvation effects are important due to the deactivation of well-studied NiMo sulfides in aqueous environment. 3 Another alternative is the selective transformation of sugar derivatives to largely used monomers such as acrylic or adipic acid. 4, 5 All of these processes involve hydrogenations, C−C and C−OH bond breakings in the presence of water, which impose different conditions than for the current petro-chemistry. As demonstrated by several experimental studies, the presence of water is not innocent, even beyond catalyst stability, driving the need for new catalytic systems. [6] [7] [8] [9] The difference between chemistry in the gas-and solution-phase can be dissected into several distinct effects: (1) solubility influences the concentration of reactants, intermediates and products and hence impacts the kinetics even if the rate constants would not change compared to the gas-phase ; (2) the solvent can participate directly in the reaction, either as a reactant or as co-catalyst (e.g., in relay mechanisms of proton transfers); (3) the averaged interaction between the solvent and the solute changes the energetics compared to the gas-phase, stabilizing large dipole moments and charge-separations (heterolytic bond dissociations); (4) entropic contributions arise as the available phase-space can be significantly different in solution compared to the gas-phase, both in terms of translation/rotations and accessible configurations; and (5) the occurrence of homogeneous reactions in solvent phase such as dehydration and aldol condensation. 10 Despite the wide use of solvent in biomass conversion, only a limited number of theoretical studies have explicitly addressed solvation effects. [11] [12] [13] [14] [15] [16] [17] [18] [19] This shortcoming is due to the methodology: there are no computationally affordable, broadly validated and general methods to include solvent effects in heterogeneous catalysis. The most rigorous way to describe reactivity in condensed phases is to perform thermodynamic integration at the ab initio molecular dynamics (AIMD) level. 20, 21 However, these computations are prohibitively expensive, as equilibration of the solid-liquid interface and convergence of the free energy would require more than 100 ps of simulations, 22 but todays computing power only allows to obtain about 10 ps for metallic surfaces with a reasonable effort. 23 Therefore, different approximations have been proposed: inclusion of only a couple of solvent molecules (called micro-solvation), 24, 25 adsorption of ice-like water layers on metallic surfaces, 26, 27 the use of a combination of optimization and AIMD, 11, 18, 19 the classical treatment of solvent interactions 16, 28 or the application of implicit solvent models. [29] [30] [31] In terms of interpretable differences between gasphase and solution-phase reactivity, the advantage of implicit solvents is that solvation energies are directly accessible, which is not the case for AIMD simulations. On the other hand, the main limitation of implicit solvents is that no direct participation of the solvent can be described, in contrast to micro-solvation approaches. As a compromise between efficiency and general accuracy, the combination of an implicit solvent with micro-solvation has been explored. 25, [32] [33] [34] [35] The main conclusions of the various theoretical studies are that adsorbate bindings are weaker in solution than in gas-phase given that the surface needs to be desolvated and only roughly half of the adsorbate is exposed to the solvent. 13 Second, reaction barriers are minimally affected, except for proton transfers for which water can act as a relay or at least activates O−H bonds 25 and when hydroxyl groups are well-exposed to the solvent in the course of the elementary 3 step. 12, 28 As a minor variant, elementary steps that drastically change the surface dipole moment are also influenced by the solvent. 12, 14 This phenomenon can, in the case of acidic protons, lead to heterolytic bond breakings at the water/metal interface. 24 Furthermore, solvent effects are critical when surfaces are partially charged, either in electrochemistry 36 or when assessing the influence of a base which promotes the reaction through co-adsorption. 37 Despite these progress, investigation of the effect of solvent on the entire reaction networks using density functional theory (DFT) remains challenging due to the tremendous computational burden, especially for large alcohols and polyols. 38 Previously, group contribution methods were pioneered by Benson to predict thermodynamic properties of molecules at a greatly reduced computational cost. 39 Those methods use molecular fragments to correlate thermodynamic properties. The simplest form is to estimate the property of a given component as the sum of its molecular fragments or groups and is simply called group additivity. 39 It is based on the observation that state properties of molecules can be expressed as simple sums over values assigned to the functional groups. As an example, elongating a linear alkane by one additional methylene (CH 2 ) group decreases the heat of formation of the alkane by ~5 kcal/mol. This simple picture can be refined by applying various corrections for neighboring groups. Nevertheless, the property evaluations are extremely simple compared to quantum mechanical computations. This method was initially developed for closed-shell gas molecules, [39] [40] [41] and it has since been extended to open-shell radicals, 42 transition states, 43, 44 and carbenium ions. 45 Additionally, group additivity has been applied to pure liquids and dilute solutes, 46 and it has been shown to accurately predict various state properties such as the volume, density, viscosity, boiling point, melting point, critical temperature, and pressure. [47] [48] [49] [50] The group additivity scheme accounts for intra-molecular interactions, whereas solution nonideality requires inclusion of inter-molecular interactions, whose strength depends on the composition of the mixture. To address this issue, group contribution methods that include group interactions were developed. For instance, universal quasichemical functional-group activity coefficients (UNIFAC), 51, 52 computes the average interaction between groups using FloryHuggins statistical-mechanics model. This method employs the surface area and volume of each group, in addition to the interactions between groups as descriptors, which are then correlated to activity coefficients. More recently, the group contribution method has been extended to equations of state, with the statistical associating fluid theory (SAFT) and conductor-like screening model-segment activity coefficient (COSMO-SAC) models demonstrating promising performance. 53, 54 These methods apply to bulk fluid mixtures but do not consider catalyst surfaces. The Delaware group has been developing group contribution methods 55 to predict adsorbate properties for hydrocarbons, oxygenates, furanics and aromatics, [56] [57] [58] which, combined with linear scaling relationships, can predict thermochemistry on metal surfaces. 59, 60 However, such a group additivity method for the prediction of thermodynamic properties of adsorbates in the presence of a solvent has yet to be developed.
In this paper, we demonstrate that the introduction of an implicit solvent changes the reaction equilibrium constants of specific reaction types (e.g., C−H and O−H dissociations). Then, we build a group additivity method for Gibbs free energy of formation of linear alcohol adsorbates in vacuum and solvent using the polarizable continuum method (PCM) for implicit solvation. Cross-validation reveals that the mean absolute error (MeanAE) is 1.0 kcal/mol and 3.3 kcal/mol for the solvation free energy and the Gibbs free energy of formation, respectively. We further assess our model by comparing DFT computed reaction energies to those predicted via group additivity.
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METHODS
Density Functional Theory and Polarizable Continuum Model. The DFT computations are carried out with the Vienna Ab initio Simulation Package VASP 5.3.5. 61 The electronic structure is described within the generalized gradient approximation using the PBE 62 exchange correlation functional. The dispersion correction is included using the dDsC approach. 63, 64 The projector augmented wave method (PAW) is used to describe the ion-electron interactions. 65, 66 The plane wave basis set is cut off at 400 eV. The electronic energy is converged to 10 -6 eV and the forces to 0.02 eV Å -1 . The solvation is described using an implicit solvation model as implemented in the package VASPsol. 29, 67 Dipole correction in the z direction is applied for adsorbates to avoid periodic summation of induced dipole and solvent model effect. 16 The platinum surface is simulated as a p(4 × 4) slab consisting of four layers. The two bottom layers are kept fixed at the optimal bulk position in which the Pt-Pt distance is 2.80 Å. The vacuum distance is large enough to avoid spurious interactions (the norm of the vector perpendicular to the surface is 22.86 Å). The integration of the Brillouin zone is performed using a Monkhorst-Pack mesh of with 3 × 3 × 1 k-points for surfaces. The gas phase calculations are done at the gamma point in a cubic box of 20 Å in length.
Thermodynamic Property Calculations of Molecules. The Gibbs free energy of formation of a species i in gas-phae, ∆G°f ,i (gp) , is
where ∆H f,i (gp) is the enthalpy of formation of the molecule i in gas-phase, T is the temperature, and S i (gp) is the entropy of the species i in gas-phase computed using statistical mechanics, atoms' coordinates and vibrational frequencies (See ref 57 for details). We consider two type of species i: a gaseous molecule and an adsorbate. (2) where E i (vac) is the DFT electronic energy of the gaseous species i in vacuum, E i* (vac) is the DFT electronic energy of the adsorbate i and the slab, E * (vac) is the DFT electronic energy of the empty slab, H rt,i (gp) and H v,i (gp) are the rotational (r), translational (t) and vibrational (v) contribution to the heat of formation for the species i computed in the gas-phase, respectively (See ref 57 for calculation details). For a strongly bounded adsorbate, the rotational and translational degrees of freedom of atomic motion become vibrational upon binding, thus H rt,i (gp) does not exist for adsorbates. To change from DFT reference system (infinitely separated atoms and electrons) to conventional heat of formations, we introduce the adjustment ∆H ref,i (see refs 57 and 60 for computational details and the Supporting Information for the structures and properties of reference molecules). For the computation of the Gibbs free energy of formation of a solute i in water or an adsorbate i at water/metal interface (∆G°f ,i (aq) ), we assume that solvation does not depend on temperature (see the Supporting Information for further discussion) and that the entropy of a species is the same in gas-phase and water. In particular the later approximation is 5 rather severe for adsorption from the liquid phase on the catalyst: Although for ideal solutions the entropy of a solute is the same as the one in the corresponding gas-phase when appropriately taking into account the available volume, 69, 70 the entropy in aqueous solution for real solutes differs by roughly a factor 2. 10, 71 Since an adsorbate competes with the solvent for adsorption sites, the entropy of the adsorbate is, in general, even more challenging to assess than the entropy in solution. Although the structure of the solid-liquid interface remains a matter of debate, it is well established that the solvent properties at the interface are different compared to the bulk liquid. [72] [73] [74] [75] Determining the change in entropy upon adsorption requires large-scale molecular dynamics simulations, which are difficult to converge, both in terms of size and time scale. 74, [76] [77] [78] While AIMD would be ideal for such studies, the corresponding computational effort is tremendous. 75, [79] [80] [81] On the other hand, force field methods, which make such investigations affordable, 82, 83 suffer from low availability for general interfaces and very limited accuracy, best exemplified for the seemingly trivial water-metal interface, for which many potentials exist, 21, 79, 84, 85 but only for the case of Cu/H 2 O does there exists a well validated force field. 77 Because of all these considerations, the simplistic approximation taken herein makes our approach transparent, and once established, the corresponding entropy corrections can be trivially applied to our model. Hence, ∆G f,i (aq) is
where ∆H f,i (aq) and S i (aq) are the enthalpy of formation and the entropy of species i in aqueous solvent, respectively. The effect of the implicit solvation is included in ∆H f,i (aq) as the change in electronic energy: ∶ is adsorbate (5) Here E sol,i is the solvation electronic energy of a species i, E i (aq) is the DFT electronic energy of the solute i in implicit water, E i* (aq) is the electronic energy of the solvated adsorbate i and the slab, E * (aq) is the electronic energy of solvated empty slab (all without cavitation energy). The cavitation energy approximates the energetic cost to insert a solute in a solvent, such as solvent reorganization and (Pauli) repulsion. Its energy is usually assumed to be proportional to the solvent accessible surface area. We introduce an empirical cavitation energy correction term, E cav,i . The computation of cavitation energy using PCM is difficult for the adsorbates and the slab due to numerical instability. Instead, we compute cavitation energy for a small subset of our data, and regress the cavitation energy contribution for each element. The computation of E cav,i is discussed below in detail. The Gibbs free energy of solvation of a species i, ∆G°s ol,i , is the Gibbs free energy to transfer a species i from the gas-phase to the liquid bulk, which, using the equations above, is
The accuracy of the PCM is further assessed in Figure S1 in Supporting Information, where the DFT-computed values of ∆G sol,i are in a good agreement with the experimental ∆G sol,i at 298 K, with a mean absolute deviation of 1.1 kcal/mol. Unfortunately, such data are not available for species at the interface. Hence, the accuracy of the herein applied PCM cannot be assessed. Furthermore, computationally feasible alternatives to implicit solvents to produce a consistent set of undoubtedly reliable solvation free energies at the interface are, to the best of our knowledge, not yet available. More reliable solvation free energies could be obtained with an accurate force field 16 or with long-time-scale ab initio molecular dynamics simulations; in the first case, the force field is currently missing, and the second option is not yet computationally affordable. In addition to the heat of formation and entropy, we also compute the heat capacity at any temperature T for the species i, C P,T,i (gp) (C P,T,i (aq) ≅C P,T,i (gp) ; See ref 57 for calculation detail) for the group additivity regression in order to transfer properties to different temperatures. We surveyed C P,T,i (gp) between 100 and 1500 at 100 K intervals. Figure 1 summarizes the relationship between gaseous molecules, molecule in the bulk liquid, adsorbates, and solvated adsorbates in a thermodynamic cycle. Various considered states for the system, summarized in a thermodynamic cycle. i is an arbitrary species, and i' is the species i adsorbed on the surface. Boxes represents a molecule in the gaseous state, in the bulk liquid, adsorbed on Pt(111), and adsorbed and solvated on Pt(111) going from left to right and from top to bottom. The three thermodynamic properties in each box represent the parameters predicted by our method. We assume that the solvation effect is temperature independent, and thus the entropy and heat capacity are the same in vacuum and in water.
Group Additivity. The group additivity method assumes that a thermodynamic property, Ф, is a linear combination of the thermodynamic properties of groups found within a molecule
where n ij is the number of times group j appears in a species i and φ j is group j's contribution to the thermodynamic property. φ j values can be derived via linear regression of experimental data or quantum chemical calculations (vide inf ra).
Conventionally, the linear regression is performed for three thermodynamic properties: standard heat of formation, standard entropy, and heat capacity at temperature T. 39, 42 To account for the solvation effect, we perform the regression to one additional property, the standard heat of formation of solvated species. In order to perform regression to properties of both gaseous molecules and adsorbate molecules together, we found that subtracting rotational and translational contribution from the heat of formation of gaseous molecules improves the fitting. 56, 57, 59 Hence, the dependent variables for the regression are ∶ is adsorbate (8) where the subscript "GA" represents the part of the quantity which is expressed in terms of a group additivity scheme. C P,T,rt,i (gp) is rotational and translational contribution to the heat capacity. For the entropy, we do not correct for rotational and translational contribution but correct for the symmetric number (σ) contribution following Bensons' group additivity formulation:
∶ is adsorbate (9) We assume that there is no symmetry contribution for adsorbates. The rotational and translational corrections are only applied to the heat of formation and heat capacity as the rotational and translational contributions do not depend on the groups, but are a constant shift (e.g. H rt,i (gp) = C P,rt,i (gp) = 4RT for nonlinear molecules, or 7 / 2 RT for linear molecules). However, the rotational and translational corrections for entropy depend on the atoms' weight and coordinates, and hence group additivity approach can describe these terms. For the computation of gaseous molecule properties, these subtracted terms needed to be added back when using the group additivity. The group additivity parameters, φ (N×1) , are computed by exploiting the Moore-Penrose pseudoinverse indicated by + , in the linear regression:
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Here N is the number of groups, n (M×N) is the group contribution matrix, M is the number of data points, and (j×\) is the vector of thermodynamic parameters. The predictive accuracy of the model is assessed using k-fold cross validation. 86, 87 In this method, the data set is randomly partitioned into k subsamples of equal size. The model is trained using k-1 subsamples, and the remaining subsample is used as the validation set to compute the model error. This process is repeated k times with each subsample used as a validation set once. Since the data partitioning involves randomization, Monte Carlo sampling is employed to compute the average error of each molecule. We used 10 as the value of k and 1000 repetitions of random partitioning which results in 95% confidence interval of predicted values less than 0.1 kcal/mol for ∆H f,i (gp) ,GA and ∆H f,i (aq) ,GA , and 0.1 cal/(mol K) for S i (gp) ,GA and C P,T,i (gp) ,GA .
Training Set. Our training set consists of 200 data points that are divided into three subcategories: (i) 27 gas molecules, (ii) 53 adsorbates found in the ethanol aqueous phase reforming reaction network, and (iii) 110 adsorbates and 10 gas molecules from the butanetetraol reaction network. 88 The adsorbates in the ethanol reaction network include the dissociation products of ethanol as well as species from the water-gas-shift reaction and are used to examine the solvation effect on the reaction energies. The adsorbates from the reaction network of butanetetraol supplement the polyol backbone of our group-additivity scheme. This reaction network, generated using the R.I.N.G. software package, 89, 90 contains a total of 5374 species, of which 120 species have been chosen randomly under the constraint that each nonunique group is found in at least seven points of the complete training set. The gas molecules are computed to test the effect of the PCM on the vibrational frequencies (see Figure S2 in the Supporting Information). The computed thermodynamic properties and structures of the training set species are also provided in the Supporting Information.
Cavitation Energy Corrections. The cavitation energy correction introduced above, E cav,i , corrects the solvation energy computed using DFT calculations without the cavitation energy. To determine the corrections, we compute cavitation energies, E cav,i , of 20 solutes and nine solvated adsorbates using the equation below:
OP6,% = LMN,%,hl − LMN,%,ml (11) Here E sol,i,+c and E sol,i,-c are E sol,i using equation (5) with the cavitation energy accounted and unaccounted, respectively. Here, E sol,i,+c is computed using energy cut off of 600 eV to improve the accuracy of this numerically delicate quantity. In a similar spirit to group additivity, we perform a regression of cavitation contribution for each element (C, H, O) to 29 data
where n ij is the number of occurrence of element j in species i, and e cav,j is the cavitation energy of element j computed using the linear regression method introduced above. The MeanAE and MaxAE (training error, not cross-validation error) are 0.18 and 0.47 kcal/mol, respectively. The training set data and regression coefficients are provided in Supporting Information.
RESULTS AND DISCUSSION
Having presented the methodological approach, we now turn to the results of our study. First, we discuss the influence of the implicit solvent on geometries and reaction free energies. Then, 9 we present the performance of our group additivity scheme for gas-and solution-phase species and reactions.
Influence of the Solvation on the DFT Geometries. Upon solvation by water using a continuum model, isolated molecules showed limited structural changes with a root-mean-square deviation (RMSD) of 0.02 Å and a maximum RMSD of 0.09 Å. The RMSD have been evaluated using the Kabsch algorithm. [91] [92] [93] This algorithm optimally superposes the two molecules to minimize translational and rotational error and computes the RMSD. For the surface species, we disregarded the change in surface atom's position. These small positional changes are induced by the dipolar interactions with the continuum solvent mostly affecting the relative orientation of the C−O bonds. The structures of the adsorbed species are slightly more sensitive to the solvation with a mean RMSD of 0.03 Å and a maximum RMSD of 0.16 Å. This maximum corresponds to a change in the orientation of the OH bonds of COH−C−CH 2 −CHOH that rotates from pointing toward the surface to pointing toward the solvent. To better analyze this effect, we considered this reorientation for surface intermediates in the ethanol steam reforming reaction network. While the conformer with the OH bond pointing down is the most stable in vacuum, pointing the OH bond up becomes more stable in water. This effect, illustrated in the simple case of the CHOH fragment in Figure 2 , is assigned to a better solvation of the OH by up 3 to 5 kcal/mol compared to OH down. Influence of the Solvation on Reactions. We assess the influence of PCM on ethanol aqueous reforming, including water-gas shift reactions, by considering the corresponding standard Gibbs free energy of reactions in gas-phase (gp) and solution (aq):
where the reaction involves species i with the stoichiometric coefficient ν i with ν i > 0 if i is a product. To assess the change in the standard Gibbs free energy of reaction upon solvation, we further define Λ sol as the change of a reaction energy upon solvation:
When Λ sol is negative, the reaction is favored by solvation, the Gibbs energy of reaction at the solid-liquid interface being more exergonic than in the gas-phase. This change can also be seen Since the solvation energy does not change significantly upon adsorption, the analysis of the solvation energy of different species is done jointly for the molecules in bulk water and the ones adsorbed at the interface. The species have been split into three groups to represent the solvation Gibbs energy ∆G sol with box plots in Figure 3b: (1) Hydroxyl contains at least one hydroxyl group, including water; (2) aprotic Oxygenate includes all the species that contain an oxygen atom but not a hydroxyl group, for instance acetaldehyde; (3) hydrocarbon selects species that do not contain any oxygen atom. As expected, hydrocarbon members are weakly solvated by water (on average, ∆G sol = -1.7 kcal/mol, standard deviation of σ = 1.0 kcal/mol). Aprotic oxygenate are more solvated (on average, ∆G sol = -2.9 kcal/mol, σ = 0.9 kcal/mol) with a small standard deviation (σ). The hydroxyl species show a stronger Gibbs solvation energy (on average, ∆G°s ol = -5.6 kcal/mol, σ = 1.9 kcal/mol) and, more importantly, a large standard deviation, with a maximum and minimum of -2.5 and -9.8 kcal/mol, respectively. For the surface species, the strong variations can be directly related to the two possible orientations of the OH bond, up or down. In most cases, the O−H down is the most stable configuration and is poorly solvated (for instance, ∆G°s ol = -3.5 kcal/mol in CHOH). In some cases, the O−H up is the most stable configuration and is strongly solvated such as in CCHOH (∆G°s ol = -9.3 kcal/mol, the up configuration being more stable by 0.3 kcal/mol).
While most bond dissociations are made more exergonic by the solvation (Λ sol <0), the OH scission is generally disfavored (Λ sol > 0). This Λ sol dependency on the reaction type is in agreement with that computed using the report by Behtash et al. [12] [13] [14] With the loss of the most solvated functional group, the OH scission leads to a net loss in solvation, explaining why such a reaction is less likely in water than at the metal/gas-phase interface. This thermodynamic observation contrasts with our previous kinetic study using microsolvation, where the O−H breaking was found to be slightly accelerated by the presence of a water molecule. 94 On the other hand, it agrees with the study of Lopez and co-workers, who have employed implicit solvation in combination with some explicit water molecules. 95 In the absence of a detailed study at an explicit water/Pt(111) interface, it is not possible to assert that one or the other study captures the essential effect. The outliers identified in Figure 3a correspond to reactions where the solvation effect between reactants and products is the most unbalanced. For instance, the three outliers of the C−O scission all correspond to reactions that generate the OH fragment. Two reactions are strongly disfavored at the water-metal interface, due to a strong solvation of the reactants (CCOH, ∆G sol = -9.8 kcal/mol and COH, ∆G sol = -7.9 kcal/mol) that exhibit an OH bond that is pointing toward the solvent. Conversely, the CH 3 COH fragmentation is favored at the water/Pt interface, since this species is only weakly solvated when adsorbed on Pt(111) (∆G sol = -2.5 kcal/mol), with a OH bond that points downward.
In, summary, most of the steps along the ethanol reforming process are favored by the presence of the water solvent except O−H scission (disfavored) and adsorption (neutral). The solvation Gibbs energy of an adsorbate can be related to the presence of a hydroxyl group and more precisely to its orientation: when an OH bond points toward the bulk water, the corresponding adsorbate is particularly well solvated. This aspect allows rationalizing and predicting the effect of water on most elementary steps. Figure 3 . Box plot for the change of (a) the Gibbs energy of a reaction upon solvation Λ sol (see text for definition) and (b) the solvation Gibbs energy ∆G sol of each species using DFT in the ethanol reforming reaction network (without water-gas shift reactions and species). Black dots and white dots represent mean and outliers, respectively. The box represents the second and third quartiles while the whisker represents the first and fourth quartiles. Outliers are at least 1.5 times the box range (between the second and third quartile) from the edge of the box.
Group Additivity Schemes. In this section, we present a group additivity scheme to predict ΔG f,i (gp) and ΔG f,i (aq) . These two quantities are computed using the equations described in the Methods. The group additivity scheme for these quantities follows the strategy of Benson's original group additivity. Groups are given as A(B) b (C) c … where A is a group center, and B and C are group peripherals, and b and c are the numbers of connectivity to the B and C group peripherals. A, B, and C are typically an atom and sometimes a group of atoms. A, B, and C are further categorized by their hybridization. For example, C = indicates a carbon with a double bonded neighbor. Also, if the bond order between group center and group peripherals are higher than single bond, the bond order is described (e.g., A(=B) for A double bonded to B). Every atom must be accounted once as a group center with the exception of hydrogen.
Previously, we have extended this formulation to the adsorbate on surface. 56, 57, 96 In these schemes, the valence electrons covalently interacting with the surface electrons are denoted as (Pt) x group peripheral. For example, the group C(H)(Pt) 2 (O) contains a carbon central atom single-bonded to peripheral groups, a hydrogen and an oxygen, and has 2 valence electrons interacting with the surface denoted as (Pt) 2 . This scheme does not distinguish whether the central carbon sits on an atop, bridge, or hollow site; thus, the scheme only requires adsorbates' connectivity to compute their energy. We also adopt ring-strain correction as implemented in a previous study. 56 These corrections account for the strain of the ring formed by surface atoms and adsorbate atoms. For example, a ring is formed when two connected carbons are bonded to two surface atoms, forming Pt−C−C−Pt ring where two Pt atoms are connected. Additionally, we introduce 16 pair corrections that describe the valence electrons of pairs of central atoms, e.g., C(Pt) 3 C(Pt) 3 , C(Pt) 3 C(Pt) 2 , C(Pt) 3 C(Pt), C(Pt) 2 C(Pt) 2 , and so on. These corrections accounts for the partial π-mode interaction between the two surface-bound organic atoms. Previous studies 58, 97 have shown that when two connected atoms are bonded to the surface, the bond between two connected atoms remains partially conjugated whereas we previously assumed that the bond between two atoms are single bonds. These inadequately defined bond order causes an error as the group additivity relies on transferable electron spatial density profile of the homologous groups between molecules. Thus, groups accounting for conjugation are essential to the group additivity scheme. 58 These corrections improve the model significantly (reduce the MeanAE in ΔG f,(gp) from 4.6 to 3.3 kcal/mol using 10-fold cross-validation). Additionally, we add a group specific to an outlier, CCOH. CCOH has a unique structure that leads to high deviation for ∆G sol . This correction improves the MaxAE of ∆G sol from 6.4 to 5.3 kcal/mol.
Following the formulation described above, the model results in total of 82 groups/corrections. The effective rank of this model is 75; i.e., it is rank-deficient. Five of seven linearly dependent descriptors are C(Pt) 3 C(Pt) 3 , OC, OC(Pt) 1 , OC(Pt) 2 , and OC(Pt) 3 which are part of the new corrections introduced in this work. Since these corrections are already implicitly accounted by the scheme, we remove these corrections. The last two rank deficiency comes from C = (CO)(C = )(H) group's dependence to CO(C = )(H), and O(CO)(H) group's dependence to CO(O)(Pt) (determined using reduced row echelon form). These groups are found in gas/solute molecules, which are not the focus of this study, and the related methods have been previously developed extensively, thus we combine these groups together as a single multigroup. The list of group centers and peripherals as well as corrections and unique groups are summarized in Table  1 , and their values are listed in the Supporting Information. Model Validation. The predictive accuracy of the group additivity model is assessed using kfold cross validation as described in the computational details. 86, 87 Parts a and b of Figure 4 show the average of predicted values using the group additivity models vs. the DFT computed ∆G f,(gp) and ∆G sol . Cross validation reveals a reasonable MeanAE in ∆G f,(gp) of 3.3 kcal/mol, and the MaxAE of 16.5 kcal/mol as shown in Table 2 . The large errors are attributed to unaccounted binding modes (e.g., adsorption conformation of polyols). Our previous group additivity model has shown that including binding modes' information to the group descriptors results in large improvement of the cross-validation error. 58 However, including these unaccounted binding 13 modes requires a significantly larger data set. Since the main utility of the group additivity is to rapidly screen large reaction networks before computing the most promising intermediates at the DFT level, a huge computational effort is not justified. The MeanAE and MaxAE for ∆G sol are as small as 1.0 and 5.4 kcal/mol, respectively. Importantly, the MeanAE is within chemical accuracy; therefore, the solvation free energy scheme from group additivity provides a good first approximation to estimate the thermochemistry. (14) and (15) . 151 reactions of the ethanol reaction network are considered (see Supporting Information for the details). We also assess the model's predictive ability for the (151) reaction free energies in the ethanol steam reforming reaction network. 88 Specifically, we compare the Gibbs free energy of reaction in gas-phase, ∆G r,(gp) , and the change in Gibbs free energy of reaction upon solvation, Λ sol Parts c and d of Figure 4 show the parity plot of the group additivity computed values vs. the DFT-derived ∆G r,(gp) and Λ sol . The MeanAE and MaxAE for ∆G r,(gp) are 2.9 and 13.8 kcal/mol, which are smaller than those for ∆G f, (gp) . Considering that the number of groups constituting a molecule is typically larger than the number of groups changing in a reaction, the variance is likely smaller for the reaction energy, explaining the smaller error. The MeanAE and MaxAE for Λ sol are reasonable at 0.9 and 3.8 kcal/mol, respectively. However, as can be seen in Figure 4d , the parity plot is not perfect, i.e., the predicted change of solvation energies along a reaction is not very well correlated to the DFT data. One of the main issues is the evidenced reorientation of OH-groups discussed above: in the GA, the orientation of the OH group is not accounted for, implying that these subtle effects cannot be investigated by the present group additivity scheme. However, since the Gibbs reaction energy prediction is rather accurate, the main goal of the GA is still achieved: rapid prediction of various reaction energies at a solvated metal surface.
For a further assessment of the quality of the solvation free energy group additivity, we compare the trends we obtained in Figure 3 with the DFT calculations with the trends we obtain using our group additivity scheme ( Figure S3 in the Supporting Information). Overall, the solvation free energy group additivity captures the trend very well. The mean and median between the DFT and the group additivity are close, signifying that our model captures the general dependency on the reaction type and functional groups. However, the boxes and whiskers are tighter for the model than the DFT (i.e., variance is not captured by the model). Especially, the model computed Λ sol for O−H scission and ∆G sol for Hydroxyls have significantly lower variance than the DFT-computed values. Future work will be based on information from explicit water simulations and include heterolytic bond breakings involving protons, which may be important in biomass conversion. These improvements would, ultimately, allow to investigate the pH dependence of reaction schemes at the group additivity level.
CONCLUSIONS
The impact of an implicit solvent on adsorption of alcohols on the Pt(111) surface has first been investigated by DFT computations. We evidenced only minor changes in the geometries upon solvation, with the reorientation of an O−H bond pointing toward the surface in vacuum and being more stable pointing into the solvent being the rare exception. Examination of the ethanol reforming reaction network reveals, however, that equilibrium constants of surface reactions change significantly in solvent depending on the reaction type. In aqueous environment, C−H scission is slightly favored as the oxygen group of the oxygenate is raised toward bulk water, whereas O−H scission is thermodynamically disfavored as the oxygen binds to the surface which decreases the oxygen-water interaction. In order to cut down the computational expense of such studies, we have developed a simple group additivity scheme for the Gibbs free energy of linear alcohols at the Pt(111) water interface by computing the thermodynamic properties of 200 adsorbates and gaseous species using DFT and an implicit solvent. The 10-fold cross-validation yields a MeanAE for the Gibbs free energy of formation and the Gibbs free energy of solvation of 3.3 and 1.0 kcal/mol, respectively, and smaller error for reaction energies (MeanAE = 2.8 kcal/mol). Despite severe approximations regarding the entropy of adsorption, this development allows addressing large and complex reaction networks, e.g., hydro-deoxygenations of polyols such as glycerol, erythritol, or even sorbitol, in order to narrow down the most likely reaction routes, which then can be studied by DFT computations. Furthermore, the corresponding solvent effects can be improved in order to refine the subtle enthalpy-entropy balance at the solid-liquid interface.
■ ASSOCIATED CONTENT
We have built a python package to find group additivity descriptors and compute thermodynamic properties, available at https://github.com/vlachosgroup. 
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