The Young-Fibonacci graph YF is an important example (along with the Young lattice) of di erential posets studied by S. Fomin and R. Stanley. For every di erential poset there is a distinguished central measure called the Plancherel measure. We study the Plancherel measure and the associated Markov chain, the Plancherel process, on the Young-Fibonacci graph.
Introduction
In this paper we study the Plancherel measure of the Young-Fibonacci modular lattice. The Young-Fibonacci lattice provides a distinguished example of a graded graph, and the Plancherel measure is a distinguished central measure on the path space of this graph.
Graded graphs (also called Bratteli diagrams) and central measures arise in various contexts. For instance, for every increasing sequence of nite groups G 1 G 2 : : : there is a graded graph describing the branching of characters of these groups. The central measures of this graph are in a bijective correspondence with the characters of the limiting group G 1 = lim ?! G n .
An in nite oriented graph ? is called graded if it has the following properties:
(1) there is a single source vertex ? (called the root) with no incoming edges; (2) there is at least one outgoing edge for every vertex of the graph; (3) all oriented paths from the root to a given vertex v have the same length called the rank of v. Let ? n be the subset of vertices of rank n. We assume that the levels ? n are nite. If there is an edge leading from v to w, we write v % w. The Young-Fibonacci graph YF (see a few levels on Fig. 1 ) was introduced by S. Fomin 3] and R. Stanley 9] as an important example of what they called dual graphs or di erential posets. Another classical example is the Young graph (which has Young diagrams as vertices) arising in the representation theory of symmetric groups. One of the general features of di erential posets is the existence of a remarkable central measure, called the Plancherel measure. In case of the Young graph the Plancherel measure corresponds to the regular representations of symmetric groups. See 7] for the combinatorial theory of locally semisimple algebras, and for more details on the boundary of the Young lattice.
The Young-Fibonacci graph describes the branching of representations for a family of nite dimensional semisimple algebras introduced by S. Okada 8] in terms of generators and relations. The central measures on the graph correspond bijectively to the characters of the limiting Okada algebra.
The Martin boundary of the graph YF was recently described by F. Goodman and the second author 5]. In particular, it was shown that the Plancherel measure belongs to the Martin boundary. The problem of identi cation of ergodic central measures of the graph YF was not solved in 5].
We start in Sections 2 and 3 with a detailed description of the Young-Fibonacci graph and its Plancherel measure. Then we show in Section 4 that the Plancherel measure of the YoungFibonacci graph is ergodic. The proof is based on an appropriate law of large numbers for the Plancherel measure.
In Section 5 we represent the vertices of the Young-Fibonacci graph as the points of the simplex of nonnegative series with unit sum. Then we show that the level distributions M n of the Plancherel measure converge in to the distribution GEM(1/2), a particular case of the celebrated Gri ths-Engen-McCloskey distributions (see 6] for the history and applications of GEM distributions). In particular we show that a typical big word with respect to the Plancherel measure is made of large blocks of 2's separated by occasional occurrences of 1's. Fig. 1 The Young-Fibonacci graph. In Section 6 we introduce an algorithm, called Fibonacci solitaire, which can be applied to a sequence of independent real random variables with a common continuous distribution, and results in the Plancherel process on YF. The properties of our algorithm are similar to those of the generalized Robinson-Schensted correspondence de ned for YF by S. Fomin 4] . Nevertheless, the two algorithms are di erent and no direct relations between them are known.
Finally, we use in Section 7 the Fibonacci solitaire to justify a remarkable recurrent behavior of the Plancherel process similar to that of the simple random walk on integers. j 1 + : : : + j k of a word v = j 1 ; : : : ; j k will be referred to as the rank of v. For every n = 0; 1; : : :
we denote by YF n the subset of words of rank n. In particular, the empty word ? is the only element of YF 0 . Clearly, the set YF = S YF n is the disjoint union of YF n 's which we call levels.
We endow the set YF with the structure of a graded graph as follows. Given a word v 2 YF, we say that the maximal block of digits 2 at the left end of v is the head of v. We de ne the head length h(v) as the number of digits in the head. For instance, the word v = 22121 has the head length h(v) = 2, and the head of u = 1222 is empty, so that h(u) = 0. Note that the rank of every successor of v is one bigger than the rank of the word v. If w is a successor of v, we write v % w. This relation determines the structure of an oriented graph on the set YF (see Fig. 1 ). Clearly, the length of any directed path from ? to v is equal to the rank of v.
The graph YF can be considered as the Hasse diagram of a partially ordered set with the minimal element ?. It is often called the Young-Fibonacci lattice (this poset is indeed a modular lattice). Let T denote the set of all in nite paths starting with the empty word v(0) = ?. We call T the path space of the graph YF. We endow T with the product topology, so that T is compact and totally disconnected. The following lemma shows that we can take the numbers p(v; w) as transition probabilities of a Markov chain. Proof. Let h = h(v) be the head length of v, and consider a sequence of independent events A j , j = 0; 1; : : : ; h with probabilities P(A j ) = 1=(n ? 2j + 1). Clearly, (3.1) provides the probability that the rst event to occur is A k , while (3.2) is the probability that none of them occur. Therefore, the formula (3.3) holds true.
De nition. The Markov chain with the state space YF, the empty word ? as the initial state, and transition probabilities p(v; w), v % w, is called the Plancherel process. The probability law of the chain is called the Plancherel measure on T, and denoted M. The reason for this name is the analogy with the Plancherel measure on the Young lattice (cf. 7]). In order to describe the probabilities of cylinders for the measure M we need further notations. Consider an entry of the digit 2 in a word v, and denote by u and w the subwords to the left and to the right of this entry, so that v = u2w. 
A similar conclusion holds if the nal word of the path t is w = v . Assuming that the formula is true for every path of length n we conclude that it is true for the paths of length n + 1. Note that the cylinder probabilities M(T s ) = D(v)=n! depend solely on the nal word v of the path s. The probability measures on T with this property are called central 7] .
We denote by V n (t) the nth word v(n) in a path t = (v(0); v(1); : : : ; v(n); : : : ) and we regard V n as a random variable on the probability space (T; M). Thus, the random sequence (V n ) is a realization of the Plancherel process. Denote by M n (v) = MfV n = vg the probability to cross the nth level YF n in a particular word v 2 YF n , i.e., M n is the distribution of V n . It follows from (3.4) and (3.6) that
Summing up these probabilities we arrive at a fundamental identity of the theory of di erential posets,
In case of the Young lattice, this formula translates as the Burnside identity for the symmetric group. The It is not hard to obtain from (4.3) that m n const= p n and thus m n ! 0: Since the random variables n are nonnegative, we can conclude that n converge to 0 in mean, hence also in probability. By a standard argument, n go to zero almost surely at least along a subsequence (n k ): But then the existence of the limit implies that the whole sequence ( n ) goes to zero. We can now prove one of our main results.
Theorem 4.2. The Plancherel measure M on the path space T is ergodic.
Proof. We just need to combine what we already know. For every ergodic central measure N, the sequence (v(n)) converges to a constant, say c N , along N-almost all paths (v(0); v(1); : : : ). In fact, the limit of (v(n)) is measurable with respect to the sigma algebra of tail events, and the latter is trivial in the ergodic case by de nition. Furthermore, for N 6 = M we have c N > 0 in view of (b) and (d). On the other hand, Proposition 4.1 says that the limit for M is zero. Thus the Plancherel measure cannot be represented as a mixture of ergodic measures N 6 = M; and is therefore ergodic. It was conjectured in 5] that all measures in the Martin boundary of the Young-Fibonacci graph are in fact ergodic. Apart from the Plancherel measure and a minor class of nitely supported central measures, the ergodicity conjecture remains open. 5 . Weak convergence of random words V n In this Section we establish a limit theorem for the distributions M n of random words V n . To this end, we embed the level sets YF n of the Young-Fibonacci graph into the simplex of all sequences x = (x 1 ; x 2 ; : : : ; x n ; : : : ) such that P j x j 1. Then we show that the images of the M n 's in weakly converge to the GEM(1/2) distribution.
Consider a word v 2 YF n as a sequence of contiguous blocks of digits 2 separated by 1's.
Each block contains at most one digit 1 which is its terminating digit. The rightmost block may contain no 1 at all. Denote by r 1 ; r 2 ; : : : the sequence of ranks of blocks, reading left to right, so that r 1 + r 2 + : : : = n. In order to obtain a point in the sequence should be complemented by zeros. For instance, if v = 122112 then r 1 = 1, r 2 = 5, r 3 = 1, r 4 = 2 and r j = 0 for j 5.
We de ne a point x(v) 2 as (5.1) x(v) = r 1 (v) n ; r 2 (v) n ; : : :
where n = jvj is the rank of the word v. We identify the distribution M n of the random word V n with its image in under the map x : YF n ! de ned by (5.1).
GEM( ) probability law on appears in connection with a Residual Allocation Model Theorem 5.1. The image in of the distribution M n of the random word V n converges weakly to GEM(1/2) distribution, as n ! 1.
Proof. Focus on the rst coordinate r 1 (V n )=n. We intend to show that it converges in distribution to the rst coordinate X 1 of the sequence (5.2). Denote by P n (m) the probability that a random word V n starts with at least m digits 2. It follows from (3. and we are done.
We proceed with the proof that the variables r 1 (V n )=n and r 2 (V n )=(n ? r 1 (V n )) are asymptotically independent. To this end, we show that for every t 1 ; t 2 as n ! 1. By (5.5), the probability in the left-hand side can be written in the form X k nt 1 M n fr 2 (V n ) (n ? k)t 2 j r 1 (V n ) = kg M n fr 1 (V n ) = kg = = X k nt 1 M n?k fr 1 (V n?k ) (n ? k)t 2 g M n fr 1 (V n ) = kg:
We derive from the rst part of the proof that M n?k fr 1 (V n?k ) (n ? k)t 2 g ! converges in distribution to the vector (U 1 ; U 2 ; : : : ; U m ) for every m.
Note that for almost all paths t 2 T the variables r 1 (V n (t))=n have no limit. Therefore the vectors x(V n ) do not converge in the strong sense.
Fibonacci solitaire
We introduce in this Section a sort of solitaire game. More precisely, we describe an algorithm which can be applied to a permutation and produces a nite path in the Young-Fibonacci graph. The important property of the algorithm is that it transforms a uniformly distributed permutation into the Plancherel process.
Denote The core of our algorithm is an insertion procedure which applies to a word a in the alphabet f0; 1; 2g, and a given position k to the immediate right of the rst k letters in a. We denote by n the number of letters in a, so that 0 k n. The output is a word b with n + 1 letters in the alphabet f0; 1; 2g. The procedure includes two cases. Fibonacci Insertion Procedure. Input: a word a of n letters in the alphabet f0; 1; 2g and an integer 0 k n. Output: a word b of n + 1 letters in the alphabet f0; 1; 2g.
(1) If there are no digits 1 among the k leftmost letters of the word a, we obtain b by inserting 1 to the immediate right of the kth digit of a; (2) if at least one of the rst k digits of the word a is 1, we de ne b by inserting 0 right after the rst k letters of a, and by replacing the leftmost occurrence of 1 in a by the letter 2. The output word is denoted as b = FI(a; k). Comparison with the formula (3.6) for the Plancherel measure would imply the Theorem.
Consider a word a in the alphabet f0; 1; 2g which contains equal numbers of the letters 0 and 2. By a rigging of a we mean a bijection between the set of letters 2 and the set of letters 0 in a, such that the 0 corresponding to an occurrence of 2 is always to the right of this 2.
Note that in the second case of the Fibonacci insertion we replace some occurrence of 1 by 2, and insert 0 in some position to the right of the new digit 2. As a result, the nal word a = a n in a sequence a 0 ; a 1 ; : : : ; a n corresponding to (m 1 ; : : : ; m n ) 2 S n comes up with a canonical into account the last two words v(n ? 1) and v in the path t we know if a n is obtained from a n?1 by the rst or by the second case of the Fibonacci Insertion Procedure. In the rst case we also know the digit 1 to be erased from a n to obtain a n?1 , and we recover m n as the number of letters to the left of this 1. In the second case we know which 2 in a n is replaced by 1 in a n?1 , and we use the rigging of a n to nd the 0 associated with this occurrence of 2 in a n . Then m n is recovered as the number of letters in a n to the left of this 0. Other elements m n?1 , : : : , m 1 are recovered in a similar way.
We have proved in the preceding paragraph that the number of sequences s 2 S n , such that Corollary 6.3. Let (X n ) be a sequence of independent random real-valued random variables with a common continuous distribution function. Then the path F((X n )) is a realization of the Plancherel process on the graph YF.
More generally, one can take arbitrary exchangeable real random variables without ties to generate the Plancherel process via F n .
The algorithm F n of Fibonacci solitaire can be reformulated as a bijection between the set of permutations and the set of pairs of paths of length n with a common nal word. Note that a similar bijection known as the Robinson-Schensted type correspondence for the Young-Fibonacci graph (cf. 4]) is di erent from ours.
Recurrence
The Plancherel process (V n ) is a transient Markov chain, because ranks increase steadily along the process. However, the chain demonstrates an interesting recurrent behavior related to visits in the set T = f?; 2; 22; 222; : : : g.
De ne two(n) = 22 : : : 2 to be the word from YF 2n made of n digits 2. Let E 2n = fV 2n = two(n)g, where n 0 and E 0 is a full event. The quantities of interest are q 2n = M(E 2n ); n 0; the probability to visit T on the 2nth step, and r 2n = M(E c 0 \ E c 2 \ : : : \ E c 2(n?1) \ E 2n ); n > 0 the probability to visit T at the 2nth step for the rst time.
Equations (3.4) and (3.7) imply (7.1) q 2n = 2n n 2 ?2n ;
where we recognize the return probability to zero for the simple random walk on integers ( are independent identically distributed with (7.2) M( 1 = 2n) = r n = 1 n 2n ? 2 n ? 1 2 ?2n+1 :
Thus, the expected value of 1 as well as the expected lengths of excursions are in nite. Proof. Fix n, and consider an in nite directed path t starting in two(n): Each word on this path has n old digits 2 coming from two(n) and some other digits 1 or 2. Removing all old 2's from each word along t results in a path from T, say t 0 , which starts at the root. Furthermore, positions of the elements of T are the same for both paths t and t 0 . For example, for t = (22; 221; 2121; 2221; 2222; : : : ) we have t 0 = (?; 1; 11; 21; 22; : : : ), and these positions are 0; 4; : : : . The clue to the proof is the observation that taking for t the Plancherel process (V n ) and conditioning on the event E 2n = fV 2n = two(n)g result in t 0 with the Plancherel distribution on YF. This is best seen via the Fibonacci solitaire realization with i.i.d. variables, as in Corollary 6.3: E 2n is determined by X 1 ; : : : ; X 2n while t 0 depends only on ranking of X 2n+1 ; X 2n+2 ; : : : : To induce t as in the above example we must have X 6 < X 5 , X 7 > X 6 , X 8 > X 5 , : : : . This event is clearly independent of X 1 ; X 2 ; X 3 ; X 4 .
We argue that visiting T is a periodic recurrent event, as in 2] Chapter 13, and the whole situation is well recognized. Indeed, M(E 2m jE 2n ) = M(E 2(m?n) ); m n; and the events E 2m are conditionally independent of E 0 ; : : : ; E 2(n?1) given E 2n : Conditioning on the rst return of the Plancherel process in T we obtain q 2n = r 2 q 2n?2 + r 4 q 2n?4 + : : : + r 2n q 0 ; which is a standard renewal equation. Recalling (7.1) and comparing with the classical setting we see that 1 has the same distribution as the recurrence time for the simple random walk, whence (7.2). In particular, r 2n 1=(2 p n 3=2 ) and 1 has in nite expectation. In other words, we obtain a null recurrent Markov chain if we modify the Plancherel process by requiring that the process returns from any state in T directly to ? (and keeping other transition probabilities). The analogy with random walk does not seem to go beyond the recurrence of T :
it breaks down completely if we consider returns to the set of words with a xed positive number of 1's.
