We present a parallel algorithm for recognizing cographs and constructing their cotrees. The algorithm takes O(log 2 n) time with O(n + m) processors on a CRCW PRAM, where n and m are the number of vertices and edges of the graph. Using cotree representation, we obtain parallel algorithms for solving the maximum matching and the permutation representation problems for cographs using O(log n) time with O(n) processors. We also obtain a parallel algorithm for the depth-rst spanning tree problem for permutation graphs (a class properly contains cographs) which takes O(log 2 n) time with O(n) processors.
Introduction
The complement reducible graphs (also called cographs) are de ned as follows: (1) A graph consisting of a single vertex is a cograph; (2) If G 1 ; G 2 ; : : :; G k are cographs, so is their union G 1 G 2 : : : G k ; (3) If G is a cograph, so is its complement.
Cographs have arisen in disparate areas of Mathematics and Computer Science and have been independently studied by various researchers 1, 2, 3, 4, 5, 9, 10, 11, 12, 14, 15, 20, 21] . Names synonymous with cographs include: D -graphs 14], P 4 restricted graphs 9, 11], Hereditary Dacey
Graphs 20] and so on. Several characterizations of cographs are known. For examples, it is shown in 9] that G is a cograph i G contains no P 4 (a path consisting of 4 vertices) as an induced subgraph. In 21] , it was shown that G is a cograph i G has an orientation G 0 such that G 0 is a transitive series parallel graph. The most important property of cographs for algorithm design is that G is a cograph i G has a cotree representation (to be de ned in section 2) 9]. Most algorithms for solving various cograph problems require the cotree as input. So the following cograph recognition problem is central to cograph algorithms: Determine if a given graph G is a cograph or not, and if so construct its cotree.
A linear time sequential algorithm for recognizing cographs was given in 11]. A parallel algorithm for solving this problem was given in 15] which takes O(log 2 n) time with O(n 3 = log 2 n) processors logn ) processors on an exclusive read exclusive write PRAM. Using cotree representation, NC algorithms for many cograph problems were presented in 1, 2, 3, 4, 5, 6, 15], including: transitive orientation, maximum weighted clique, minimum coloring, minimum weighted domination, minimum ll-in and isomorphism testing for cographs. If the cotree is given, these algorithms take O(log n) time using a linear number of processors on a concurrent read exclusive write PRAM. Parallel algorithms for solving the Hamiltonian path, Hamiltonian cycle, minimum path covering, and maximum matching problems on cographs were developed in 5, 6] . If the cotree is given, these algorithms take O(log 2 n) time with O(n 2 ) processors on a concurrent read concurrent write PRAM.
In this paper, we present several e cient parallel algorithms for cographs. The parallel computation model we use is CRCW PRAM. The model consists of a number of processors and a common memory. In each time unit, a processor can read a memory cell, perform an arithmetic or logic operation, and write into a memory cell. Both concurrent read and concurrent write are allowed. If a write con ict occurs, the processor with the lowest processor number succeeds.
We present an O(log 2 n) time O(n + m) processors algorithm for recognizing cographs and constructing cotrees. Our algorithm is a re nement of the algorithms in 4, 15] . Since cotree construction dominates the complexity of the algorithms in 1, 2, 3, 4, 5, 6, 15] for solving various cograph problems, the e ciency of these algorithms is uniformly improved. We also present e cient parallel algorithms for solving three other problems. The rst one is the maximum matching problem. Our algorithm takes O(log n) time with O(n) processors which improves the O(log 2 n) time O(n 2 ) processors algorithm in 6] .
The second problem is the permutation representation of cographs. Cographs are a proper subclass of permutation graphs 12]. The permutation representation of permutation graphs can be found in O(log 2 n) time with O(n 4 ) processors 13]. We show that if the cotree is given, the permutation representation of cographs can be constructed in O(logn) time with O(n) processors.
The third one is the depth-rst spanning tree (DFST) problem. This is a well-known hard problem for parallel algorithm design. No NC algorithm is known for solving this problem on general graphs. We show that if the permutation representation is given, the DFST problem for permutation graphs (hence cographs) can be solved in O(log 2 n) time with O(n) processors.
The present paper is organized as follows. Section 2 introduces the de nitions and basic properties of cographs and cotrees. In sections 3 and 4, several lemmas needed by our algorithm are proved. The recognition algorithm is presented in section 5. The algorithms for solving various problems on cographs and permutation graphs are presented in sections 6, 7 and 8.
Properties of Cographs and Cotrees
Let G = (V; E) be a graph with no self-loops and multiple edges. jGj denotes the number of vertices of G. Let T be a rooted tree. The nodes of T with no children are leaf nodes. Other nodes are internal nodes. An internal node is a tip node i all of its children are leaf nodes. L(T) denotes the set of leaf nodes of T. For each node x of T, p T (x) denotes the parent of x in T. T(x) denotes the subtree of T rooted at x. Leaf(x) denotes the set of the leaf children of x. If a node y is on the path from x to the root r of T, then y is an ancestor of x and x is a descendent of y and we say x and y are related. The rst common node of the paths from x and y to r is called the lowest common ancestor of x and y and denoted by lca T (x; y). If y is an ancestor of x, then lca T (x; y) = y.
De nition 1: A cotree is a rooted tree T with the following properties: (a) The internal nodes are labeled 0 or 1 such that the root of T is a 1-node; the children of a 1-node are 0-nodes; the children of a 0-node are 1-nodes. (b) Each internal node has at least two children, except that the root r might have only one child.
A cograph G can be naturally represented by a rooted tree T as follows. The leaf nodes of T represent the vertices of G. Each internal node of T represents either a \union" or a \complement" operator. A \union" node has at least two children. Each of them is either a \complement" node or a leaf node. A \complement" node has exactly one child which is a \union" node. We can modify T to be a cotree as follows. If the root r of T is a \union" node, add two new \complement" nodes r 1 and r 2 into T, make r a child of r 1 and r 1 a child of r 2 so that r 2 is the new root. (If r is a \complement" node, skip this step). Then merge each \union" node and its parent (which is a \complement" node) into a single node. Finally, label the nodes of T so that De nition 1 (a) holds. The most important property of this representation is as follows 9]:
Property of Cotree: Let G = (V; E) be a cograph and T be the cotree constructed as above. For any x; y 2 V , (x; y) 2 E i lca T (x; y) is a 1-node. Fig. 1 If the root r of T has at least two children then G is connected. If r has only one 0-node child, then G is disconnected. If r has only one leaf child x, then G consists of a single vertex x . Fig 1 shows a cograph G and its cotree T. The following theorem is well-known. Theorem 1 9, 11]: G is a cograph i G has a cotree representation T. Moreover, the cotree representation is unique up to the permutation of the children of the internal nodes of T. 2
From the property of cotree, it's not hard to prove the following: Lemma 2 15] : Let G be a cograph with cotree T.
(1) u t v (u f v, respectively) i p T (u) = p T (v) is a 1-node (0-node, respectively).
(2) For each 1-node , Leaf( ) is a t class. For each 0-node and each x 2 Leaf( ), the singleton set fxg is a t class.
(3) For each 0-node , Leaf( ) is a f class. For each 1-node and each x 2 Leaf( ), the singleton set fxg is a f class. 2 For example, the f classes of the graph G shown in Fig 1 are: fd; e; fg; fcg; fag and fbg. The t classes of G are: fa; bg; fcg; fdg; feg and ffg.
Contracting Cotree
The basic idea of our cograph recognition algorithm is as follows. Given a graph G, the algorithm deletes some vertices from G to form a subgraph G 0 with the following properties: (a) jG 0 j cjGj for some constant c < 1. (b) G is a cograph i G 0 is a cograph. (c) If G 0 is a cograph with cotree T 0 , the cotree T of G can be constructed from T 0 easily.
The algorithm is recursively applied to G 0 . If G 0 is not a cograph, G is rejected. If G 0 is a cograph, the recursive call returns the cotree T 0 of G 0 . Then the cotree T of G is constructed from T 0 .
The problem is how to construct G 0 . Our method is developed along the following line: Assume G is a cograph with cotree T. We rst de ne two operations Trim-tree and Cut-tree. These operations can be applied to T to produce a cotree T 0 such that jT 0 j cjTj. We then de ne two operations Trim-graph and Cut-graph that, when applied to G, produce a new cograph G 0 corresponding to T 0 . Then we show Trim-graph and Cut-graph operations can be applied to any graph G to produce a new graph G 0 satisfying the three requirements listed above. In this section we discuss the Trim-tree and Cut-tree operations.
De nition 2: Let T be a cotree. Let be an internal node and Q = Leaf( ) with jQj > 1. Let q 2 Q. Trim(T; q; Q) is the cotree obtained from T as follows: If is a tip node then delete all nodes in Q and relabel by q. If is a non-tip node then delete all nodes in Q ? fqg.
De nition 3: Let T be a cotree. Trim-tree(T) is the cotree obtained from T as follows. For each internal node with jLeaf( )j > 1, select q 2 Leaf( ) and perform Trim(T; q; Leaf( )).
An internal node of T is special if has exactly one leaf child and exactly one non-leaf child. A trail of T is a sequence f 1 ; 2 ; : : :; l g of special nodes such that i = p T ( i?1 ) for 1 < i l. A chain of T is a maximal trail C = f 1 ; 2 ; : : :; l g such that 1 is a 0-node and l is a 1-node.
(Note that l must be even.) The length of C is l. Lemma 3: Let T 0 be the cotree obtained by performing the Trim-tree and Cut-tree operations on a cotree T. Then jL(T 0 )j 17 18 jL(T)j. Proof: We assume the root r of T has at least two children. If not, delete r and apply the following arguments to the resulting tree. Partition L(T) into two subsets: X consists of the leaf nodes that do not belong to any trail. Y consists of the leaf nodes that belong to a trail. Each of X and Y is further partitioned into two subsets as follows: L 1 = fu 2 X j p T (u) has at least two leaf childreng. L 2 = fu 2 X j p T (u) has exactly one leaf childg. L 3 = fu 2 Y j u belongs to a maximal trail of length 5g. L 4 = fu 2 Y j u belongs to a maximal trail of length 6g.
Let T 1 be the tree obtained from T by replacing each maximal trail C and the leaf nodes belonging to C by a single edge. Let T 2 be the tree obtained from T 1 as follows: For each non-tip internal node x of T 1 with at least two leaf children, insert a new node x 0 between x and its leaf children. Note that L(T 1 ) = L(T 2 ) = L 1 L 2 . Let A be the set of tip nodes of T 2 and B be the set of non-tip internal nodes of T 2 . (Fig 2c shows the tree T 2 obtained from the cotree T shown in Fig 2a. The maximal trial consisting of the nodes f ; 1 ; 2 ; 3 ; 4 g and the children of these nodes are deleted from T and replaced by a single edge ( ; ). A new node 0 is inserted between the node and its children. In T 2 , A = f ; ; 0 g and B = fr; g.) Each node in B has at most one leaf child and at least two internal node children. This implies jBj jAj.
Since each node in A has at least two leaf children, and every leaf node in L 1 is a child of a node in A, we have 2jAj jL 1 j.
Since each leaf node in L 2 is a child of a node in B and each node in B has at most one leaf child, we have jL 2 j jBj jAj jL 1 j=2.
We next bound jL 3 j. Each maximal trail of T corresponds to an edge between two internal nodes of T 1 . So the number of maximal trails of T is bounded by the number of internal nodes of T 1 . Since each node in L 3 belongs to a maximal trail of length at most 5, jL 3 j is at most 5 times the number of internal nodes of T 1 . Therefore jL 3 j is at most 5 times the number of leaf nodes of T 1 (since each internal node of T 1 has at least two children). Thus we have jL 3 j 5(jL 1 j + jL 2 j).
After performing the Trim-tree and Cut-tree operations on T, some nodes in L 1 are deleted by the Trim-tree operation and the number of remaining nodes is equal to the number of tip nodes of T 2 . Namely jL 0 1 j = jAj. Some nodes in L 4 are deleted by the Cut-tree operation. It is easy to see at least one third of the nodes in L 4 are deleted by the Cut-tree operation. (The worst case is a line of length 6 and two nodes are deleted). Thus jL 0 4 j 2jL 4 j=3.
From the discussion above, we have: jL(T)j = jL 1 j + jL 2 j + jL 3 j + jL 4 j (1) jL(T 0 )j = jL 0 1 j + jL 0 2 j + jL 0 3 j + jL 0 4 j jAj + jL 2 j + jL 3 j + 2jL 4 j=3
(2) Consider the quotient jAj+jL 2 j+jL 3 j jL 1 j+jL 2 j+jL 3 j jL 1 j=2+jL 2 j+jL 3 j jL 1 j+jL 2 j+jL 3 j . Let f(t) = jL 1 j=2+t jL 1 j+t where t = jL 2 j + jL 3 j. It's easy to show f(t) is an increasing function. Since jL 2 j+jL 3 j jL 2 j+5(jL 1 j+jL 2 j) = 5jL 1 j+6jL 2 j 8jL 1 j, f(t) f(8jL 1 j) = 17 18 . Combined with (1) and (2), we get jL(T 0 )j 17 18 jL(T)j. 2
We next de ne two operations UnTrim and UnCut which are the \inverses" of the operations
Trim and Cut, respectively.
De nition 6: Let T be a cotree, q be a leaf node and = p T (q). Let Q be a set such that Q \ L(T) = fqg. UnTrim t (T; q; Q) (UnTrim f (T; q; Q), respectively) is the cotree obtained from T as follows: If is a 1-node (0-node, respectively) then for each x 2 Q ? fqg add a new leaf child x to . If is a 0-node (1-node, respectively) then delete q; add a new 1-node (0-node, respectively)
, make a child of and for each x 2 Q add a new leaf child x to . De nition 7: Let T be a cotree and u 1 ; u l be two leaf nodes of T such that 1 = p T (u 1 ) is a 0-node, l = p T (u l ) is a 1-node and l = p T ( 1 ). Let L = fu 1 ; u 2 ; : : :; u l g be a set such that l is even and L \ L(T) = fu 1 ; u l g. UnCut(T; L) is the cotree obtained from T as follows. Add a sequence of new nodes 2 ; : : :; l?1 between 1 and l . Label k 's (2 k l ? 1) so that the 0-nodes and 1-nodes alternate on the path f 1 ; 2 ; : : :; l g. For each 2 k l ? 1, add a leaf child u i to i .
Contracting Graphs
In this section we de ne the operations on a graph G that correspond to the e ects of the Trimtree and Cut-tree operations on T. The operation corresponds to Trim-tree is easy. By the property of cotree, it's straightforward to prove the following:
Lemma 4 Proof: (1) Let T be the cotree of G. By Lemma 2, the collection fLeaf( ) j is an internal node of T and jLeaf( )j > 1g is the class partition (G) which is clearly valid.
(2) Suppose G is a cograph with cotree T. The elements of (G) are disjoint t or f classes. By repeated applications of Lemma 4, it can be shown T 0 = Trim-tree(T) is a cotree of G 0 . Hence G 0 is a cograph. Conversely, suppose G 0 is a cograph with cotree T 0 . Let T be the cotree obtained from T 0 by performing UnTrim t (T 0 ; q i ; Q i ) for each t class Q i 2 (G) and UnTrim f (T 0 ; r j ; R j ) for each f class R j 2 (G). By repeated applications of Lemma 4, it can be shown T is a cotree of G. Hence G is a cograph. 2 We next investigate the operation on a graph that corresponds to the Cut operation. Let G be a cograph with cotree T. Let f 1 ; 2 ; 3 ; 4 g be a chain of T and u i be the leaf child of i (1 i 4). The following de nition is motivated by the relationships of the neighborhoods of u i 's in G.
De nition 9: Let G = (V; E) be a graph. Let u 1 ; u 2 ; u 3 ; u 4 be four vertices of G. (1) Proof: (1) was proved in 15]. (2) and (3) immediately follow from (1) . (4) immediately follows from (2) and the property of cotree. 2 Let G = (V; E) be a graph. A set L = fu 1 ; : : :; u l g V , where l is even and 4, is called a contractable sequence i fu i ; u i+1 ; u i+2 ; u i+3 g is a 4-twin for each odd i l ? 3. Lemma 7: Let G = (V; E) be a graph and L = fu 1 ; : : :
Suppose L is a contractable sequence of G. Then G is a cograph with cotree T i G 1 is a cograph with cotree T 1 such that 1 = p T 1 (u 1 ) is a 0-node, l = p T 1 (u l ) is a 1-node, and l = p T 1 ( 1 ), where T and T 1 are related by T 1 = Cut(T; L) and T = UnCut(T 1 ; L).
Proof: Suppose l = 2k. The proof is by induction on k. First consider the base case k = 2. Suppose G is a cograph with cotree T. Since L = fu 1 ; u 2 ; u 3 ; u 4 g is a 4-twin, T 1 = Cut(T; L) can be constructed by Lemma 6 (2). For any x; y 2 V ? fu 2 ; u 3 g, lca T (x; y) = lca T 1 (x; y). Thus (x; y) is an edge in G 1 i (x; y) is an edge in G i lca T (x; y) is a 1-node i lca T 1 (x; y) is a 1-node. So T 1 is a cotree of G 1 and G 1 is a cograph. By the de nition of the Cut operation, p T 1 (u 1 ) = p T (u 1 ) is a 0-node, p T 1 (u 4 ) = p T (u 4 ) is a 1-node, and p T 1 (u 4 ) is the parent of p T 1 (u 1 ) in T 1 .
Suppose G 1 is a cograph with cotree T 1 such that p T 1 (u 1 ) is a 0-node, p T 1 (u 4 ) is a 1-node, and p T 1 (u 4 ) is the parent of p T 1 (u 1 ) in T 1 . Then T = UnCut(T 1 ; L) can be constructed. For any x; y 2 V ? fu 2 ; u 3 g, lca T (x; y) = lca T 1 (x; y). Thus (x; y) is an edge in G i (x; y) is an edge in G 1 i lca T 1 (x; y) is a 1-node i lca T (x; y) is a 1-node. In order to show T is a cotree of G, we need to show for fx; yg \ fu 2 ; u 3 g 6 = ;, (x; y) is an edge of G i lca T (x; y) is a 1-node. Case 1: x = u 2 and y = u 3 . In this case, lca T (u 2 ; u 3 ) = p T (u 3 ) is a 0-node. On the other hand, u 2 2 N(u 1 ) ? N(u 3 ) implies (u 2 ; u 3 ) 6 2 E.
Case 2: x 6 2 fu 2 ; u 3 g and y = u 3 . Case 2a: x 2 L(T( 1 )) (Fig 4a) . Then lca T (x; u 3 ) = p T (u 3 ) = 3 is a 0-node. If x = u 1 then u 1 6 2 N(u 1 ) and N(u 3 ) N(u 1 ) implies (u 1 ; u 3 ) 6 2 E. Suppose x 6 = u 1 . Since lca T 1 (x; u 1 ) = 1 is a 0-node, (x; u 1 ) is not an edge in G 1 . So (x; u 1 ) is not an edge in G and x 6 2 N(u 1 ). Since N(u 3 ) N(u 1 ), we have x 6 2 N(u 3 ). Hence (x; u 3 ) 6 2 E. (Fig 4b) . Suppose lca T (x; u 3 ) is a 1-node. Since lca T 1 (x; u 1 ) = lca T (x; u 3 ) is a 1-node, (x; u 1 ) is an edge in G 1 . So (x; u 1 ) is also an edge in G and x 2 N(u 1 ). Since N(u 1 ) ? N(u 3 ) = fu 2 g and x 6 = u 2 , we have x 2 N(u 3 ) and (x; u 3 ) 2 E. Suppose lca T (x; u 3 ) is a 0-node. Since lca T 1 (x; u 1 ) = lca T (x; u 3 ) is a 0-node, (x; u 1 ) is not an edge in G 1 . Hence (x; u 1 ) is not an edge in G and x 6 2 N(u 1 ). Since N(u 3 ) N(u 1 ), we have x 6 2 N(u 3 ) and (x; u 3 ) 6 2 E.
Case 3: x = u 2 and y 6 2 fu 2 ; u 3 g. Similar to case 2, we can show (u 2 ; y) 2 E i lca T (u 2 ; y) is a 1-node.
Thus T is a cotree of G and G is a cograph. This completes the proof for the base case. The induction step follows from the following easily proven claims: (a) If L is a contractable sequence of G, then L 0 = fu 1 ; u 2 ; u 3 ; u 4 g is a contractable sequence of G and L 00 = L?fu 2 ; u 3 g is a contractable sequence of G 0 = G ? fu 2 
Let F be a directed forest (the edges are directed toward the roots of the subtrees). A vertex v of F is a branch vertex if v has at least two incoming arcs. A walk of F is a maximal directed path P in F such that: (1) the starting vertex of P is either a branch vertex or a vertex with indegree 0; and (2) the end vertex of P is either a branch vertex or a vertex with outdegree 0. The walk decomposition of F, denoted by WD(F), is the set of all walks of F. 
Recognition Algorithm
We are now ready to present our cograph recognition algorithm Test. The algorithm takes two parameters: The rst one is the input graph G. The second one is an integer depth used to control the recursion depth. On a graph G of n vertices, the algorithm is invoked by Test(G; dlog 18=17 ne). In order to implement Step 3, we need to nd all 4-twins of G. This is the most di cult part of the implementation. We break it into several easier problems. Three vertices fu; v; wg are called a triple of G if ?(u) ?(w) and ?(w) ? ?(u) = fvg. We rst discuss how to nd the triples of G. For each w 2 V , we want to nd u (if it exists) such that fu; v; wg is a triple for some v. If fu; v; wg is a triple, then ?(u) ?(w). This implies u 2 N(w). So we only need to search the neighbors of w for u. Lemma End.
The steps (1) and (2) Step 4: The Trim-graph and Cut-graph operations simply delete some vertices from G and can be done in O(log n) time with O(n + m) processors.
Steps 7 A graph G = (V; E) is called a complete k-partite graph if V can be partitioned into k disjoint subsets V 1 ; : : :; V k such that no two vertices in the same V i are adjacent and for any u 2 V i and v 2 V j with i 6 = j, (u; v) 2 E. We will always assume jV 1 j jV 2 j ; : : :; jV k j.
Lemma 12: Let G = (V; E) be a complete k-partite graph with partition V 1 ; : : :; V k . Let n i = jV i j (1 i k) and n = P k i=1 n i . Suppose n i n i+1 for 1 i < k. If n 1 n ? n 1 , then G has a nearly perfect matching M (if n is odd, the M-unsaturated vertex can be taken from V 1 ). Moreover, M can be constructed in O(log n) time with O(n) processors.
Proof: If n is odd, we delete a vertex in V 1 from G. It's easy to show the conditions of the lemma still hold. So we assume n is even and construct a perfect matching M of G in three stages.
Stage 1: De ne s j = P k i=j n i (for 1 j k) and s k+1 = 0. De ne t j = P j?1 i=1 (n i ? n j ) (for 1 j k) and t k+1 = n. In Fig 5a, the ith vertical line represents the set of the vertices in V i . t j is the number of vertices in the region T j and s j is the number of vertices in the region S j . The values of t j 's increase from t 1 = 0 to t k+1 = n. The values of s j 's decrease from s 1 = n to s k+1 = 0. Let j be the largest index such that t j < s j . (Hence t j+1 s j+1 ). Note that n 1 n ? n 1 = n 2 + : : : + n k implies n 1 ? n 2 < n 2 + : : : + n k . Thus t 2 < s 2 and j 2.
T, n(x)'s for all nodes x of T can be computed in O(log n) time with O(n) processors be using tree contraction method. Then n(x) can be computed in O(1) time with O(n) processors. For each internal node with children 1 ; : : :; k , rename the indices so that n( 1 ) n( 2 ) ; : : :; n( k ).
We will compute (x), D(x) and M(x) for each node x of T. The algorithm is a bottom-up computation on T. For 
Case 2: is a 1-node. For any 1 i; j k, G( i ) and G( j ) are completely connected. Namely for any vertex u in G( i ) and v in G( j ), (u; v) 2 E. From these discussions, the value of ( ) for all nodes of T can be computed in O(log n) time with O(n) processors by using the tree contraction algorithm. After ( )'s have been computed, the sets D( )'s for all nodes of T can be computed in O(log n) time with O(n) processors by using the tree contraction algorithm again 1].
Next we describe how to construct an MM M of G. Let be a 1-node of T. If the case 2a (2b or 2c, respectively) applies to , then is called a type 2a (2b or 2c, respectively) node. Let P( ) be the path in T from to the root r of T. Suppose P( ) = f ; q ; q ; q?1 ; q?1 ; : : :; 1 ; 1 g, where i 's are 0-nodes and i 's are 1-nodes and 1 = r. is called an active node i : (1) i is the rst child of i for 1 i q; and (2) no i in P( ) is a type 2a node. Each active node is charged to construct a subset of M. Let be an active node and let 1 ; : : :; k be its children. Let V i be the vertex set of G( i ).
If is a type 2a node, constructs a nearly perfect matching in the complete k-partite graph induced by V 1 ; : : :; V k .
If is a type 2b node, constructs a nearly perfect matching in the complete k-partite graph induced by the sets V 0 1 = D( 1 ) U 0 ; V 2 ; : : :; V k , where D( 1 ) has been computed and U 0 is a set of 2t dummy vertices as discussed in the case 2b.
If is a type 2c node, constructs a matching that matches each vertex in V 2 ; : : :; V k to a vertex in D( 1 ) ? D( ).
Since there are O(n) processors, we can assign each active node enough processors so that its task can be carried out in O(log n) time via Lemma 12. After this is done, some edges in the matchings constructed by the type 2b active nodes have to be adjusted in order to eliminate the dummy vertices. This can be done in O(log n) time with O(n) processors by using the tree contraction algorithm again. In summary, we have: We rst describe an interpretation of the PR. Consider an n n grid. Let = f (1); : : :; (n)g be a PR of a permutation graph G = (V; E). For each i (1 i n), plot the vertex i at the grid point P(i) = (i; (i)). We will say i is the x-coordinate and (i) is the y-coordinate of the vertex i. Then (i; j) 2 E i either P(i) is located to the north-west of P(j) or P(j) is located to the north-west of P(i). If we can plot the vertices of G on the grid with this property, the PR of G can be easily obtained.
Let G = (V; E) be a cograph with cotree T. We plot the vertices of G on an n n grid. For each node of T, the vertices of G( ) are plotted on an n( ) n( ) square region R( ) on the grid, where n( ) is the number of vertices in G( ). We represent R( ) by x 1 ( ); y 1 ( ); x 2 ( ); y 2 ( )] where (x 1 ( ); y 1 ( )) is the lower-left corner and (x 2 ( ); y 2 ( )) is the upper-right corner of R( ).
The algorithm is a top-down computation on T. For the root r of T, since we will plot the graph G = G(r) on the entire grid, let R(r) = 1; 1; n; n]. Consider an internal node with children 1 ; : : :; k . Suppose R( ) = x 1 ( ); y 1 ( ); x 2 ( ); y 2 ( )] has been computed, we describe how to compute R( i ) = x 1 ( i ); y 1 ( i ); x 2 ( i ); y 2 ( i )] for each 1 i k.
Case 1: is a 0-node. Since the subgraphs G( i )'s are pairwise disconnected, the squares R( i )'s are placed on the grid running from the south-west to the north-east (Fig 7a) . Therefore R( i ) can be computed by using the following formulas:
x 1 ( i ) = x 1 ( ) + P i?1 j=1 n( j ); y 1 ( i ) = y 1 ( ) + P i?1 j=1 n( j ); x 2 ( i ) = x 1 ( ) + P i j=1 n( j ) ? 1; y 2 ( i ) = y 1 ( ) + P i j=1 n( j ) ? 1.
Fig 7
Case 2: is a 1-node. Since the subgraphs G( i )'s are completely connected to each other, the squares R( i )'s are placed on the grid running from the north-west to the south-east (Fig 7b) . Therefore R( i ) can be computed by using the following formulas:
x 1 ( i ) = x 1 ( ) + P i?1 j=1 n( j ); y 1 ( i ) = y 1 ( ) + P k j=i+1 n( j ); x 2 ( i ) = x 1 ( ) + P i j=1 n( j ) ? 1; y 2 ( i ) = y 1 ( ) + P k j=i n( j ) ? 1. This gives the following algorithm for constructing a PR for cographs.
Algorithm 3: Permutation representation
(1) Compute n( ) for each node of T. (2) For each internal node with children 1 ; : : :; k , calculate the pre-sum and the post-sum of the sequence fn( 1 ); : : :; n( k )g.
(3) Assign the root r of T the value R(r) = 1; 1; n; n]. Assign the internal nodes of T the operators as de ned above. Perform the top-down tree contraction algorithm 1] to T. Each leaf node u of T receives a value R(u) = x 1 (u); y 1 (u); x 2 (u); y 2 (u)]. Note that x 1 (u) = x 2 (u) and y 1 (u) = y 2 (u). This means the vertex u is plotted at the grid point (x 1 (u); y 1 (u)).
(4) De ne a permutation such that (x 1 (u)) = y 1 (u) for each u 2 V . is a PR of G.
End. 
Depth First Spanning Tree
Let G = (V; E) be a connected graph and H be a spanning tree of G rooted at r 2 V . A non-tree edge (u; v) 2 E is called a cross edge if u and v are not related in H. H is a depth rst spanning tree (DFST) of G if there exist no cross edges. The DFST problem is as follows: Given G and a vertex r 2 V , construct a DFST of G rooted at r. We show DFST problem can be solved e ciently for permutation graphs, assuming the permutation representation is given.
Let G be a permutation graph. Consider the grid drawing R of G. Let l = bn=2c. Draw a horizontal line with y-coordinate l + 0:5 and a vertical line with x-coordinate l + 0:5. These two lines divide R into four regions R 1 ; R 2 ; R 3 ; R 4 (Fig 9) . Let n i (1 i 4) be the number of vertices in R i . The following simple observation is crucial to our algorithm: Because n 1 + n 2 = n 1 + n 3 = l, we must have n 2 = n 3 . Since each vertex in R 2 is adjacent to every vertex in R 3 , we can construct a cycle C consisting of all vertices in R 2 and R 3 , where the vertices of C alternate between R 2 and R 3 . Moreover if C is removed from G, the graph becomes disconnected and each connected component has at most n=2 vertices (since each of them consists of vertices either in R 1 or R 4 ).
Fig 9
The following algorithm solves the DFST problem for permutation graphs.
Algorithm 4: Depth First Spanning Tree (1) Construct the cycle C consisting of the vertices in R 2 and R 3 as described above.
(2) Find a path P 1 from the speci ed root r to a vertex z on C. (If r is on C then z = r and P 1 = ;.) Let x be a vertex such that (x; z) is an edge of C. Let P = P 1 (C ? f(x; z)g). P is a path of G. Number the vertices of P as fp 1 ; p 2 ; : : :; p t g starting at r = p 1 . It is easy to verify that the tree T constructed in Step 6 has no cross edges and hence is a DFST of G. We next discuss the implementation of Algorithm 4. Let = f (1); (2); : : :; (n)g be a permutation representation of G.
Step 1: Clearly, R 2 = fi j 1 i l and (i) > lg and R 3 = fi j l < i n and (i) lg, where l = bn=2c. Both R 2 and R 3 can be identi ed from in O(1) time with O(n) processors. Suppose R 2 = fu 1 ; : : :; u s g where the x-coordinate of u i 's is increasing. Suppose R 3 = fv 1 ; : : :; v s g where the x-coordinate of v j 's is increasing. C = fu 1 ; v 1 ; u 2 ; v 2 ; : : :; u s ; v s g can be constructed in O(1) time with O(n) processors.
Step 2: We assume the root r is in the region R 1 . Other cases are similar. By using the algorithm in 7], we can nd a spanning tree T 0 of G rooted at r in O(log n) time with O(n) processors. Compute the distance of each vertex x to r in T 0 . This takes O(log n) time with O(n) processors. Let z be a vertex of C whose distance to r is minimum among all vertices of C. Suppose z is in R 2 (the other case is similar). Let y be the parent of z in T 0 . Let P 1 be the path in T 0 from r to y. Clearly (y; z) 2 E implies (y; u 1 ) 2 E. Thus the vertices of the path P can be numbered in the order r = p 1 ; p 2 ; : : :; p l = y; u 1 ; v 1 ; u 2 ; v 2 ; : : :; u s ; v s . This can be done in O(logn) time with O(n) processors. For each x 2 P, let index(x) denote the index of x in this numbering.
Step 3: Delete the entries in corresponding to the vertices of P. Renumber the remining entries in so that it is a permutation 0 : f1; : : :; jG 0 jg ! f1; : : :; jG 0 jg. 0 is a permutation representation of G 0 . Using 0 , the connected components of G 0 and the permutation representation of each connected component can be found in O(log n) time with O(n) processors 7] .
Step 4: We need to nd the vertex p k i and q i for each connected component G i of G 0 . For each vertex z 2 V ? P, de ne buddy(z) to be the vertex in P that is adjacent to z and has maximum index. We describe the computation of buddy(z) for z 2 R1. The case z 2 R 4 is similar.
Let buddy 1 (z) denote the neighbor of z that is in the path P 1 and has maximum index. Let buddy 2 (z) (buddy 3 (z), respectively) denote the neighbor of z that is in R 2 (R 3 , respectively) and has maximum index. In order to nd buddy(z), we compute buddy i (z) for i = 1; 2; 3 and pick the one with the largest index.
The computation of buddy 2 (z) is easy: Let j be the largest integer such that the x-coordinate of u j 2 R 2 is less than the x-coordinate of z. Then buddy 2 (z) = u j . This can be done in O(log n) time with one processor by binary search.
The computation of budda 3 (z) is slightly more complex. Consider a vertex v i 2 R 3 . If there is a vertex v i 0 2 R 3 such that i < i 0 and the y-coordinate of v i is larger than the y-coordinate of v i 0 , then v i cannot be buddy(z) for any z 2 R 1 . This is because (z; v i ) 2 E implies (z; v i 0 ) 2 E and index(v i ) < index(v i 0 ). Let W = fw 1 ; : : :; w t g be the subsequence of fv 1 ; : : :; v s g such that for each w i , no vertex in R 3 is located to the south-east of w i . In order to nd buddy 3 (z), we only need to consider the vertices in W. W is a sequence of vertices running from the south-west to the northeast in R 3 (Figure 11a) . By using the post-sum algorithm on the sequence of the y-coordinates of fv 1 ; : : :; v s g with \min" operator, W can be computed in O(logn) time with O(n) processors. After this pre-processing is done, let i be the largest integer such that the y-coordinate of w i is less than the y-coordinate of z. Then buddy 3 (z) = w i . This can be done in O(log n) time with one processor by binary search. Figure 11 Next we consider the computation of buddy 1 (z). The path P 1 is obtained from the spanning tree T 0 constructed by using the algorithm in 7] . This path have the following property 7]: Let P 0 1 = fp 1 ; p 3 ; : : :g be the subsequence of P 1 containing the vertices with odd indices. Let P 00 1 = fp 2 ; p 4 ; : : :g be the subsequence of P 1 containing the vertices with even indices. Then P 0 1 is a sequence of vertices running from the south-west to the north-east. P 00 1 is also a sequence of vertices running from the south-west to the north-east. The relative position of the vertices in P 1 is shown in Fig 11b 7] . By using the method described in the last two paragraphs, we can nd the vertex in P 0 1 that is adjacent to z and has the maximum index and the vertex in P 00 1 that is adjacent to z and has largest index. Then buddy 1 (z) is the one with larger index.
Thus we can nd buddy(z)'s for all z in O(logn) time with O(n) processors. Then for each connected component G i , the vertex q i and p k i can be found in O(log n) time with O(n) processors.
Step 5 is recursive call.
Step 6 takes O(1) time with O(n) processors. This completes the discussion of the implementation. Since each iteration of the algorithm takes O(logn) time with O(n) processors and the recursion depth is O(log n), we have:
Theorem 15: Let G be a permutation graph given by the permutation representation. The depth rst spanning tree of G can be constructed in O(log 2 n) time with O(n) processors. 
