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ABSTRACT
The ubiquitous availability of high-dimensional data such as images and
videos has generated a lot of interest in high-dimensional data analysis. One
of the key issues that needs to be addressed in real applications is the pres-
ence of large-magnitude non-Gaussian errors. For image data, the problem of
deformations or domain transformations also poses interesting challenges. In
this thesis, we harness recent advances in low-rank matrix recovery via con-
vex optimization techniques to solve real problems in computer vision. This
thesis also provides some theoretical analysis that extends existing results to
new observation models.
Low-rank matrix approximations are a popular tool in data analysis. The
well-known Principal Component Analysis (PCA) algorithm is a good exam-
ple. Recently, it was shown that low-rank matrices can be recovered exactly
from grossly corrupted measurements via convex optimization. This frame-
work, called Principal Component Pursuit (PCP), constitutes a powerful tool
that allows us to handle corrupted measurements and even missing entries in
a principled way. In this thesis, we extend existing theoretical results to the
case when a large majority of the entries of the matrix are badly corrupted.
On the application side, we first briefly look at the image formation model
that naturally gives rise to a low-rank matrix structure, and see how PCP can
be used effectively in the photometric stereo problem. We then extend the
existing PCP framework in a non-trivial fashion to effectively handle domain
transformations in images. The proposed ideas are used to align multiple
images simultaneously with one another, as well as to represent structured
and symmetric textures in a novel way that is invariant to deformations. In
addition to achieving excellent performance on real data, these methods are
potentially very useful for other vision tasks like 3D structure recovery for
urban images, automatic camera calibration, etc.
Finally, we provide some theoretical guarantees for the new observation
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model encountered in the aforementioned applications. In particular, we
show that under some conditions it is possible to recover most low-rank
matrices even when a small linear fraction of their entries has been badly
corrupted and, furthermore, when only linear measurements of the corrupted
matrix are available. Besides being one of the first theoretical results for this
case, this dissertation opens up many exciting avenues for future research in
this direction.
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The recent spurt in the availability of high-dimensional data (photos, videos,
gene expression data, etc.) presents new challenges to data analysis. Con-
ventional statistical analysis techniques are ill-suited for this scenario for a
very fundamental reason, popularly called “the curse of dimensionality.” The
problem is that more often than not the number of data samples available is
much smaller than the dimensionality of the data itself. Hence, meaningful
inference is possible only if the data have low intrinsic complexity. Fortu-
nately, this is the case with most real applications. For instance, individual
frames in a video are highly correlated with one another. Even when the data
does not strictly follow a low-dimensional model, it is desirable to find such
an approximation since it is impractical to handle these massive amounts
of data. In addition to offering a direct way to compress large amounts of
data for efficient storage, the low-dimensional representations offer us valu-
able insight into the intrinsic structure (or semantics) of high-dimensional
data.
Linear correlation models are very popular in a variety of areas, includ-
ing information retrieval, collaborative filtering, computer vision, etc. This
model assumes that the feature vectors of similar signals exhibit high lin-
ear correlation, while those of dissimilar ones show very little correlation.
Although this model appears very simplistic, it has been found adequate
to model many different types of real-world data. Supposing that the data
signals are arranged as columns of a matrix (called the data matrix), then
the linear correlation model reduces to a low-rank model. Thus, we are now
left with the problem of finding a good low-rank representation of the data
matrix. This model has been successfully exploited by the classical Prin-
cipal Component Analysis (PCA) algorithm [1, 2], which is arguably the
most widely used tool in data analysis at present. Latent Semantic Indexing
(LSI) is yet another popular data analysis technique that relies on computing
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low-rank approximations.
Besides the small number of data samples, another major problem with
real data is the presence of large magnitude errors, and irrelevant or even
missing measurements. These errors are particularly relevant to image and
video data due the presence of occlusions or photometric anomalies (like
specularities, shadows, etc.). These errors corrupt only a part of the data,
albeit very badly. These errors are far from the Gaussian noise that most
conventional least-squares methods assume. For instance, the PCA estimate
can be made very inaccurate by corrupting just a small fraction of the entries
in the data matrix. Hence, there is a real requirement to develop data analysis
tools that are in some sense robust to such errors.
Recently, there has been a flurry of work in high-dimensional statistics and
convex optimization that suggests that efficient recovery of sparse vectors or
low-rank matrices from corrupted observations is possible under quite general
conditions [3, 4, 5, 6, 7, 8, 9]. The surprising fact is that these new techniques
work better as the dimensionality of the data grows higher, largely due to
measure concentration in high-dimensional spaces. This phenomenon has
been dubbed “the blessing of dimensionality.”
Images are one of the most widely available sources of high-dimensional
data. It is evident that there is a need to develop efficient tools to analyze
image data since the typical size of a digital image is a few million pixels,
and the number of images available on the internet is the on the order of a
few billion! However, the fundamental issues in computer vision are largely
unchanged over the past decades. Suppose that we consider the problem of
analyzing a set of images of a single object. The key issues that need to be
handled are
• Difference in illumination conditions
• Domain transformations (or change in viewpoint)
• Occlusions, shadows, specularities, etc.
While each of the above issues may be handled individually by conventional
techniques, it is often the case in real applications that all of them are handled
simultaneously.
Most conventional computer vision techniques rely strongly on feature-
point descriptors. These descriptors basically detect “special” points or re-
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gions in an image that in some sense are meant to capture all the essential
invariant information in it. The problem is that these feature points are
often non-intuitive to the human eye, and so their purpose is less clear. On
a more practical level, these descriptors are vulnerable to noise and other
forms of corruptions, and hence, their utility in real applications is some-
what questionable. Our goal in this thesis is to develop holistic techniques
that can not only take care of the issues listed earlier, but do so using the
raw pixels in the images themselves. The intuitive reasoning for this choice
is that the pixels in natural images exhibit a high degree of redundancy, and
this property could very well be exploited for error correction. Besides, doing
away with any pre-processing of the images eliminates some free parameters
from the overall algorithm.
In this dissertation, we develop holistic solutions for some problems in
computer vision using the recent developments in low-rank matrix recovery
techniques. In particular, we focus on a newly developed tool for low-rank
matrix recovery called the Principal Component Pursuit (PCP) [3]. The
basic idea of PCP is that, given a matrix that was originally constructed as
the sum of a low-rank and a sparse matrix, we can recover the constituent
matrices exactly by solving a specific convex program. We develop the ideas
in this thesis in the following manner. First, we identify computer vision
problems that can be reformulated as low-rank matrix recovery problems.
Secondly, we customize PCP in a non-trivial fashion to fit our application.
Finally, we provide some theoretical analysis to provide some performance
guarantees for the algorithms proposed in this thesis.
Organization and summary of main contributions This thesis can
be divided into three parts. The first part introduces the basic mathematical
tools used extensively in the thesis. The second part describes how these
tools can be customized and used to formulate algorithms for three specific
problems in computer vision, namely photometric stereo, batch image align-
ment, and texture rectification. The third part provides some theoretical
justification for the algorithms developed in the second part.
In Chapter 2, we consider the problem of recovering a low-rank matrix L0
from corrupted observations of the form D = L0 + S0, where S0 is a sparse
error matrix. We introduce a recently developed tool called Principal Com-
ponent Pursuit (PCP) to recover L0 exactly using a convex program. The
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best known performance guarantee for PCP in the literature states that un-
der quite general conditions, L0 can be recovered exactly even if the number
of non-zero entries in S0 is a small linear fraction of the total size of the
matrix, provided that rank(L0) is small enough. We extend this result to
show that under very similar assumptions, recovery is possible even when S0
is not very sparse.
In Chapter 3, we consider the fundamental problem of calibrated photo-
metric stereo. The basic problem is to infer the surface normal map of an
object given multiple images of it taken under different lighting conditions.
We recast this problem as one of low-rank matrix recovery and show that
it is a natural fit to the PCP framework. We develop an efficient and scal-
able convex optimization algorithm to solve the problem, and test it on both
artificial and real image data. We compare it against some existing tech-
niques and find that our approach achieves excellent results. Furthermore,
we also show how the output of our algorithm can be used to identify various
photometric factors in the input images.
In Chapter 4, we consider the problem of batch image alignment. In Chap-
ter 3, the most restrictive assumption about the input images is that they are
perfectly aligned to each other at the pixel level. We now remove this restric-
tion and deal with the more realistic scenario where the images are slightly
misaligned to each other. We provide a novel solution to aligning the images
by incorporating domain transformations into the PCP framework. The re-
sulting algorithm involves solving a sequence of convex programs, instead of
just one. This can be attributed to the fact that domain transformations
introduce non-linearity (or non-convexity) into the problem. We call our al-
gorithm Robust Alignment by Sparse and Low-rank decomposition (RASL).
Our algorithm achieves state-of-the-art results on images taken under both
controlled and uncontrolled settings.
In Chapter 5, we deviate slightly from the previous applications in that we
consider single images of man-made textures on planar surfaces. Most man-
made textures have a lot of internal symmetries (reflective, rotational) and
repeated patterns in them. However, depending on the viewpoint, some or all
of these symmetries are typically absent in their images. Then, the problem
is to warp the images to bring back the textures to a symmetrical configura-
tion. We formulate this problem as a low-rank matrix recovery problem in
a novel fashion by looking at images themselves as matrices. Once cast in
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the PCP framework, the approach here follows that of RASL (in Chapter 4)
very closely, save for some minor changes. Since the final representation is
somewhat invariant to domain transformations in the input image, we call
these symmetric textures (and our algorithm) Transform Invariant Low-rank
Textures (TILT). We test our algorithm extensively on a wide range of real
images, and find that the new tool performs extremely well and could poten-
tially be used to develop novel solutions for various other problems such as
3D reconstruction of urban scenes, automatic camera calibration, etc.
In Chapter 6, we provide some theoretical analysis of the tools developed in
Chapters 4 and 5. The problem is that the modifications made to the PCP
framework to fit our applications are non-trivial and, hence, the theoreti-
cal guarantees proved for PCP in literature no longer hold for the modified
versions. We attempt to bridge this gap between theory and practice by
proving theoretical guarantees for one particular modification, namely when
the observation matrix D is given by
D = PQ(L0 + S0),
where PQ is a linear orthogonal projection operator that projects matrices
onto a linear subspace Q. We recall that L0 is a low-rank matrix and S0 is a
sparse matrix. By itself, this modified problem is of theoretical interest since
it answers a crucial question:
How many linear measurements of L0 +S0 do we need to exactly
recover L0 via convex optimization?
However, this problem is of added significance here since we will see that
it provides some of the first known theoretical guarantees to the techniques
developed in this thesis.
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CHAPTER 2
LOW-RANK MATRIX RECOVERY VIA
CONVEX OPTIMIZATION
In this chapter, we briefly introduce some of the recent developments in the
field of low-rank matrix recovery. Furthermore, we present a minor extension
of the existing theoretical results. The mathematical tools and techniques
introduced here will form the basis for all the work presented in this thesis.
2.1 Introduction
The problem of finding and exploiting low-dimensional structure in high-
dimensional data is taking on increasing importance in image, audio and
video processing, web search, and bioinformatics, where datasets now rou-
tinely consist of thousands of vectors in thousand- or even million-dimensional
observation spaces. The curse of dimensionality is in full play here: meaning-
ful inference with limited number of observations requires some assumption
that the data have low intrinsic complexity, e.g., that they are low-rank [1],
sparse in some basis [7], or lie on some low-dimensional manifold [10, 11].
Perhaps the simplest useful assumption is that the observations all lie
near some low-dimensional subspace. This model naturally gives rise to low-
rank matrices since if we stack all the observations as column vectors of a
matrix M ∈ Rm×n, the matrix should be (approximately) low rank. Low-
rank matrix recovery and approximation have been extensively studied lately
for their great importance in theory and applications. The basic problem is
to efficiently compute a matrix of low rank that best approximates a given
matrix. Low-rank matrices arise in many data analysis problems when the
high-dimensional data of interest lie on a low-dimensional linear subspace.
This model has been extensively and successfully used in many diverse areas,
including face recognition [12], system identification [13], and information
retrieval [14], just to name a few.
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Principal Component Analysis (PCA) [2] is arguably the most popular
algorithm to compute low-rank approximations to a high-dimensional data
matrix. Essentially, PCA solves the following optimization problem:
min
L
‖D − L‖ s.t. rank(L) ≤ r, (2.1)
where D ∈ Rm×n is the given data matrix, and ‖ · ‖ denotes the matrix
spectral norm (the largest singular value). The optimal solution to the above
problem is the best rank-r approximation (in an `2 sense) to D [1]. In other
words, PCA offers the optimal solution when the matrix D is corrupted by
i.i.d. Gaussian noise. In addition to theoretical guarantees, the PCA can be
computed stably and efficiently via the Singular Value Decomposition (SVD).
For instance, the rank-r PCA estimate to D above can be computed simply
by computing the SVD of D, and discarding all but the r largest singular
values and the corresponding singular vectors.
One major shortcoming of classical PCA is its brittleness with respect to
grossly corrupted or outlying observations [2]. Gross errors are ubiquitous
in modern applications in imaging and bioinformatics, where some measure-
ments may be arbitrarily corrupted (e.g., due to occlusion or sensor failure)
or simply irrelevant to the structure we are trying to identify. A number
of natural approaches to “robustifying” PCA have been explored in the lit-
erature. These approaches include influence function techniques [15, 16],
multivariate trimming [17], alternating minimization [18], and random sam-
pling techniques [19]. Unfortunately, none of these existing approaches yields
a polynomial-time algorithm with strong performance guarantees.1
In this chapter, we will look at some recently developed techniques to re-
cover low-rank matrices from corrupted and even incomplete observations
under quite general conditions. The proposed approach is not only com-
putationally tractable but also comes with strong theoretical guarantees for
recovery.
1Random sampling approaches guarantee near-optimal estimates, but have complexity
exponential in the rank of the matrix A0. Trimming algorithms have comparatively lower
computational complexity, but guarantee only locally optimal solutions.
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2.2 Principal Component Pursuit (PCP)
Consider an idealized version of the “robust PCA” problem, in which the
goal is to recover a low-rank matrix L0 from highly corrupted measurements
D = L0 +S0. The errors S0 can be arbitrary in magnitude, but are assumed
to be sparsely supported, affecting only a fraction of the entries of D. This
should be contrasted with the classical setting in which the matrix L0 is
perturbed by small (but densely supported) noise. Even a small fraction of
large errors can cause arbitrary corruption in PCA’s estimate of the low rank
structure L0.
Our approach to robust PCA is motivated by two recent, and tightly re-
lated, lines of research. The first set of results concerns the robust solution
of over-determined linear systems of equations in the presence of arbitrary,
but sparse errors. These results imply that for generic systems of equations,
it is possible to correct a constant fraction of arbitrary errors in polynomial
time [8]. This is achieved by employing the `1-norm as a convex surrogate for
the highly-nonconvex `0-norm. A parallel (and still emerging) line of work
concerns the problem of computing low-rank matrix solutions to underdeter-
mined linear equations [20, 21]. One of the most striking results concerns
the exact completion of low-rank matrices from only a small fraction of their
entries [21, 5, 22].2 In matrix completion, a similar convex relaxation is em-
ployed, replacing the highly non-convex matrix rank with the nuclear norm
(or sum of singular values).
Thus, the problem at hand is to recover a low-rank matrix L0 (the principal
components) from a corrupted data matrix D
.
= L0 +S0, where the entries of
S0 can have arbitrary magnitude. Although this problem is intractable (NP-
hard) to solve under general conditions, recent studies have discovered that
certain convex program can effectively solve this problem under surprisingly
broad conditions. The work of [3, 4] has proposed a convex program to
recover low-rank matrices when a fraction of their entries have been corrupted
by errors of arbitrary magnitude, i.e., when the matrix S0 is sufficiently
sparse. This approach, dubbed Principal Component Pursuit (PCP) by [3],
2A major difference between robust PCA and low-rank matrix completion is that here
we do not know which entries are corrupted, whereas in matrix completion the support of
the missing entries is given.
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suggests solving the following convex optimization problem:
min
L,S
‖L‖∗ + λ ‖S‖1 s.t. D = L+ S, (2.2)
where ‖ · ‖∗ and ‖ · ‖1 denote the matrix nuclear norm (sum of singular
values) and 1-norm (sum of absolute values of matrix entries), respectively,
and λ > 0 is a weighting parameter. For square matrices of size n × n, the
main result of [3] can be summarized as follows:
If the singular vectors of L0 are not too coherent with the stan-
dard basis, and the support of S0 is random, then solving the
convex program (2.2) with λ = n−1/2 exactly recovers L0 of rank
O(n/ log2 n) from errors S0 affecting ρn
2 of the entries, where
ρ > 0 is a sufficiently small positive constant.
Here, the notion of incoherence of the singular vectors is to ensure that the
low-rank matrix to be recovered, L0, is itself not sparse. The assumptions of
this theorem will be described more formally in Section 2.3.1.
Before proceeding further, we would like to note that solving the convex
program given in Eq. (2.2) in a scalable fashion requires the use of modern
first-order techniques in optimization. The Augmented Lagrange Multiplier
(ALM) method suggested in [3] has been found to suit most applications we
will deal with in this thesis. Since in Chapters 3, 4, and 5, we will propose
and solve slight modifications of the PCP problem, we defer a detailed de-
scription of the algorithm so as to keep the discussion in the later chapters
self-sufficient.
2.3 Dense Error Correction via PCP
In this section, we extend the result from [3] to show that under the same
assumptions, (6.1) recovers low-rank matrices even if the fraction of cor-
rupted entries ρ is arbitrarily close to one, provided the signs of the errors
are random. Equivalently speaking, almost all of the matrix entries can be
badly corrupted by random errors. The analysis in this section is a nontriv-
ial modification to the arguments of [3] and leads to a better estimate of the
weighting parameter λ that enables this dense error-correction performance.
We verify our result with simulations on randomly generated matrices.
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2.3.1 Assumptions and main result
For convenience of notation, we consider square matrices of size n× n. The
results stated here easily extend to non-square matrices.
Assumption A: Incoherence Model for L0. It is clear that for some
low-rank and sparse pairs (L0, S0), the problem of separating M = L0 + S0
into the components that generated it is not well-posed, e.g., if L0 is itself
a sparse matrix. In both matrix completion and matrix recovery, it has
proved fruitful to restrict attention to matrices whose singular vectors are
not aligned with the canonical basis. This can be formalized via the notion
of incoherence introduced in [21]. If L0 = UΣV
∗ denotes a reduced singular
value decomposition of L0, with U, V ∈ Rn×r, and Σ ∈ Rr×r, then L0 is
µ-incoherent if 
maxi ‖U∗ei‖2 ≤ µr/n,





where the ei’s are the canonical basis vectors in Rn. Here, ‖ · ‖∞ denotes the
matrix ∞-norm (maximum absolute value of matrix entries).
Assumption B: Random Signs and Support for S0. Similarly, it is
clear that for some very sparse patterns of corruption, exact recovery is not
possible, e.g., if S0 affects an entire row or column of the observation. In [3],
such ambiguities are avoided by placing a random model on Ω
.
= supp(S0),
which we also adopt. In this model, each entry (i, j) is included in Ω inde-
pendently with probability ρ. We say Ω ∼ Ber(ρ) whenever Ω is sampled
from the above distribution. We further introduce a random model for the
signs of S0: we assume that for (i, j) ∈ Ω, sign((S0)ij) is an independent
random variable taking values ±1 with probability 1/2. Equivalently, under




0, w.p. 1− ρ,
−1, w.p. ρ/2.
(2.4)
This error model differs from the one assumed in [3], in which the error signs
come from any fixed (even adversarial) n × n sign pattern. The stronger
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assumption that the signs are random is necessary for dense error correction.3
Our main result states that under the above assumptions and models, PCP
corrects large fractions of errors. In fact, provided the dimension is high
enough and the matrix L0 is sufficiently low-rank, ρ can be any constant less
than one:
Theorem 2.3.1 (Dense Error Correction via PCP). Fix any ρ < 1.
Suppose that L0 is an n× n matrix of rank r obeying (2.3) with incoherence
parameter µ, and the entries of sign(S0) are sampled i.i.d. according to (2.4).
Then as n becomes large4, Principal Component Pursuit (6.1) exactly recovers














where 0 < C1 ≤ 4/5 and C2 > 0 are certain constants.5
In other words, provided the rank of a matrix is of the order of n/µ log2 n,
PCP can recover the matrix exactly even when an arbitrarily large fraction
of its entries are corrupted by errors of arbitrary magnitude and the locations
of the uncorrupted entries are unknown. Furthermore, Theorem 2.3.1 holds
true for some positive numerical constant C2 if the rank r is restricted to be
at most C2n/µ log
3 n and λ = (n log n)−1/2.
Relations to Existing Results. While [3] has proved that PCP succeeds,
with high probability, in recovering L0 and S0 exactly with λ = n
−1/2, the
analysis required that the fraction of corrupted entries ρ is small. The new
result shows that, with random error signs, PCP succeeds with ρ arbitrarily
close to one. This result also suggests using a slightly modified weighting
parameter λ. Although the new λ is of the same order as n−1/2, we identify
a dependence on ρ that is crucial for correctly recovering L0 when ρ is large.
This dense error correction result is not an isolated phenomenon when
dealing with high-dimensional highly correlated signals. In a sense, this
work is inspired by a conceptually similar result for recovering sparse signal
via `1 minimization [23]. To summarize, to recover a sparse signal x from
3The symmetric distribution for the signs is for notational convenience. Any distribu-
tion with non-zero probabilities for ±1 would suffice.
4For ρ closer to one, the dimension n must be larger; formally, n > n0(ρ). By “high
probability,” we mean with probability at least 1− cnβ for some fixed β > 0.
5C2 is not a numerical constant, and possibly depends on the choice of ρ.
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corrupted linear measurements: y = Ax+e, one can solve the convex program
min ‖x‖1 + ‖e‖1, s.t. y = Ax + e. It has been shown in [23] that if A is
sufficiently coherent and x sufficiently sparse, the convex program can exactly
recover x even if the fraction of nonzero entries in e approaches one.
The result is also similar in spirit to results on matrix completion [21, 5, 6],
which show that under similar incoherence assumptions, low-rank matrices
can be recovered from vanishing fractions of their entries.
2.3.2 Main ideas of the proof
The proof of Theorem 2.3.1 follows a similar line of argument presented in
[3], and is based on the idea of constructing a dual certificate W whose
existence certifies the optimality of (L0, S0). As in [3], the dual certificate is
constructed in two parts via a combination of the “golfing scheme” of David
Gross [6], and the method of least squares. However, several details of the
construction must be modified to accommodate a large ρ.
Before continuing, we fix some notation. Given the compact SVD of L0 =
UΣV ∗, we let T ⊂ Rn×n denote the linear subspace {UX∗ + Y V ∗ |X, Y ∈
Rn×r}. By a slight abuse of notation, we also denote by Ω the linear subspace
of matrices whose support is a subset of Ω. We let PT and PΩ denote the
projection operators T and Ω, respectively.
The following lemma introduces a dual vector that in turn, ensures that
(L0, S0) is the unique optimal solution to (6.1).
Lemma 2.3.1. (Dual Certificate) Assume λ < 1−α and ‖PΩPT‖ ≤ 1− 
for some α,  ∈ (0, 1). Then, (L0, S0) is the unique solution to (6.1) if there
is a pair (W,F ) obeying
UV ∗ +W = λ (sign(S0) + F + PΩD)
with PTW = 0 and ‖W‖ ≤ α, PΩF = 0 and ‖F‖∞ ≤ 12 , and ‖PΩD‖F ≤ 2.
Proof. Let UV ∗ + W0 be a subgradient of the nuclear norm at L0, and
sign(S0) + F0 be a subgradient of the `1-norm at S0. For any feasible so-
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lution (L0 +H,S0 −H) to (6.1),
‖L0 +H‖∗ + λ ‖S0 −H‖1 ≥ ‖L0‖∗ + λ ‖S0‖1 + 〈UV ∗ +W0, H〉
−λ〈sign(S0) + F0, H〉.
Choosing W0 such that 〈W0, H〉 = ‖PT⊥H‖∗ and F0 such that 〈F0, H〉 =
−‖PΩ⊥H‖16 gives
‖L0 +H‖∗ + λ‖S0 −H‖1 ≥ ‖L0‖∗ + λ‖S0‖1 + ‖PT⊥H‖∗ + λ‖PΩ⊥H‖1
+〈UV ∗ − λsign(S0), H〉.
By assumption, UV ∗ − λsign(S0) = λF −W + λPΩD. Since ‖W‖ ≤ α, and
‖F‖∞ ≤ 12 , we have




Substituting the above relation, we get









‖PΩ⊥H‖1 − λ2‖PΩH‖F .
We note that
‖PΩH‖F ≤ ‖PΩPTH‖F + ‖PΩPT⊥H‖F
≤ (1− ) (‖PΩH‖F + ‖PΩ⊥H‖F ) + ‖PT⊥H‖F
and therefore,




6For instance, F0 = −sign(PΩ⊥H) and W0 = PT⊥W , where ‖W‖ = 1 and
〈W,PT⊥H〉 = ‖PT⊥H‖∗. Such a W exists due to the duality between ‖ · ‖ and ‖ · ‖∗.
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In conclusion, we have








Since ‖PΩPT‖ < 1 by assumption, the intersection of Ω ∩ T = {0}, and
hence, for any nonzero H, at least one of the above terms involving H is
strictly positive.
Lemma 2.3.1 generalizes Lemma 2.5 of [3] as follows:
1. [3] assumes that ‖PΩPT‖ ≤ 1/2, whereas we only require that ‖PΩPT‖
is bounded away from one. By Lemma 2.3.2, the former assumption is
justified only for small values of ρ (or for small amounts of corruption).
2. While [3] requires that ‖W‖ ≤ 1/2, we impose a more general bound
on ‖W‖. We find that a value of α closer to 1 gives a better estimate
of λ.
For example, by setting α = 9/10, to prove that (L0, S0) is the unique optimal





‖PΩ(UV ∗ +W − λsign(S0))‖F ≤ λ2,
‖PΩ⊥(UV ∗ +W )‖∞ < λ2 ,
(2.6)
assuming that ‖PΩPT‖ ≤ 1−  and λ < 1/10.
We construct a dual certificate in two parts, W = WL + W S, using a
variation of the “golfing scheme” (first introduced in [6]) presented in [3].
1. Construction of WL using the golfing scheme. The golfing scheme
writes Ωc = ∪j0j=1Ωj, where the Ωj ⊆ [n] × [n] are independent Ber(q),
with q chosen so that (1 − q)j0 = ρ.7 The choice of q ensures that
indeed Ω ∼ Ber(ρ), while the independence of the Ωj’s allows a simple
analysis of the following iterative construction:
Starting with Y0 = 0, we iteratively define
7The value of j0 is specified in Lemma 2.3.3.
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Yj = Yj−1 + q−1PΩjPT (UV ∗ − Yj−1),
and set
WL = PT⊥Yj0 . (2.7)
2. Construction of W S using least squares. We set
W S = arg min ‖Q‖F s.t. PΩQ = λ sign(S0),
PTQ = 0.
Since ‖PΩPTPΩ‖ = ‖PΩPT‖2 < 1, it is not difficult to show that the
solution is given by the Neumann series




In the remainder of this section, we present three lemmas that establish the
desired main result, Theorem 2.3.1. The first lemma validates the principal
assumption of Lemma 2.3.1 that ‖PΩPT‖ is bounded away from one. The
other two lemmas collectively prove that the dual certificate W = WL +W S
generated by the procedure outlined above satisfies (2.6) with high probabil-
ity. Thereby, the lemmas prove Theorem 2.3.1 by virtue of Lemma 2.3.1.
Lemma 2.3.2. (Corollary 2.7 in [3]) Suppose that Ω ∼ Ber(ρ) and L0 obeys
the incoherence model (2.3). Then, with high probability, ‖PΩPT‖2 ≤ ρ + δ,
provided that 1− ρ ≥ C0δ−2 µr lognn for some numerical constant C0 > 0.
This result plays a key role in establishing the following two bounds on
WL and W S, respectively.
Lemma 2.3.3. Assume that Ω ∼ Ber(ρ), and ‖PΩPT‖ ≤ σ .= √ρ + δ < 1.
Set j0 = 2dlog ne. Then, under the assumptions of Theorem 2.3.1, the matrix
WL obeys, with high probability,
(a) ‖WL‖ < 1/10,
(b) ‖PΩ(UV ∗ +WL)‖F < λ(1− σ)2,
(c) ‖PΩ⊥(UV ∗ +WL)‖∞ < λ4 .
The proof of this lemma follows that of Lemma 2.8 of [3] exactly – the only
difference is that here we need to use tighter constants that hold for larger
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n. The main tools needed are bounds on the operator norm of PΩjPT (which
follow from Lemma 2.3.2), as well as bounds on
‖Q− q−1PΩjPTQ‖∞/‖Q‖∞, ‖Q− q−1PΩjQ‖/‖Q‖∞,
for any fixed nonzero Q (which are given by Lemmas 3.1 and 3.2 of [3]).
These bounds can be invoked thanks to the independence between the Ωj’s
in the golfing scheme. We omit the details here due to limited space and
invite the interested reader to consult [3].
Lemma 2.3.4. Assume that Ω ∼ Ber(ρ), and that the signs of S0 are
i.i.d. symmetric (and independent of Ω). Then, under the assumptions of
Theorem 2.3.1, the matrix W S obeys, with high probability,
(a) ‖W S‖ < 8/10,
(b) ‖PΩ⊥W S‖∞ < λ4 .
Proof. Proof of (a). Let E = sign(S0). By assumption, the distribution of
each entry of E is given by (2.4). Using (2.8) we can express W S as:




:= PT⊥W S0 + PT⊥W S1 .
For the first term, we have ‖PT⊥W S0 ‖ ≤ λ‖E‖. Using standard arguments
on the norm of a matrix with i.i.d. entries, we have ‖E‖ ≤ 4√nρ with
overwhelming probability [24].
For the second term, we set R = PT⊥
∑
k≥1(PΩPTPΩ)k, so W S1 = λR(E).
16

















≤ ‖PΩ⊥PT‖ · ‖PΩPT‖
1− ‖PTPΩ‖2 . (2.9)
Consider the two events:
E1 := {‖PΩPT‖ ≤ √ρ+ δ},
E2 := {‖PΩ⊥PT‖ ≤
√
1− ρ+ δ}.
For any fixed η > 0, we can choose δ(η, ρ) > 0, such that on E1 ∩ E2,




Since Ω ∼ Ber(ρ) and Ωc ∼ Ber(1− ρ), by Lemma 2.3.2, E1 ∩ E2 occurs with
high probability provided
r ≤ δ(η, ρ)2 min(ρ, 1− ρ)n/µ log n. (2.11)
Since by assumption r ≤ Cn/µ log2 n, (2.11) holds for n sufficiently large.
For any τ ∈ (0, 1), let Nτ denote an τ -net for Sn−1 of size at most (3/τ)n
(see [25] Lemma 3.18). Then, it can be shown that
‖R(E)‖ = sup
x,y∈Sn−1
〈y,R(E)x〉 ≤ (1− τ)−2 sup
x,y∈Nτ
〈y,R(E)x〉.
For a fixed pair (x, y) ∈ Nτ × Nτ , we define X(x, y) .= 〈y,R(E)x〉 =
〈R(yx∗), E〉. Conditional on Ω = supp(E), the signs of E are i.i.d. sym-
metric and by Hoeffding’s inequality, we have













|X(x, y)| > t|Ω
)







and for any fixed Ω ∈ E1 ∩ E2




























where C ′(C) > 0. Since inf0<τ<1 (1− τ)−2
√
log (3/τ) < 9/4, by an appropri-









< exp(−C ′n) + P((E1 ∩ E2)c).












with high probability, provided n is sufficiently large.
Proof of (b) follows the proof of Lemma 2.9 (b) of [3].
Although the line of argument here is similar to the proof of Lemma 2.9
in [3], there are some important differences since that work assumed that
ρ (and hence, ‖PΩPT‖) is small. Our analysis gives a tighter probabilistic
bound for ‖PT⊥
∑
k≥1(PΩPTPΩ)kE‖, which in turn yields a better estimate
of the weighting parameter λ as a function of ρ.
2.3.3 Simulations
In this section, we provide simulation results on randomly generated matrices
to support our main result, and suggest potential improvements to the value
of λ predicted by our analysis. For a given dimension n, rank r, and sparsity
parameter ρ, we generate L0 and S0 as follows:
1. L0 = R1R
∗
2, where R1, R2 ∈ Rn×r are random matrices whose entries
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are i.i.d. distributed according to a normal distribution with mean zero
and variance 100/n.
2. S0 is a sparse matrix with exactly ρn
2 non-zero entries, whose support
is chosen uniformly at random from all possible supports of size ρn2.8
The non-zero entries of S0 take value ±1 with probability 1/2.
We use the augmented Lagrange multiplier method (ALM) [26] to solve
(6.1). This algorithm exhibits good convergence behavior, and since its iter-
ations each have the same complexity as an SVD, it is scalable to reasonably
large matrices. Let (Lˆ, Sˆ) be the optimal solution to (6.1). The recovery is
considered successful if ‖L0−Lˆ‖F‖L0‖F < 0.01, i.e., the relative error in the recovered
low-rank matrix is less than 1%.
For our first experiment, we fix rank(L0) = 1. This case demonstrates the
best possible error correction behavior for any given dimension n. We vary
n from 400 up to 1600, and for each n consider varying ρ ∈ (0, 1). For each
(n, ρ) pair, we choose










with C1 = 0.8 as suggested by Theorem 2.3.1. Figure 2.1(a) plots the frac-
tion of successes across 10 independent trials. Notice that the amount of
corruption that PCP can handle increases monotonically with dimension n.
We have found that the λ given by our analysis is actually somewhat
pessimistic for moderate n – better error correction behavior in relatively
low dimensions can be observed by choosing λ according to (2.12), but with
a larger constant C1 = 4. Figure 2.1(b) verifies this by repeating the same
experiment as in Figure 2.1(a), but with the modified λ. Indeed, we see
larger fractions of error successfully corrected. For instance, we observe that
for n = 1600, choosing C1 = 0.8 enables reliable recovery when up to 35%
of the matrix entries are corrupted, whereas with C1 = 4, PCP can handle
upto 75% of corrupted entries. As discussed below, this suggests there is
still room for improving our bounds, either by tighter analysis of the current
construction or by constructing dual certificates W S of smaller norm.
8As argued in Appendix 7.1 of [3], from the perspective of success of the algorithm,
this uniform model is essentially equivalent to the Bernoulli model.
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(a) r = 1, C1 = 0.8 (b) r = 1, C1 = 4
Figure 2.1: Dense error correction for varying dimension. Given n,
r, and ρ, we generate L0 = R1R
∗
2 as the product of two independent n× r
i.i.d. N (0, 100/n) matrices, and S0 is a sparse matrix with ρn2 non-zero
entries taking values ±1 with probability 1/2. For each pair (n, ρ), the plots
show the fraction of successful recoveries over a total of 10 independent
trials. Here, white denotes reliable recovery in all trials, and black denotes
failure in all trials, with a linear scale for intermediate fractions.
2.4 Discussion
In this chapter, we have introduced a recently developed framework, called
Principal Component Pursuit (PCP), to recover low-rank matrices from cor-
rupted measurements. We proved that PCP in fact corrects large fractions
of random errors, provided the matrix to be recovered satisfies the incoher-
ence condition and the corruptions are random in both sign and support.
The fact that a higher value of the constant C1 offers better error-correction
performance in moderate dimensions suggests that the analysis in this work
can be further strengthened. In our analysis, the value of λ is essentially
determined by the spectral norm of W S; it is reasonable to believe that dual
certificates of smaller spectral norm can be constructed by methods other
than least squares. Finally, while we have stated our results for the case of
square matrices, similar results can be obtained for non-square matrices with




In Chapter 2, we introduced a framework for recovering low-rank matri-
ces from corrupted observations via convex optimization techniques and de-
scribed the major theoretical guarantees available in literature. In the next
three chapters, we move away from theory towards practical applications in
computer vision, where the techniques described in Chapter 2 can be mod-
ified and employed to obtain state-of-the-art performance. In this chapter,
we look at a relatively straightforward but very fundamental application, in
which the linear correlation between multiple images of an object is exploited
to obtain information about its 3D shape.
3.1 Introduction
Photometric stereo [27, 28] is the classical computer vision problem of es-
timating surface orientations from a set of photographs taken from a fixed
viewpoint under different lighting directions. It is well-known that when a
Lambertian surface is illuminated by at least three known lighting directions,
the surface orientation at each visible point can be uniquely determined from
its shading variations. Since photometric stereo can produce a dense normal
field at the level of detail that cannot be achieved by other triangulation-
based approaches, it has generated a lot of interest for accurate shape recon-
struction.
From different perspectives, it has long been shown that if there are no
shadows, the appearance of a convex Lambertian scene illuminated from
different lighting directions spans a three-dimensional subspace [29] or an
illumination cone [30]. Basri and Jacobs [31] and Georghiades et al. [32] have
further shown that the images of a convex-shaped object with cast shadows
can also be well-approximated by a low-dimensional linear subspace. These
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works indicate that there exists a degenerate structure in the appearance
of Lambertian surfaces under variation in illumination, and this is the key
property that almost all photometric stereo methods harness to determine
the surface normals. However, this structure is rarely observed in real images
due to complex factors such as specular reflections and shadows which render
most existing algorithms unsuitable for practical purposes.
One of the most popular approaches in photometric stereo for Lamber-
tian surfaces is to use a least squares solution to a set of linear equations
that relate the observations and known lighting directions, or equivalently,
to identify the underlying low-dimensional subspace using conventional Prin-
cipal Component Analysis (PCA) [2]. Such a solution is known to be optimal
if the measurements are corrupted by i.i.d. Gaussian noise of small magni-
tude. Unfortunately, in reality, photometric measurements rarely obey such
a simplistic noise model. The intensity values at some pixels can be severely
affected by specular reflections (deviation from the basic Lambertian assump-
tion), sensor saturations, or shadowing effects. As a result, the least squares
solution normally ends up with incorrect estimates of surface orientations in
practice. Most existing algorithms deal with this problem by either treat-
ing these corruptions as small noise, or by removing them using a global
threshold on the pixel intensity value.
For years, researchers have been exploring robust methods to handle the
above mentioned problems in images. In the context of uncalibrated photo-
metric stereo, Hayakawa [33] used a matrix factorization framework to deal
with multiple images with shadows. That algorithm estimates the surface
normal and reflectance in shadowed regions by starting with a partial solu-
tion obtained from a sub-matrix with no shadowed pixels and then gradually
estimates the surface normals in the shadowed regions. The shadowed regions
can also be refilled using linear regression [34, 35], or removed by techniques
from robust statistics using a steepest descent algorithm [36]. A significant
limitation of these methods is that they require an intensity matrix without
large magnitude errors barring shadows, which amounts to assuming that
there are no specularities in the observed images.
More recently, researchers have explored various robust approaches to elim-
inate such deviations by treating the corrupted measurements as outliers,
e.g., using a Random Sample Consensus (RANSAC) scheme [37, 38], or a
median-based approach [39]. To identify different types of corruptions in
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images more carefully, Mukaigawa et al. [40] proposed a method based on
RANSAC, which can estimate the surface normals with high accuracy. Al-
though these methods are shown to work well, their computational cost is
rather high for practical applications.
To achieve the goal of both accuracy and efficiency, we develop a new
robust photometric stereo method based on recent advances in the area of
low-rank matrix recovery [3, 4]. We recast the photometric stereo problem as
one of recovering and completing a low-rank matrix in the presence of sparse,
gross errors that account for corrupted and missing pixels. Unlike previous
heuristic methods, under fairly broad conditions, the new method is guaran-
teed to correctly recover the low-rank Lambertian diffuse component from the
highly corrupted and incomplete observations. Based on advanced convex op-
timization tools for nuclear norm and `1-norm minimization, the new method
can efficiently obtain highly accurate estimates of surface orientations. Our
method can be used to improve virtually any existing photometric stereo
method, including uncalibrated photometric stereo [33], where traditionally,
corruption in the data (e.g., shadow and specularity) is either neglected or
ineffectively dealt with conventional heuristic robust estimation methods. In
addition, we show that the proposed technique can be efficiently used for
photometric factor classification that can classify diffuse, specular, attached
shadows and cast shadows. Experimental results on both synthetic and real
data show that photometric factors can be identified with very high accuracy
by our approach. Preliminary results of our approach were presented in [41].
In contrast to previous robust approaches, our method is computation-
ally more efficient and provides theoretical guarantees for robustness to large
errors. More importantly, our method uses all the available information
simultaneously for obtaining the optimal result, instead of discarding infor-
mative measurements, e.g., by either selecting the best set of illumination
directions [38] or using the median estimator [39].
The remainder of this chapter is organized as follows. In Section 2.2, we
provide a brief description of the Lambertian image formation model and the
resulting low-rank matrix structure in photometric stereo. In Section 2.3, we
propose an efficient and scalable convex optimization algorithm to accurately
recover the surface normal map. In Section 2.4, we explain how the recovered
solution can be used for photometric factors classification. We showcase the
efficacy of our method through experiments in Section 2.5. In Section 2.6,
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we discuss some potential extensions of this work.
3.2 Photometric Stereo as Low-Rank Matrix Recovery
with Sparse Errors
In this section, we formulate the problem of estimating the normal map as
a rank minimization problem. We first review the basic Lambertian image
formation model, and then discuss how to model large deviations like shadows
and specularities. In the following discussion, we make a few assumptions:
• The relative positions of the camera and object are fixed across all
images.
• The object is illuminated by a point light source at infinity.
• The sensor response is linear.
3.2.1 Lambertian image formation model
The appearance I of a point in a Lambertian scene observed under a lighting
direction l ∈ R3 is described by the inner product:
I = ρn · l, (3.1)
where ρ is the diffuse albedo, and n ∈ R3 is the surface normal at the point.
Suppose that we are given n images I1, . . . , In of a scene under different
lighting conditions. Let the region of interest be composed of m pixels in
each image.1 We order the pixel locations with a single index k, and let
Ij(k) denote the observed intensity at pixel location k in image Ij. With this
notation, we have the following relation about the observation Ij(k):
Ij(k) = ρk nk · lj, (3.2)
where ρk is the albedo of the scene at pixel location k, nk ∈ R3 is the (unit)
surface normal of the scene at pixel location k, and lj ∈ R3 represents the
1Typically, m is much larger than the number of images n.
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normalized lighting direction vector corresponding to image Ij.
2 We assume
that the light intensity is constant across images to simplify the discussion,
although the proposed method is not limited to such a condition.
3.2.2 Low-rank matrix structure
Consider the matrix O ∈ Rm×n constructed by stacking all the vectorized
images, denoted by vec(Ik), as
O = [vec(I1) | · · · | vec(In)] , (3.3)
where vec(Ij) = [Ij(1), . . . , Ij(m)]
T for j = 1, . . . , n. It follows from Eq. (3.2)
that O can be factorized as follows:
O = NL, (3.4)
where N
.
= [ρ1n1 | · · · | ρmnm]T ∈ Rm×3, and L .= [ l1 | · · · | ln ] ∈ R3×n.
Suppose that the number of images n ≥ 3. Clearly, irrespective of the number
of pixels m and the number of images n, the rank of the matrix O is at most
3.
3.2.3 Modeling corruptions as sparse errors
The low-rank structure of the observation matrix O described above is sel-
dom observed with real images. This is due to the presence of shadows and
specularities in real images.
• Shadows arise in real images in two possible ways. Some pixels are
not visible in the image because they face away from the light source.
Such dark pixels are referred to as attached shadows [42]. In deriving
Eq. (3.4) from Eq. (3.2), we have implicitly assumed that all pixels of
the object are illuminated by the light source in each image. However,
if the pixel faces away from the light source, then the relation no longer
holds. Mathematically, this implies that Eq. (3.2) must be rewritten
as follows:
2The convention here is that the lighting direction vectors point from the surface of the
object to the light source.
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Ij(k) = max {ρk nk · lj, 0} . (3.5)
Shadows can also occur in images when the object’s surface is not
convex: parts of the surface can be occluded from the light source by
other parts. Even though the normal vectors at such occluded pixels
may form a sharp angle with the lighting direction, these pixels appear
entirely dark. We refer to such dark pixels as cast shadows. Irrespective
of the type, all shadows occur in images as dark pixels with very small,
if not zero, intensity values.
• Specularities. Specular reflection arises when the object of interest
is not perfectly diffusive, i.e., when the surface luminance is not purely
isotropic. Thus, the intensity of reflected light depends on the viewing
angle, and light is reflected in a mirror-like fashion accompanied by
a specular lobe when viewed from certain angles. This gives rise to
some bright spots or shiny patches on the surface of the object that
significantly deviate from the Lambertian assumption.
Suppose that we represent all these deviations from the ideal low-rank
diffusive model Eq. (3.4) by an error matrix E ∈ Rm×n. Thus, instead of
Eq. (3.4), the image measurements should be modeled as
O = NL+ E, (3.6)
where the matrix E accounts for corruption by shadows or specularities. Now
suppose that only a small fraction of the pixels in each image exhibit strong
specular reflectance and that a large majority of the pixels are illuminated
by the light source. Then, most pixels in the input images obey the low-rank
diffusive model given by Eq. (3.4), and hence, most entries in the error matrix
E will be zero, i.e., E is a sparse matrix. If the matrix L of lighting directions
is known, then we can compute the surface normals, provided that we can
decompose O as the sum of a low-rank matrix and a sparse error matrix, as
illustrates in Fig. 3.1. Thus, the problem can be stated more formally as
follows:
Let I1, . . . , In be n images of an object under different illumination








































Figure 3.1: Illustration of our approach. All vectorized images are
stacked into matrix with higher rank as observation. The problem is to find
a sparse matrix E such that matrix F has the lowest possible rank.
find a sparse matrix E such that the matrix F
.
= O − E = NL
has the lowest possible rank.




rank(F ) + γ ‖E‖0 s.t. O = F + E, (3.7)
where ‖ · ‖0 denotes the `0-norm (number of non-zero entries in the matrix),
and γ > 0 is a parameter that trades off the rank of the solution F versus
the sparsity of the error E. Let (Fˆ , Eˆ) be the optimal solution to Eq. (3.7).
Now, if the lighting directions L are given,3 we can easily recover the matrix
N of surface normals from Fˆ as:
N = FˆL†, (3.8)
where L† denotes the Moore-Penrose pseudo-inverse of L. The surface nor-
mals n1, . . . ,nm can be estimated by normalizing each row of N to have unit
norm.
3If the lighting directions are accurately given, our formulation reduces to a simpler
robust estimation problem: minN ||O − NL||1. However, the low-rank minimization for-
mulation applies to cases when the directions are unknown or not accurate.
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While Eq. (3.7) follows from our formulation, it is not tractable since both
rank and `0-norm are non-convex and discontinuous functions. Solving this
optimization problem efficiently will be the topic of discussion in the next
section.
3.3 Efficient Solution via Convex Programming
As discussed above, the optimization problem given in Eq. (3.7) is extremely
difficult (NP-hard in general) to solve. In this section, we propose to solve it
efficiently based on recent advances in algorithms for matrix rank minimiza-
tion [3, 4].
3.3.1 Convex relaxation and modification
Recently, Cande`s et al. [3] and Chandrasekaran et al. [4] have proposed that
the problem in Eq. (3.7) can be solved efficiently by replacing the cost func-
tion with its convex surrogate, provided that the rank of the matrix F is
not too high and the number of non-zero entries in the matrix E is not too
large. This convex relaxation, dubbed Principal Component Pursuit (PCP)
in [3], replaces rank(·) with the nuclear norm (sum of the singular values of
the matrix) and the `0-norm with the matrix `1-norm (sum of the absolute
values of all entries of the matrix). Under quite general conditions, it has
been proved in [3, 4] that the following optimization problem can recover the
low-rank matrix F from corrupted observations O:
min
F,E
‖F‖∗ + λ ‖E‖1 s.t. O = F + E, (3.9)
where ‖ · ‖∗ and ‖ · ‖1 represent the nuclear norm and `1-norm, respectively,
and λ > 0 is a weighting parameter. Theoretical considerations in [3] suggest
that λ must be of the form C/
√
max{m,n}, where C is a constant, typically
set to unity. It is interesting to note that the equivalence between Eq. (3.7)
and Eq. (6.1) is not affected by the magnitude of the singular values of the
solution F or by the magnitude of the non-zero entries of the error matrix
E.
In the framework of PCP, the locations of the non-zero entries of the sparse
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matrix E are assumed to be unknown. But if the locations of some of the
corrupted entries are known, then we can incorporate that information into
the recovery procedure and make the problem somewhat easier to solve. This
is similar in spirit to the matrix completion problem [20, 21, 5]. Notice that
although both shadows and specularities corrupt the low-rank matrix, they
have different characteristics. While the locations of the specular pixels are
hard to detect, especially that of pixels in specular lobes, it is relatively easy
to detect the location of shadows in an image (e.g., by a simple thresholding
of the pixel values). Thus, we have more information about the shadows
than specularities, and such information can greatly help finding the correct
solution. So mathematically, we have a problem of recovering a low-rank
matrix with both missing entries (shadows) and unknown corrupted entries
(specularities).
We denote by Ω the locations of missing entries in the observed matrix O,
defined in Eq. (3.3), that correspond to shadows in the input images. By a
slight abuse of notation, we also denote by Ω the linear subspace of m × n
matrices with support in Ω. Let piΩ represent the orthogonal projection oper-
ator corresponding to the subspace Ω. Thus, we modify the PCP problem in




‖F‖∗ + λ ‖E‖1 s.t. piΩc(O) = piΩc(F + E), (3.10)
where Ωc denotes the linear subspace orthogonal to Ω, and piΩc is the associ-
ated projection operator. The above problem is almost identical to the PCP
problem (Eq. (6.1)), except that the linear equality constraint is now applied
only on the set Ωc of pixels that are not affected by the detected shadows.
It is not difficult to show that the above problem is equivalent to
min
F,E
‖F‖∗ + λ ‖E‖1 s.t. piΩc(O) = piΩc(F ) + E. (3.11)
This is because if there exists an optimal solution Eˆ that has a non-zero
component in Ω, we could set it to zero and achieve a reduction in the cost
function. The feasibility constraint is not affected by this operation since it
does not alter any entry in Ωc.
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Algorithm 1 (Matrix Completion and Recovery via ALM).
INPUT: O ∈ Rm×n, Ω ⊂ {1, . . . ,m} × {1, . . . , n}, λ > 0, ρ > 1
Initialize F1 ← 0, E1 ← 0, Y1 ← 0.
while not converged (k = 1, 2, . . .) do
Fk,1 ← Fk, Ek,1 ← Ek
while not converged (j = 1, 2, . . .) do
Ek,j+1 = shrink
(
piΩc(O − Fk,j) + 1µkYk, λµk
)
t1 ← 1, Z1 ← Fk,j, Fk,j,1 ← Fk,j





Yk + piΩc(O)− Ek,j+1 + piΩ(Zi)
)













Zi+1 ← Fk,j,i+1 + ti−1ti+1 (Fk,j,i+1 − Fk,j,i)
Fk,j+1 ← Fk,j,i+1
end while
Fk+1 ← Fk,j+1, Ek+1 ← Ek,j+1
end while
Yk+1 ← Yk + µk (piΩc(O − Fk+1)− Ek+1)
µk+1 ← ρ · µk
end while
OUTPUT: (Fˆ , Eˆ) = (Fk, Ek).
3.3.2 Fast algorithm using augmented Lagrangian methods
The optimization problem in Eq. (3.11) can be recast as a semidefinite
program and solved using interior-point methods. Although interior-point
methods have excellent convergence properties, they are not very scalable
for large problems. Fortunately, there has been a flurry of work recently
on developing scalable algorithms for high-dimensional nuclear-norm mini-
mization [26, 43, 44]. In this section, we show how one such algorithm, the
Augmented Lagrange Multiplier (ALM) method [26, 45], can be adapted to
efficiently solve Eq. (3.11).
The basic idea of the ALM method is to minimize an augmented La-
grangian function instead of directly solving the original constrained opti-
mization problem. For our problem Eq. (3.11), the augmented Lagrangian is
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given by




where Y ∈ Rm×n is a Lagrange multiplier matrix, µ > 0, 〈·, ·〉 denotes the
matrix inner product,4 and ‖·‖F denotes the matrix Frobenius norm. With an
appropriate choice of the Lagrange multiplier matrix Y and sufficiently large
µ, it can be shown that the augmented Lagrangian function has the same
minimizer as the original constrained optimization problem in Eq. (3.11) [45].
The ALM algorithm iteratively estimates both the Lagrange multiplier and
the optimal solution.
The basic ALM iteration is given by
(Fk+1, Ek+1) = arg minF,E L(F,E, Yk, µk)
Yk+1 = Yk + µk piΩc(O − Fk+1)− Ek+1
µk+1 = ρ · µk,
(3.13)
where {µk} is a monotonically increasing positive sequence (ρ > 1).
We now focus our attention on solving the non-trivial first step of the above
iteration. Since it is difficult to minimize L(·) with respect to both F and E
simultaneously, we adopt an alternating minimization strategy as follows:
Ej+1 = arg minE λ‖E‖1 − 〈Yk, E〉
+µk
2
‖piΩc(O − Fj)− E‖2F
Fj+1 = arg minF ‖F‖∗ − 〈Yk, piΩc(F )〉
+µk
2
‖piΩc(O − F )− Ej+1‖2F .
(3.14)
The above minimization problems in Eq. (3.14) can be solved as described
below.
We first define the shrinkage (or soft-thresholding) operator for scalars as
follows:
shrink(x, α) = sign(x) ·max{|x| − α, 0}, (3.15)
where α ≥ 0. When applied to vectors or matrices, the shrinkage operator
acts element-wise. Then, the first step in Eq. (3.14) has a closed-form solution












Since it is not possible to express the solution to the second step in Eq. (3.14)
in closed-form, we adopt an iterative strategy based on the Accelerated Prox-
imal Gradient (APG) algorithm [46, 44, 43] to solve it. The iterative proce-
dure is given as:




Yk + piΩc(O)− Ej+1 + piΩ(Zi)
)












where svd(·) denotes the Singular Value Decomposition operator, and {ti}







entire algorithm to solve Eq. (3.11) has been summarized as Algorithm 1.
In our experience, it is not necessary to solve the innermost loop of Algo-
rithm 1 exactly, but an approximate solution is sufficient. More specifically,
we found that restricting the innermost loop to just one iteration does not
significantly affect the convergence of the algorithm. Although the conver-
gence of the ALM method in Algorithm 1 has been well established in the
optimization literature, we currently know of no proof that its approxima-
tion described here converges too. The main difficulty comes from the fact
that we have a piΩc operator in each iteration of the alternating minimization.
The projection operator can be equivalently replaced with a separate variable
term in the equality constraint. The case without any projection operator
between two terms has been studied extensively as the alternating direction
method of multipliers in the optimization literature and its convergence has
been well established for various cases [47, 48, 49]. In particular, the con-
vergence for the Principal Component Pursuit problem, given in (6.1), has
been established in [26]. Recently, [50] obtained a convergence result for a
certain three-term alternation scheme applied to the noisy Principal Com-
ponent Pursuit problem (see also [51]). However, [50] reflects a very similar
theory-practice gap – the three-term alternation for which convergence has
been established is slower in practice than an alternation used here, for which
a rigorous proof of convergence remains elusive.
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3.4 Photometric Factor Classification
In this section, we show that our robust photometric stereo approach can
be applied to the problem of classifying photometric factors, such as dif-
fuse reflection, specular reflection, and shadows. The classification of pho-
tometric factors is important for various vision tasks including image seg-
mentation [52], shape recovery from shadows [53], and shape from specular-
ity [54]. Furthermore, the classification of photometric factors can help in
object recognition by enabling the removal of non-diffuse components of the
image, as well as provide a more compact representation of objects in an
image [55, 56, 57, 58].
In the context of photometric stereo, specularities and shadows are com-
mon factors that make accurate estimation of surface normals a difficult
problem. There have been various techniques to identify and remove these
photometric factors. Wolff and Boult [59] presented a polarization reflectance
model to segment material surfaces according to varying levels of relative elec-
trical conductivity. Ikeuchi and Sato [60] proposed a method for determin-
ing reflectance properties based on the depth and brightness observations.
Lin et al. [52] proposed a method for diffuse-specular separation based on
color analysis and multi-baseline stereo. Chandraker et al. [61] proposed an
algorithm for Lambertian photometric stereo in the presence of shadows by
graph cuts. Mukaigawa et al. [40] proposed a method to classify photometric
factors based on photometric linearization. Their method used a RANSAC
approach to linearize input images and classified pixels into diffuse, specular,
and shadowed pixels with high accuracy.
Using a classification criterion similar to the one suggested in Mukaigawa et
al. [40], we show that our rank minimization approach can be used for clas-
sifying photometric factors with much less computational cost than using a
RANSAC based approach. Each iteration of Algorithm 1 requires an SVD
computation that has a complexity of O(mn2). However, to speed up the al-
gorithm, we compute only partial SVDs in each iteration since we expect the
optimal solution to have rank at most 3. Thus, the complexity of each itera-
tion reduces to O(lmn), where l is the number of singular vectors computed
in each iteration. Typically, we set l to be much smaller than m and n. Al-
though there is no good theoretical bound on the number of iterations of the
ALM method used in Algorithm 1, in practice, the algorithm converges after
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a few hundred iterations. The RANSAC-based method has a complexity of
O(kmn), where k is the number of iterations. Although the RANSAC-based
approach has a complexity similar to our method, in reality, the number of
iterations k is typically quite large. Moreover, the RANSAC criterion is im-
plemented twice in the algorithm proposed in [40], for the base images and
for the calculation of coefficients, which further increases the computation
time. On the other hand, our method computes the linearized images in a
holistic fashion and comes with theoretical guarantees for recovery.
Unlike Mukaigawa’s method, which linearizes images by random sampling,
our method works in a global manner. Our method recovers a rank-3 matrix
F from the observed image matrix O and corrects errors caused by corrup-
tions (specularities, cast shadow and attached shadow) via an efficient convex
program. Therefore, the ideal diffuse images, i.e., linearized images in [40],
can be naturally obtained.
Borrowing some notation from [40], we define five different classes of pho-
tometric factors - cast shadow (C), attached shadow (A), diffuse reflection
(D), specular reflection (S), and undefined regions (U). Our goal is to clas-
sify the pixels in each image, or equivalently each entry of O, into one of
these five classes.
Suppose that we apply our algorithm described in the previous section
to the observation matrix O, and let F be the recovered matrix of rank 3.
Let us order the entries of O and F with a single index k, and let the kth
entry of O and F be denoted by Ok and Fk, respectively. We now use the
Lambertian image formation model described in Section 3.2.1 to define a
simple procedure to classify the image pixels.
We have seen that if a point in the scene is illuminated by the light source,
then the angle between the surface normal n at the point and lighting direc-
tion l is acute, i.e., Fi = n · l > 0. If this point is not corrupted by shadows
and specularities, we have Oi = Fi. On the other hand, this point could be
corrupted by cast shadows or specularities. In the case of cast shadow, we
would have Oi = 0, whereas in the case of a specularity, we would typically
have Oi > Fi. The other possibility is that the point does not receive any
light from the source. In this case, we have Fi = n · l ≤ 0. Equivalently, this
point is part of an attached shadow, and we have Oi = 0. Thus, each case
can be distinguished by studying the corresponding Oi and Fi values.
Mathematically , there could be cases when the values of Oi and Fi do
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not satisfy any of the above criteria, although such cases may not be possible
physically. We label such pixels as undefined. Furthermore, in practice, shad-
owed regions seldom have perfectly zero pixel values due to inter-reflections
and imaging noise in the sensor. In addition, due to observation noise and
numerical errors, there may not be a case where Fi = Oi holds exactly.
Thus, we relax the equalities in the criteria described above with thresholds
T1, T2 ∈ [0, 1] that are chosen empirically. We summarize below the revised
classification criteria:

C = {i |Fi > 0, Oi ≤ T1}
A = {i |Fi ≤ 0, Oi ≤ T1}
D = {i | |Fi −Oi| < T2 ·Oi, Oi > T1}
S = {i |Oi − Fi > T2 ·Oi, Oi > T1}.
(3.18)
3.5 Experiments
In this section, we verify the efficacy of the proposed method using both
synthetic and real-world images. We first compare our results with a simple
Least Squares (LS) approach [27], which assumes the ideal diffusive model
given by Eq. (3.4). However, we do not use those pixels that were classified
as shadows (the set Ω). In practice, we set the threshold for determining




‖piΩc(O −N L)‖F . (3.19)
We also compare our method with a RANSAC-based method proposed in [40].
We also demonstrate the efficacy of our method in photometric factors clas-
sification through extensive experimental results.
We first test our algorithm using synthetic images whose ground-truth
normal maps are known [62]. In these experiments, we quantitatively verify
the correctness of our algorithm by computing the angular errors between the
estimated normal map and the ground-truth. We then test our algorithm on
more challenging real images. Throughout this section, we denote by m the
number of pixels in the region of interest in each image, and by n the number
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(a)  Sphere         (b) Caesar             (c) Elephant          (d) Caesar
(With texture)
Figure 3.2: Synthetic images used for experiments.
of input images (typically, m n).
3.5.1 Quantitative evaluation with synthetic images
In this section, we use synthetic images of three different objects (see Fig. 3.2
(a)-(c)) under different scenarios to evaluate the performance of our algo-
rithm. Since these images are noise-free, we use a pixel threshold value
of zero to detect shadows in the images. Unless otherwise stated, we set
λ = 1/
√
m in Eq. (3.11).
a. Specular scene. In this experiment, we generate images of an object
under 40 different lighting conditions, where the lighting directions are chosen
at random from a hemisphere with the object placed at the center. The
images are generated with some specular reflection. For all our experiments,
we use the Cook-Torrance reflectance model [63] to generate images with
specularities. Thus, there are two sources of corruption in the images –
attached shadows and specularities.
A quantitative evaluation of our method and the least squares approach
is presented in Table 3.1. The estimated normal maps are shown in Fig. 3.3
(b),(c). We use the RGB channel to encode the three spatial components
(XYZ) of the normal map for display purposes. The error is measured in
terms of the angular difference between the ground truth normal and the
estimated normal at each pixel location. The pixel-wise error maps are shown
in Fig. 3.3(d), (e). From the mean and the maximum angular error (in
degrees) in Table 3.1, we see that our method is much more accurate than the













(a) Ground truth (b) Our method (c) Least Squares (d) Error map  
(our method) 
(e) Error map (LS) 
Deg. 
Figure 3.3: Specular scene. 40 different images of Caesar were generated
using the Cook-Torrance model for specularities. (a) Ground truth normal
map with reference sphere. (b) and (c) show the surface normals recovered
by our method and LS, respectively. (d) and (e) show the pixel-wise
angular error w.r.t. the ground truth.
Table 3.1: Specular scene.
Object Sphere Caesar Elephant
Mean error
(in degrees)
LS 0.99 0.96 0.96
Our method 0.0051 0.0014 0.0087
Max error
(in degrees)
LS 8.1 8.0 8.0
Our Method 0.20 0.22 0.29
Avg. %
of corruption
Shadow 18.4 20.7 18.1
Specularity 16.1 13.6 16.5
Statistics of angle error in the normals for different objects. In each
case, 40 images were used. In the bottom row, we indicate the average
percentage of pixels corrupted by attached shadows and specularities in
each image.
to a small fraction of pixels in each image whose locations are unknown. The
LS algorithm is not robust to such corruptions while our method can correct
these errors and recover the underlying rank-3 structure of the matrix. The
row on the extreme bottom of Table 3.1 indicates the average percentage
of pixels in each image (averaged over all images) that were corrupted by
shadows and specularities, respectively. We note that even when more than
30% of the pixels are corrupted by shadows and specularities, our method
can efficiently retrieve the surface normals.
b. Textured scene. We also test our method using a textured scene. Like
the traditional photometric stereo approach, our method does not have a
dependency on the albedo distribution and works well on such scenes.














(a) Ground truth (b) Our method (c) Least Squares (d) Error map  
(our method) 
(e) Error map (LS) 
Figure 3.4: Textured scene with specularity. 40 different images of
Caesar were generated with texture, using the Cook-Torrance model for
specularities. (a) Ground truth normal map with reference sphere. (b) and
(c) show the surface normals recovered by our method and LS, respectively.
(d) and (e) show the pixel-wise angular error w.r.t. the ground truth.






LS Our method LS Our method
Caesar 2.2 0.014 36.5 0.19
Statistics of angle errors. We use 40 images under different illuminations.
under a different lighting condition (see Fig. 3.2(d) for example input image).
The estimated normal maps as well as the pixel-wise error maps are shown
in Fig. 3.4. We provide a quantitative comparison in Table 3.2 with respect to
the ground-truth normal map. From the mean and maximum angular errors,
it is evident that our method performs much better than the LS approach in
this scenario.
c. Effect of the number of input images. In the above experiments,
we have used images of the object under 40 different illuminations. In this
experiment, we study the effect of the number of illuminations used. In
particular, we would like to find out empirically the minimum number of
images required for our method to be effective. For this experiment, we
generate images of Caesar using the Cook-Torrance reflectance model, where
the lighting directions are generated at random. The mean percentage of
specular pixels in the input images is maintained approximately constant at
10%. The angular difference between the estimated normal map and the
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LS Our method LS Our method
5 4.5 15.1 88.2 127.9
10 0.52 0.23 34.5 56.6
15 0.51 0.036 13.7 25.6
20 0.53 0.026 9.0 5.8
25 0.62 0.015 8.4 0.42
30 0.59 0.019 7.6 0.48
35 0.59 0.017 7.6 0.37
40 0.57 0.013 7.0 0.37
We use synthetic images of Caesar under different lighting conditions.
The number of illuminations is varied from 5 to 40. The angle error is
measured with respect to the ground truth normal map. The illumina-
tions are chosen at random, and the error has been averaged over 20
different sets of illumination.
ground truth is used as a measure of accuracy of the estimate.
We present the experimental results in Table 3.3. We observe that with five
input illuminations, our method is worse than LS, although, in this scenario,
the estimates of both algorithms are very inaccurate. When the number of
illuminations is larger than ten, we observe that the mean error in the LS
estimate is higher than that of our method. Upon increasing the number
of images further, the proposed method consistently outperforms the LS
approach. If the number of input images is less than 20, then the maximum
error in the LS estimate is smaller than that of our method. However, our
method performs much better when at least 25 different illuminations are
available. Thus, the proposed technique performs significantly better as the
number of input images increases.
d. Varying amount of specularity. From the above experiments, it is
clear that the proposed technique is quite robust to specularities in the input
images when compared to the LS method. In this experiment, we empirically
determine the maximum amount of specularity that can be handled by our
method. We use the Caesar scene under 40 randomly chosen illumination
conditions for this experiment. On an average, about 20% of the pixels in
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(a)  Mean error                                              (b) Maximum error 
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Figure 3.5: Effect of increasing size of specular lobes. We use
synthetic images of Caesar under 40 randomly chosen lighting conditions.
(a) Mean angular error, (b) Maximum angular error w.r.t. the ground
truth. The illuminations are chosen at random, and the error has been
averaged over 10 different sets of illumination. (a) contains illustrations of
increasing size of specular lobe.
each image are corrupted by attached shadows. We vary the size of the
specular lobe in the input images (as illustrated in Fig. 3.5(a)), thereby
varying the number of corrupted pixels. We compare the accuracy of our
method against the LS technique using the angular error of the estimates
with respect to the ground-truth.
The experimental results are illustrated in Fig. 3.5. We observe that our
method is very robust when up to 16% of all pixels in the input images are
corrupted by specularities. The LS method, on the other hand, is extremely
sensitive to even small amounts of specularities in the input images. The
angular error in the estimates of both methods rises as the size of the specular
lobe increases.
e. Enhancing performance by better choice of λ. We recall that λ
is a weighting parameter in our formulation given by Eq. (3.11). In all the
above experiments, we have fixed the value of the parameter λ = 1/
√
m,
as suggested in [3]. While this choice promises a certain degree of error
correction, it may be possible to correct larger amounts of corruption by
choosing λ appropriately, as demonstrated in [64] for instance. Unfortunately,
the best choice of λ depends on the input images, and cannot be determined
analytically.
We demonstrate the effect of the weighting parameter λ on a set of 40
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Table 3.4: Handling more specularities by appropriately choosing λ.
C 1.0 0.8 0.6 0.4
Mean error (in degrees) 1.42 0.78 0.19 0.029
Max error (in degrees) 8.78 8.15 1.86 0.91
We use 40 images of Caesar under different lighting conditions specular-
ities and shadows, and set λ = C/
√
m.
images of Caesar used in the previous experiments. In this set of images, ap-
proximately 20% of the pixels are corrupted by attached shadows and about
28% by specularities. We choose λ = C/
√
m, and vary the value of C. We
evaluate the results using angular error with respect to the ground-truth
normal map. We observe from Table 3.4 that the choice of C greatly influ-
ences the accuracy of the estimated normal map. For real-world applications,
where the data is typically noisy, the choice of λ could play an important
role in the efficacy of our method.
f. Computation. The core computation of our method is solving a convex
program of Eq. (3.11). For the specular Caesar data (Fig. 3.2(b)) with 40 im-
ages of 288× 213 resolution, and with single-core MATLAB implementation
of our method takes about 68 seconds on a PC with a 3.0 GHz i7 processor
and 16 GB memory,5 as against 12 seconds taken by the LS approach. While
our method is slower than the LS approach, it is much more accurate in a
wide variety of scenarios and is more efficient than other existing methods
(e.g., [39]).
g. Comparison with RANSAC-based method. We also compare with
the RANSAC-based method proposed in [40], where the assumption is that
an image under any lighting direction can be expressed by a linear combina-
tion of three basis images. The photometric linearization is then regarded as
a problem of finding deviations from this linear combination. Mukaigawa et
al.’s method used RANSAC for calculating coefficients and identifying the
basis images. In our approach, instead of using sampled observations, we
use all the observations for achieving robust estimation without increasing
the computational cost. Despite this, our method runs much faster than the
RANSAC-based approach as demonstrated below.
5All experiments described later in this chapter were run on this PC.
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Table 3.5: Theoretical number of samples of RANSAC-based method








We use 40 images of Caesar under different lighting conditions with spec-
ularities and shadows. Here, we list the maximum, minimum and mean
number of samples required to calculate the coefficients and for base im-
age linearization, respectively.
In this experiment, 40 images with specularities were taken under vary-
ing lighting conditions. The first three images are selected as bases for the
RANSAC-based method, in which an average of 39% of the pixels are cor-
rupted. The number of samples is determined by the fraction of outliers
in the data and their distribution for the RANSAC-based method. Since
we have ground truth, thus, the optimal number of samples for each image
can be easily obtained. In Table 3.5, we have listed the theoretical number
of samples for coefficients calculation and base images linearization, respec-
tively. The number can ensure that the results are correct with a probability
of 99%. The experimental result is presented in Table 3.6. We observe that
both our method and the RANSAC-based method achieve a higher degree
of accuracy, while our method takes just 82 seconds as against 456 seconds
taken by the RANSAC-based approach. (All experiments in this section are
running on the same PC described earlier.)
Unfortunately, for the RANSAC-based method, it is hard to estimate a
proper number of samples due to the fraction of outliers in the data, and their
distributions are not known exactly a priori, although in some cases they can
be approximated. In practice, one can limit the number of iterations, but
this could lead to sub-optimal solutions, as illustrated in Table 3.7. In this
experiment, we fixed 110 samples6 for base images linearization and tested
their method with 800, 1200, 1600, and 2000 samples for coefficients calcu-
lation, respectively. We observe from Table 3.7 that for the RANSAC-based
method, the angular error is reduced as the number of samples increases.
6The number can ensure the base images linearization is correct with high probability.
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We use 40 images of Caesar under different lighting conditions with spec-
ularities and shadows. Both our method and the RANSAC-based method
achieve a high degree of accuracy.
However, the results show some degree of randomness and uncertainty, for
instance, when only 1200 samples are available.
3.5.2 Qualitative evaluation with real images
We now test our algorithm on real images. We use a set of 40 images of a
toy Doraemon and Two-face taken under different lighting conditions (see
Fig. 3.6(a), (d)). A glossy sphere was placed in the scene for light source
calibration when capturing the data. We used a Canon 5D camera in the
RAW image mode without gamma correction. These images present new
challenges to our algorithm. In addition to shadows and specularities, there
is potentially additive noise inherent to the acquisition process as well as pos-
sible deviations from the idealistic Lambertian model illuminated by distant
lights. In this experiment, we use a threshold of 0.01 to detect shadows in




Since the ground truth normal map is not available for these scenes, we
7All pixels are normalized to have intensity between 0 and 1.
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Table 3.7: Performance with varying number of samples of RANSAC-based
method
No. of samples 800 1200 1600 2000
Max error
(in degrees.)
0.7585 15.3252 0.3368 0.0417
Mean error
(in degrees.)
0.2297 6.1671 0.1145 0.0059
Computation time
(in Sec.)
996 1036 1082 1125
We use 40 images of Caesar under different lighting conditions with spec-
ularities and shadows. We observe that an inaccurate estimation of the
required number of samples leads to sub-optimal solutions.
compare our method and the LS approach by visual inspection of the output
normal maps shown in Fig. 3.6(b), (c), (e), (f). We observe that the normal
map estimated by our method appears smoother and hence more realistic.
This can be observed particularly around the necklace area in Doraemon
and nose area in Two-face (see Fig. 3.6) where the LS estimate exhibits some
discontinuity in the normal map.
3.5.3 Photometric factor classification
In this section, we show that our method can identify photometric factors
with high accuracy on both synthetic and real data. We first demonstrate
our results on synthetic data. For this experiment, the thresholds T1 and
T2, defined in Eq. (3.18), are set to 10
−7 and 10−3, respectively. We use a
set of 40 synthetic images of Caesar as input that are corrupted by attached
shadows, cast shadows, and specularities as shown in Fig. 3.7.
We summarize our classification results in Table 3.8. As defined earlier,
the labels C, A, D, S and U indicate cast shadow, attached shadow, diffuse
reflections, specular reflection and undefined region, respectively. Table 3.8
summarizes the results of this experiment. For any two labels X and Y ,
the entry in Table 3.8 corresponding to row X and column Y denotes the
proportion of pixels of type X classified as Y by our scheme. We observe
that cast shadows and attached shadows are perfectly classified. 99.65% of
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(a) Doraemon                 (b) Our method                 (c) Least Squares                                     Close-up view
(d) Two-face                                       (e) Our method                                 (f) Least Squares
Color map
Our method                 Least Squares
Figure 3.6: Qualitative comparison on real data. We use images of
Doraemon and Two-face taken under 40 different lighting conditions to
qualitatively evaluate the performance of our algorithm against the LS
approach. (a), (d) Sample input images. (b), (e) Normal map estimated by
our method. (c), (f) Normal map estimated by least squares. Close-up
views of the dotted rectangular areas (top-right) where the normal map







Figure 3.7: Input images (4 out of 40). With all kinds of corruptions:
Specularity, cast shadow, attached shadow.
diffuse component is correctly classified, while 0.17% of diffuse component
is misclassified as specular component and 0.18% of diffuse component is
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misclassified as undefined. On the other hand, 17.22% of specular compo-
nent is misclassified as diffuse component, 82.78% of specular component is
correctly classified. The RANSAC-based approach [40] can achieve a higher
degree of accuracy if sufficient number of samples are provided. However, our
method is more efficient than the RANSAC-based method as shown in Sec-
tion 3.5.1. Besides, our method uses all the observations simultaneously for
achieving robust estimation, unlike the RANSAC-based scheme that uses a
partial sample of the observations.
In Fig. 3.8, we show the distribution of the various components on the
object as well as the classification output at each pixel. We choose the
fourth image from our dataset for this illustration since the various classes of
pixels are clearly visible in it. Photometric factors are indicated with different
intensities, as shown in Fig. 3.8(b), (c). We observe that the output of our
algorithm is very close to the ground truth. From Table 3.8, we notice that all
the misclassified pixels come from diffuse and specular components. This is
because specular pixels often occur as specular lobes and the pixels around
the boundaries of these lobes appear very close to diffuse pixels. We see
from Fig. 3.8(d)-(g), (h)-(k), that most of the misclassified pixels are located
at the edge of the specular lobes that have very small intensity values. For
better clarity of illustration, all intensities are normalized to lie between 0
and 1.
Table 3.8: Accuracy of the classification(%)
C A D S U
C 100 0 0 0 0
A 0 100 0 0 0
D 0 0 99.65 0.17 0.18
S 0 0 17.22 82.78 0
C, A, D, S, U indicate cast shadow, attached shadow, diffuse reflec-
tions,specular reflection, undefined, respectively. Each row shows the
percentage of pixels classified into the corresponding items in the col-
umn.
We now test our algorithm on real images. We use two real-world datasets,
named Two-face and Cup, with each of them containing 40 images taken
under different lighting conditions (see Fig. 3.9(a) and Fig. 3.10(a)). The
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(a) Input          (b) Ground Truth         (c) Our result
as specular
(d) Diffuse reflections    (e) Total error     (f) Misclassified         (g) Undefined















Figure 3.8: Classification results. All photometric factors are indicated
with different intensities: (a) Input synthetic images, (b) Ground truth, (c)
Our result,(d) Distribution of diffuse component, (e) Total misclassified
distribution for diffuse component, (f) Distribution of pixels which are
misclassified as specular, (g) Distribution of pixels which are misclassified
as undefined for diffuse component, (h) Distribution of specular component,
(i) Total misclassified distribution for specular component, (j) Distribution
of pixels which are misclassified as diffuse for specular component, (k)
Distribution of pixels which are misclassified as undefined for specular
component.

















Figure 3.9: Photometric factor classification (Twoface). (a) Input,
(b) Diffuse component, (c) Non-diffuse component, (d) Classification results
(indicated with different intensities).
for the Cup data, respectively. Figure 3.9(b)-(d), and Fig. 3.10(b)-(d) show
the results of recovered diffuse component, non-diffuse component by our
method, and the photometric factor classification results (indicated with dif-
ferent intensities). Although we do not have the ground truth of photometric
factors for this data, we can still observe that the photometric factors are
classified quite accurately.
We also test our algorithm on some face images from the Extended Yale
B database [65]. For this experiment, the thresholds T1 and T2 are set to
0.15 and 0.1, respectively. We select 31 images of a subject taken under
different lighting conditions. Some sample images from this dataset is illus-
trated in Fig. 3.11. We observe that our algorithm successfully removes the


















Figure 3.10: Photometric factor classification (Cup). (a) Input, (b)
Diffuse component, (c) Non-diffuse component, (d) Classification results
(indicated with different intensities). Data courtesy of Professor Mukaigawa
at Osaka University.
3.6 Discussion and Future Work
In this chapter, we have presented a new computational framework for robust
photometric stereo. We have formulated the basic photometric stereo prob-
lem as a rank minimization problem that can be solved efficiently by convex
optimization. The efficacy of our method is demonstrated using synthetic
and real images. The biggest advantage of the proposed technique is its
ability to handle shadows, specularities, and other kinds of large-magnitude,
non-Gaussian errors in a holistic fashion. We have also shown that a simple
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Figure 3.11: Photometric factor classification (Face). (a) Input, (b)
Diffuse component, (c) Non-diffuse component, (d) Classification results
(indicated with different intensities).
extension of this method can be applied to classify photometric factors very
effectively.
The new framework also opens up several avenues for future research. In
this work, we have assumed that all the input images are noise-free and
perfectly aligned with each other at the pixel level. However, in real world
scenarios, small noise and misalignment are commonplace in any data acqui-
sition process. It has already been shown in [66] that the low-rank matrix
recovery framework used in this work is stable to additive Gaussian noise.
By exploring the low-rank structure described in this work, we believe that
the proposed technique can be extended to simultaneously handle small noise
and misalignment in the input images.
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CHAPTER 4
BATCH IMAGE ALIGNMENT BY SPARSE
AND LOW-RANK MATRIX
DECOMPOSITION
In Chapter 3, we saw how low-rank matrix recovery techniques could be
effectively employed to exploit the inherent redundancy between images of
the same object or scene taken under different illuminations. However, the
assumption that the images are perfectly aligned with each other (at the pixel
level) is very restrictive for practical applications. In reality, even when the
images are acquired under controlled conditions, we have to deal with slight
misalignment between the images. In this chapter, we will describe how we
can deal with this issue by incorporating domain transformations into our
formulation.
4.1 Introduction
In recent years, the increasing popularity of image and video sharing sites
such as Facebook, Flickr, and YouTube has led to a dramatic increase in the
amount of visual data available online. Within the computer vision com-
munity, this has inspired a renewed interest in large, unconstrained datasets
[67]. Such data pose steep challenges to existing vision algorithms: signif-
icant illumination variation, partial occlusion, as well as poor or even no
alignment (see Figure 4.1(a) for example). This last difficulty is especially
challenging, since domain transformations make it difficult to measure image
similarity for recognition or classification. Intelligently harnessing the infor-
mation encoded in these large sets of images seems to require more efficient
and effective solutions to the long-standing batch image alignment problem
[68, 69]: Given many images of an object or objects of interest, align them
to a fixed canonical template.
To a large extent, progress in batch image alignment has been driven by
the introduction of increasingly sophisticated measures of image similarity
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(a) Original images (b) Aligned images (c) Low-rank component
(d) Recovered errors (e) Average of (a), (b), (c), respec-
tively
Figure 4.1: Batch Image Alignment. (a) 40 face images of a person with
different illumination, occlusions, poses, and expressions. Our algorithm
automatically finds a set of transformations such that the transformed images in
(b) can be decomposed as the sum of images from a low-rank approximation in
(c) and sparse large errors in (d). The much sharpened average face images
shown in (e) indicate the efficacy of our alignment algorithm.
[70]. Learned-Miller’s influential congealing algorithm seeks an alignment
that minimizes the sum of entropies of pixel values at each pixel location in
the batch of aligned images [71, 72]. If we stack the aligned images as the
columns of a large matrix, this criterion demands that each row of this matrix
be nearly constant. Conversely, the least squares congealing procedure of [73,
74] seeks an alignment that minimizes the sum of squared distances between
pairs of images, and hence demands that the columns be nearly constant. In
both cases, if the criterion is satisfied exactly, the matrix of aligned images
will have low rank, ideally rank one. However, if there is large illumination
variation in the images (such as those in Figure 4.1), the matrix of aligned
images might have an unknown rank higher than one. In this case, it is more
appropriate to search for an alignment that minimizes the rank of the aligned
images. So in [75], Vedaldi et al. choose to minimize a log-determinant
measure that can be viewed as a smooth surrogate for the rank function
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[76]. The low-rank objective can also be directly enforced, as in Transformed
Component Analysis (TCA) [77, 78], which uses an EM algorithm to fit a
low-dimensional linear model, subject to domain transformations drawn from
a known group.
A major drawback of the above approaches is that they do not simulta-
neously handle large illumination variations and gross pixel corruptions or
partial occlusions that often occur in real images (e.g., shadows, hats, glasses
in Figure 4.1). The Robust Parameterized Component Analysis (RPCA) al-
gorithm of [79] also fits a low-rank model, and uses a robust fitting function
to reduce the influence of corruption and occlusion. Unfortunately, this leads
to a difficult, nonconvex optimization problem, with no theoretical guaran-
tees of robustness or convergence rate. This somewhat unsatisfactory status
quo is mainly due to the extremely difficult nature of the core problem of
fitting a low-rank model to highly corrupted data [16], a problem that until
recently lacked a polynomial-time algorithm with strong performance guar-
antees. Recent advances in rank minimization [4, 3] have shown that it is
indeed possible to efficiently and exactly recover low-rank matrices despite
significant corruption, using tools from convex programming. These devel-
opments prompt us to revisit the problem of robustly aligning batches of
linearly correlated images.
In this work, we introduce a new algorithm, named RASL, for robustly
aligning linearly correlated images (or signals), despite large occlusions and
corruptions. Our solution builds on recent advances in rank minimization
and sparse recovery and formulates the batch alignment problem as the so-
lution to a sequence of convex programs. We show how each of these convex
programs can be solved efficiently using modern first-order optimization tech-
niques, leading to a fast, scalable algorithm that succeeds under very broad
conditions. Our algorithm can handle batches of over 100 images in a few
minutes on a standard PC. As we will verify with extensive experiments
on real image data, the algorithm achieves pixel-level accuracy over a wide
range of misalignments. A MATLAB implementation of our algorithm and
the data used in this work is available on our website:
http://perception.csl.uiuc.edu/matrix-rank/rasl.html.
Organization. The remainder of this chapter is organized as follows: In
Section 4.2, we introduce matrix rank as a measure of image similarity and
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recast the image alignment problem as one of matrix rank minimization. In
Section 4.3, we propose an efficient algorithm to solve the rank minimization
problem by iterative convex optimization. We provide experimental results
in Section 4.4 to showcase the efficacy of our method on real images. Section
4.5 provides concluding remarks and proposes potential extensions to our
algorithm.
4.2 Image Alignment by Matrix Rank Minimization
In this section, we formulate batch image alignment as the search for a set of
transformations that minimizes the rank of the transformed images, viewed
as the columns of a matrix. We discuss why rank is a natural measure of
image similarity, and how this conceptual framework can be made robust to
gross errors due to corruption or occlusion.
4.2.1 Matrix rank as a measure of image similarity
Measuring the amount of similarity within a set of images is a fundamental
problem in computer vision and image processing. Suppose we are given n
well-aligned grayscale images I01 , . . . , I
0
n ∈ Rw×h of some object or scene. In
many situations of interest, these well-aligned images are linearly correlated.
More precisely, if we let vec : Rw×h → Rm denote the operator that selects
an m-pixel region of interest (typically m n) from an image and stacks it





vec(I01 ) | · · · | vec(I0n)
] ∈ Rm×n (4.1)
should be approximately low-rank. This assumption holds quite generally.
For example, if the I0i , i = 1, . . . , n are images of some convex Lambertian
object under varying illumination, then a rank-9 approximation suffices [80].
Being able to correctly identify this low-dimensional structure is crucial for
many vision tasks such as face recognition.
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4.2.2 Modeling misalignments as domain deformations
Misalignment poses a serious problem to many different computer vision
applications. It is an inherent problem in most image acquisition processes
since the relative position of the camera with respect to the object is seldom
fixed across multiple images. Images of the same object or scene can appear
drastically different even under moderate change in the object’s position or
pose with respect to the camera. The above model (low-rank matrix of
correlated images) breaks down if the images are even slightly misaligned
with respect to each other.
In this work, since the 3-D structure of the object of interest is unknown,
we assume that the misalignment is restricted to the image plane.1 Then, we
can model misalignments as domain deformations. More precisely, if I1 and
I2 represent two misaligned images, we assume that there exists an invertible
transformation g : R2 → R2 such that
I2(x, y) = (I1 ◦ g)(x, y) .= I1(g(x, y)). (4.2)
In most practical scenarios, we can model misalignments as transformations
from a finite-dimensional group G that has a parametric representation, such
as the similarity group SE(2) × R+, the 2-D affine group Aff(2), and the
planar homography group GL(3) (see [81] for more details on transformation
groups).
Consolidating the above two models, we formulate the image alignment
problem as follows. Suppose that I1, I2, . . . , In represent n input images of
the same object but misaligned with respect to each other. Then, there
exist domain transformations τ1, . . . , τn such that the transformed images
I1 ◦ τ1, . . . , In ◦ τn are well-aligned at the pixel level, or equivalently the
matrix
D ◦ τ .= [vec(I01 ) | · · · | vec(I0n)] ∈ Rm×n
has low rank, where I0i = Ii◦τi for i = 1, 2, . . . , n, D = [vec(I1) | · · · | vec(In)],
and τ represents the set of n transformations τ1, τ2, . . . , τn. Therefore, the
batch image alignment problem can be reduced to the following optimization
1We will see in Section 4.4 that the proposed algorithm is robust to small changes in





rank(A) s.t. D ◦ τ = A. (4.3)
4.2.3 Modeling corruption and occlusion as large, sparse
errors
In practice, the low-rank structure of the aligned images can be easily vio-
lated, due to the presence of partial occlusions or corruptions in the images.
Since these errors typically affect only a small fraction of all pixels in an
image, we can model them as sparse errors whose non-zero entries can have
arbitrarily large magnitude. This model has been successfully employed in
face recognition [12].
In addition to occlusions, real images typically contain some noise of small
magnitude in each pixel. To keep our discussion simple, we assume here that
such noise is negligible in magnitude as compared to the error due to occlu-
sions. We will see in Section 4.3.2 that it is straightforward to incorporate
this small-magnitude noise into our algorithm.
Let ei represent the error corresponding to image Ii such that the images
{Ii ◦ τi − ei}ni=1 are well-aligned to each other, and free of any corruptions or
occlusions. Therefore, the formulation (4.3) can be modified as follows:
min
A,E,τ
rank(A) s.t. D ◦ τ = A+ E, ‖E‖0 ≤ k, (4.4)
where E = [vec(e1) | · · · | vec(en)]. Here, the `0-“norm” ‖ · ‖0 counts the
number of nonzero entries in the error matrix E, and k is a constant that
represents the maximum number of corrupted pixels expected across all im-
ages. As we will see in Section 4.3.1, it is more convenient to consider the
Lagrangian form of this problem:
min
A,E,τ
rank(A) + γ‖E‖0 s.t. D ◦ τ = A+ E, (4.5)
where γ > 0 is a parameter that trades off the rank of the solution versus
the sparsity of the error. We refer to this problem as Robust Alignment by
Sparse and Low-rank decomposition (RASL).
For real images, it is often the case that we also have a small amount of





rank(A) + γ‖E‖0 s.t. ‖D ◦ τ − A− E‖F ≤ ε, (4.6)
where ε > 0 is the noise level, and ‖ · ‖F denotes the matrix Frobenius norm.
To summarize our approach (4.5) to solving the image alignment problem,
we know that if the images are well-aligned, they should exhibit good low-
rank structure, up to some sparse errors (say due to occlusions). We therefore
search for a set of transformations τ = {τ1, . . . , τn} such that the rank of the
transformed images becomes as small as possible, when the sparse errors are
subtracted.2
4.3 Practical Solution via Iterative Convex
Programming
In this section, we present a practical solution to the RASL problem (4.5)
that works quite effectively as long as the misalignments are not too large.
We first relax the highly nonconvex objective function in (4.5) to its convex
surrogate (Section 4.3.1). We then linearize the nonlinear equality constraint
in (4.5) (Section 4.3.2), yielding a sequence of convex programs whose solu-
tions converge quadratically to the correct alignment (Section 4.3.3). These
convex programs can be solved efficiently via modern first-order optimiza-
tion techniques (Section 4.3.4). In Section 4.4 we will verify the practical
convergence behavior of this scheme with numerous real-data examples.
4.3.1 Convex relaxation
The optimization problem (4.5), although intuitive, is not directly tractable.
A major difficulty is the nonconvexity of the matrix rank and `0-norm: min-
imization of these functions is extremely difficult (NP-hard and hard to ap-
proximate) in the worst case. Moreover, since matrix rank and the `0-norm
are discrete-valued functions, the solution given by (4.5) is likely to be un-
2To avoid trivial solutions, the transformations would have to be constrained to belong
to a certain group. It is beyond the scope of this work to provide exact conditions on the
transformations to be able to recover specific signal models.
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stable if the errors in the images are not exactly sparse. Recently, however, it
was shown that for the problem of recovering low-rank matrices from sparse
errors, as long as the rank of the matrix A to be recovered is not too high
and the number of non-zero entries in E is not too large, minimizing the nat-
ural convex surrogate for rank(A) + γ‖E‖0 can exactly recover A [3].3 This
convex relaxation replaces rank(·) with the nuclear norm or sum of the sin-
gular values: ‖A‖∗ .=
∑min{m,n}




ij |Eij|. Applying the same relaxation to the RASL problem
(4.5) yields a new optimization problem:
min
A,E,τ
‖A‖∗ + λ‖E‖1 s.t. D ◦ τ = A+ E. (4.7)
Theoretical considerations in [3] suggest that the weighting parameter λ
should be of the form C/
√
m where C is a constant, typically set to unity.
The new objective function is non-smooth, but now continuous and convex.
We would like to again emphasize that real images are often corrupted
by additive noise in all the pixels. This can be easily incorporated in our
formulation by modifying the constraint as follows:
min
A,E,τ
‖A‖∗ + λ‖E‖1 s.t. ‖D ◦ τ − A− E‖F ≤ ε, (4.8)
where ε > 0 is the noise level.
4.3.2 Iterative linearization
The main remaining difficulty in solving (4.7) is the nonlinearity of the
constraint D ◦ τ = A + E, which arises due to the complicated depen-
dence of D ◦ τ on the transformations τ ∈ Gn. When the change in τ is
small, we can approximate this constraint by linearizing about the current
estimate of τ . Here, and below, we assume that G is some p-parameter
group and identify τ = [τ1 | · · · | τn] ∈ Rp×n with the parameterizations
3Convex programming exactly recovers low-rank matrices A whose singular vectors
are not themselves sparse or spiky. More precisely, it succeeds with high probability
(assuming that the support of E is random) provided rank(A) < C1µ−1n/ log2(m) and
‖E‖0 < C2mn, where C1, C2 are numerical constants and µ is an incoherence parameter
that is small if the singular spaces of A are not aligned with the standard basis [3]. Similar
guarantees can be proved for the linearized convex optimization as discussed in Chapter
6.
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of all of the transformations. For ∆τ = [∆τ1 | · · · | ∆τn] ∈ Rp×n, write
D ◦ (τ + ∆τ) ≈ D ◦ τ +∑ni=1 Ji∆τiTi , where Ji .= ∂∂ζvec(Ii ◦ ζ)|ζ=τi ∈ Rm×p
is the Jacobian of the i-th image with respect to the transformation param-
eters τi and {i} denotes the standard basis for Rn. This leads to a convex
optimization problem in unknowns A,E,∆τ :
min
A,E,∆τ





i = A+ E. (4.9)
Because the linearization only holds locally, we should not expect the solu-
tion τ + ∆τ from (4.9) to exactly solve (4.7). To find the (local) minimum
of (4.7), we repeatedly linearize about our current estimate of τ and solve a
sequence of convex programs of the form (4.9).4 As we will see in Section 4.4,
as long as the initial misalignment is not too large, this iteration effectively
recovers the correct transformations τ and separates the low-rank structure
of the batch of images from any sparse errors or occlusions. This complete
optimization procedure is summarized as Algorithm 2. The iterative pro-
cedure in Algorithm 2 is stopped when the relative change in the value of
the cost function between two consecutive iterations is smaller than a pre-
determined threshold. Notice that Algorithm 2 operates on the normalized
images vec(Ii ◦ τi)/‖vec(Ii ◦ τi)‖2, in order to rule out trivial solutions such
as zooming in on a single dark pixel or a dark region in the images.
We reiterate the point that in this work, we have considered only sparse,
large-magnitude errors in images arising from occlusions or other forms of
corruption. Additional small noise in the images can be handled in a similar
fashion as shown in (4.8). It has been shown in [66] that sparse and low-rank
matrix decomposition (without transformations) by convex optimization is
stable to additive Gaussian noise of small magnitude, in addition to sparse
errors. It may be possible to establish similar stability guarantees for the
linearized convex program in (4.9).
4This kind of iterative linearization has a long history in gradient algorithms for batch
image alignment (see, e.g., [75, 82] and references therein). More recently a similar iterative
convex programming approach was proposed for single-to-batch image alignment in face
recognition [83].
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Algorithm 2 (Outer loop of RASL)
INPUT: Images I1, . . . , In ∈ Rw×h, initial transformations τ1, . . . , τn in a
certain parametric group G, weight λ > 0.
WHILE not converged DO








, i = 1, . . . , n;
Step 2: warp and normalize the images:




∣∣∣ . . . ∣∣∣ vec(In ◦ τn)‖vec(In ◦ τn)‖2
]
;
Step 3 (inner loop): solve the linearized convex optimization:
(A∗, E∗,∆τ ∗)← argmin
A,E,∆τ
‖A‖∗ + λ‖E‖1





i = A+ E;
Step 4: update transformations: τ ← τ + ∆τ ∗;
END WHILE
OUTPUT: solution A∗, E∗, τ ∗ to problem (4.7).
4.3.3 Convergence and optimality
Replacing a difficult optimization problem with a sequence of more tractable,
linearized problems is a standard technique in optimization, and has been the
subject of intensive study in the optimization literature. As we will see, the
RASL algorithm can be viewed as a Gauss-Newton method for minimizing
the composition of a nonsmooth convex function with a smooth, nonlinear
mapping. The convergence behavior of such algorithms was extensively stud-
ied in the late 1970s and early 1980s, and they continue to draw attention
today [84]. We draw upon this body of work, in particular results of Jittorn-
trum and Osborne [85] (building on the work of Cromme [86]) to understand
the local convergence of RASL.
The result of [85] concerns the problem of minimizing the composition of





The authors of [86, 85] have studied the iterative algorithm
δk = arg min
δ∈Rp




xk+1 = xk + δk, (4.12)
and have shown that if x? ∈ Rp is a strictly unique optima to (4.10), in the
sense that ∃α > 0 such that
∀ δ ∈ Rp,
∥∥∥∥f(x?) + ∂f∂x (x?)δ
∥∥∥∥

≥ ‖f(x?)‖ + α‖δ‖, (4.13)
then within some neighborhood of x?, the sequence of iterates (4.11)-(4.12)
converges quadratically to x?.
To further clarify the connection to RASL, we define a function ‖ · ‖ :
Rm×n → R via
‖M‖ .= min
A+E=M
‖A‖∗ + λ‖E‖1. (4.14)
It is easy to verify that ‖ · ‖ is indeed a norm5 – it is a quotient norm on
translates of {(−X,X) | X ∈ Rm×n} ⊂ Rm×n × Rm×n. Let the transforma-
tions τ = {τ1 . . . τn} be parameterized by parameters x = {ζ1 . . . ζn} ∈ (Rp)n.
Then, we can write D ◦ τ = f(x), and view the RASL optimization as a local




via the iteration (4.11)-(4.12). Hence, provided the map x 7→ f(x) is C2,
the result of [85] implies that RASL converges quadratically in the neighbor-
hood of any strongly unique local minimum. This quadratic convergence is
observed in our experiments (see Section 4.4), in which only a few iterations,
typically less than 20, are required for the algorithm to converge.
It is important to realize that, in general, manifolds formed by transformed
images may not be C2 (or not even C1), due to the presence of sharp edges
[87]. However, in our case, we can view the digital images Ii◦τi as resampling
transformations of an ideal bandlimited reconstruction Iˆi obtained from the
digital image Ii, in which case the mapping x 7→ f(x) is indeed smooth.
5It is easy to check that ‖M‖ ≥ 0 with equality iff M = 0, and that ‖tM‖ = |t|‖M‖.
The triangle inequality follows from the convexity of the function ‖A‖∗ + λ‖E‖1.
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A complete convergence theory would then verify, based on the properties
of the desired solution x?, that the strong uniqueness property (4.13) holds.
It is not difficult to give quantitative bounds on the region of convergence
and convergence rate of the algorithm based on the coefficient α in (4.13) and
the curvature of the set {f(x) | x ∈ (Rp)n} ⊂ Rm×n. However, estimating α
or characterizing the curvature are themselves nontrivial mathematical prob-
lems, which we delay to future work. The interested reader may consult [66],
where a form of strong uniqueness is (implicitly) used to show the stability
of sparse and low-rank decomposition, albeit without transformations.
4.3.4 Efficient solution by augmented Lagrange multiplier
methods
The main computational cost in Algorithm 2 at each iteration is Step 3,
which solves the linearized convex optimization problem (4.9). This is a
semidefinite program in thousands or millions of variables, so scalable solu-
tions are essential for its practical use. Fortunately, a recent flurry of work
on high-dimensional nuclear norm minimization has shown that such prob-
lems are well within the capabilities of a standard PC [44, 43, 26]. In this
section, we show how one such fast first-order method, the Augmented La-
grange Multiplier (ALM) algorithm [26, 45, 3], can be adapted to efficiently
solve (4.9).
The basic idea of the ALM method is to search for a saddle point of
the augmented Lagrangian function instead of directly solving the original
constrained optimization problem. Let us define h(A,E,∆τ) = D ◦ τ +∑n
i=1 Ji∆τi
T
i − A − E. For our problem (4.9), the augmented Lagrangian
function is given by




where Y ∈ Rm×n is a Lagrange multiplier matrix, µ is a positive scalar, 〈·, ·〉
denotes the matrix inner product,6 and ‖ · ‖F denotes the Frobenius norm.
For appropriate choice of the Lagrange multiplier matrix Y and sufficiently
large constant µ, it can be shown that the augmented Lagrangian function
6〈X,Y 〉 .= trace(XTY ).
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has the same minimizer as the original constrained optimization problem [45].
The ALM algorithm iteratively estimates both the Lagrange multiplier and
the optimal solution by iteratively minimizing the augmented Lagrangian
function
(Ak+1, Ek+1,∆τk+1) = arg min
A,E,∆τ
Lµk(A,E,∆τ, Yk), (4.17)
Yk+1 = Yk + µk h(Ak+1, Ek+1,∆τk+1). (4.18)
It has been shown that when {µk} is a monotonically increasing positive se-
quence, the iteration indeed converges to the optimal solution of the problem
(4.9) [45].
However, the first step in the above iteration (4.18) is difficult to solve
directly. So, a common strategy is to minimize the Lagrangian function
approximately by adopting an alternating scheme: minimize the function
against the three unknowns A,E,∆τ one at a time:
Ak+1 = arg minA Lµk(A,Ek,∆τk, Yk),
Ek+1 = arg minE Lµk(Ak+1, E,∆τk, Yk),
∆τk+1 = arg min∆τ Lµk(Ak+1, Ek+1,∆τ, Yk).
(4.19)
Although each step of the above iteration involves solving a convex program,
each has a simple closed-form solution, and hence, can be solved efficiently
in a single step. To spell out the solutions, let us define the soft-thresholding
or shrinkage operator for scalars as follows:
Sα[x] = sign(x) ·max{|x| − α, 0}, (4.20)
where α ≥ 0. When applied to vectors and matrices, the shrinkage operator
acts elementwise. Using the shrinkage operator, we can write the solution to
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Algorithm 3 (Inner Loop of RASL)
INPUT: (A0, E0,∆τ 0) ∈ Rm×n × Rm×n × Rp×n, λ > 0.
WHILE not converged DO
(U,Σ, V ) = svd
(
D ◦ τ +∑ni=1 Ji∆τkiTi + 1µkYk − Ek);
Ak+1 = US 1
µk
[Σ]V T ;
Ek+1 = S λ
µk
[












Yk+1 = Yk + µk h(Ak+1, Ek+1,∆τk+1).
END WHILE
OUTPUT: solution (A∗, E∗,∆τ ∗) to problem (4.9).
each step of (4.19) as
(U,Σ, V ) = svd
(











Ak+1 = US 1
µk
[Σ]V T ,
Ek+1 = S λ
µk
[
























where svd(·) denotes the Singular Value Decomposition operator, and J†i
denotes the Moore-Penrose pseudoinverse of Ji. For completeness, the entire
algorithm to solve the linearized inner loop (4.9) has been summarized as
Algorithm 3.
In our experience, the algorithm always converges to the optimal solution
to (4.9), and does so significantly faster than other alternative convex op-
timization methods. In particular, it is about 5-10 times faster than the
accelerated proximal gradient (APG) method originally proposed in the con-
ference version of this work [88]. Although the convergence of the ALM
method (4.18) has been well established in the optimization literature, we
currently know of no proof that its approximation (4.19) converges too. The
main difficulty comes from the fact that there are three terms in the al-
ternating minimization. The case with alternating between two terms has
been studied extensively as the alternating direction method of multipliers
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in the optimization literature and its convergence has been well established
for various cases [47, 48, 49]. In particular, the convergence for the Princi-
pal Component Pursuit (PCP) problem – essentially problem (4.9) without
the term associated with ∆τ – has been established in [26]. Recently, [50]
obtained a convergence result for certain three-term alternation applied to
the noisy principal component pursuit problem (see also [51]). However, [50]
reflects a very similar theory-practice gap – the three-term alternation for
which convergence has been established is slower in practice than an alterna-
tion in the form of algorithm (4.21), for which a rigorous proof of convergence
remains elusive. Recently, a variant of the alternating direction method with
Gaussian back substitution for more than two sets of separable variables has
been proposed in [89].
4.3.5 Implementation details
In this section, we provide some details of our implementation of Algorithm
3. For our experiments, we choose µk = ρ
kµ0, where ρ and µ0 are set to
1.25 and 1.25/‖D‖, respectively.7 The inner loop of the RASL algorithm is
terminated when the difference in the value of the cost function between two
consecutive iterations is smaller than 10−7. The stopping criterion of the
outer loop of our algorithm is identical, except that we use a threshold of
10−2.
A minor practical issue with our algorithm is that poorly conditioned Ja-
cobian matrices Ji’s could lead to problems with numerical precision. Hence,
we do not use them directly in Algorithm 3. Instead, we compute the QR fac-
torization of the Ji’s as Ji = QiRi, and use the orthogonal Qi’s in Algorithm
3 in the place of the corresponding Ji’s. This, in turn, implies that the output
of the algorithm would be ∆τ ′i = Ri∆τi. Since the Ri’s are invertible, the
change in the original deformation parameters ∆τi’s can be easily computed.
Although this does not affect the theoretical convergence of the algorithm,
we observe that it leads to a more stable implementation in practice.
7‖ · ‖ denotes the matrix spectral norm.
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4.4 Experimental Verification
In this section, we demonstrate the efficacy of RASL on a variety of image
alignment tasks. We always set λ = 1/
√
m in the RASL algorithm, where
m is the number of pixels in the region of interest in each image.8 We first
quantitatively verify the correctness of our algorithm on controlled data sets,
and show that it outperforms state-of-the-art methods in aligning batches of
images despite lighting variation and occlusion. We then test our algorithm
on more realistic and challenging face images taken from the Labeled Faces
in the Wild (LFW) database [67]. Experiments on video data, microscopic
iris images, and handwritten digits further demonstrate the generality and
broad applicability of our method. Finally, we provide an example of aligning
perspective images of a planar surface that demonstrates its ability to cope
with more complicated deformations such as planar homographies.
4.4.1 Quantitative validation with controlled images
We verify the correctness of the algorithm using 100 images of a dummy
head taken under varying illumination. Because the relative positions of
the camera and the dummy are fixed, the ground truth alignment is known.
We also test our algorithm on the CMU Multi-PIE face database [90] to
illustrate its performance on more natural face images taken under controlled
conditions. Figure 4.2 shows some representative sample input images used
for our experiments.
Large region of attraction for RASL
We examine RASL’s ability to cope with varying levels of misalignment.
The task is to align the images to an 80× 60 pixel canonical frame, in which
the distance between the outer eye corners is normalized to 50 pixels.9 We
synthetically perturb each of the input images by Euclidean transformations
(G = SE(2)) whose angles of rotation are uniformly distributed in the range
[−θ0/2, θ0/2], and whose x- and y-translations are uniformly distributed in
8The only exception in this chapter is Figure 4.1, where we set λ = 1.1/
√
m.
9The outer eye corners were manually chosen for one image, and the same set of coor-




Figure 4.2: Sample input images. Representative input images taken
under controlled conditions artificially perturbed and occluded.
the range [−x0/2, x0/2] pixels and [−y0/2, y0/2] pixels, respectively.
We consider an alignment successful if the maximum difference in each
individual coordinate of the eye corners across all pairs of images is less than
one pixel in the canonical frame. Figure 4.3(a) shows the fraction of successes
over 10 independent trials, with θ0 = 0 fixed and varying levels of translation
x0, y0. Our algorithm always correctly aligns the images as long as x0 and
y0 are each smaller than 15 pixels, i.e. 30% of the distance between the eyes.
In Figure 4.3(b), we fix x0 = 0 and plot the fraction of successful trials while
varying both y0 and θ0. Here, RASL successfully aligns the given images
despite translations of up to 15 pixels and simultaneous in-plane rotation of
up to 40◦!
We repeat the above experiment with images of 100 subjects (users 001-
100) chosen from Session 1 of the Multi-PIE database. The database contains
20 images of each subject taken under different illumination conditions. We
once again use manually clicked outer eye corners to crop the images. This
set of images is much more challenging than in the previous experiment
since we have only 20 images per person. For each subject, we consider one
instance of a randomly chosen misalignment as described above, and record
the percentage of successful alignments across all subjects. The experimental
results are shown in Figure 4.4. We notice that RASL achieves a success rate
of over 90% even when there’s simultaneous misalignment in both x and y
directions of about 7 pixels.
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(a) Translation in x and y directions





















(b) Translation in y direction and in-plane
rotation θ
Figure 4.3: Large region of attraction for RASL. Percentage of successful
alignments for varying levels of misalignment. Translations are given as a
fraction of the distance between the eyes (here, 50 pixels), while rotations
are in degrees. (a) Translation in x and y directions. All images are
correctly aligned despite simultaneous x and y translations up to 30% of
the eye distance. (b) Translation in y direction and in-plane rotation θ
(degrees). All images are correctly aligned for despite simultaneous y
translation of 30% of the eye distance and rotation up to 40◦.









































(b) Translation in y direction and in-
plane rotation θ
Figure 4.4: Region of attraction for RASL with Multi-PIE images.
Percentage of successful alignments for varying levels of misalignment.
Translations are given as a fraction of the distance between the eyes (here,
50 pixels), while rotations are in degrees. (a) Translation in x and y
directions. (b) Translation in y direction and in-plane rotation θ (degrees).
Effect of number of images
It is clear that the region of attraction for the Multi-PIE images (Figure 4.4)
is smaller than that for the dummy head images (Figure 4.3). A primary
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reason for this difference is the fact that the Multi-PIE database contains
only 20 images per person, as against 100 images of the dummy head. In
this experiment, we study the effect of the number of images on the region
of attraction.






















Figure 4.5: Effect of number of images on region of attraction.
Percentage of successful alignments for varying levels of misalignment and
number of images. The misalignment is restricted to translation along the
x-direction. The region of attraction steadily increases as the number of
images is increased.
We use the 100 images of a dummy head described earlier. We choose sub-
sets of images from this dataset, and artificially perturb them in the same
manner as was done for the region of attraction experiment (see Figure 4.3).
In this experiment, we perturb the images only along the x-direction, where
each image is translated by an amount uniformly distributed in the interval
[−x0/2, x0/2] pixels. Figure 4.5 summarizes the results of this experiment
where the success rate has been measured over 10 independent trials. We
observe that the region of attraction increases as the number of images in-
creases. This is because, with more images, the redundancy in the data is
higher, and hence the low-rank model fits better.
Handling occlusion
A major advantage of the formulation of RASL is that it can handle large
magnitude corruption, like occlusions, in the input images. For practical
applications, it is interesting to know beforehand the amount of occlusion
that RASL can handle for a given set of images. Unfortunately, this is very
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Figure 4.6: Effect of amount of occlusion coupled with
misalignment. Fraction of successful alignments for varying levels of
misalignment. Translations are given as a fraction of the distance between
the eyes (here, 50 pixels), while the percentage of occluded pixels reported
is the average per image.
hard to characterize analytically since it depends on many factors, includ-
ing the number of images, the amount of misalignment, the extent of linear
correlation between the images, etc. In this experiment, we provide an em-
pirical characterization of the amount of occlusion that RASL can handle for
different levels of misalignments.
We once again use the 100 images of the dummy head for this experiment.
We synthetically add occlusion to each image in the form of a square black
patch at a randomly chosen location. Figure 4.6 shows the percentage of suc-
cessful alignments by RASL for different choices of misalignment (translation
along the y direction) and average percentage of occluded pixels in each input
image. We observe that RASL can effectively align the images even when up
to 15% of the pixels are occluded and the images are misaligned with respect
to each other by up to 5 pixels along the y direction.
Multiple image denoising
We now demonstrate RASL as a tool to simultaneously align and denoise
multiple images of the same scene. Unlike occlusions that occur as contigu-
ous blocks in the images, here we consider corruptions that are distributed
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more evenly throughout the image. In particular, we consider errors that are
distributed according to the random signs and support model described in [3].
According to this model, each pixel is corrupted independently with proba-
bility ρ ∈ (0, 1) and the sign of the non-zero error is uniformly distributed in
{+1,−1}.
(a) misaligned and noisy input images
(b) aligned noisy images
(c) image denoising results
(d) errors
Figure 4.7: Multiple images denoising. (a) Misaligned original images
with large sparse noise; (b) alignment results using RASL; (c) denoising
results; (d) magnitude of the recovered errors. The images are cropped to a
size of 80× 60 pixels.
In this experiment, we use the 100 dummy head images described earlier.
We corrupt approximately 20% of the pixels in each image (i.e., ρ = 0.2).
The results are shown in Figure 4.7. We observe that the output images are
well-aligned with respect to each other and free of corruptions. Recently, [91]
proposed an image denoising algorithm based on low-rank matrix completion.
Our method differs from that work in three main aspects. First, we denoise
the images globally instead of in a patch-based fashion. Second, we do not
require any information about the locations of the corrupted pixels. Third,




We next perform a qualitative and quantitative comparison with the two
methods proposed in [75]. While that work also minimizes a rank surrogate,
it lacks robustness to corruption and occlusion. For compatibility with [75],
we choose the canonical frame to be 49× 49 pixels.10 To each image, we ap-
ply a random Euclidean transformation whose angle of rotation is uniformly
distributed in [−10◦, 10◦] and whose x- and y-translations are uniformly dis-
tributed in [−3, 3] pixels. We also synthetically occlude a randomly chosen
12× 12 patch on 30 of the 100 images, thereby corrupting roughly 6% of all
pixels.
Figure 4.8(a) shows 10 of the 100 perturbed and occluded images. Figure
4.8(b) shows the alignment result using [75]. We note that eight of the 100
are flipped upside down; some of the remaining images are still obviously
misaligned. Figure 4.8(c) shows the more visually appealing alignment pro-
duced by RASL (with G the similarity group SE(2)×R+). We observe that
RASL correctly removes the occlusions (Figure 4.8(c), bottom) to produce a
low-rank matrix of well-aligned images (Figure 4.8(c), middle). The table in
Figure 4.8(d) gives a quantitative comparison between the two algorithms.11
Statistically, RASL produces alignments within half a pixel accuracy, with
standard deviations of less than quarter of a pixel in the recovered eye cor-
ners. The performance of [75] suffers in the presence of occlusion: even with
the eight flipped images excluded, the mean error is nearly two pixels.
Speed and scalability of RASL
The RASL formulation consists of solving a sequence of convex optimization
problems. Recent advances in nuclear-norm minimization have enabled us
to develop scalable algorithms for RASL. We provide the running time for
an example case to give an idea of the efficiency of our algorithm. On a
Macbook Pro laptop with a 2.8 GHz Intel Core 2 Duo processor and 4 GB
of memory, a MATLAB implementation of RASL can align 100 images, each
10Due to memory limitations and running time, this is the largest image size that the
code of [75] can handle; as we will see in later experiments, RASL however has no problem
scaling up to images of much larger sizes.
11We use all 100 images’ eye corners for RASL but only the 92 unflipped images for
Vedaldi’s method [75].
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(a) Original perturbed and occluded images
(b) Alignment results by [75] (Top: direct; Bottom: gradient)
(c) Alignment results by RASL (Top: aligned input images; Middle:
aligned images with occlusions removed; Bottom: recovered errors)
Mean error Error std. Max error
Initial misalignment 2.5 1.03 4.87
[75] (direct/gradient) 1.97/1.66 1.11/0.85 5.71/4.02
RASL (this work) 0.48 0.23 1.07
(d) Statistics of errors in the locations of the eye corners, calculated as
the distances (in pixels) from the estimated eye corners to their center.
Figure 4.8: Comparison with controlled images. (a) 10 out of 100
images of a dummy head. (b) Alignment by Vedaldi’s methods [75]: direct
search of rotation and translation (top) and gradient descent on a full affine
transformation (bottom). (c) Alignment by RASL: D ◦ τ (top), low-rank
approximation A (middle), and sparse errors E (bottom).
of size 80× 60 pixels, in about 3 minutes. This is a huge improvement over
the APG algorithm proposed earlier in a conference version of this work [88],
which takes about 20 minutes to align the same set of images.
Notice that the dominant cost of each iteration of RASL comes from com-
puting a singular value decomposition. To some extent, this computational
cost is the price needed to pay for computing with low-rank models. How-
ever, there are a number of known strategies for mitigating this cost when
the scale gets large. These strategies include low-level tricks such as rank
prediction [92], the use of the Lanczos algorithm for computing only a few
singular vectors [93] with warm starts, as well as algorithmic modifications
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(a) Average faces from face detector (b) Average faces after alignment
Figure 4.9: Aligning natural face images. Average faces before and
after alignment. (a) Average of original images obtained using a face
detector, and (b) average of the reconstructed low-rank images.
such as the use of randomized approximations to the SVD [94, 95]. Hence,
we believe the speed and scalability of the RASL algorithm can be further
improved by incorporating some of these more advanced techniques.
4.4.2 Qualitative evaluation with natural images
Aligning natural face images
We next test our algorithm on more challenging images taken from the La-
beled Faces in the Wild (LFW) [67] dataset of celebrity images. Unlike the
controlled images in our previous example, these images exhibit significant
variations in pose and facial expression, in addition to changes in illumination
and occlusion.
We obtain an initial estimate of the transformation in each image using
the Viola-Jones face detector [96]. We again align the images to an 80× 60
canonical frame. For this experiment, we use affine transformations (G =
Aff(2)) in RASL, to cope with the large pose variability in LFW.
Since there is no ground truth for this dataset, we verify the good per-
formance of RASL visually by plotting the average face before and after
alignment. Figure 4.9 shows results for some celebrities from LFW, as well
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as for images of Barack Obama that were separately downloaded from the In-
ternet. We note that the average face after alignment is significantly sharper,
indicating the improved alignment achieved by RASL.
(a) Original images D (b) Aligned images D ◦ τ
(c) Low-rank component A (d) Sparse large errors E
Figure 4.10: Aligning Bill Gates’ face images collected from the
Internet. (a) Original images obtained by face detector; (b) alignment
results using RASL; (c) recovered clean images; (d) recovered errors. The
size of each cropped image is 80× 60 pixels.
As an additional example, we selected some images of Bill Gates at random
from the Internet, and used RASL to align them together with a few more
images from the LFW dataset. In Figure 4.10, we show the alignment results
on all 48 images used for this experiment. The images are initially cropped
by applying the face detector, as shown in Figure 4.10(a). We downsample
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(a) Average D¯ (b) Average D¯ ◦ τ (c) Average A¯
Figure 4.11: Qualitative evaluation from average images. The quality
of the alignment results can be assessed from the average of the 48 images
of Bill Gates before and after alignment. (a) Average input image; (b)
average input image after correcting for alignment; (c) average image after
alignment and error correction. The average images after applying the
recovered alignments are much sharper than the average input image.
the images to an 80× 60 canonical frame and use the RASL algorithm with
affine transformation to align the images. The alignment results are shown in
Figure 4.10(b)-(d). We observe that large occlusions (like the Time magazine
logo) and severe expression variations are effectively handled as large magni-
tude errors by RASL. The reason large expression changes are considered as
errors is because they cannot be modeled effectively by a global transforma-
tion of the face image, as implemented in this work. We also plot the average
of the face images in Figure 4.11 for both the input images D, the aligned
images D ◦ τ , and the images represented by the low-rank matrix A for vi-
sual comparison. The much-sharpened average face images after alignment
and error correction indicate the efficiency of the RASL algorithm. This ex-
periment suggests that RASL could potentially be very useful for improving
the performance of current face recognition systems under less-controlled or
uncontrolled conditions.
Video stabilization
Video frames are another rich source of linearly correlated images. In this ex-
ample, we demonstrate the utility of RASL for jointly aligning the frames of
a video. Figure 4.12 shows the first 15 frames of a 140-frame video of Al Gore
talking, obtained by applying a face detector to each frame independently.
Due to the inherent imprecision of the detector, there is significant jitter
from frame to frame. The second row shows alignment results by RASL,
using affine transformations. In the third row, we show the low-rank ap-
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proximation obtained after alignment, while the fourth row shows the sparse
error. We note that this error compensates for localized motions such as
mouth movements and eye blinking that do not fit the global motion model.
Figure 4.12: Stabilization of faces in the video. 1st row: frames 1-15
from a 140-frame video, cropped by applying a face detector to each frame;
2nd row: input images after alignment D ◦ τ ; 3rd row: recovered low
rank component A; 4th row: sparse errors E.
We show another example of stabilizing image frames of a video, where a
portion of an iris is video-taped with a static microscopic camera. The im-
age frames suffer from severe misalignment caused by head movements, eye
jitters, or dilation and contraction of the pupil, etc. The presence of noise in
these images further complicates the problem. For this experiment, we use
a canonical image size of 232× 312 pixels. Due to the high-resolution of the
images, we use a multi-scale extension of RASL to speed up the algorithm.
Here, the images are progressively aligned from down-sampled versions, us-
ing the results of previous level to initialize the transformation parameters
of the next. In Figure 4.13, we show the result of aligning this iris video
sequence, consisting of 25 frames, using RASL with an affine transformation
model. We compare the original video and the aligned video with three dif-
ferent frames. The frames show severe jitter, blur, and intensity variation,
which present great challenges for image alignment. As can be seen from
the difference images in Figure 4.13, the errors between any two frames is
significantly reduced after alignment by RASL and become much more like
random noise. Although RASL is not designed to handle additive random
noise, these experimental results suggest that it is stable to small amounts
of noise in the image frames.
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(a) Original frame 1 (b) Original frame 10 (c) Original frame 20
(d) Difference (b) - (a) (e) Difference (c) - (a)
(f) Aligned frame 1 (g) Aligned frame 10 (h) Aligned frame 20
(i) Difference (g) - (f) (j) Difference (h) - (f)
Figure 4.13: Microscopic iris video stabilization. The original image
frames 1, 10, 20 are shown in (a), (b), (c) respectively with the
corresponding frames after alignment shown in (f), (g), (h); the absolute
intensity difference between the frames is used to qualitatively assess the
performance of RASL. The size of each cropped image is 232× 312 pixels.
Aligning handwritten digits
While most of the previous examples concerned images and videos of human
faces, RASL is a general technique capable of aligning any set of images with
strong linear correlation. In this experiment, we demonstrate the applicabil-
ity of our algorithm to other types of images by using it to align handwritten
digits taken from the MNIST database. For this experiment, we use 100
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images of the handwritten “3”, of size 29× 29 pixels.
Figure 4.14 compares the performance of RASL (using Euclidean trans-
formations G = SE(2)) to that of [71] and [75]. RASL obtains comparably
good performance on this example, despite the fact that [71] explicitly targets
binary image alignment.
(a) Original (b) Congealing [71] (c) Direct [75]
(d) Gradient [75] (e) D ◦ τ (RASL) (f) A (RASL)
(g) E (RASL)
Figure 4.14: Comparison of aligning handwritten digits. (a) Original
digit images; (b) aligned images using Miller’s method [71]; (c) aligned
images using Vedaldi’s method [75] based on direct search of rotation and
translation; (d) aligned images using Vedaldi’s method [75]; refinement
based on gradient descent on the full six parameters of the affine
transformation; (e) RASL alignment result D ◦ τ (f) low-rank images A (of
rank 30); (g) sparse error E.
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Aligning planar surfaces despite occlusions
While the previous examples used simple transformation groups such as sim-
ilarity and affine, RASL can also be used with more complicated deformation
models. In this example, we demonstrate how RASL can be used to align im-
ages that differ by planar homographies (i.e. G = GL(3)). Figure 4.15 shows
16 images of the side of a building, taken from various viewpoints by a per-
spective camera, and with occlusions caused by tree branches. We manually
chose three points in each image to obtain an initial affine transformation.
We then used RASL, with the planar homography group of transformations,
to correctly align the images to a 200 × 200 pixel canonical frame. As can
be seen in Figure 4.15, RASL correctly aligns the windows and removes the
branches occluding them. This example suggests that RASL could be very
useful for practical tasks such as image matching, mosaicing, and inpainting.
4.5 Conclusion and Future Work
We have presented an image alignment method that can simultaneously align
multiple images by exploiting the low-rank property of aligned images. Our
approach is based on recent advances in efficient matrix rank minimization
that come with theoretical guarantees. The proposed algorithm consists
of solving a sequence of convex optimization problems, and hence, both
tractable and scalable. This allows us to simultaneously align dozens or
even hundreds of images on a typical PC in matter of minutes. Further-
more, our method acts directly on the input images, and does not require
any pre-filtering or feature extraction and matching. We have shown the
efficacy of our method with extensive experiments on images taken under
laboratory conditions and on natural images of various types taken under
a wide range of real-world conditions. A MATLAB implementation of our
algorithm, along with sample data used in this work, has been made publicly
available for the interested reader to evaluate or use.
Currently, our method can handle one global domain transformation per
image, such as affine or projective transformations. It would be useful to
many practical applications if this work can be extended to handle multiple
transformations in each image, where the image sequence consists of multiple
independently moving objects or regions. It would also be interesting to
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(a) Original images D (b) Aligned images D ◦ τ
(c) Low-rank A (d) Occlusions E
Figure 4.15: Aligning planar homographies using RASL with
(G = GL(3)). (a) Original images from 16 views; (b) RASL alignment
result D ◦ τ ; (c) recovered low-rank component A; (d) sparse error E.
extend this approach to the case where each input image can be deformed
by wider classes of nonlinear or non-parametric domain transformations.
This work also opens up a variety of avenues for future research. Recently,
RASL has been successfully used in many different applications, such as
photo-real talking head synthesis [97], and face recovery from video streaming
[98]. In the next chapter, we will see how the framework described in this
chapter can be used for holistic symmetry detection and rectification.
On the theoretical side, although this work strongly leverages the convex
relaxation proposed in [3], there are no strong theoretical guarantees for re-
covery in literature for the specific convex relaxation used in RASL. Similar
theoretical guarantees could provide more insight into the kinds of images
and signals that can be handled effectively by RASL. On the algorithm side,
81
recently proposed schemes (see [99, 100]) can potentially scale up these tech-





In Chapters 3 and 4, we considered applications that involved multiple images
of an object or scene, possibly taken at different times or under different
illumination conditions. In this chapter, we will focus on extracting geometric
and textural information from single images of a scene that have a lot of
internal symmetries in them. In particular, we will see how we can use the
RASL framework developed in Chapter 4 to rectify symmetric, man-made
textures lying on a planar surface in 3D. We will show that this approach
leads to a holistic solution to extracting 3D information from 2D images
without the use of any feature point descriptors that are typically vulnerable
to noise in the images.
5.1 Introduction
One of the fundamental problems in computer vision is to identify certain
feature points or salient regions in images. These points and regions are
the basic building blocks for almost all high-level vision applications such
as image matching, 3D reconstruction, object recognition, and scene under-
standing. Through the years, a large number of methods have been proposed
in the literature for extracting various types of feature points or salient re-
gions. The detected points or regions typically represent parts of the image
that have distinctive geometric or statistical properties such as Canny edges
[101], Harris corners [102], and textons [103].
One of the important applications of detecting feature points or regions
in images is to establish point-wise correspondences or measure similarity
between different images of the same object. This problem is especially
challenging if the images are taken from different viewpoints under different
lighting conditions. Thus, it is desirable that the detected points/regions are
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somewhat stable or invariant under transformations incurred by changes in
viewpoint or illumination. In the past two decades, numerous “invariant”
features and descriptors have been proposed, studied, compared, and com-
bined in the literature (see [104, 105] and references therein). Some of the
earliest work in this genre was based on using a Markov model to study de-
pendences between various wavelet subbands for rotation invariant textures
[106, 107, 108, 109]. There has also been a lot of study in using different kinds
of basis functions, such as Gabor wavelets, to filter the image and compute
rotation invariant features from the filtered image (see [110, 111, 112] and
references therein).
A widely used invariant feature descriptor is the scale invariant feature
transform (SIFT) [113], which to a large extent is invariant to changes in ro-
tation and scale (i.e., similarity transformations). Nevertheless, if the images
are shot from very different viewpoints, SIFT is not very successful in estab-
lishing reliable correspondences. This problem has been partially addressed
by its affine-invariant version [114, 115]. However, even these extensions of
SIFT are limited in practice since although the deformation of a small dis-
tant patch can be well-approximated by an affine transformation, projective
transformations are necessary to describe the deformation of a large region
viewed through a perspective camera. There has been relatively limited
work on texture representation that is invariant to projective transforma-
tions [116, 117]. To the best of our knowledge, from a practical standpoint,
there are no feature descriptors that are truly invariant (or even approxi-
mately so) under projective transformations or homographies. In addition,
these methods normally do not deal with other concurrent nuisance factors
such as partial occlusions, corruptions, and illumination changes that could
severely undermine local feature extraction and matching in real images.
Despite tremendous effort in the past few decades to search for better and
richer classes of invariant features in images, there seems to be a fundamental
dilemma that none of the existing methods have been able to resolve: On the
one hand, if we consider the typical classes of transformations incurred on
the image domain by changing camera viewpoint and on the image intensity
by changing contrast or illumination, then in a strict mathematical sense,
invariants of the 2D image are extremely sparse and scarce – essentially only
the topology of the extrema of the image function remains invariant, known as
attributed Reeb tree (ART) [118]. The numerous “invariant” image features
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proposed in the computer vision literature, including the ones mentioned
above, are at best approximately invariant, and often only to a limited extent.
On the other hand, a typical 3D scene is rich in regular structures that are full
of invariants (with respect to 3D Euclidean transformations or other well-
behaving deformation groups). For instance, in an urban environment, the
scene is typically filled with man-made objects that have parallel edges, right-
angled corners, regular shapes, symmetric structures, and repeated patterns.
These geometric structures are rich in properties that are invariant under all
types of subgroups of the 3D Euclidean group. As a result, their 2D (affine
or perspective) images encode very rich and precise information about the
3D geometry and structure of the objects in the scene [81, 119, 120].
In this work, we propose a technique that aims to resolve the above
dilemma about image invariants. We contend that instead of trying to seek
local invariant features of the image that are either scarce or imprecise, we
should
aim to directly extract certain invariant structures in 3D through
their 2D images by undoing the (affine or projective) domain
transformations.
That is, we cast our quest for “transform-invariance” directly as an inverse
problem of recovering certain invariant 3D structures from their (projected
and deformed) 2D images. In this chapter, we will not only specify precisely
the rich class of structures that we can recover but also introduce some new
and powerful computational tools that would allow us to solve the associated
inverse problems efficiently.
Many methods have been developed in the past to detect and extract all
types of regular, symmetric patterns from images despite affine or projective
transformations (see [121] for a recent evaluation). In particular, this problem
has been studied extensively for the purpose of rectifying building facades
in urban scenes [122, 81, 123, 124]. As symmetry is not a property that
depends on a small neighborhood of a pixel, it can only be detected from a
relatively large region of the image. However, almost all existing methods
for detecting symmetric regions and patterns start by extracting and putting
together local features such as corners and edges [125] or more advanced
local features such as SIFT points [120]. As local feature detection and
edge extraction themselves are sensitive to local image variations such as
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noise, occlusion, and illumination change, such symmetry detection methods
inherently lack robustness and stability. In addition, as we will see in this
chapter, many regular structures and symmetric patterns do not even have
distinctive local features. Thus, we need a more general and holistic way
of detecting and extracting regular structures in images despite significant
distortion and corruption.
Our goal in this work is to extract invariant (geometric and textural) in-
formation from regions in a 2D image that correspond to a very rich class
of regular or near-regular patterns on a planar surface in 3D, whose appear-
ance can be modeled (approximately) as a “low-rank” matrix (see Figure 5.1
for some examples). In some sense, many conventional features mentioned
above such as edges, corners, and symmetric patterns can all be considered
as special instances of such low-rank textures (see Figure 5.2). Clearly, when
an image of such a texture undergoes some domain transformation (say affine
or projective), the transformed texture is no longer low-rank, when viewed
as a matrix. Nevertheless, by utilizing advanced convex optimization tools
from matrix rank minimization, we will show how we can simultaneously
recover such a low-rank texture from its deformed image and the associated
deformation.
(a) Input (r = 35) (b) Input (r = 15) (c) Input (r = 53) (d) Input (r = 13)
(e) Output (r = 14) (f) Output (r = 8) (g) Output (r = 19) (h) Output (r = 6)
Figure 5.1: Low-rank Textures Automatically Rectified by Our
Method. From left to right: A butterfly; a face; a tablet of Chinese
characters; and the Leaning Tower of Pisa. Top: Red windows denote the
original input, green windows denote the deformed texture returned by our
method. Bottom: Textures in the green window rectified for display. We
notice that the rank of the image matrix, denoted by r, is much lower for
the rectified textures.
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The novelty of our approach is that it directly uses all raw pixels of the
image region of interest and there is no need for pre-extraction of any inter-
mediate low-level, local features such as corners, edges, SIFT, Gabor, and
DoG features. It is applicable to any image region with sufficiently low rank
when considered as a matrix, regardless of the size of its spatial support.
We are able to rectify not only small local patches around an edge or a cor-
ner but also larger globally symmetric regions such as an entire facade of a
building. Thus, the method is truly holistic in nature. Furthermore, the pro-
posed formulation and solution are inherently robust to gross errors caused
by corruption, occlusion, or cluttered background as long as they affect only
a relatively small fraction of the image pixels. We believe that this is a pow-
erful new tool that allows people to accurately extract rich geometric and
textural information about a 3D region from its 2D images, that are truly
invariant to image domain transformations. We have also made a MATLAB
implementation of our algorithm publicly available at the following webpage:
http://perception.csl.uiuc.edu/matrix-rank/tilt.html
The remainder of this chapter is organized as follows: Section 5.2 gives
a rigorous definition of “low-rank textures” and formulates the mathemati-
cal problem associated with extracting such textures. Section 5.3 gives an
efficient and effective algorithm for solving the problem. We provide exten-
sive experimental results to verify the efficacy of the proposed algorithm as
well as the usefulness of the extracted low-rank textures in Section 5.4. In
Section 5.5, we discuss some potential extensions and variations to the basic
formulation.
5.2 Transform Invariant Low-Rank Textures
5.2.1 Definition of low-rank textures
In this work, we consider a 2D texture as a function I0(x, y), defined on R2.
We say that I0 is a low-rank texture if the family of one-dimensional functions





span{I0(x, y0) | y0 ∈ R}
) ≤ k (5.1)
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for some small positive integer k. If r is finite, then we refer to I0 as a rank-r
texture. It is easy to see that a rank-1 function I0(x, y) must be of the form
g(x) ·h(y) for some functions g(·) and h(·); and in general, a rank-r function






gi(x) · hi(y). (5.2)
Figure 5.2 shows some ideal low-rank textures: a vertical or horizontal edge
(or slope) can be considered a rank-1 texture, and a corner can be considered
a rank-2 texture. To a large extent, the notion of low-rank texture unifies
many of the conventional local features. By this definition, it is easy to see
that images of regular symmetric patterns typically lead to low-rank textures.
Thus, the notion of low-rank texture encompasses a much broader range of
“features” or regions than just corners and edges. However, we would like to
point out that low-rank is not a necessary attribute of all symmetric textures
or shapes occurring in natural images. In this work, we only consider those
symmetrical textures that give rise to low-rank matrices.
(a) Input (r = 11) (b) Input (r = 16) (c) Input (r = 10) (d) Input (r = 24)
(e) Output (r = 1) (f) Output (r = 2) (g) Output (r = 7) (h) Output (r = 14)
Figure 5.2: Representative Examples of Low-rank Textures and Our
Results. From left to right: an edge, a corner, a symmetric pattern, and a
license plate. Top: deformed textures (high-rank as matrices); Bottom: the
recovered low-rank representations.
Given a low-rank texture, obviously its rank is invariant under any scaling




= c I0(ax+ t1, by + t2)
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for some constants a, b, c ∈ R+, t1, t2 ∈ R, then I(x, y) and I0(x, y) have the
same rank according to our definition in (5.1). For most practical purposes,
it suffices to recover any scaled or translated version of the low-rank texture
I0(x, y), as the remaining ambiguity left in the scaling can often be easily
resolved in practice by imposing additional constraints on the texture (see
Section 5.3.2). Hence, in this paper, unless otherwise stated, we view two
low-rank textures equivalent if they are scaled and translated versions of each
other:
I0(x, y) ∼ cI0(ax+ t1, by + t2),
for all a, b, c ∈ R+, t1, t2 ∈ R. In homogeneous representation, this equiva-





a 0 t10 b t2
0 0 1
 ∈ R3×3∣∣∣ a, b ∈ R+, t1, t2 ∈ R
 . (5.3)
In practice, images of 2D textures are not continuous functions on R2.
Typically, we only have its values sampled on a finite discrete grid in Z2, of
size m × n say. In this case, the 2D texture I0(x, y) is represented by an
m× n matrix of real entries. For a low-rank texture, we always assume that
the size of the sampling grid is significantly larger than the intrinsic rank of
the texture,1 i.e.,
r  min{m,n}.
It is easy to show that as long as the sampling rate is not one of the aliasing
frequencies of the functions gi(·) or hi(·) defined in (5.2), the resulting matrix
has the same rank as the continuous function.2 Thus, the 2D texture I0(x, y)
when discretized as a matrix, also denoted by I0 for convenience, has very
low rank relative to its dimensions.
Remark 1 (Low-rank Textures vs. Random Textures). Conventionally, the
word “texture” is used to describe image regions that exhibit certain spatially
stationary stochastic properties (for modeling things like grass, sand, and fab-
rics). Such textures can be considered as random samples from a stationary
stochastic process [126] and the images generally have full rank when viewed
1The scale of the window needs to be large enough to meet this assumption.
2In other words, the resolution of the image cannot be too low.
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as matrix. The low-rank “textures” defined here are complementary to such
full-rank random textures. Here, low-rank textures correspond to regions in
an image that have deterministic regular low-dimensional structures. Despite
its obvious importance, there has been a lack of effective tools for analyzing
this class of textures.
5.2.2 Deformed and corrupted low-rank textures
In most real images, we almost never see a perfectly low-rank texture, largely
due to two factors:
1. The change in viewpoint induces a transformation on the domain of
the texture function
2. The sampled values of the texture function are subject to many types
of corruption such as quantization, noise, occlusions, etc.
In order to correctly extract the intrinsic low-rank textures from such de-
formed and corrupted image measurements, we must first carefully model
these factors and then seek ways to eliminate them.
Deformed Low-rank Textures. Although many planar surfaces or struc-
tures in 3D exhibit low-rank textures, their images do not necessarily have
low rank. Suppose that a low-rank texture I0(x, y) lies on a planar surface
in the scene. The image I(x, y) that we observe from a certain viewpoint is
a transformed version of the original low-rank texture function I0(x, y):3
I(x, y) = I0 ◦ τ−1(x, y) = I0 (τ−1(x, y)) ,
where τ : R2 → R2 belongs to a certain Lie group G. In this chapter, we
assume that G is either the 2D affine group Aff(2), or the homography group
GL(3) acting linearly on the image domain.4 In general, the transformed
3It helps to model any low-rank texture as a function defined on a continuous domain R2
since we can talk about domain transformation freely. Any image or matrix representation
of the texture is only a discrete sampling of this function. This allows us to generate
transformed images of a low-rank texture by interpolating between values of adjacent
pixels.
4Nevertheless, in principle, our method works for more general classes of domain de-
formations or camera projection models as long as they can be modeled well by a finite-
dimensional parametric group. See [127, 128] for examples.
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texture I(x, y) no longer has low rank when viewed as a matrix. For instance,
an ideal horizontal edge has rank one, but when rotated by 45◦, it becomes
a full-rank diagonal edge (see Figure 5.2(a)).
Corrupted Low-rank Textures. In addition to domain transformations,
the observed image of the texture might be corrupted by noise and occlusions
or contain some pixels from the surrounding background. We can model such
deviations by an error matrix E as follows:
I = I0 + E.
As a result, the image I might no longer be a low-rank texture. In this work,
we assume that only a small fraction of the image pixels are corrupted by
large errors, and hence, E is a sparse matrix.
Our goal here is to recover the exact low-rank texture I0 from an image
that contains a deformed and corrupted version of it. More precisely, we aim
to solve the following problem:
Problem 1 (Recovery of Low-rank Texture). Given a deformed and cor-
rupted image of a low-rank texture, I = (I0 +E) ◦ τ−1, recover the low-rank
texture I0 and the domain transformation τ ∈ G.




rank(I0) + γ‖E‖0 s.t. I ◦ τ = I0 + E, (5.4)
where ‖E‖0 denotes the number of non-zero entries in E. That is, we aim
to find the texture I0 of the lowest possible rank and the error E with the
fewest possible nonzero entries that agrees with the observation I up to a
domain transformation τ . Here, γ > 0 is a weighting parameter that trades
off the rank of the texture versus the sparsity of the error. For convenience,
we refer to the solution I0 found to this problem as a Transform Invariant
Low-rank Texture (TILT).5
Remark 2 (TILT vs. Affine-Invariant Features.). TILT is fundamentally
different from the affine-invariant features or regions proposed in the litera-
ture ([114, 115]). Essentially, those features are extensions to SIFT features
5By a slight abuse of terminology, we also refer to the procedure of solving the opti-
mization problem as TILT.
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in the sense that their locations are detected in a manner very similar to
SIFT. The difference is that around each feature, an optimal affine transform
is found that in some way “normalizes” the local statistics, say by maximizing
the isotropy of the brightness pattern ([129]). On the other hand, TILT finds
the best local deformation by minimizing the rank of the brightness pattern in
a robust way. It works the same way for any image region of any size and for
both affine and projective transforms (or even more general transformation
groups that have a smooth parameterization [127, 128]). More importantly,
as we will see in Section 5.4, our method is able to rectify all kinds of regions
that are approximately low-rank (e.g. human faces, printed text) and the re-
sults match very well with human perception. Unlike SIFT features whose
locations are difficult to predict or interpret by human vision, the low-rank
textures computed by TILT match well with human visual perception.
Remark 3 (TILT vs. RASL.). We note that the optimization problem (5.4)
is very similar to the robust image alignment problem studied in Chapter 4,
known as RASL. This is because both RASL and TILT use the same math-
ematical framework (sparse and low-rank matrix decomposition with domain
transformation) in their problem formulation. Although the formulation is
similar, there are some important conceptual differences between the two prob-
lems. For instance, RASL treats each image as a vector and does not make
use of any spatial structure within each image, whereas in this work, TILT
uses matrix rank and sparsity to study spatial structures within a 2D image.
Thus, RASL and TILT are highly complementary to each other in that they
try to capture temporal and spatial linear correlation in images, respectively.
From an algorithmic point of view, TILT is simpler than RASL since it deals
with only one image and one domain transformation, whereas RASL deals
with multiple images and multiple transformations, one for each image. We
will propose many extensions to TILT to handle a wider range of textures
and symmetries, most of which are not applicable to the image alignment
problem that RASL strives to solve.
Remark 4 (TILT vs. Transformed PCA.). One might argue that the low-
rank objective can be directly enforced, as in Transformed Component Analy-
sis (TCA) proposed in [77], which uses an EM algorithm to compute principal
components, subject to domain transformations drawn from a known group.
The TCA deals with Gaussian noise and essentially minimizes the Euclidean
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norm of the error term E. It is only natural to ask if such a “transformed
principal component analysis” approach could apply to our image rectifica-
tion problem here. Suppose that we ignore gross corruption or occlusion for




‖I ◦ τ − I0‖2F s.t. rank(I0) ≤ r, (5.5)
where ‖ · ‖F denotes the matrix Frobenius norm. It is possible to solve (5.5)
by minimizing against the low-rank component I0 and the deformation τ
iteratively. That is, with τˆ fixed, we estimate the rank-r component Iˆ0 via
PCA, and with Iˆ0 fixed, we compute the deformation τˆ in a greedy fashion
to minimize the least-squares objective.6
Figure 5.3 shows some representative results of using such a “Transformed
PCA” approach. However, even for simple patterns like the checker-board,
it works only with a correct initial guess of the rank r = 2 beforehand. If
we assume a wrong rank, say r = 1 or 3, solving (5.5) would not converge
to a correct solution, even with a small initial deformation. For complex
textures like a building facade shown in Figure 5.3, whose rank is impossible
to guess in advance, it is necessary to try all possibilities. Moreover, (5.5)
can only handle small Gaussian noise. For images taken in the real world,
partial occlusion and other types of corruption are often present. The naive
transformed PCA does not work robustly against such forms of corruption. As
we will see in the rest of this chapter, the TILT algorithm that we propose next
can automatically find the minimal matrix rank in an efficient manner and
handle very large deformations and non-Gaussian errors of large magnitude.
5.3 Solution by Iterative Convex Optimization
As proposed in [88], although the rank function and the `0-norm in the
original problem (5.4) are extremely difficult to optimize (in general NP-
hard), recent breakthroughs in sparse representation and low-rank matrix
recovery have shown that under fairly broad conditions, they can be replaced
6In fact, this simple iteration closely emulates the expectation-maximization (EM)
procedure for solving the TCA problem proposed in [77].
93
(a) r = 1, failure (b) r = 2, success (c) r = 3, failure
(g) r = 4, failure (h) r = 5, success (i) r = 6, failure
Figure 5.3: Transformed PCA: Recovery of low-rank textures via solving
(5.5). For a checker-board pattern if and only if we give the correct rank,
r = 2, can we get correctly rectified textures. On a building facade, we try
6 different initial guesses of the rank from 1 to 6 and only rank r = 5 works
approximately well.
by their convex surrogates [3, 4]: the matrix nuclear norm7 ‖I0‖∗ for rank(I0)
7The nuclear norm of a matrix is the sum of its singular values.
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‖I0‖∗ + λ‖E‖1 s.t. I ◦ τ = I0 + E. (5.6)
We note that although the objective function in the above problem is
convex, the constraint I ◦ τ = I0 + E is nonlinear in τ ∈ G, and hence the
problem is not convex. A common technique to overcome this difficulty is
to linearize the constraint [82, 88] around the current estimate and iterate.
Thus, the constraint for the linearized version of our problem becomes
I ◦ τ +∇I∆τ = I0 + E, (5.7)
where ∇I is the Jacobian (derivatives of the image with respect to the trans-
formation parameters).9 The optimization problem in (5.6) reduces to
min
I0,E,∆τ
‖I0‖∗ + λ‖E‖1 s.t. I ◦ τ +∇I∆τ = I0 + E. (5.8)
The linearized problem above is a convex program and is amenable to efficient
solution. Since the linearization is only a local approximation to the original
nonlinear problem, we solve it iteratively in order to converge to a (local)
minimum of the original non-convex problem (5.6). The algorithm has been
summarized as Algorithm 4.
The iterative linearization scheme outlined above is a common technique
in optimization to solve nonlinear problems. It can be shown that this kind
of iterative linearization converges quadratically to a local minimum of the
original non-linear problem.
8The `1-norm of a matrix is the sum of the absolute values of its entries.
9Strictly speaking, ∇I is a 3D tensor: it gives a vector of derivatives at each pixel
whose length is the number of parameters in the transformation τ . When we “multiply”
∇I with another matrix or vector, it contracts in the obvious way which should be clear
from the context.
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Algorithm 4 (The TILT Algorithm)
INPUT: Input image I ∈ Rw×h, initial transformation τ ∈ G (affine or
projective), and a weight λ > 0.
WHILE not converged DO
Step 1: Normalization and compute Jacobian:









Step 2 (inner loop): Solve the linearized problem:
(I0∗, E∗,∆τ ∗) ← arg minI0,E,∆τ ‖I0‖∗ + λ‖E‖1
s.t. I ◦ τ +∇I∆τ = I0 + E;
Step 3: Update the transformation: τ ← τ + ∆τ ∗;
END WHILE
OUTPUT: Optimal solution I0∗, E∗, τ ∗ to problem (5.6).
5.3.1 Fast algorithm based on augmented Lagrange multiplier
methods
The most computationally expensive part of Algorithm 4 is solving the con-
vex program in the inner loop (Step 2). This can be cast as a semidefi-
nite program and solved using conventional algorithms such as interior-point
methods. While interior-point methods have excellent convergence proper-
ties, they do not scale very well with problem size and hence are unsuitable
for real applications involving large images. Fortunately, there has been a
recent flurry of work in developing fast, scalable algorithms for nuclear norm
minimization [130, 131, 43, 26]. To solve the linearized problem in (5.8), we
use the Augmented Lagrange Multiplier (ALM) method [45, 26]. For the
sake of completeness, in this section we explain how the ALM method can
be adapted to solve our problem, and also comment on some implementation
details for improving stability and range of convergence.
General Formulation of ALM
We first review the ALM algorithm in a more general setting, rather than
for our specific problem. This will be useful later when we deal with differ-
ent variations of the TILT algorithm that can all be solved under the same
algorithmic framework described here.
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Let us consider convex optimization problems of the form:
min
X
f(X) s.t. A(X) = b, (5.9)
where f is a continuous, convex function, A is a linear function, and b is a
vector of appropriate dimension. The basic idea of Lagrangian methods is to
convert the above constrained optimization problem into an unconstrained
problem that has the same optimal solution.
For the above problem (5.9), we define the augmented Lagrangian function
as follows:
Lµ(X, Y ) = f(X) + 〈Y, b−A(X)〉+ µ
2
‖b−A(X)‖22, (5.10)
where Y is a Lagrange multiplier vector of appropriate dimension, ‖ · ‖2
denotes the Euclidean norm, and µ > 0 denotes the penalty imposed upon
infeasible points. The following result from [45] establishes an important
relation between the original problem (5.9) and its augmented Lagrangian
function (5.10).
Theorem 5.3.1 (Optimality of ALM). Suppose that Xˆ is the optimal solu-
tion to (5.9). Then, for appropriate choice of Y and sufficiently large µ, we
have
Xˆ = arg min
X
Lµ(X, Y ).
Thus, we could solve an unconstrained convex minimization problem in
order to obtain the solution to the original constrained convex program (5.9).
This result, while of theoretical importance, is not directly useful in practice
since the choice of Y and µ is not known a priori.
ALM methods are a class of algorithms that simultaneously minimize the
augmented Lagrangian function and compute an appropriate Lagrange mul-
tiplier. The basic ALM iteration proposed in [45] is given by
Xk+1 = arg minX Lµk(X, Yk),
Yk+1 = Yk + µk (b−A(Xk)) ,
µk+1 = ρ · µk,
(5.11)
where {µk} is a monotonically increasing positive sequence (ρ > 1). Thus,
we have reduced the original optimization problem (5.9) to a sequence of
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unconstrained convex programs.
The above iteration is computationally useful only if Lµ(X, Y ) is easy to
minimize with respect to X. For the problems encountered in this work, this
turns out to be the case indeed. This can be attributed to the following key
property of the matrix nuclear norm and 1-norm:
Sµ(Y1 + Y2) = arg minX µ‖X‖1−〈X, Y1〉+ 12‖X−Y2‖2F ,
USµ[Σ]V T = arg minX µ‖X‖∗−〈X,W1〉+ 12‖X−W2‖2F ,
(5.12)
where UΣV T is the Singular Value Decomposition (SVD) of (W1+W2), and µ
is any non-negative real constant. Here, S[·] represents the soft-thresholding
or shrinkage operator which is defined on scalars as follows:
Sµ[x] = sign(x) · (|x| − µ) , (5.13)
where µ ≥ 0. The shrinkage operator is extended to vectors and matrices by
applying it elementwise. We now discuss how this iterative scheme can be
applied to our linearized convex program (5.8).
Solving TILT by Alternating Direction Method
For the problem given in (5.8), the augmented Lagrangian is defined as:
Lµ(I
0, E,∆τ, Y )
.






where µ > 0, Y is a Lagrange multiplier matrix, 〈·, ·〉 denotes the matrix
inner product, and
f(I0, E) = ‖I0‖∗ + λ‖E‖1,
R(I0, E,∆τ) = I ◦ τ +∇I∆τ − I0 − E.
From the above discussion, the basic ALM iteration scheme for our problem
is given by
(I0k , Ek,∆τk) = arg minI0,E,∆τ Lµk(I
0, E,∆τ, Yk−1),
Yk = Yk−1 + µk−1R(I0k , Ek,∆τk).
Throughout the rest of this chapter, we will always assume that µk = ρ
k µ0
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for some µ0 > 0 and ρ > 1, unless otherwise specified.
We now focus on efficiently solving the first step of the above iterative
scheme. In general, it is computationally expensive to minimize over all the
variables I0, E and ∆τ simultaneously. So, we adopt a common strategy
to solve it approximately by adopting an alternating minimizing scheme, i.e.,
minimizing with respect to I0, E and ∆τ one at a time:
I0k+1 = arg minI0 Lµk(I
0, Ek,∆τk, Yk),
Ek+1 = arg minE Lµk(I
0
k+1, E,∆τk, Yk),




Due to the special structure of our problem, each of the above optimization
problems has a simple closed-form solution, and hence, can be solved in a
single step. More precisely, the solutions to (5.15) can be expressed explicitly
using the shrinkage operator as follows:
I0k+1 ← UkSµ−1k [Σk]V
T
k ,









k is the SVD of
(
I ◦ τ + ∇I∆τk − Ek + µ−1k Yk
)
, and (∇I)†
denotes the Moore-Penrose pseudo-inverse of ∇I.
From experiments, we observe that the above algorithm is much faster than
all other alternative convex optimization schemes (such as the interior point
method, accelerated proximal gradient, etc.). Although the convergence of
the ALM method (5.11) has been well established in the optimization liter-
ature, its approximation by the above alternating minimization, known as
alternating direction method (ADM) of multipliers, is not always guaranteed
to converge to the optimal solution. If there are only two alternating terms,
its convergence has been well-studied and established [47, 48, 49]. Somewhat
surprisingly, however, very little is proven for the convergence of cases where
there are more than three alternating terms, despite overwhelming empirical
success with such schemes. Recently, [50] obtained a convergence result for
a certain three-term alternation applied to the noisy principal component
pursuit problem (see also [51]). However, the scheme proposed and proved
in [50] is slightly different from the direct ADM scheme (5.15) and is much
slower in practice. The convergence of the ADM scheme (5.15) remains an
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Algorithm 5 (Solving Inner Loop of TILT)
INPUT: The current (deformed and normalized) image I ◦ τ ∈ Rm×n and
its Jacobian ∇I against deformation τ , and λ > 0.
Initialization: k = 0, Y0 = 0, E0 = 0,∆τ0 = 0, µ0 > 0, ρ > 1;
WHILE not converged DO
(Uk,Σk, Vk) = svd
(
I ◦ τ +∇I∆τk − Ek + µ−1k Yk
)
;
I0k+1 = UkSµ−1k [Σk]V
T
k ;





∆τk+1 = (∇I)†(−I ◦ τ + I0k+1 + Ek+1 − µ−1k Yk);
Yk+1 = Yk + µk(I ◦ τ +∇I∆τk+1 − I0k+1 − Ek+1);
µk+1 = ρµk;
END WHILE
OUTPUT: solution (I0, E, ∆τ) to problem (5.8).
open problem although in practice it converges to the desired solution in
most cases. Recently, a variant of the alternating direction method with
Gaussian back-substitution for more than two sets of separable variables has
been proposed in [89].
We summarize the ADM scheme for solving (5.8) as Algorithm 5. We
choose the sequence {µk} to satisfy µk+1 = ρ µk for some ρ > 1. We note
that the operations in each step of the algorithm are very simple with the
SVD computation being the most computationally expensive step.10
5.3.2 Implementation details
In the previous section, we described how the linearized and convexified TILT
problem (5.6) can be solved efficiently using the ALM algorithm. However,
there are a few caveats in applying it to real images. In this section, we
discuss some possible ways to deal with these issues and make the problem
well-defined. We also discuss some specific implementation details that could
potentially improve the range of convergence of our algorithm.
Constraints on the Transformations. As discussed in Section 5.2, there
are certain ambiguities in the definition of low-rank texture. The rank of a
low-rank texture function is invariant with respect to scaling in the pixel
10Empirically, we notice that for larger window sizes (over 100× 100 pixels), it is much
faster to run the partial SVD instead of the full SVD, if the rank of the texture is known
to be very low.
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values, scaling in each of the coordinate axes, and translation along any di-
rection. Thus, in order for the problem to have a unique, well-defined optimal
solution, we need to eliminate these ambiguities. In Step 1 of Algorithm 4,
the intensity of the image is renormalized in each iteration in order to elimi-
nate the ambiguity of scale in the pixel values. Otherwise, the algorithm may
tend to converge to a “globally optimal” solution by zooming into a black
pixel or dark region of the image.
To deal with the ambiguities in the domain transformation, we could add
some additional constraints to the problem. Let τ(·) represent the trans-
formation. Suppose that the support of the initial image window Ω is a
rectangle (call the edges e1 and e2) with the length of the two edges being
L(e1) = a and L(e2) = b, so that the total area S(Ω) = ab.
For affine transformations, to eliminate the ambiguity in translation, we
typically enforce that the center x0 of the initial rectangular region Ω remain
fixed before and after the transformation; i.e., if x0 = [x0(1) x0(2)]
T is the
initial center of the window and τ is the optimal transformation, then τ(x0) =




is an invertible matrix and b ∈ R2. Suppose we parameterize









then in (5.18) we have
At =
[
x0(1) 0 x0(2) 0 0 0
0 x0(1) 0 x0(2) 0 0
]
. (5.17)
Thus, we end up with a set of linear constraints on ∆τ of the form:
At∆τ = 0. (5.18)
To eliminate the ambiguities in scaling the coordinates, we enforce (only
for affine transformations) that the area and the ratio of edge length re-
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main constant before and after the transformation, i.e. S(τ(Ω)) = S(Ω)
and L(τ(e1))/L(τ(e2)) = L(e1)/L(e2). In general, these equalities impose
additional non-linear constraints on the desired transformation τ in problem
(5.6). Just as we had dealt with the non-linearity in the constraint in (5.6),
we can linearize these additional constraints with respect to the transfor-
mation parameters τ and obtain another set of linear constraints on ∆τ as
follows. For a given affine transformation, we note that the size of a rectangle
gets scaled by the same amount. Thus, without any loss of generality, we
assume that the initial window is a unit square with the points (0, 0) and
(1, 1) forming opposite diagonal vertices. Once again, we represent the affine
transformation by τ(x) = Ax+ b. Let S(A, b) denote the area of the window
after transformation. Since the area of the window is unchanged by transla-
tion, we denote the area as S(A). Let e1 and e2 denote two adjacent edges
(with the origin as the common vertex) of the initial square. After transfor-
mation, these edges can be represented by the vectors e1 = (A11, A21) and




‖e1‖ ‖e2‖ sin θ, (5.19)
where cos θ = 〈e1,e2〉‖e1‖ ‖e2‖ . The above equation can be simplified to
S(A) =
√
(A11A22 − A12A21)2. (5.20)
Now suppose that the matrix A is perturbed by a small amount ∆A. Since
we require that the new area S(A + ∆A) is close to S(A), we impose the
constraint that the first-order term in the Taylor series expansion of S(A +
∆A) be zero, i.e.,
∇A S(A) ·∆A = 0. (5.21)
We now consider the second part of the constraint, which is to minimize
the rate at which the aspect ratio of the window changes. Since the aspect
ratio is unity for the initial window, we essentially require that ‖e1‖ = ‖e2‖
for the transformed window, using the same notation as above. We define
C(A) = ‖e1‖2 − ‖e2‖2. Then, ideally, we require C(A + ∆A) to be close to
zero. Once again, we impose the constraint that the first-order term in the
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Taylor series expansion to be zero, i.e.,
∇AC(A) ·∆A = 0. (5.22)
Combining (5.21) and (5.22), and denoting τ as a vector of all the trans-
formation parameters, it is easy to see that we get a linear constraint of the
form As∆τ = 0, as given by
As∆τ = 0. (5.23)
For projective transformations, we typically fix two points,11 the two di-
agonal corners of the initial rectangular window or of the parallelogram if
initialized with the result of the affine TILT.12 Notice that a homography
matrix has a total of eight degrees of freedom. If the low-rank texture is
associated with a certain symmetric pattern that has two sets of parallel
lines, the x and y-axes of the rectified low-rank texture then correspond to
the two vanishing points. The two vanishing points and the two fixed points
together impose exactly eight constraints and uniquely determine the ho-
mography. Hence, with this parameterization, there is no ambiguity in the
optimal solution.
Thus, to eliminate the scaling and translation ambiguities in the solution,
we simply add a set of linear constraints to the optimization problem (5.8).
The resulting convex program can be solved again using the ALM algorithm.
This would involve making very small modifications to Algorithm 5 to incor-
porate the additional linear constraints.13
Multi-Resolution Approach. While the above formulation works rea-
sonably well in practice, the presence of arbitrarily shaped sharp features or
contours on an otherwise smooth low-rank texture can cause the TILT algo-
rithm to converge to a local minimum that is not the desired solution. Hence,
to cope with large deformations, we adopt a multi-resolution approach. This
is a common technique in many computer vision algorithms wherein we con-
11In fact, one can use the same set of constraints as the affine case. But from our
experience, the algorithm is more stable with the initialization of two points. In addition,
as we will explain, the parameterization is more geometrically meaningful.
12In practice, we almost always initialize the projective case with the result from the
affine case.
13We only have to introduce an additional set of Lagrangian multipliers and then revise
accordingly the update equation associated with ∆τk+1.
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struct a pyramid of images, starting from the input image, by subsequently
blurring and downsampling it. The problem is then solved at the lowest res-
olution first. The solution thus obtained is used to initialize the algorithm
at the adjacent level of higher resolution, and this procedure is repeated for
all levels. In practice, the multi-resolution approach not only improves the
range of transformations that our algorithm can handle, but it also improves
the running time of the algorithm significantly. This is because the convex
programs can be solved much faster at the lower resolutions, and since the
initialization at the higher resolution is better, the number of iterations to
convergence is typically very small (less than 20).
An important consideration while incorporating the multi-resolution ap-
proach for the TILT algorithm is the fact that the convex relaxation discussed
in Section 5.3 is tight only at higher dimensions (or when the matrix size is
large).14 Although it is very difficult to analytically estimate the minimum
optimal size of the image, in practice, we find that our method works well
for windows of size larger than 20 × 20 pixels. In our implementation, we
use a Gaussian kernel to blur the image and consider up to two levels of
downsampling, each by a factor of 2 with respect to its adjacent higher level
of resolution. We also ensure that the size of the image at the lowest reso-
lution is at least 20× 20 pixels. We have tested the speed of this scheme in
MATLAB on a 3 GHz PC. Fixing the initial window to have size 50 × 50,
the time taken is less than 6 seconds, averaged over 100 trials.
Branch-and-Bound Scheme. We can increase the range of deformation
that our algorithm can handle significantly by employing a branch-and-bound
scheme. For instance, in the affine case, we initialize Algorithm 4 with dif-
ferent deformations (e.g., a combination search for all 4 degrees of freedom
for affine transforms with no translation). Any affine transformation can be
parametrized by [A b] ∈ R2×2 × R2. Since we fix the center of the window,
we effectively set b = 0. The remaining 4 parameters of the transformation
denote the scaling along the x and y-axes, rotation, and skew. As discussed
in Section 5.2, the scaling along the canonical axes does not change the rank
of the texture, and hence, we ignore the ambiguity in it. Thus, we are left
with two parameters - skew and rotation - that need to be determined. In
14The convex relaxation has a failure probability associated with it which typically
decays as O(n−α), for some α > 0, assuming that the matrices involved have size n× n.
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other words, we can parametrize the affine transformation matrix A as:
A(θ, t) =
[
cos θ − sin θ








We partition the parameter space (rotation and skew) into multiple regions
and perform a greedy search on the regions one-by-one. We first run TILT
for various initializations of the rotation angle. We choose the one that
minimizes the cost function, and use this as an initialization to search for
the skew parameters along the x-direction first, and subsequently along the
y-direction. The parameters that minimize the cost function is the output of
the branch-and-bound scheme.
A natural concern about such a branch-and-bound scheme is its effect on
speed. Within the multi-resolution scheme, we only perform branch-and-
bound at the level of lowest resolution, find the best solution, and use it to
initialize the higher-resolution levels. Since Algorithm 4 is extremely fast
for small matrices at the lowest-resolution level, running multiple instances
with different initializations does not significantly affect the overall speed. In
a similar spirit, to find the optimal projective transform (homography), we
always find the optimal affine transformation first and then use it to initialize
the algorithm to find the homography.15 From our experience, we found that
with this initialization, we normally did not have to use the branch-and-
bound scheme for the projective transformation case.
5.4 Experimental Results
In this section, we present the results of the proposed TILT algorithm on var-
ious natural and artificial low-rank textures. We first present some results
quantifying the performance range of our algorithm. We then present exam-
ples from many different categories of natural images where TILT can recover
the inherent symmetrical texture in the images. Finally, we present some ex-
amples where TILT does not recover the low-rank texture and examine the
reasons for such failures.
15Notice that, for a perspective image of a plane, the affine model is approximately true
if the size of the patch is small compared to the distance. The projective model, however,
is valid regardless of the size of the patch.
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5.4.1 Range of convergence of TILT
For most low-rank textures, the proposed Algorithm 4 has a fairly large range
of convergence, without using any branch-and-bound. In this section, we give
a careful characterization of the range of convergence (ROC) of the proposed
algorithm on a standard checker-board pattern.
Affine Case. We deform a checker-board-like pattern by a wide range of
affine transformations of the form y = Ax + b, where x, y ∈ R2, and test if
the algorithm converges back to the correct solution. We parameterize the
affine matrix A as
A(θ, t) =
[
cos θ − sin θ








We vary (θ, t) in the range θ ∈ [0, pi/6] (in radians) with step size pi/60, and
t ∈ [0, 1] with step size 0.05. We carry out 10 independent trials in each region
and compute the success rate. Figure 5.4(b) shows the rate of success for all
regions. We observe that the algorithm always finds the correct solution for
up to θ = 20◦ of rotation and skew (or warp) of up to t = 0.4. It is clear
that due to its plain texture within each square block and sharp edges, the
checker-board like pattern is a challenging case for “global” convergence as at
many angles, its image corresponds to a local minimum that has relatively
low rank. In practice, we find that for most symmetric patterns in urban
scenes (as shown in Figure 5.8), our algorithm converges over a much larger
range of deformations even without the use of the branch-and-bound scheme.
Projective Case. For the case of projective transformation (or homogra-
phy), even if we fix two points in the image, there are still four degrees of
freedom. It is difficult to illustrate the range of convergence across all four
parameters together. So, here, we test the range of convergence over some
of the most representative projective transformations that we normally en-
counter in real-world images, namely those equivalent to a planar low-rank
pattern rotating in front of a perspective camera.
In this experiment, we place a standard checker-board pattern in front of
a standard perspective camera – the image plane is the xy-plane and the
optical axis is the z-axis. We rotate the pattern along a line in the xy-
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(a) Representative Input Images in Each
Region
(b) Convergence Probability Map
Figure 5.4: Range of Convergence for Affine Transform without
branch-and-bound. (a) Initial input images that correspond to different
regions of the range of parameter space in (b). (b) x-axis: rotation angle θ;
y-axis: skew parameter t. White region indicates success in all trials while
the black region indicates failure in all trials.
plane passing through the origin. We parametrize the axis of rotation by the
angle it makes with the x-axis. We find the limits of the TILT algorithm by
gradually increasing the amount of rotation along each axis (from 0◦ to 90◦
at steps of 5◦). We also change the rotation axis from the x-direction (0◦) to
the y-direction (90◦).16 Figure 5.5 shows the range of convergence of TILT
under this setting. The curves indicate the case when TILT fails for the first
time, or equivalently, TILT succeeds for all cases below the curves.
The two curves in the plot compare two different experiment settings. The
first case (green curve) is just the basic projective TILT without any special
initialization nor any branch-and-bound, and the second case (red curve) is
the projective TILT initialized with the results from the affine TILT. From
these results, we may conclude:
• The basic projective TILT works extremely well for the slanted checker-
board like pattern – it converges even when the pattern has been ro-
tated by up to 50◦ in all directions.
• Initialization with the affine TILT normally boosts the range of con-
16The setting is symmetric and the pattern is symmetric, so we only have to verify the
range of convergence for the first quadrant.
107
vergence for the projective TILT. With the affine initialization, the
algorithm converges until the image has been rotated by more than 65◦
or rotation. In some cases, the increase in the range of convergence is
by as much as 20◦, as compared to the basic projective TILT.
(a) (b)
Figure 5.5: Range of Convergence for Projective Transform. (a)
Representative initial input images for which the TILT algorithm succeeds
without any special initialization or branch and bound. (b) x-axis: the
position of the rotation axis; y-axis: the amount of rotation. Green curve:
without initialization with affine TILT. Red curve: initialized with affine
TILT.
There are many possible ways to further improve the range of convergence
for the TILT algorithm. So far, we have always used an upright rectangular
window as the initial window. As we will see with experiments in later
sections, TILT could work much better if the initial window is chosen in a
way that is more adaptive to the orientation of the texture as well as the
scale of the texture.
5.4.2 Robustness of TILT
In this experiment, we test the robustness of TILT on some representative
synthetic and realistic low-rank patterns, shown in Figure 5.6 (left). We
introduce a small deformation to each texture (say rotation by 10◦) and
examine if TILT converges to the correct solution under different levels of
random corruption. We randomly select a fraction (from 0% to 100%) of
the pixels and assign them a random integer value between 0 and 255, both
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included. We run the TILT algorithm on such corrupted images and examine
how many images are correctly rectified by TILT at each level of corruption.
The results are shown in Figure 5.6 (right). We observe that even when 30%
(a) (b)
Figure 5.6: Robustness Tests of TILT on various low-rank textures. The
textures in (a) are arranged in descending order of robustness to random
corruption: from left to right, from top to bottom. (b) Success rate of TILT
succeeds with different textures at each level of corruption.
of the pixels, randomly chosen, in the images are corrupted, TILT succeeds
for a large majority (75%) of the images. For textures in the first row of
Figure 5.6 (left), TILT succeeds even when up to 50% of the pixels are
corrupted. A closer look at the experimental results shows that TILT has
low error tolerance for textures that either have very low contrast, or are
rather sparse themselves, or have relatively high rank with respect to the
window size.
Figure 5.7 show some more examples for the robustness of the proposed
algorithm to random corruption, occlusions, and cluttered background, re-
spectively. For the first two images in Figure 5.7, TILT succeeds even if the
branch-and-bound scheme is not used.
The above experiments demonstrate the robustness of TILT to randomly
located corruptions. However, in some cases, we may have some idea about
the part of the images that are likely to be corrupted or occluded. For in-
stance, if the initial window is too close to the image boundary, the algorithm
may converge to a region outside of the image boundary. In such cases, we
know the locations of pixels in the region that are missing. This information
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(i) Input I (j) Output I ◦ τ (k) Low rank I0 (l) Sparse error E
Figure 5.7: Robustness of TILT. Top row: random corruption added to
60% pixels; Middle row: scratches added on a symmetric pattern; Bottom
row: containing cluttered background.
about the location of some corrupted or missing pixels can help us to modify
the algorithm and further improve its robustness. We will discuss this case
in more detail in Section 5.5 when we study possible extensions to TILT.
5.4.3 Shape from low-rank textures
Obviously, the rectified low-rank textures found by our algorithm can facil-
itate many vision tasks, including establishing correspondences among im-
ages, recognizing text and objects, or reconstructing the 3D structure of a
scene, etc. Due to limited space, we only illustrate how our algorithm can
help extract precise, rich geometric and structural information from an image
of an urban scene, as shown in Figure 5.8 (top). This complements many
existing “Shape from X” methods in the computer vision literature.
The size of the image shown in Figure 5.8 is 1024×685 pixels and we simply
run the TILT algorithm (with affine transformations) on a grid of 60 × 60
windows. If the rank of the resulting texture drops significantly from that
of the original window, we say that the algorithm has “detected” a region
with some low-rank structure.17 In Figure 5.8, we have shown the resulting
17Here, the image rank is computed by considering only those singular values that are
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Figure 5.8: Shape from (Low-rank) Textures. Top left: The input grid
of 60× 60 windows. Top right: Low-rank textures detected by the TILT
algorithm with affine transform and the recovered local affine geometry.
Middle left: Use homography to get the projective transformations. Middle
right: the resulting image with the marked regions augmented with virtual
objects. Bottom row: representative low-rank textures recovered from the
marked regions of the buildings.
deformed windows, together with the local orientation and surface normal
recovered from the recovered affine transformation. We note that for windows
located in the interior of the building facades, TILT correctly recovers the
local geometry for almost all of them. Even for patches located at the edge
of the facades, one of the sides of the rectified patches always aligns precisely
with the building’s edge. For patches located on the curved facade on the
right, TILT still manages to recover the correct dominant geometry even
at least 1/30 times the largest singular value. We also throw away regions whose largest
singular value is too small, which typically correspond to smooth regions like the sky.
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though the surface is not perfect planar.18
It is also possible to initialize the size of the windows at different sizes
or scales. For larger regions, it is clear that affine transformations are not
sufficient to describe the deformation caused by a perspective projection ac-
curately. For instance, the entire facade of the middle building in Figure 5.8
(middle row) obviously exhibits significant projective deformation. Never-
theless, if we initialize the projective TILT algorithm with the output from
the affine TILT algorithm on a small patch on the facade, the algorithm can
easily converge to the correct homography and recover the low-rank textures
correctly, as shown in Figure 5.8 (middle row).
With both the low-rank texture and their geometry correctly recovered,
we can easily perform many interesting tasks such as editing parts of the
images without violating the true 3D shape and the correct perspective of
the scene. Figure 5.8 (middle row) shows some examples which suggest that
our method can be very useful for many augmented reality applications.
5.4.4 Rectifying many categories of low-rank textures
In this section, we test the efficacy of the TILT algorithm on natural images
belonging to various categories. Besides some examples where TILT works
very well, we also present some cases that are particularly challenging where
our algorithm succeeds only to some extent, and some examples where it
fails completely. We believe that from these examples, we may gain a better
understanding of both the strengths and limitations of the TILT algorithm.
We have seen that for artificial examples, the proposed TILT algorithm has
a decent range of convergence for both affine and projective deformations,
and it is also very robust to sparse corruption of the image pixels. Here, we
demonstrate that it works remarkably well for a very broad range of patterns,
regular structures, natural objects and even printed text that have an ap-
proximate low-rank structure. Figure 5.9 shows many such examples, from
which we see that even when the initialization (with a rectangular window) is
quite rough, our algorithm can converge precisely to the underlying low-rank
structure of the images, despite occlusions, noise in background, illumination
changes, and significant domain deformation.
18For a more precise treatment of low-rank textures on a curved surface, one may refer
to the more recent work of [128].
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Figure 5.9: Representative Results of TILT. The objects can be
categorized as follows. Top two rows: regular patterns and textures; Middle
two rows: signs, characters, and printed text; Bottom two rows: bar code,
objects with bilateral symmetry. In each case, the red window denotes the
input and the green window denotes the final output. The image enclosed
by the green window is rectified and displayed to emphasize the low-rank
structure.
Issues with more challenging cases. Our algorithm is expected to work
well only when the low-rank and sparse structure assumptions, explained in
Section 5.2, hold true. The current algorithm is only a basic version and its
capability is still limited, especially when we try to apply it to cases where
the assumptions are not fully met. Through the remainder of this section
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(a) boundary effect (b) lack of regularity (c) non-planar
(g) large deformation (h) too much background (i) sparse regular structures
Figure 5.10: Challenging Cases. TILT converges to an approximately
correct solution at best for these examples. Top: from left to right:
boundary problem, not enough regular texture, non-planar objects.
Bottom: from left to right: large perspective distortion; too much random
texture in background; sparse (binary image) low-rank structure.
and the next section, we will discuss some of the limitations of TILT, as
well as potential extensions that make it work better in some of the more
challenging cases. Figure 5.10 shows some examples on which TILT does not
perform as well as it did in previous examples. These examples are arguably
more challenging than those shown in Figure 5.9:
• Figure 5.10(a) is an example of choosing a very large initial window.
Ideally, the correct solution is supposed to converge to a region beyond
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the image boundary. It stops once it hits the boundary, which is only
a partially correct solution. In the next section, we will show how this
problem can be addressed by combining the basic TILT algorithm with
techniques from low-rank matrix completion.
• Figure 5.10(b) shows a case where the algorithm manages to converge to
an approximate solution despite the fact that there is a lack of regularity
or precise low-rank structure in the printed text. TILT managed to
correct the perspective distortion partially in this case.
• Figure 5.10(c) shows a case where the algorithm manages to correct
the overall pose of the object despite fact that the object is not planar,
similar to some of the cases shown earlier in Figure 5.1.
• Figure 5.10(g) shows a failed case, where the perspective deformation
is very large in the chosen input window and the texture is complex
(i.e., the rank is relatively high). Nevertheless, with slightly better
initialization,19 we expect the TILT algorithm to converge to the correct
solution. For example, as shown in Figure 5.11 (top), if we simply
shorten the width of the initial window along the direction in which the
image is majorly deformed, the algorithm manages to find the correct
solution.
• Figure 5.10(h) shows another failed case, where the initial window con-
tains too many pixels from the background, which has the appearance
of a random texture with little structure. Here, the algorithm converges
to an undesirable local minimum. Nevertheless, with a slightly differ-
ent initial window that contains fewer background pixels, the algorithm
converges to the correct solution (see Figure 5.11 (bottom)).
• Figure 5.10(i) shows a case where the low-rank texture itself is close
to a sparse binary image. The algorithm only manages to converge to
a partially correct transformation – the recovered texture is approxi-
mately symmetric along the horizontal direction. In this case, in order
to improve the results, we may have to tune the weighting factor be-
tween the low-rank and sparse components in the cost function in (5.8),
19For example, by aggregating TILT results from smaller affine patches or by using
rough manual input
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Figure 5.11: Effect of Initialization. For the examples in Figure 5.10(g)
and (h) where TILT had failed earlier, the correct solution is found with a
slightly different initialization, in both cases by reducing the horizontal
width of the initial (red) window.
or enforce the symmetry of the desired solution explicitly in the form
of additional constraints.
Expected failures. It should come as no surprise that when the assump-
tions of TILT are violated, it no longer finds the low-rank structure and the
transformation correctly. Figure 5.12 shows some examples of TILT where
it failed.
• The first example (Figure 5.12(a)) shows the limitations of the “low-
rank” assumption on some man-made structures: Two incompatible
dominant low-rank structures (the facade and the shadow) are over-
lapped, which result in an overall high-rank region. TILT actually
aligns the window along the orientation of the shadow. In order to
succeed for this case, a simple “low-rank” promoting objective, like the
one used in TILT, is no longer sufficient.
• The second example (Figure 5.12(b)) shows another limitation of the
low-rank assumption. If the chosen window contains two adjacent low-




(b) two low-rank re-
gions
(c) too much occlusion (d) random textures
Figure 5.12: Failure Cases. TILT fails to recover the geometry of these
images since they deviate from the assumptions under which TILT is
designed to work. From left to right: two incompatible dominant low-rank
structures, overlapped or adjacent; too much occlusion; random textures.
might no longer be low-rank when subject to one global affine or pro-
jective transformation. To deal with this issue, proper segmentation
of the different low-rank regions is needed before TILT can work cor-
rectly on each of the low-rank regions, or TILT has to be extended to
simultaneously handle multiple domain transformations.
• Although TILT is designed to be robust to corruptions or occlusions,
it is effective only when the amount of corruption is not very large. As
shown in Figure 5.12(c), if there is too much occlusion, TILT cannot
be expected to succeed, even though human vision is still capable of
perceiving the building structures behind the tree. It remains to be
seen whether the robustness of TILT can be improved to handle such
challenging cases.
• As mentioned earlier in Section 5.2, TILT is not designed to work on
random textures occurring in nature, such as the one shown in Figure
5.12(d). Although there has been work in the literature showing that
it is possible to infer approximate orientation of the flower bed based
on the statistical properties of the random texture, TILT is certainly
not designed to handle such cases – it is effective for regular symmetric
textures, but not for random textures.
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5.5 Potential Modifications and Extensions
The TILT algorithm proposed in this chapter is still rather rudimentary.
Nevertheless, due to its simplicity, it can be easily modified or extended
to handle more complex scenarios in natural images. In this section, we
demonstrate this with three possible extensions. We do not claim that we
have given the best possible solution to each problem discussed here. Instead,
the goal is merely to show how TILT can be modified using some basic ideas.
In fact, we believe that each of the following problems deserves a much more
thorough investigation so that more effective and efficient algorithms could
be developed in the future.
5.5.1 Matrix completion for boundary effects
We note that in Step 3 of Algorithm 4, we update the transformation pa-
rameters τ , and recompute the transformed image I ◦ τ in Step 1 of the
subsequent iteration. While this is conceptually sound, it poses a serious
problem in practice. This is because real images always have finite support
or size. So, if the window containing the texture of interest is close to the
image boundary, then the transformed image window I ◦ τ might not be
well-defined at all pixels. The conventional method to treat this problem
is either to assume that the region outside the image has a constant pixel
value of zero, or to interpolate them from the boundary pixels ensuring some
degree of smoothness. The former approach is ill-suited to our problem since
it may destroy the low-rank structure of the texture inside the image (hence
TILT may fail to converge to the correct solution as shown in Figure 5.10(a)),
while the latter introduces more free parameters to the algorithm, namely
the choice of the interpolation function.
This problem can actually be handled in a more principled manner. We
treat the pixels that fall outside the image boundary as missing entries of the
low-rank matrix to be recovered. This formulation is in a similar spirit as
the low-rank matrix completion problem that has been extensively studied
recently [20, 21, 132]. Let Ω represent the set of pixels that are located inside
the image boundary after transformation. Then, we modify the constraint
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in the linearized problem (5.8) as follows:
piΩ(I ◦ τ +∇I∆τ) = piΩ(I0 + E), (5.24)
where piΩ(·) denotes the projection operator onto the linear subspace of ma-
trices with support in Ω. Thus, we apply the constraint only on the set of
pixels at which the transformed image I ◦ τ is well-defined. Since piΩ(·) is a
linear operator, the resulting optimization problem is still a convex program
and can be solved by the ALM algorithm outlined in Section 5.3.1.20 Fig-
ure 5.13 shows two examples of how matrix completion could improve the
performance of TILT when the chosen window is too close to the boundaries
of the image and the desired solution is required to converge to a window
outside of the original image.
Figure 5.13: TILT with or without Matrix Completion. Left: Basic
TILT without matrix completion – TILT stops when the region goes over
the image boundaries before it converges to the correct transform; Right:
TILT with matrix completion – with the same initialization it converges to
the correct transform.
5.5.2 Enforcing reflective symmetry
As pointed out earlier, a low-rank matrix is merely the consequence of many
types of regularities and symmetries in the image. However, a low-rank tex-
ture need not necessarily be symmetric. Hence, if we intend to recover a
20One can even handle small noise in this case, as shown in [50].
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symmetric texture, it may not be sufficient to impose only the “low-rank”
objective on the texture. For instance, although many of the examples seen
earlier have reflective symmetry, the axis of symmetry is not necessarily al-
ways at the center of the recovered low-rank region. So, in order to ensure
that the recovered low-rank region has such types of symmetries, additional
constraints need to be imposed on TILT.
Suppose that I0 ∈ Rm×n represents the image of a texture with reflective
symmetry. Without any loss of generality, we may assume that the axis of
symmetry is horizontal. Then, the reflective symmetry of I0 can be expressed
mathematically as
I0(i, j) = I0(m+ 1− i, j), ∀(i, j) ∈ [m]× [n], (5.25)
where [k] denotes the set of integers from 1 through k, for any positive
integer k. In general, for most types of symmetry present in an image I0, we
can find an invertible linear mapping g : R2 → R2 such that g(I0) = I0.21
Thus, we may add any desired symmetry as an additional set of constraints
to the linearized convex program (5.8) in the TILT framework. Since the
constraints from symmetry are all linear in I0, we can easily use the ALM
algorithm described in Section 5.3.1, with minor modifications, to solve the
new constrained optimization problem.
We have implemented a modified version of TILT which enforces the re-
covered low-rank component I0 to have reflective symmetry in both x and
y-directions.22 Figure 5.14 (top) shows the result of the modified algorithm
on a checker-board with reflective symmetry in the x and y-directions en-
forced: Notice that the converged region is indeed symmetric in both direc-
tions. Figure 5.14 bottom shows the new converged results of the same stop
sign example in Figure 5.10 with the same initialization. Notice that this is
in fact a very challenging case for TILT as the foreground (the sign) is very
sparse in the image domain. The recovered low-rank part A is indeed very
symmetric and the sparse part E accounts for all sparse deviations from the
symmetry (including asymmetry in the letters).
21For reflective symmetry, g is its own inverse.
22In order to allow the low-rank region to move freely to a symmetric region, we have
to remove the constraints on the translation parameters.
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Figure 5.14: Reflective Symmetry Imposed. Top row: results on a
checker-board. From left to right: the original image I; the rectified image
I ◦ τ ; the recovered low-rank component I0; and the sparse component E.
Bottom row: The corresponding results of the stop sign example (in Figure
5.10) with reflective symmetry enforced.
5.5.3 TILT for rotational symmetry
Many other structural properties may be converted to a low-rank objective.
For instance, the image of a rotationally symmetric pattern need not be a
low-rank matrix, but it can be converted to one. To deal with rotational sym-
metry, we will consider circular windows, instead of rectangular ones. Each
circular window is uniquely determined by its center and its radius. Clearly,
the image region enclosed by such a window is not a matrix. However, it can
be converted to one by considering a Frieze-expansion pattern (FEP) of the
region [133, 134].
Suppose that a matrix I0 ∈ Rm×n is the FEP of a circular window in an
image with center at the origin and radius R. Then, the mapping τ between
an entry (x0, y0) in I
0 and its corresponding pixel in the image is given by
















If the center and radius of the circular window are chosen correctly, then the
above FEP mapping gives rise to a low-rank matrix. However, in practice,
the exact position of the window is not known a priori. In addition, there
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(a) Input image and initial
circle
(b) Frieze-expansion patterns
Figure 5.15: Rotational Symmetry with Affine Transform. (a) Input
image with inherent rotational symmetry. The symmetry is not
immediately evident due to the deformation caused by the viewpoint. The
red window denotes the input and the green window encloses the symmetric
pattern converged to by our algorithm. (b) From left to right: the FEP of
the input I (red) window which does not exhibit any low-rank structure;
the FEP of the output I ◦ τ (green) window recovered by TILT; the
corresponding low-rank texture I0; and the sparse error E in the recovered
FEP.
could be an additional deformation of the pattern due to the viewpoint.
Figure 5.15(a) shows a representative input image. Suppose that we model
the deformation by an affine transformation. Then, the mapping (5.26) from
the low-rank matrix to the input image can be rewritten as


















where H represents an affine transformation in homogenous coordinates. We
can easily modify TILT to deal with the combined deformation of the FEP
and the affine map, and the algorithm can simultaneously recover the correct
center of symmetry and the affine deformation. We show the results of such
an algorithm on one rotationally symmetric pattern in Figure 5.15.
5.6 Conclusions and Future Directions
In this chapter, we introduce a novel framework in which an image is viewed
as a matrix and the rank of the matrix is used as a measure of textural
simplicity in the image window. We have introduced a very effective way of
extracting precise structure and geometry of low-rank textures from their im-
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ages using iterative convex optimization techniques. The proposed algorithm
works effectively and robustly for a wide range of symmetric patterns and
regular structures in real images, suggesting that the transformed low-rank
plus sparse structures model can be very useful for modeling real images of
urban environments and man-made objects. More importantly, the proposed
tools are highly complementary to existing vision techniques that mainly fo-
cus on using local features. By leveraging powerful modern high-dimensional
optimization techniques, the new tools allow us to extract structural and
geometric information accurately and robustly from large image regions in
a holistic fashion. The transform invariant low-rank textures and the asso-
ciated geometric transformations recovered by TILT can be very useful for
many image processing and computer vision tasks such as image compression,
matching, segmentation, symmetry detection, reconstruction of 3D models
of urban environments, and recognition of man-made objects.
The proposed TILT scheme is still quite rudimentary in its formulation and
solution. Many aspects of it can still be modified, improved, and extended.
In the last section, we have demonstrated how, for a few cases, TILT can be
customized or extended by incorporating additional structural constraints or
by considering different deformation models. In principle, there should be
little difficulty in generalizing TILT from linear (affine or projective) domain
transforms to other classes of possibly more complex non-linear deformations.
During the preparation of this dissertation, several follow-up works have
shown that the same scheme can be extended to handle deformations incurred
by an uncalibrated camera lens [127] or induced for low-rank textures on a
curved surface [128]. It has also been demonstrated in [135] that TILT can
be extended to handle multiple low-rank structures in a scene, and hence can
become a new powerful tool for 3D reconstruction of urban scenes.
Besides applications in image processing and computer vision, this work
also opens up interesting avenues for research in other areas. On the theoreti-
cal side, although this work strongly leverages the convex relaxation proposed
in [3], there are no strong theoretical guarantees for recovery in the litera-
ture for the specific linearization and convex relaxation used in TILT. Such
theoretical guarantees could provide insights into the kinds of images and
signals for which we should expect TILT to succeed and could also provide
clues how we can further improve TILT for broader classes of structures and
transformations. We will discuss some preliminary results in this direction
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in Chapter 6. Having a low-rank matrix structure is only a sufficient, but
not a necessary, property for many symmetric patterns and regular struc-
tures. Therefore, exploring more general classes of measures, or objective
functions for rectifying richer classes of patterns and structures despite large
classes of geometric deformation, would be an exciting area for future re-
search. More generally, work in this direction could lead people to discover
rich (and seemingly unlimited) classes of region-level invariants that can be
extracted effectively and efficiently from images in a similar holistic fashion,
without relying on conventional local (less robust) features.
Another interesting area of research is the development of more efficient
algorithms. In particular, we have seen that TILT requires solving a sequence
of convex programs. As discussed in this chapter, scalable first-order methods
can be employed to develop very efficient algorithms for TILT. Besides the
ALM algorithm discussed in this chapter, another alternative is the recently
proposed TFOCS algorithm [100], which has a similar structure. However, a
major bottleneck of these first-order methods is that they require a Singular
Value Decomposition (SVD) computation every iteration. This issue has
been recently addressed by [99] for cases where the rank of the matrix to
be recovered is very small compared to its size. The proposed method also
advocates parallel implementation wherever possible to further speed up the
algorithm. It is quite possible that these methods can be easily extended to
design more efficient and scalable algorithms for TILT that could meet the
requirements of real-time applications.
In this chapter, we have only discussed methods to rectify a transformed
low-rank region, but we have not fully addressed the issue of detecting the lo-
cation and scale of candidate low-rank regions in an image. The use of human
intervention in the initialization of the low-rank region is a major limitation
of the current solution. As some of our experiments have suggested, better
(user) initializations can significantly improve the performance and applica-
bility of TILT to a broader range of situations. This leaves plenty of room
for future investigation of how to improve and augment TILT with other
computer vision techniques such as image segmentation and salient region
detection, which can either assist human users in initialization, or perhaps






In Chapters 4 and 5, we studied how the low-rank matrix recovery frame-
work described in Chapter 2 can be extended to deal with non-linear domain
transformations. The key idea was to linearize the measurement model and
solve the original non-linear problem by a sequence of convex programs. Al-
though this idea achieved excellent results with images, existing theoretical
guarantees for recovery do not directly apply to this case. In this chapter,
we provide some theoretical justification for the algorithms developed in our
applications.
6.1 Introduction
Low-rank matrix recovery and approximation has been a popular area of re-
search in many different fields. The popularity of low-rank matrices can be
attributed to the fact that they arise in one of the most commonly used data
models in real applications, namely when very high-dimensional data sam-
ples are assumed to lie approximately on a low-dimensional linear subspace.
This model has been successfully employed in various problems such as face
recognition [12], system identification [13], and information retrieval [14], for
instance.
The most popular tool for low-rank matrix approximation is the Principal
Component Analysis (PCA) [1, 2]. The basic idea of PCA is to find the “best
low-rank approximation” (in an `2-sense) to a given input matrix. Essentially,
PCA finds a rank-r approximation to a given data matrix D ∈ Rm×n by
solving the following problem:
min
L
‖D − L‖ s.t. rank(L) ≤ r,
where ‖ · ‖ denotes the matrix spectral norm. It is well-known that the solu-
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tion to this problem can be easily obtained by computing the Singular Value
Decomposition (SVD) of D and retaining only the r largest singular values
and the corresponding singular vectors. Besides the ease of computation,
the PCA estimate has been shown to be optimal in the presence of isotropic
Gaussian noise. However, the biggest drawback of PCA is that it breaks
down even when one entry of the matrix is corrupted by an error of very
large magnitude. Unfortunately, such large-magnitude, non-Gaussian errors
often exist in real data. For instance, occlusions in images corrupt only a
fraction of the pixels in an image, but the magnitude of corruption can be
quite large.
There have been many works in the literature that try to make PCA
robust to such gross, non-Gaussian errors and many models and solutions
have been proposed. We here consider the specific problem of recovering a
low-rank matrix L0 ∈ Rm×n from corrupted observations D = L0 +S0, where
S0 ∈ Rm×n is a sparse matrix whose non-zero entries may have arbitrary
magnitude. This problem has been studied in detail recently by various
works in the literature [3, 4, 136]. It has been shown that under rather broad
conditions, the following convex program succeeds in recovering L0 from D:
min
L,S
‖L‖∗ + λ‖S‖1 s.t. D = L+ S, (6.1)
where ‖ ·‖∗ denotes the nuclear norm1, ‖ ·‖1 denotes the `1-norm2, and λ > 0
is a weighting factor. This method has been dubbed Principal Component
Pursuit (PCP) in [3]. In addition to being computationally tractable, it
comes with very strong theoretical guarantees of recovery. Furthermore,
follow-up works have shown that PCP is stable in the presence of additive
Gaussian noise [66] and can recover L0 even when the corruption matrix S0
is not so sparse [64].
Besides being of theoretical interest, this convex optimization framework
for low-rank matrix recovery has been employed very successfully to solve
real problems in computer vision such as photometric stereo [41]. However,
in practice, much more data, especially imagery data, can be viewed as low-
rank only after some transformation is applied. For instance, an image of a
building facade will become a low-rank matrix after the perspective distor-
1The sum of all singular values.
2The sum of absolute values of all matrix entries.
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tion is rectified [137] or a set of face images of the same person will become
linearly correlated only after they are properly aligned [138]. With our ter-
minology here, we can write D ◦ τ = L0 + S0, where τ belongs to certain
transformation group. As the transformation τ is also unknown, one natural
way to recover L0, S0 and τ together is to approximate the nonlinear equation
with its linearization at the current estimate of τˆ :
D ◦ τˆ +
p∑
i=1
Ji∆τi = L+ S,
where {Ji} is the Jacobian of D ◦ τ with respect to the parameters {τi} of
τ . Then one can incrementally update the estimate for τ with τˆ + ∆τ by
solving the following convex program:
min
L,S,∆τi
‖L‖∗ + λ‖S‖1 s.t. D +
p∑
i=1
Ji∆τi = L+ S. (6.2)
Empirically this scheme has been shown to work rather effectively in prac-
tice in both the image rectification problem [137] and the image alignment
problem [138].
Although the convex program was proposed in the same spirit as PCP,
we note that the linear constraint is different, and hence, the theoretical
guarantees for PCP shown in [3, 4, 136] do not directly apply to this case.
In this work, we attempt to fill the gap between theory and practice and try
to understand under what conditions the above extended version of PCP is
expected to work correctly.
Let Q be the linear subspace in Rm×n that is the orthogonal complement
to the span of all the Ji’s; then its dimension is q = mn− p. Clearly, we can
rewrite the above program in the following form:
min
L,S
‖L‖∗ + λ‖S‖1 s.t. PQD = PQ(L+ S), (6.3)
where PQ is the orthogonal projection onto the linear subspace Q. Clearly,
this program is a variation to PCP (6.1) in which the number of linear con-
straints has been reduced from mn to q = mn− p. Indeed, if Q is the entire
space, then it reduces to the PCP. If Q is a linear subspace of matrices with
support in Ω ⊆ [m]× [n], then we have the special case of recovering L0 from
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D, when only a subset of the entries in D are available. This case is akin to
the low-rank matrix completion problem [21, 5, 6], and theoretical guaran-
tees have been derived in [3, 139]. However, to the best of our knowledge,
the case with a general subspace Q has not yet been analyzed in detail in
the literature.
Our motivation to study when the convex program (6.3) succeeds with such
reduced linear constraints is at least twofold. First, the relationships between
Q and L0 and S0 will provide us better understanding about what type of
images and signals for which techniques such as those used in [137, 138] are
expected to work well. Second, we want to know how many general linear
measurements we could reduce without sacrificing the robustness of PCP
for recovering the low-rank matrix L0. In these applications, the number
of constraints reduced corresponds to the dimension of the transformation
group. In the image rectification problem, the dimension of the transforma-
tion group p is typically fixed with respect to the size of the matrix; in the
image alignment problem, however, the dimension typically grows linearly in
m (or n). In either case, we need to know if the program (6.3) can tolerate
up to a constant fraction of gross errors.
6.1.1 Notation
We first establish a set of notations that will be used throughout this work.
We will assume that the matrices L0, S0 and D in (6.3) have size m × n.
Without any loss of generality, we assume that n ≤ m. We denote the rank
of L0 by r. Let L0 = UΣV
∗ be the reduced Singular Value Decomposition
(SVD) of L0. We define a linear subspace T as follows:
T
.
= {UX∗ + Y V ∗ : X ∈ Rn×r, Y ∈ Rm×r}. (6.4)
Basically, T contains all matrices that share a common row space or column
space with L0. We denote by Ω the support of S0. By a slight abuse of
notation, we also represent by Ω the subspace of matrices whose support is
contained in the support of S0. For any subspace S ⊆ Rm×n, PS : Rm×n →
Rm×n denotes the orthogonal projection operator onto S.
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For any X, Y ∈ Rm×n, we define their inner product as




We let ‖ · ‖F and ‖ · ‖ denote the matrix Frobenius norm and spectral
norm, respectively. We also denote the `∞-norm of a matrix X as ‖X‖∞ =
maxij |Xij|. We say that an event E occurs with high probability (or over-
whelming probability) if P[Ec] ≤ C m−α, for some positive numerical con-
stants C and α. Here, Ec denotes the event complement to E.
6.1.2 Main assumptions
Obviously, successful recovery is not always guaranteed except under proper
assumptions on the low-rank L0, sparse S0, and the subspace Q involved. For
instance, if the matrix L0 is itself a sparse matrix, then there is a fundamental
ambiguity in the solution to be recovered. Here, we outline some of our
assumptions that we will use throughout this chapter. The assumptions we
make here on L0 and S0 are essentially the same as those for PCP [3]. For
completeness, we list them below.
We assume that each entry of the matrix belongs to the support Ω of the
sparse matrix S0 according to an i.i.d. Bernoulli distribution Ber(ρ) for some
small ρ ∈ (0, 1).3 For simplicity, we assume the signs of the nonzero entries
are also random.4 For the low-rank matrix L0, we assume the subspace T
defined in (6.4) is incoherent to the standard basis (and hence the sparse
matrix S0). To be precise, let us denote the standard basis in Rm and Rn

















3In Theorem 1, we have assumed the support of S0 has uniformly distributed k non-zero
terms. For an i.i.d. Bernoulli distribution Ber(ρ), the expected number of non-zero entries
is k ∼ ρmn. In our setting, both the random models lead to the same result qualitatively.
The equivalence of the two different models has been discussed in [3].
4The random sign assumption is not entirely necessary for obtaining the same qualita-
tive results. One can follow the derandomization process in [3] to remove this assumption
if needed.
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for some µ > 0 and for all (i, j) ∈ [m]× [n]. We recall that r = rank(L0). It






Furthermore, it can be shown that ‖PT⊥X‖ ≤ ‖X‖ for any X ∈ Rm×n.
In addition to the above assumptions, we define the following two proper-
ties of linear subspaces. We say that a linear subspace S ⊆ Rm×n is









‖PS e¯ie∗j‖2F ≤ γ. (6.8)
If S is a random subspace, we modify the above definitions so that Eqs. (6.7)
and (6.8) hold with high probability.
In this chapter, we will make the following assumption on the subspace Q.
We will see later that it is in fact convenient to make our assumptions on
the subspace Q⊥, rather than on Q itself. This is partly motivated from the
model in (6.2) that was used in [137, 138], where the Ji’s are essentially a
basis for Q⊥. So, any assumptions on Q⊥ can be easily interpreted in terms
of the Ji’s and this would help us make the connection to these applications
more directly. We denote by p the dimension of the subspace Q⊥.
Random subspace model. Let G1, G2, . . . , Gp ∈ Rm×n be an orthonormal
basis for Q⊥. We assume that this basis set is chosen uniformly at random
from all possible orthobasis sets of size p in Rm×n. It can be shown that
each of the Gi’s are identical in distribution to H/‖H‖F , where the entries of
H ∈ Rm×n are i.i.d. according to a Gaussian distribution with mean 0 and
variance 1/mn.
6.1.3 Main results
With the above notation, we now briefly describe the main results we prove
in this work. Although our results and proof methodology resemble those in
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[3], there are some important differences here. Particularly, we will see that
the assumptions we make on the subspace Q greatly influence the kind of
guarantees for recovery that can be derived.
As mentioned earlier, we will consider two different assumptions on the
subspace Q. In the first one, we assume a random subspace model for Q⊥.
The main result that we prove in this work under this random subspace
model is summarized as the following theorem.
Theorem 6.1.1 (Random Reduction). Fix any Cp > 0, and let Q
⊥ be a
p-dimensional random subspace of Rm×n (n ≤ m), L0 a rank-r, µ-incoherent




, p < Cpn, ρ < ρ0, (6.9)
with high probability (L0, S0) is the unique optimal solution to (6.3) with
λ = m−1/2. Here, Cr > 0 and ρ0 ∈ (0, 1) are numerical constants.
The scaling in this result covers several applications of interest: in [137],
p is a fixed constant, while in [138], p scales linearly with n. Therefore, the
above result already covers both these applications in terms of the number of
reduced constraints. It states that with such reduced constraints, the convex
program (6.3) can recover the low-rank matrix L0 essentially under the same
conditions as PCP. In particular, it can tolerate up to a constant fraction of
errors.
The remainder of this chapter is organized as follows: In Section
6.2, we derive the optimality conditions for (L0, S0) to be the optimal solution
to the convex program (6.3). In particular, we derive the conditions that a
certain dual certificate must satisfy that would establish our main result.
In Section 6.3, we provide a constructive procedure for the aforementioned
dual certificate. In Section 6.4, we describe our main assumptions and the
detailed steps of the proof of Theorem 6.1.1. In Section 6.5, we outline a fast
first-order algorithm to solve (6.3) efficiently and corroborate our theoretical
results with simulations. We conclude the article with a discussion about
future research directions in Section 6.6.
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6.2 Existence of Dual Certificate
In this section, we prove the following lemma that establishes necessary and
sufficient conditions for (L0, S0) to be the optimal solution to (6.3).
Lemma 6.2.1. Assume that dim(Q⊥⊕T⊕Ω) = dim(Q⊥)+dim(T )+dim(Ω).
(L0, S0) is the unique optimal solution to (6.3) if there exists a pair (W,F ) ∈
Rm×n × Rm×n satisfying
UV ∗ +W = λ(sign(S0) + F ) ∈ Q, (6.10)
with PTW = 0, ‖W‖ < 1,PΩF = 0, and ‖F‖∞ < 1.
Proof. Consider a feasible solution to (6.3) of the form (L0 + HL, S0 −HS).
Clearly, we have that PQHL = PQHS. Under the conditions mentioned in
the theorem, we will show that this pair does not minimize the cost function
in (6.3), unless HL = HS = 0.
We first use the fact that ‖·‖∗ and ‖·‖1 are convex functions. Consider any
pair (W0, F0) ∈ Rm×n × Rm×n satisfying PTW0 = 0, ‖W0‖ ≤ 1, PΩF0 = 0,
and ‖F0‖∞ ≤ 1. Then, UV ∗ + W0 is a subgradient to ‖ · ‖∗ at L0, and
sign(S0) + F0 is a subgradient to ‖ · ‖1 at S0. Therefore,
‖L0+HL‖∗+λ‖S0−HS‖1 ≥ ‖L0‖∗+λ‖S0‖1+〈UV ∗+W0, HL〉−λ〈sign(S0)+F0, HS〉.
By Ho¨lder’s inequality (and the duality of norms), it is possible to choose
W0 and F0 such that
〈W0, HL〉 = ‖PT⊥HL‖∗, 〈F0, HS〉 = −‖PΩ⊥HS‖1.
Then, we have
‖L0 +HL‖∗ + λ‖S0 −HS‖1 ≥ ‖L0‖∗ + λ‖S0‖1 + 〈UV ∗, HL〉 − λ〈sign(S0), HS〉
+‖PT⊥HL‖∗ + λ‖PΩ⊥HS‖1.
By assumption, we have
UV ∗ = λ(sign(S0) + F )−W,
with λ(sign(S0) + F ) ∈ Q. Substituting for UV ∗ and using PQHL = PQHS,
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we get
〈UV ∗, HL〉 = λ〈sign(S0), HS〉+ λ〈F,HS〉 − 〈W,HL〉.
Substituting this in the above inequality, we get
‖L0 +HL‖∗ + λ‖S0 −HS‖1 ≥ ‖L0‖∗ + λ‖S0‖1 + ‖PT⊥HL‖∗ + λ‖PΩ⊥HS‖1
+λ〈F,HS〉 − 〈W,HL〉.
Let β = max{‖W‖, ‖F‖∞} < 1. Using Ho¨lder’s inequality, we get
‖L0 +HL‖∗ + λ‖S0 −HS‖1 ≥ ‖L0‖∗ + λ‖S0‖1 + (1− β)‖PT⊥(HL)‖∗
+(1− β)λ‖PΩ⊥(HS)‖1.
For non-zero HL, HS, the last term on the right-hand side above can be zero
only if HL ∈ T\{0} and HS ∈ Ω\{0}. Since Ω ∩ T = {0}, HL 6= HS. We
also have PQ(HL − HS) = 0. This implies that HL − HS ∈ Q⊥, which is a
contradiction since Q⊥ ∩ (T ⊕ Ω) = {0}. Thus, we have
‖L0 +HL‖∗ + λ‖S0 −HS‖1 > ‖L0‖∗ + λ‖S0‖1
for any non-zero feasible perturbation (HL, HS).
It is often convenient to relax the equality constraints on the dual certificate
given in (6.10). Thus, similar to the proof outline in [3, 6], we now provide
a slightly relaxed dual certificate condition.
Fact 1. Let S1 and S2 be two linear subspaces in Rm×n with S1 ⊆ S2.
Then, for any X ∈ Rm×n, we have PS1X = PS1PS2X, and consequently,
‖PS1X‖F ≤ ‖PS2X‖F .
Lemma 6.2.2. Suppose that dim(Q⊥⊕T⊕Ω) = dim(Q⊥)+dim(T )+dim(Ω).
Let Γ = Q ∩ T⊥ so that Γ⊥ = Q⊥ ⊕ T . Assume that ‖PΩPΓ⊥‖ < 1/2 and
λ < 1. Then, (L0, S0) is the unique optimal solution to (6.3) if there exists a
pair (W,F ) ∈ Rm×n × Rm×n satisfying
UV ∗ +W = λ(sign(S0) + F + PΩD) ∈ Q, (6.11)
with PTW = 0, ‖W‖ < 1/2,PΩF = 0, ‖F‖∞ < 1/2, and ‖PΩD‖F ≤ 1/4.
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Proof. Proceeding along the same lines as in the proof of Lemma 6.2.1, for
any feasible perturbation (HL, HS), we get


















‖PΩHS‖F ≤ ‖PΩPΓHS‖F + ‖PΩPΓ⊥HS‖F
≤ ‖PΩPΓHL‖F + 1
2
‖HS‖F











In the second step above, we have used the fact that PΓHL = PΓHS (since
Γ ⊆ Q), and the final inequality follows from Fact 1. Thus, we have
‖PΩHS‖F ≤ 2‖PT⊥HL‖F + ‖PΩ⊥HS‖F ≤ 2‖PT⊥HL‖∗ + ‖PΩ⊥HS‖1.
Putting it all together, we get






The desired result follows from the fact that Q⊥ ∩ (T ⊕ Ω) = {0}.
134
6.3 Proof Strategy
By Lemma 6.2.2, in order for us to prove either Theorem 1 or 2, it is sufficient
to produce a dual certificate W ∈ Rm×n satisfying
W ∈ T⊥,
PQ⊥W = −PQ⊥(UV ∗),
‖W‖ < 1/2,
‖PΩ(UV ∗ − λsign(S0) +W )‖F ≤ λ/4,
‖PΩ⊥(UV ∗ +W )‖∞ < λ/2.
(6.12)
To prove Theorems 1 and 2 under the above conditions, we try to con-
struct the dual certificate W by following a similar strategy as that in the
original PCP [3]. However, the extra projection of the observations onto the
subspace Q adds significant difficulty to various technical parts of the proof.
In this section, we will outline the basic components for constructing such
a certificate and then provide detailed proofs for each component in Section
6.4. For simplicity, throughout our discussion below, we set Γ
.
= Q ∩ T⊥ so
that Γ⊥ = Q⊥ ⊕ T .
By assumption, the support of the sparse matrix is distributed as Ω ∼
Ber(ρ) for some small ρ ∈ (0, 1). This is, of course, equivalent to assuming
that Ωc ∼ Ber(1− ρ). Suppose that Ω1,Ω2, . . . ,Ωj0 are independent support
sets such that Ωj ∼ Ber(q) for all j. Then, Ωc and
⋃j0
j=1 Ωj have the same
probability distribution if ρ = (1− q)j0 . We now propose a construction for
the dual certificate W
.
= WL +W S +WQ as follows. We use a combination
of the golfing scheme proposed in [6] and a least squares approach.
1. Construction of WL using the golfing scheme. Starting with Y0 = 0,
we iteratively define
Yj = Yj−1 + q−1PΩjPΓ⊥(UV ∗ − Yj−1), (6.13)
and set
WL = PΓYj0 , (6.14)
where j0 = d2 logme.
2. Construction of W S by least squares. We define W S by the following
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least squares problem:
W S = arg minX ‖X‖F
subj. to PΩX = λsign(S0)
PΓ⊥X = 0.
(6.15)
3. Construction of WQ by least squares. We define WQ by the following
least squares problem:
WQ = arg minX ‖X‖F
subj. to PQ⊥X = −PQ⊥(UV ∗)
PΠX = 0,
(6.16)
where Π = Ω⊕ T .
We note that under our assumptions (see Section 6.1.2), both the least
squares programs above are feasible with high probability under both the
random subspace model and the deterministic subspace model. This is be-
cause we will later show that the spectral norms of the linear operators PΩPΓ⊥
and PQ⊥PΠ can be bounded below unity with high probability.
Thus, to prove that WL +W S +WQ is a valid dual certificate, we have to
establish the following:
‖WL +W S +WQ‖ < 1/2, (6.17)
‖PΩ(UV ∗ +WL)‖F ≤ λ/4, (6.18)
‖PΩ⊥(UV ∗ +WL +W S +WQ)‖∞ < λ/2. (6.19)
Lemma 6.3.1. Assume that Ω ∼ Ber(ρ) for some small ρ ∈ (0, 1) and the
assumptions (6.5) and (6.7) hold true. Then, the matrix WL obeys, with high
probability,
1. ‖WL‖ < 1/4,
2. ‖PΩ(UV ∗ +WL)‖F < λ/4,
3. ‖PΩ⊥(UV ∗ +WL)‖∞ < λ/4.
Lemma 6.3.2. In addition to the assumptions in the previous lemma, as-
sume that the signs of the non-zero entries of S0 are i.i.d. random. Then,
the matrix W S obeys, with high probability,
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1. ‖W S‖ < 1/8,
2. ‖PΩ⊥W S‖∞ < λ/8.
Lemma 6.3.3. Assume that Ω ∼ Ber(ρ) for some small ρ ∈ (0, 1) and the
assumptions (6.5) and (6.7) hold true. Then, the matrix WQ obeys, with
high probability,
1. ‖WQ‖ < 1/8,
2. ‖PΩ⊥WQ‖∞ < λ/8.
We note that the above lemmas together establish Lemma 6.2.2.
6.4 Main Proof
In this section, we provide a detailed proof of Lemmas 6.3.1, 6.3.2, and
6.3.3 for the case when Q is a random subspace. Before proceeding to the
main steps of the proof, we first establish some important properties and
relationships among the different quantities involved in the problem.
6.4.1 Preliminaries
Lemma 6.4.1. Let Q⊥ be a linear subspace distributed according to the ran-
dom subspace model described earlier. Then, for any (i, j) ∈ [m] × [n], with
high probability,














We now derive a bound for ‖Gk‖∞. Suppose that M ∈ Rm×n is a random







and G = H/‖H‖F . Clearly, G is identical in distribution to G1, G2, . . . , Gp.
We know that, for any (i, j) ∈ [m]× [n],








Therefore, using a union bound, we get






















Now, if we have p random matrices H1, H2, . . . , Hp, independent and identical






















































with high probability. The desired result follows from Eq. (6.21).
Lemma 6.4.2. Assume that p < mn/4. Let Q⊥ be a linear subspace dis-
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Proof. Firstly, we note that Q⊥ is identical in distribution to a subspace
spanned by p independent random matrices, each of whose entries are i.i.d.
according to a Gaussian distribution with mean zero and variance 1/mn. Let





where the Hk’s are independent random matrices each of whose entries are
i.i.d. according to a Gaussian distribution with mean zero and variance
1/mn. Then, we have that PQ⊥ has the same distribution as the operator










































Suppose that R ∈ Rmn×p is a random matrix whose entries are i.i.d. ac-
cording to a Gaussian distribution with mean zero and variance 1/mn. It is
easy to see that if we vectorize all the matrices, then R is the matrix ana-
logue of the operator H. Therefore, ‖H(H∗H)−1‖ has the same distribution
as (σmin(R))
−1. Let R′ =
√
mnR. Clearly, the entries of R′ are i.i.d accord-
ing to the standard normal distribution. Using the concentration results for
1-Lipschitz functions (see Proposition 2.18 in [25]) and the distribution of
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′) ≤ √mn−√p− t] ≤ e−t2/2,

















[‖H(H∗H)−1‖ ≥ 4] ≤ e−mn/32.
We now note that ‖H∗PT‖ = ‖PTH‖ is identical in distribution to ‖M‖,
whereM ∈ R(m+n)r×p is a random matrix whose entries are i.i.d. N (0, 1/mn).
This is because the isotropic Gaussian distribution is rotation-invariant. Hence,
without any loss of generality we can assume that the operator PT pre-
serves only the first dim(T ) = (m + n)r components of the basis elements





































≤ min{e−p/2, e−(m+n)r/2} .












≤ e−mn/32 + min{e−p/2, e−(m+n)r/2} .
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Lemma 6.4.3. Let Q⊥ be a linear subspace distributed according to the ran-











Proof. Proceeding along the same lines of the proof of the previous lemma















≤ e−mn/32 + min{e−p/2, e−5mnρ/8} .
Using Bernstein’s inequality, it is possible to show that














































≤ e−mn/32 + min{e−p/2, e−5mnρ/8}+ 2 e−3mnρ/80.












Lemma 6.4.4. Let Ω ∼ Ber(ρ). Then, with high probability,
‖PΩPT‖2 ≤ ρ+ , (6.24)
provided that 1− ρ ≥ C0−2 µr logmn for some numerical constant C0 > 0.
Proof. See Corollary 2.7 in [3].
We now prove the following two results that would help us establish inco-
herence relations with subspaces obtained by a direct sum of two incoherent
subspaces.
Lemma 6.4.5. Let S1 and S2 be any two linear subspaces in Rm×n satisfying
‖PS1PS2‖ ≤ α < 1. We define S = S1 ⊕ S2. Then, for any X ∈ Rm×n, we
have
‖PSX‖2F ≤ (1− α)−1(‖PS1X‖2F + ‖PS2X‖2F ). (6.25)
Proof. We denote by vec : Rm×n → Rmn the operation of converting a matrix
to a vector by stacking its columns one below another. Suppose that d1 and
d2 are the dimensions of the subspaces S1 and S2, respectively. Then, there
exist matrices B1 ∈ Rmn×d1 and B2 ∈ Rmn×d2 whose columns constitute
orthonormal bases for S1 and S2, respectively.
Let M
.
= [B1 B2]. Clearly, the columns of M constitute a basis for the
subspace S in Rmn. Hence, for any X ∈ Rm×n, its projection onto S can be
expressed as follows:
vec(PSX) = M(M∗M)−1M∗vec(X).




≤ ‖M(M∗M)−1‖2 · ‖M∗vec(X)‖22
= ‖M(M∗M)−1‖2 · (‖PS1X‖2F + ‖PS2X‖2F ).
Let M † .= (M∗M)−1M∗ denote the Moore-Penrose pseudoinverse of M .
It is evident that ‖M †‖ = ‖M(M∗M)−1‖. But we know that ‖M †‖ =
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(σmin(M))
−1, where σmin(M) is the smallest non-zero singular value of M .
Using the fact that B1 and B2 have orthonormal columns, we can show that
(σmin(M))
2 = λmin(M
∗M) ≥ 1− α, where λmin(M∗M) is the smallest eigen-
value of M∗M .5 Therefore, we have
‖PSX‖2F ≤ (σmin(M))−2 (‖PS1X‖2F + ‖PS2X‖2F )
≤ (1− α)−1(‖PS1X‖2F + ‖PS2X‖2F ).
Suppose that ‖PQ⊥PT‖ < 1/2.6 Then, it follows that









with high probability, for all (i, j) ∈ [m] × [n]. In other words, with high
probability, when Q⊥ is distributed according to the random subspace model,








We further note that γ logm = O(1/ logm) under the conditions of Theorem
6.1.1. This fact will be used frequently in our proof below.
Lemma 6.4.6. Let S1, S2 and S3 be any three linear subspaces in Rm×n
satisfying dim(S1⊕S2⊕S3) = dim(S1)+dim(S2)+dim(S3), and ‖PS1PS2‖ ≤
α1,2 < 1, ‖PS2PS3‖ ≤ α2,3 < 1 and ‖PS3PS1‖ ≤ α3,1 < 1. We define






1− α1,2 . (6.27)
Proof. The proof is a simple application of Lemma 6.4.5. We note that, for
any X ∈ Rm×n,
‖PSPS3X‖2F ≤ (1− α1,2)−1(‖PS1PS3X‖2F + ‖PS2PS3X‖2F
≤ (1− α1,2)−1(‖PS1PS3‖2 + ‖PS2PS3‖2)‖X‖2F
≤ (1− α1,2)−1(α23,1 + α22,3)‖X‖2F .
5Since M has full column rank, M∗M is positive definite.
6From Lemma 6.4.2 and the assumptions of Theorem 6.1.1, this is true with high









Lemma 6.4.7. Let Ω ∼ Ber(ρ) and Γ⊥ be γ-constrained. Then, for any
 ∈ (0, 1), with high probability,
‖PΓ⊥ − ρ−1PΓ⊥PΩPΓ⊥‖ ≤ , (6.28)
provided that ρ ≥ C · −2γ logm for some numerical constant C > 0.
Proof. The proof is very similar to that of Theorem 4.1 in [21]. We highlight
the main steps here. For each (i, j) ∈ [m] × [n], we define a binary random




δij PΓ⊥ e¯ie∗j ⊗ PΓ⊥ e¯ie∗j ,
E[PΓ⊥PΩPΓ⊥ ] = ρPΓ⊥ ,
where ⊗ denotes the outer or tensor product between matrices. Applying a
concentration result for operators of the above form, as established in [141],
we have, with high probability,












provided that the right-hand side is smaller than 1. Here, C ′ > 0 is a
numerical constant. The desired result follows by noting that n ≤ m, and
bounding the right-hand side by  ∈ (0, 1).
Lemma 6.4.8. Let Z ∈ Γ⊥ be fixed, Γ⊥ be γ-constrained, and Ω ∼ Ber(ρ).
Then, with high probability,
‖Z − ρ−1PΓ⊥PΩZ‖∞ ≤ ‖Z‖∞, (6.31)
provided that ρ ≥ C0 · −2γ logm for some numerical constant C0 > 64/3.
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1, if (i, j) ∈ Ω,
0, otherwise.




(1− ρ−1δij)ZijPΓ⊥ e¯ie∗j .
For any (i0, j0) ∈ [m] × [n], we can express Z ′i0j0 as a sum of independent




Rij, Rij = (1− ρ−1δij)Zij〈PΓ⊥ e¯ie∗j , e¯i0e∗j0〉.
It is easy to show that the Rij’s are zero-mean random variables with variance
given by
Var(Rij) = (1− ρ)ρ−1|Zij|2 |〈PΓ⊥ e¯ie∗j , e¯i0e∗j0〉|2.
Therefore,∑
ij
Var(Rij) = (1− ρ)ρ−1
∑
ij





= (1− ρ)ρ−1‖Z‖2∞‖PΓ⊥ e¯i0e∗j0‖2F
≤ (1− ρ)ρ−1γ‖Z‖2∞,
where the last inequality holds with high probability. Furthermore, we have
|Rij| ≤ ρ−1‖Z‖∞|〈PΓ⊥ e¯ie∗j , e¯i0e∗j0〉|
≤ ρ−1‖Z‖∞‖PΓ⊥ e¯ie∗j‖F‖PΓ⊥ e¯i0e∗j0‖F
≤ ρ−1γ‖Z‖∞,
with high probability. Thus, using Bernstein’s inequality, we obtain
P












Choosing  < 1, we can reduce the above expression to
P
[|Z ′i0j0| > ‖Z‖∞] ≤ 2 exp(−32ρ8γ
)
.
If ρ ≥ C0−2γ logm for some numerical constant C0 > 64/3, then we have
P
[|Z ′i0j0 | > ‖Z‖∞] ≤ 2 exp(−3C0 logm32
)
.
Applying a union bound, we get




≤ 2m(2− 3C032 ). (6.32)
Since C0 > 64/3, we obtain the desired result.
The following lemma is a restatement of Theorem 6.3 in [21].
Lemma 6.4.9. Let Z ∈ Rm×n be fixed, and Ω ∼ Ber(ρ). Then, with high
probability,





provided that ρ ≥ C ′0 logmn , where C ′0 > 0 is a numerical constant.
6.4.2 Proof of Lemma 6.3.1
Before proceeding to the actual proof, we introduce some additional notation.
Let Zj
.
= UV ∗ − PΓ⊥Yj, where Yj’s are defined in Eq. (6.13). Evidently,
Zj ∈ Γ⊥ for all j ≥ 0. The recursive relation between the Yj’s can then be
expressed as
Zj = (PΓ⊥ − q−1PΓ⊥PΩjPΓ⊥)Zj−1, Z0 = UV ∗. (6.34)
Let us assume that  ∈ (0, e−1). From Lemma 6.4.8, we have that
‖Zj‖∞ ≤ ‖Zj−1‖∞,
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with high probability, provided that
q ≥ C0−2γ logm, (6.35)
where C0 > 64/3 is a numerical constant. Since Z0 = UV
∗, with high
probability, we have




The second inequality above follows from our assumptions about the matrices
U and V . Furthermore, when Eq. (6.35) holds, we also have, with high
probability,
‖Zj‖F ≤ ‖Zj−1‖F (6.36)
using Lemma 6.4.7. Once again, since Z0 = UV
∗, we deduce that







We first introduce a few notions before deriving a bound on ‖WL‖. We let R
denote the linear subspace obtained by projecting all the points in Q⊥ onto
T⊥. By a slight abuse of notation, we denote this by
R = PT⊥Q⊥.
It is easy to verify that, for any X ∈ Rm×n,
PΓ⊥X = PTX + PRX,
‖PΓ⊥X‖2F = ‖PTX‖2F + ‖PRX‖2F .
We note that if Q⊥ is a random p-dimensional subspace in Rm×n, then with
probability one, R is a p-dimensional subspace of T⊥. By assumption, Q⊥ is
identical in distribution to span(G1, . . . , Gp), where the Gi’s are independent
m × n matrices, each of whose elements is i.i.d. according to N (0, 1/mn).
Hence, R is equal in distribution to span(PT⊥G1, . . . ,PT⊥Gp).
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Suppose that WU⊥ ∈ Rm×(m−r) and WV ⊥ ∈ Rn×(n−r) denote orthonormal
bases for the subspaces orthogonal to R(L0) and R(L∗0) , respectively. Then,
we recall that for any X ∈ Rm×n,
PT⊥X = WU⊥W ∗U⊥XWV ⊥W ∗V ⊥ .
If G is a random m× n matrix whose elements are i.i.d. N (0, 1/mn), it can
be shown that W ∗
U⊥GWV ⊥ has the same distribution as that of a random
(m − r) × (n − r) matrix whose elements are i.i.d. N (0, 1/(m − r)(n − r)).
Thus, R has the same distribution as
span(WU⊥F1W
∗
V ⊥ , . . . ,WU⊥FpW
∗
V ⊥),
where the Fi’s are independent random matrices of size (m − r) × (n − r),
each of whose elements are i.i.d. N (0, 1/(m − r)(n − r)). Let us define
L : R(m−r)×(n−r) → Rm×n as follows:
L[M ] = WU⊥MW ∗V ⊥ .
For any two matrices X1, X2 ∈ R(m−r)×(n−r), it is easy to verify that
〈L[X1],L[X2]〉 = trace(X∗1X2),
‖L[X1]‖ = ‖X1‖.
Hence, if B1, . . . , Bp constitute an orthonormal basis for span(F1, . . . , Fp)
(obtained by Gram-Schmidt procedure, for instance), then L[B1], . . . ,L[Bp] is
an orthonormal basis for R, and maxj ‖L[Bj]‖ = maxj ‖Bj‖. Since the joint
distribution of F1, . . . , Fp is unitary invariant, so is the joint distribution of
B1, . . . , Bp. This implies that each of the Bj’s can be assumed to be uniformly
distributed on the unit hypersphere {B | ‖B‖F = 1}. Using existing bounds
on the distribution of singular values of random Gaussian matrices [140], it
is possible to show that with high probability,
max
j
‖Bj‖ ≤ C ·
√
m− r +√n− r√
(m− r)(n− r) ,
for some numerical constant C > 0. Let us assume that r < n/2. Then, it is
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where C > 0 is a numerical constant (different from the one above). Thus,
we have that the subspace R has an orthonormal basis whose elements have
operator norm bounded above by C/
√
n. Therefore, the subspace R is ν-



















∥∥PΓ⊥(q−1PΩj − I)PΓ⊥Zj−1∥∥+ j0∑
j=1
∥∥(q−1PΩj − I)PΓ⊥Zj−1∥∥ .
The second term in the above inequality can be bounded with high proba-
bility using Lemma 6.4.9 as follows:
j0∑
j=1




































≤ ∥∥PT (q−1PΩj − I)PΓ⊥Zj−1∥∥+ ∥∥PR(q−1PΩj − I)PΓ⊥Zj−1∥∥
≤ 2 ∥∥(q−1PΩj − I)PΓ⊥Zj−1∥∥+ ∥∥PR(q−1PΩj − I)Zj−1∥∥ .
We have already seen how the first term in the above inequality can be
bounded with high probability. Hence, we now focus on the second term.
We first state the matrix Bernstein inequality (see Theorem 1.4 in [142])
that will enable us to derive a bound on the second term.
Theorem 6.4.1 (Matrix Bernstein Inequality). Let M1, . . . ,Mk ∈ Rd1×d2 be
k independent random matrices satisfying






























For every (i, l) ∈ [m] × [n], let us define Mil .= Hil(Zj−1)ilPR[e¯ie∗l ], where
the Hil’s are independent random variables distributed as follows:
Hil =
{
1, w.p. 1− q
1− q−1, w.p. q
We note that
∑
i,lMil has the same distribution as PR(I−q−1PΩj)Zj−1. Since
the Hil’s are independent zero-mean random variables that are independent
of Zj−1, we have that, for any (i, l) ∈ [m]× [n],
E[Mil |Zj−1] = 0.
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We record two useful bounds. We have that
1− ρ = P [∪j {(i, l) ∈ Ωj}] ≤ j0q. (6.42)
So q ≥ (1 − ρ)/j0. Since |Hil| ≤ q−1 almost surely, and j0 ≥ C/ logm, we
have
|Hil| ≤ O(logm) almost surely. (6.43)
We also have
‖PR[e¯ie∗l ]‖ ≤ 1, (6.44)
for any (i, l) ∈ [m]× [n]. It follows that ‖Mil‖ ≤ O(logm)‖Zj−1‖∞.
Now we bound the variance term. It can be shown that E[H2il] = O(logm).
As shown already, the random Q⊥ is ν-coherent for ν = O(1). Let G1, . . . , Gp






































Since ν = O(1), we have that∥∥∥∥∥∑
il
E[MilM∗il]
∥∥∥∥∥ = O(logm)‖Zj−1‖2∞. (6.45)
Here, we note that p/n is bounded above by a numerical constant by as-
sumption in Theorem 6.1.1. A similar bound holds for the other variance
term E[M∗ilMil].
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Now, using the matrix Bernstein inequality, we have
P
(‖PR(q−1PΩj − I)Zj−1‖ > t|Zj−1, Q)




C1ν logm‖Zj−1‖2∞ + C2 logm‖Zj−1‖∞t
)
.
Therefore, removing the conditioning, we have that, with high probability,
‖PR(q−1PΩj − I)Zj−1‖ ≤ C˜
√
νm logm‖Zj−1‖∞















Under the assumptions of Theorem 6.1.1, the bound on the right-hand side
can be made arbitrarily small. This gives us the desired bound.
Bounding ‖PΩ(UV ∗ +WL)‖F
We now prove the second part of Lemma 6.3.1. First, we note that PΩYj0 = 0
by construction. Therefore,
PΩ(UV ∗ + PΓYj0) = PΩ(UV ∗ − PΓ⊥Yj0) = PΩZj0 . (6.46)
Consequently, we have








The last step follows from the fact that  < e−1 and j0 ≥ 2 logm.
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Bounding ‖PΩ⊥(UV ∗ +WL)‖∞
We now prove the final part of Lemma 6.3.1. We note that
UV ∗ +WL = UV ∗ + PΓYj0 = Yj0 + Zj0 . (6.47)
Since we have already proved that ‖Zj0‖F < λ/8, it is sufficient to show that


































for sufficiently small  and for some numerical constant C ′′0 > 0. In the final
step above, we have used the fact that γ > 4µr/n. Since λ = m−1/2, we have







for some numerical constant C1 > 0.
6.4.3 Proof of Lemma 6.3.2



























ρ2(1− ρ) ≥ C0 · µr logm
n
, (6.50)
where C0 > 0 is the numerical constant from Lemma 6.4.4. We also assume
that ρ < 1/5. We note that it is possible to satisfy all of the above inequalities
under the assumptions on p and r given in Theorem 6.1.1, and because ρ is
a fixed constant in the interval (0, 1). Using Lemma 6.4.6, it is easy to verify
that under these assumptions, with high probability, we have that
‖PΓ⊥PΩ‖ ≤ η√ρ, (6.51)
where η > 0 is a numerical constant. We assume that ρ is sufficiently small
so that the above inequality is non-trivial.
The basic steps of the proof closely follow that of Lemma 2.9 in [3]. We
recognize that using the convergent Neumann series, W S can be expressed
as follows:




As was done in [3] (Section 2.2), we use a derandomization argument to
simplify the proof. We assume that the signs of the non-zero entries of S0
are independent, symmetric ±1 random variables.
Bounding ‖W S‖
It is easy to show that




:= W S1 −W S2 .
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We now show that each of these components have spectral norm smaller than
1/16 with high probability. This gives us the desired bound on ‖W S‖.
For the first term, we can use standard arguments about the norms of ran-
dom matrices with i.i.d. entries (see [24]) to show that, with high probability,
‖sign(S0)‖ ≤ 4√nρ.
Since λ = m−1/2, we have that ‖W S1 ‖ ≤ 4
√
ρ with high probability. Thus,
for sufficiently small ρ, we have that ‖W S1 ‖ < 1/16.
We use a discretization argument to bound ‖W S2 ‖. Let Nm and Nn be 1/2-
nets for the unit spheres in Rm and Rn, respectively. It can be shown that
the sizes of Nm and Nn are at most 6
m and 6n, respectively (see Theorem
4.16 in [25]). Then, we have that














































Conditioned on Q and Ω, we use Hoeffding’s inequality to get












|〈H(x,y), sign(S0)〉| > t|Ω, Q
]
(6.53)














Let E1 be the event {‖PΩPΓ⊥‖ ≤ η√ρ}. We know that this event occurs





|〈H(x,y), sign(S0)〉| > t
]












|〈H(x,y), sign(S0)〉| > t
]







Setting t = sη
√
16ρ











< 2 · exp (2m(log 6− s2))+ P[Ec1].
Let us choose any s >
√
log 6. Then, for sufficiently small ρ, we have that
‖W S2 ‖ < 1/16 with high probability.
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Bounding ‖PΩ⊥W S‖∞
Once again, using the convergent Neumann series expansion for W S, we have





















Conditioned on Q and Ω, we use Hoeffding’s inequality to get


























































Removing the conditioning on Q and Ω, we get
P
[








Consider the two events:

















. We have already shown that
E1 and E2 occur with high probability. Substituting for the various bounds
and setting s = 2, we get
P
[











+ P[(E1 ∩ E2)c].
Under the conditions of Theorem 6.1.1, and for sufficiently large m,n and
sufficiently small ρ, we get that ‖PΩ⊥W S‖∞ < λ/8 with high probability.
6.4.4 Proof of Lemma 6.3.3
Bounding ||WQ||
Using the convergent Neumann series expansion, we can write the analytical










∥∥∥∥∥ ‖PQ⊥(UV ∗)‖F .
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Assume that ρ < 1/4, and fix  = 3ρ. For m,n large enough, we can










with high probability. Consequently,∥∥∥∥∥∑
k≥0
(PQ⊥PΠPQ⊥)k
∥∥∥∥∥ ≤ 43 (6.58)
with high probability.
We bound ‖PQ⊥(UV ∗)‖F as follows. As explained earlier, suppose we
vectorize all matrices; then PQ⊥ has the same distribution as H(H∗H)−1H∗,
whereH ∈ Rmn×p is a random Gaussian matrix with i.i.d. entries∼ N (0, 1/mn).
Therefore, we have
‖PQ⊥(UV ∗)‖F = ‖H(H∗H)−1H∗vec(UV ∗)‖2 ≤ ‖H(H∗H)−1‖ ‖H∗vec(UV ∗)‖2,
where the above equality is in distribution. We have already shown that
P
[‖H(H∗H)−1‖ ≥ 4] ≤ e−mn/32.
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H∗vec(UV ∗) is a p-dimensional vector whose components are i.i.d. and have
the same distribution as 〈G,UV ∗〉, where G ∈ Rm×n is a random Gaussian
matrix whose entries are i.i.d. ∼ N (0, 1/mn). It is easy to see that 〈G,UV ∗〉
is distributed according to N (0, r/mn), and therefore we have





Since ‖ · ‖F is a 1-Lipschitz function, we use Proposition 2.18 in [25] to get
P
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Putting it all together, we conclude that











with high probability. Clearly, for sufficiently large m, the right-hand side
can be made arbitrarily small under the conditions of Theorem 6.1.1 and
hence, we have the desired bound.
Controlling ‖PΩ⊥WQ‖∞
It is easy to show that the analytical expression for WQ can be written
























∥∥∥∥∥ ‖PQ⊥(UV ∗)‖F ‖PQ⊥PΠ⊥ e¯ie∗j‖F .
We have already derived bounds for the first two terms. For the final
term in the product, we use the same technique we employed to bound















































Since λ = m−1/2, we have the desired result.
6.5 Simulations
In this section, we corroborate our theoretical results with simulations on
some randomly generated data. Before proceeding to the simulation results,
we provide a brief description of the optimization algorithm below.
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6.5.1 Fast algorithm
The problem of interest in Eq. (6.3) is a convex program, and hence, can
be solved by interior-point methods. These algorithms are known to have
excellent convergence properties and are available as part of public software
packages like CVX. However, the main disadvantage of these methods is that
they do not scale very well with problem size. Fortunately, there has been a
flurry of work recently on fast first-order methods for nuclear-norm minimiza-
tion. In this work, we use the framework described in [100], called TFOCS,
to solve (6.3) efficiently. We provide a brief description of the algorithm here.
Let us denote by (L0, S0) the optimal solution to Eq. (6.3). We note that
our cost function is continuous but not smooth everywhere. Hence, the first





(‖L−L(0)‖2F +‖S−S(0)‖2F ) subj. to Y = PQ(L+S),
(6.63)
where L(0) and S(0) are fixed, and µ > 0 is a smoothing parameter. If
(L(0), S(0)) is chosen to be the true solution (L0, S0), then it is easy to see
that for any positive µ, (L0, S0) is the optimal solution to Eq. (6.63) as
well. However, this is not of any practical use since L0 and S0 are not known
apriori. On the other hand, we note that if µ is very small, then the solution
to Eq. (6.63) is close to that of the original problem (6.3).
Let us now focus on the smoothed problem. The Lagrangian of this prob-
lem is given by




where Θ ∈ Rm×n is a matrix of Lagrange multipliers. The dual function can




The dual function has some attractive properties that can be exploited for
optimization. We note that g(·) is concave in Θ and its gradient is given by
∇g(Θ) = Y − PQ(Lˆ(Θ) + Sˆ(Θ)).
Furthermore, it is easy to show that for fixed Θ, the pair (Lˆ(Θ), Sˆ(Θ)) that
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minimizes L(L, S,Θ) is given by
Lˆ(Θ) = U ′ · shrink (Σ′, µ−1) · V ′∗,
Sˆ(Θ) = shrink
(




where U ′Σ′V ′∗ is the reduced Singular Value Decomposition (SVD) of L(0) +
µ−1PQΘ, and the shrinkage operator, denoted by shrink(·, ·), is defined as
follows:
shrink(x, α) = sign(x) ·max{|x| − α, 0},
where x ∈ R and α ≥ 0. The shrinkage operator is extended to vectors and
matrices by applying it elementwise.
Let Θˆ be the point of maxima of g(·). Then, it is possible to compute Θˆ





Lk+1 = Uk · shrink
(
Σk, µ
−1) · V ∗k ,
Sk+1 = shrink
(
S(0) + µ−1PQΘk, λµ−1
)
,
Θk+1 = Θk + tk(Y − PQ(Lk+1 + Sk+1)),
where tk > 0 is the step size satisfying tk ≤ µ/2. Once we obtain the dual
optimal solution Θˆ, the primal optimal solution can be computed using Eq.
(6.65).
In practice, the above iterative scheme has two free parameters, namely µ
and (L(0), S(0)). While a small µ is desirable for accuracy, it leads to slower
convergence in practice. This is particularly true if L(0) and S(0) are far from
the optimal solution. Thus, we follow a continuation strategy as outlined
in [100] where we successively solve (6.63) while monotonically decreasing
the value of µ. The optimal solution from one complete iteration is used
to initialize the subsequent one. The entire algorithm is summarized as
Algorithm 6.




1 ) to (Y,0). We also fix µ1 = 100
and γ = 0.8.
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Algorithm 6 TFOCS-based solution for Eq. (6.3)
while not converged (j = 1, 2, . . .) do
Initialize R1 ← Θ1, ξ1 ← 1
while not converged (k = 1, 2, . . .) do























Θk+1 ← Θk + µj2 (Y − PQ(Lk+1 + Sk+1))
Rk+1 ← (1− ξk)Rk + ξkΘk+1












µj+1 ← γ · µj
end while
6.5.2 Simulation results
We test our algorithm on some randomly generated data to corroborate our
theoretical results. Given n, r, k and p, we generate the data as follows:
• L0 = UV ∗, where U, V ∈ Rn×r are random matrices each of whose
entries is i.i.d. according to the standard normal distribution.
• S0 ∈ Rn×n is a sparse matrix with exactly k non-zero entries whose
support is uniformly distributed among all possible sets of cardinality
k and whose non-zero entries are i.i.d. uniformly in the range [−10, 10].
• Q is generated as the linear subspace spanned by p independent random
matrices G1, . . . , Gp ∈ Rn×n. Each of the Gi’s have entries that are i.i.d.
according to N (0, 1/n2).
We fix n = 100 in all our simulations. To observe the recovery behavior as
a function of r, k and p, we plot our results in the following fashion. We fix
p and subsequently the subspace Q. Then, we vary r and k, and empirically
observe the probability of recovery success. For each pair (r, k), we carry out





(a) p = 0 (b) p = 100
(c) p = 500 (d) p = 1000
(e) p = 2000 (f) p = 4000
Figure 6.1: Compressive Principal Component Pursuit. We fix
n = 100. Given r and ρ, we generate L0 = R1R
∗
2 as the product of two
independent n× r i.i.d. N (0, 1) matrices, and S0 is a sparse matrix with
ρn2 non-zero entries taking values uniformly in the range [−10, 10]. The
sum L0 + S0 is then projected onto random subspace of codimension p to
give our observations. For each pair (r, ρ), the plots show the fraction of
successful recoveries over a total of 10 independent trials. Here, white
denotes reliable recovery in all trials, and black denotes failure in all trials,
with a linear scale for intermediate fractions.
where Lˆ is the recovered low-rank component.
The simulation results are summarized in a series of plots in Figure 6.1.
The case p = 0 is basically the PCP scenario when all the entries of the
corrupted matrix are directly observed. We note that as p increases, the
region of reliable recovery shrinks. An interesting observation is that even
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though the theory only predicts that p can increase as O(n) for reliable
recovery, empirically there is a significantly large region of successful recovery
even when p is as high as 40% of the ambient dimension. This strongly
suggests that there is still scope to improve our current theoretical results.
6.6 Discussion and Future Directions
In this chapter, we have generalized the Principal Component Pursuit (PCP)
framework to deal with a more general linear measurement model. We have
seen that as long as the rank of the underlying matrix is small enough,
we can still recover it exactly from mn − O(n) linear measurements7 even
if a linear fraction of the matrix entries are corrupted by errors of arbitrary
magnitude. Besides being of theoretical interest, the new framework provides
some theoretical guarantees of recovery for the methods used in Chapters 4
and 5.
This work also opens up fresh avenues for research in this line of work.
From a theoretical standpoint, there are many unanswered questions about
the current model. Although we have shown that we only need mn − O(n)
linear measurements for exact recovery, simulation results suggest that this
can be further strengthened. Another interesting problem is whether similar
results can be derived when the subspace Q is distributed according to a
different distribution, instead of the random model assumed here.
We have already mentioned that this work is very closely related to the
applications in 4 and 5. Although the theoretical results provide some jus-
tification, there is still a theory-practice gap. The random subspace model
assumed for Q is seldom found in real applications. Thus, it would be more
useful to derive results under a different set of assumptions or perhaps even
when Q is assumed to be a fixed subspace. Any analysis in this direction
would provide some intuition into the kinds of images and signals for which
these low-rank techniques can be expected to work.




This thesis has demonstrated the power and flexibility of low-rank matrix
recovery techniques to solve real problems in computer vision. We have
identified low-rank models in computer vision and developed tractable algo-
rithms to handle them. In particular, for imaging problems, we have shown
how domain transformations can be incorporated into the low-rank matrix
recovery framework, and how this can lead to state-of-the-art performance.
In Chapter 2, we extended current theoretical results to a “dense error cor-
rection” scenario. In Chapter 3, we showed how photometric stereo can be
solved efficiently and effectively as a low-rank matrix recovery problem. In
Chapters 4 and 5, we introduced a novel and powerful framework to handle
domain transformations in images, and provided some theoretical justifica-
tion in Chapter 6. In this chapter, we discuss some potential extensions that
would strengthen the current theoretical results as well as influence many
more applications in computer vision.
Low-rank matrix recovery with nonlinear constraints We have
seen in Chapters 4 and 5 that incorporating domain transformations leads
to a nonlinear (and non-convex) constraint of the following form:
D ◦ τ = L+ S,
where τ belongs to a proper group of transformations on the 2D image,
which can be defined by a finite number of parameters. To keep the algorithm
tractable, we linearized this constraint and converted the non-convex problem
to a sequence of convex programs. As discussed earlier, while this is well-
motivated, the key question is
Under what assumptions on the unknown true solutions L0, S0
and the group of transformations to which τ belongs is this lin-
earization guaranteed to work?
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Even though this is an interesting theoretical problem in itself, from a prac-
tical standpoint, we would like to know the class of images and group of
transformations well-suited to this kind of linearization. Furthermore, the
analysis could potentially also give us some idea about the region of con-
vergence of such algorithms. Not only would this general model bridge our
understanding of the working conditions of the algorithms proposed in this
thesis, but it could also open up novel applications where the nonlinearity is
unavoidable.
Low-rank matrix recovery with more general linear constraints
Although this line of work can be subsumed under the previous topic, we ex-
plicitly list it here for two reasons. Firstly, in Chapters 4 and 5, we dealt with
the non-linearity in the measurement model by linearizing it. In Chapter 6,
we provided some theoretical guarantees for recovery for the linearized mea-
surement model. However, there is still a theory-practice gap. The random
subspace model assumption used in this thesis is seldom encountered in real
applications. Thus, it would be more useful to derive results under a different
set of assumptions for the linear measurement model (Pauli or Fourier type
basis) or perhaps even when the measurement model is a deterministic one.
A more ambitious goal would be to provide guarantees for measurements of
the form
Y = L1(L0) + L2(S0),
where L0 is a low-rank matrix, S0 is a sparse matrix, and L1(·) and L2(·)
are known linear functions. Such a general model would not only cover the
model used in this thesis, but also cover other useful cases (for instance, when
the error S0 is sparse in some fixed basis).
Faster and scalable algorithms We have seen that the core computa-
tion encountered in this thesis is a convex program of the general form
min
L,S
‖L‖∗ + λ‖S‖1 s.t. D = L(L+ S),
where L is a linear operator. We have already seen that this problem can be
solved efficiently by first-order methods. However, in practice, these meth-
ods are still not sufficiently fast for real-time applications or for very large
datasets. A fundamental bottleneck is that we still have to perform a number
of SVD computations before converging to the optimal solution. It remains
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to be seen if a full SVD computation can be avoided. Potential solutions in-
clude computing partial SVDs, warm starts every few iterations, or parallel
implementations.
More flexible domain transformation models In all the applications
considered in this thesis, we have always assumed that we have one global
transformation (similarity, affine, or projective) acting on each image. While
this helps to warp the global shape of the object, many problems involve
local deformations. For instance, human facial expressions cannot be cap-
tured well by a global transformation. To deal with such complex scenarios,
we would have to resort to more complex parametric deformation models, or
handle multiple local deformations (like a mesh, for instance) per image. The
latter requires a complete reformulation of the constraint. The former seems
straightforward, but with complex parametric models, the optimization be-
comes more difficult and local minima problems become a major concern.
Incorporating temporal constraints A major source of correlated
image data is videos, where typically there is plenty of redundancy across
individual frames. It is evident that these frames, when arranged as columns
of a matrix, are expected to exhibit low-rank behavior. However, this kind
of processing does not fully utilize the available information. The major
difference between video data and a general set of images is that the order
of individual frames in a video contains a lot of temporal information. For
instance, consecutive frames of a video are more closely correlated than ones
that are farther apart in time. At present, we do not propose any framework
to exploit this temporal information. It remains to be seen if the present
techniques can be modified to take the order of the columns into account.
Combining RASL and TILT Recall that we proposed RASL in Chap-
ter 4 as a method to align multiple images simultaneously, and TILT in
Chapter 5 as a method to exploit internal symmetries in an image to extract
a transformation-invariant representation. The mathematical frameworks
used for the two applications are very similar. However, while RASL handles
correlation across similar images, TILT handles single images with internal
symmetries. It would be interesting to provide a framework under which
both these algorithms can be combined. That is, when we have multiple
images of a symmetric object or scene taken from different viewpoints, we
would like to utilize the internal symmetries in the images to bootstrap the
169
alignment process and vice versa.
170
REFERENCES
[1] C. Eckart and G. Young, “The approximation of one matrix by another
of lower rank,” Psychometrika, vol. 1, no. 3, pp. 211–218, 1936.
[2] I. Jolliffe, Principal Component Analysis. Springer-Verlag, 1986.
[3] E. Cande`s, X. Li, Y. Ma, and J. Wright, “Robust principal component
analysis?” Journal of the ACM, vol. 58, no. 3, pp. 11:1–11:37, 2011.
[4] V. Chandrasekaran, S. Sanghavi, P. Parrilo, and A. Willsky, “Rank-
sparsity incoherence for matrix decomposition,” SIAM Journal on Op-
timization, vol. 21, no. 2, pp. 572–596, 2011.
[5] E. Cande`s and T. Tao, “The power of convex relaxation: Near-
optimal matrix completion,” IEEE Transactions on Information The-
ory, vol. 56, no. 5, pp. 2053–2080, 2010.
[6] D. Gross, “Recovering low-rank matrices from few coefficients in any
basis,” IEEE Transactions on Information Theory, vol. 57, no. 3, pp.
1548–1566, 2011.
[7] S. Chen, D. Donoho, and M. Saunders, “Atomic decomposition by basis
pursuit,” SIAM Review, vol. 43, no. 1, pp. 129–159, 2001.
[8] E. Cande`s and T. Tao, “Decoding by linear programming,” IEEE
Transactions on Information Theory, vol. 51, no. 12, pp. 4203–4215,
2005.
[9] D. Donoho, “For most large underdetermined systems of linear equa-
tions the minimal `1-norm solution is also the sparsest solution,” Com-
munications on Pure and Applied Mathematics, vol. 59, no. 6, pp. 797–
829, 2006.
[10] J. Tenenbaum, V. de Silva, and J. Langford, “A global geometric frame-
work for nonlinear dimensionality reduction,” Science, vol. 290, no.
5500, pp. 2319–2323, 2000.
[11] M. Belkin and P. Niyogi, “Laplacian eigenmaps for dimensionality re-
duction and data representation,” Neural Computation, vol. 15, no. 6,
pp. 1373–1396, 2003.
171
[12] J. Wright, A. Yang, A. Ganesh, S. S. Sastry, and Y. Ma, “Robust face
recognition via sparse representation,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 31, no. 2, pp. 210–227, 2009.
[13] M. Fazel, H. Hindi, and S. Boyd, “Rank minimization and applica-
tions in system theory,” in Proceedings of American Control Confer-
ence, June 2004, pp. 3273 –3278.
[14] C. Papadimitriou, P. Raghavan, H. Tamaki, and S. Vempala, “Latent
semantic indexing: A probabilistic analysis,” Journal of Computer and
System Sciences, vol. 61, no. 2, pp. 217–235, October 2000.
[15] P. Huber, Robust Statistics. Wiley and Sons, 1981.
[16] F. de la Torre and M. Black, “A framework for robust subspace learn-
ing,” International Journal on Computer Vision, vol. 54, no. 1-3, pp.
117–142, 2003.
[17] R. Gnanadesikan and J. Kettenring, “Robust estimates, residuals, and
outlier detection with multiresponse data,” Biometrics, vol. 28, no. 1,
pp. 81–124, 1972.
[18] Q. Ke and T. Kanade, “Robust l1 norm factorization in the presence of
outliers and missing data by alternative convex programming,” in Pro-
ceedings of IEEE Conference on Computer Vision and Pattern Recog-
nition, 2005, pp. 739 – 746.
[19] M. Fischler and R. Bolles, “Random sample consensus: A paradigm
for model fitting with applications to image analysis and automated
cartography,” Communications of the ACM, vol. 24, no. 6, pp. 381–
395, 1981.
[20] B. Recht, M. Fazel, and P. Parillo, “Guaranteed minimum rank solution
of matrix equations via nuclear norm minimization,” SIAM Review,
vol. 52, no. 3, pp. 471–501, 2010.
[21] E. Cande`s and B. Recht, “Exact matrix completion via convex opti-
mzation,” Foundations of Computational Mathematics, vol. 9, no. 6,
pp. 717–772, 2009.
[22] E. Cande`s and Y. Plan, “Matrix completion with noise,” Proceedings
of the IEEE, vol. 98, no. 6, pp. 925–936, 2009.
[23] J. Wright and Y. Ma, “Dense error correction via `1-minimization,”
IEEE Transactions on Information Theory, vol. 56, no. 7, pp. 3540–
3560, 2010.
[24] R. Vershynin, “Introduction to the non-asymptotic analysis of random
matrices,” 2011. [Online]. Available: http://arxiv.org/abs/1011.3027
172
[25] M. Ledoux, The Concentration of Measure Phenomenon. American
Mathematical Society, 2001.
[26] Z. Lin, M. Chen, L. Wu, and Y. Ma, “The augmented Lagrange multi-
plier method for exact recovery of corrupted low-rank matrices,” Uni-
versity of Illinois at Urbana-Champaign, Tech. Rep. UILU-ENG-09-
2215, Oct. 2009.
[27] R. Woodham, “Photometric method for determining surface orienta-
tion from multiple images,” Optical Engineering, vol. 19, no. 1, pp.
139–144, 1980.
[28] W. Silver, “Determining shape and reflectance using multiple images,”
M.S. thesis, Massachusetts Institute of Technology, 1980.
[29] A. Shashua, “Geometry and photometry in 3D visual recognition,”
Ph.D. dissertation, Department of Brain and Cognitive Science, Mas-
sachusetts Institute of Technology, 1992.
[30] P. Belhumeur and D. Kriegman, “What is the set of images of an
object under all possible lighting conditions?” in Proceedings of IEEE
Conference on Computer Vision and Pattern Recognition, 1996, pp.
270–277.
[31] R. Basri and D. Jacobs, “Lambertian reflectance and linear subspaces,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 25, no. 2, pp. 218–233, 2003.
[32] A. S. Georghiades, D. J. Kriegman, and P. N. Belhumeur, “From few
to many: Illumination cone models for face recognition under variable
lighting and pose,” IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, vol. 23, no. 6, pp. 643–660, 2001.
[33] H. Hayakawa, “Photometric stereo under a light source with arbitrary
motion,” Journal of the Optical Society of America, vol. 11, no. 11, pp.
3079–3089, 1994.
[34] D. Jacobs, “Linear fitting with missing data: Applications to structure-
from-motion and to characterizing intensity images,” in Proceedings of
IEEE Conference on Computer Vision and Pattern Recognition, 1997,
pp. 206 –212.
[35] P. Belhumeur, D. Kriegman, and A. Yuille, “The bas-relief ambiguity,”
International Journal on Computer Vision, vol. 35, no. 1, pp. 33–44,
1999.
173
[36] A. Yuille, D. Snow, R. Epstein, and P. Belhumeur, “Determining gen-
erative models of objects under varying illumination: Shape and albedo
from multiple images using SVD and integrability,” International Jour-
nal on Computer Vision, vol. 35, no. 3, pp. 203–222, 1999.
[37] M. Fischler and R. Bolles, “Random sample consensus: A paradigm
for model-fitting with applications to image analysis and automated
cartography,” Communications of the ACM, vol. 24, no. 6, pp. 381–
395, 1981.
[38] G. V. C. Herna´ndez and R. Cipolla, “Multi-view photometric stereo,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 30, no. 3, pp. 548–554, 2008.
[39] D. Miyazaki, K. Hara, and K. Ikeuchi, “Median photometric stereo as
applied to the segonko tumulus and museum objects,” International
Journal on Computer Vision, vol. 86, no. 2, pp. 229–242, 2010.
[40] Y. Mukaigawa, Y. Ishii, and T. Shakunaga, “Analysis of photomet-
ric factors based on photometric linearization,” Journal of the Optical
Society of America, vol. 24, no. 10, pp. 3326–3334, 2007.
[41] L. Wu, A. Ganesh, B. Shi, Y. Matsushita, Y. Wang, and Y. Ma, “Ro-
bust photometric stereo via low-rank matrix completion and recovery,”
in Proceedings of Asian Conference on Computer Vision, 2011, pp. 703–
717.
[42] D. C. Knill, P. Mamassian, and D. Kersten, “The geometry of shad-
ows,” Journal of the Optical Society of America, vol. 14, no. 12, pp.
3216–3232, 1997.
[43] A. Ganesh, Z. Lin, J. Wright, L. Wu, M. Chen, and Y. Ma, “Fast
algorithms for recovering a corrupted low-rank matrix,” in Proceedings
of Computational Advances in Multi-Sensor Adaptive Processing, Dec.
2009, pp. 213 –216.
[44] K. Toh and S. Yun, “An accelerated proximal gradient algorithms for
nuclear norm regularized least squares problems,” Pacific Journal of
Optimization, vol. 6, pp. 615–640, 2010.
[45] D. P. Bertsekas, Nonlinear Programming. Athena Scientific, 2004.
[46] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding algo-
rithm for linear inverse problem,” SIAM Journal on Imaging Sciences,
vol. 2, no. 1, pp. 183–202, 2009.
174
[47] R. Glowinski and A. Marroco, “Sur l’approximation, par elements finis
d’ordre un, et la resolution, par penalisation-dualite, d’une classe de
problemes de Dirichlet non lineares,” Revuew Francaise d’Automatique,
Informatique et Recherche Operationelle, vol. 9, pp. 41–76, 1975.
[48] D. Gabay and B. Mercier, “A dual algorithm for the solution of nonlin-
ear variational problems via finite element approximations,” Computers
and Mathematics with Applications, vol. 2, no. 1, pp. 17–40, 1976.
[49] J. Eckstein and D. Bertsekas, “On the Douglas-Rachford splitting
method and the proximal point algorithm for maximal monotone op-
erators,” Mathematical Programming, vol. 55, no. 1-3, pp. 293–318,
1992.
[50] X. Yuan and M. Tao, “Recovering low-rank and sparse components of
matrices from incomplete and noisy observations,” SIAM Journal on
Optimization, vol. 21, no. 1, pp. 57–81, 2011.
[51] B. He, “Parallel splitting augmented Lagrangian methods for monotone
structured variational inequalities,” Computational Optimzation and
Applications, vol. 42, no. 2, pp. 195–212, 2009.
[52] S. Lin, Y. Li, S. Kang, X. Tong, and H. Shum, “Diffuse-specular sep-
aration and depth recovery from image sequences,” in Proceedings of
European Conference on Computer Vision, 2002, pp. 89–103.
[53] D. Kriegman and P. Belhumeur, “What shadows reveal about object
structure,” Journal of the Optical Society of America, vol. 18, no. 8,
pp. 1804–1813, 2001.
[54] S. Savarese and P. Perona, “Local analysis for 3D reconstruction of
specular surfaces,” in Proceedings of IEEE Conference on Computer
Vision and Pattern Recognition, 2001, pp. II–738 – II–745.
[55] M. Hansen, G. Atkinson, L. Smith, and M. Smith, “3D face reconstruc-
tions from photometric stereo using near infrared and visible light,”
Computer Vision and Image Understanding, vol. 114, no. 8, pp. 942 –
951, 2010.
[56] R. Woodman, “A photometric stereo approach to face recognition,”
M.S. thesis, University of the West of England, 2007.
[57] C. Juli´ı, R. Moreno, D. Puig, and M. Garcia, “Shape-based image seg-
mentation through photometric stereo,” Computer Vision and Image
Understanding, vol. 115, no. 1, pp. 91–104, January 2011.
[58] A. Shashua, “On photometric issues in 3D visual recognition from a
single 2D image,” International Journal on Computer Vision, vol. 21,
no. 1-2, pp. 99–122, 1997.
175
[59] L. Wolff and T. Boult, “Constraining object features using a polariza-
tion reflectance model,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 13, no. 7, pp. 635–657, 1991.
[60] K. Ikeuchi and K. Sato, “Determining reflectance properties of an ob-
ject using range and brightness images,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 13, no. 11, pp. 1139–1153, 1991.
[61] M. Chandraker, S. Agarwal, and D. Kriegman, “Shadowcuts: Photo-
metric stereo with shadows,” in Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, 2007, pp. 1–8.
[62] 3D Meshes Research Database by INRIA Gamma Group, accessed May
2010. [Online]. Available: http://www-roc.inria.fr/gamma/gamma/
download/download.php
[63] R. L. Cook and K. E. Torrance, “A reflectance model for computer
graphics,” ACM Transactions on Graphics, vol. 1, no. 1, pp. 7–24,
1982.
[64] A. Ganesh, J. Wright, X. Li, E. Cande`s, and Y. Ma, “Dense error
correction for low-rank matrices via principal component pursuit,” in
Proceedings of IEEE International Symposium on Information Theory,
2010, pp. 1513 –1517.
[65] A. Georghiades, P. Belhumeur, and D. Kriegman, “From few to many:
Illumination cone models for face recognition under variable lighting
and pose,” IEEE Transactions on Pattern Analysis and Machine In-
telligence, vol. 23, no. 6, pp. 643–660, 2001.
[66] Z. Zhou, X. Li, J. Wright, E. Candes, and Y. Ma, “Stable principal
component pursuit,” in Proceedings of IEEE International Symposium
on Information Theory, 2010, pp. 1518 – 1522.
[67] G. B. Huang, M. Ramesh, T. Berg, and E. Learned-Miller, “Labeled
faces in the wild: A database for studying face recognition in uncon-
strained environments,” University of Massachusetts, Amherst, Tech.
Rep. 07-49, October 2007.
[68] J. B. A. Maintz and M. A. Viergever, “A survey of medical image
registration,” Medical Image Analysis, vol. 2, no. 1, pp. 1–36, 1998.
[69] L. G. Brown, “A survey of image registration techniques,” ACM Com-
puting Surveys, vol. 24, no. 4, pp. 325–376, 1992.
[70] J. P. W. Pluim, J. B. A. Maintz, and M. A. Viergever, “Mutual-
information-based registration of medical images: a survey,” IEEE
Trans. on Medical Imaging, vol. 22, no. 8, pp. 986–1004, 2003.
176
[71] E. Learned-Miller, “Data driven image models through continuous joint
alignment,” IEEE Transactions on Pattern Analysis and Machine In-
telligence, vol. 28, no. 2, pp. 236–250, 2006.
[72] G. B. Huang, V. Jain, and E. Learned-Miller, “Unsupervised joint
alignment of complex images,” in Proceedings of IEEE International
Conference on Computer Vision, 2007, pp. 1–8.
[73] M. Cox, S. Lucey, S. Sridharan, and J. Cohn, “Least squares congealing
for unsupervised alignment of images,” in Proceedings of IEEE Con-
ference on Computer Vision and Pattern Recognition, 2008, pp. 1–8.
[74] M. Cox, S. Lucey, S. Sridharan, and J. Cohn, “Least-squares congealing
for large numbers of images,” in Proceedings of IEEE International
Conference on Computer Vision, 2009, pp. 1949 –1956.
[75] A. Vedaldi, G. Guidi, and S. Soatto, “Joint alignment up to (lossy)
transformations,” in Proceedings of IEEE Conference on Computer Vi-
sion and Pattern Recognition, 2008, pp. 1–8.
[76] M. Fazel, H. Hindi, and S. Boyd, “Log-det heuristic for matrix rank
minimization with applications to Hankel and Euclidean distance ma-
trices,” in Proceedings of American Control Conference, 2003, pp. 2156
– 2162.
[77] B. Frey and N. Jojic, “Transformed component analysis: Joint estima-
tion of spatial transformations and image components,” in Proceedings
of IEEE International Conference on Computer Vision, 1999, pp. 1190
–1196.
[78] B. Frey and N. Jojic, “Transformation-invariant clustering using the
EM algorithm,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 25, no. 1, pp. 1–17, 2003.
[79] F. de la Torre and M. Black, “Robust parameterized component anal-
ysis: Theory and applications to 2D facial appearance models,” Com-
puter Vision and Image Understanding, vol. 91, no. 1-2, pp. 53–71,
2003.
[80] R. Basri and D. Jacobs, “Lambertian reflectance and linear subspaces,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 25, no. 2, pp. 218–233, 2003.
[81] Y. Ma, S. Soatto, J. Kosecka, and S. Sastry, An Invitation to 3D Vision.
Springer, 2004.
[82] S. Baker and I. Matthews, “Lucas-Kanade 20 years on: A unifying
framework,” International Journal on Computer Vision, vol. 56, no. 3,
pp. 221–255, 2004.
177
[83] A. Wagner, J. Wright, A. Ganesh, Z. Zhou, and Y. Ma, “Towards a
practical face recognition system: Robust registration and illumina-
tion by sparse representation,” in Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, 2009, pp. 597 –604.
[84] A. Lewis and S. Wright, “A proximal method for composite
minimization,” 2008. [Online]. Available: http://arxiv.org/abs/0812.
0423
[85] K. Jittorntrum and M. Osborne, “Strong uniqueness and second order
convergence in nonlinear discrete approximation,” Numerische Mathe-
matik, vol. 34, no. 4, pp. 439–455, 1980.
[86] L. Cromme, “Strong uniqueness: A far-reaching criterion for the con-
vergence analysis of iterative procedures,” Numerishe Mathematik,
vol. 29, no. 2, pp. 179–193, 1978.
[87] D. Donoho and C. Grimes, “Image manifolds which are isometric to
Euclidean space,” Journal of Mathematical Imaging and Vision, vol. 23,
no. 1, pp. 5–24, 2005.
[88] Y. Peng, A. Ganesh, J. Wright, W. Xu, and Y. Ma, “RASL: Robust
alignment via sparse and low-rank decomposition for linearly correlated
images,” in Proceedings of IEEE Conference on Computer Vision and
Pattern Recognition, 2010, pp. 763 –770.
[89] B. He, M. Tao, and X. Yuan, “Alternating direction method with gaus-
sian back substitution for separable convex programming,” SIAM Jour-
nal on Optimization, submitted for publication.
[90] R. Gross, I. Mathews, J. Cohn, T. Kanade, and S. Baker, “Multi-
PIE,” in Proceedings of IEEE International Conference on Automatic
Face and Gesture Recognition, 2008, pp. 1–8.
[91] H. Ji, C. Liu, Z. Shen, and Y. Xu, “Robust video denoising using
low rank matrix completion,” in Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, 2010, pp. 1791–1798.
[92] E. Cande`s, J. Cai, and T. Shen, “A singular value thresholding algo-
rithm for matrix completion,” SIAM Journal on Optimization, vol. 20,
no. 4, pp. 1956–1982, 2010.
[93] R. Larsen, “Lanczos bidiagonalization with partial reorthogonaliza-
tion,” Department of Computer Science, Aarhus University, Tech. Rep.
DAIMI PB-357, 1998.
[94] N. Halko, P. Martinsson, and J. Tropp, “Finding structure with ran-
domness: Probabilistic algorithms for constructing approximate matrix
decompositions,” SIAM Review, vol. 53, no. 2, pp. 217–288, 2011.
178
[95] M. Mahoney, “Randomized algorithms for matrices and data,” 2011.
[Online]. Available: http://arxiv.org/abs/1104.5557
[96] P. Viola and M. J. Jones, “Robust real-time face detection,” Inter-
national Journal on Computer Vision, vol. 57, no. 2, pp. 137 – 154,
2004.
[97] K. Wu, L. Wang, F. Soong, and Y. Yam, “A sparse and low-rank ap-
proach to efficient face alignment for photo-real talking head synthesis,”
in Proceedings of IEEE International Conference on Acoustics, Speech
and Signal Processing, 2011, pp. 1397 –1400.
[98] W. Tan, G. Cheung, and Y. Ma, “Face recovery in conference video
streaming using robust principal component analysis,” in Proceedings
of IEEE International Conference on Image Processing, 2011, pp. 3225
–3228.
[99] R. Liu, Z. Lin, S. Wei, and Z. Su, “Solving principal component
pursuit in linear time via l1 filtering,” 2011. [Online]. Available:
http://arxiv.org/abs/1108.5359
[100] S. Becker, E. Cande`s, and M. Grant, “Templates for convex cone prob-
lems with applications to sparse signal recovery,” Mathematical Pro-
gramming Computation, vol. 3, no. 3, pp. 165–218, 2011.
[101] J. Canny, “A computational approach to edge detection,” IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, vol. 8, no. 6, pp.
679–698, 1986.
[102] C. Harris and M. Stephens, “A combined corner and edge detector,”
in Proceedings of 4th Alvey Vision Conference, 1988, pp. 147–152.
[103] T. Leung and J. Malik, “Representing and recognizing the visual ap-
pearance of materials using three-dimensional textons,” International
Journal of Computer Vision, vol. 43, no. 1, pp. 29–44, 2001.
[104] K. Mikolajczyk and C. Schmid, “A performance evaluation of local
descriptors,” IEEE Transactions on Pattern Analysis and Machine In-
telligence, vol. 27, no. 10, pp. 1615–1630, 2005.
[105] S. Winder and M. Brown, “Learning local image descriptors,” in Pro-
ceedings of IEEE Conference on Computer Vision and Pattern Recog-
nition, 2007, pp. 1–8.
[106] F. Cohen, Z. Fan, and M. Patel, “Classification of rotated and scaled
texture images using Gaussian Markov random field models,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 13,
no. 2, pp. 192–202, 1991.
179
[107] J.-L. Chen and A. Kundu, “Rotation and gray scale transform invariant
texture identification using wavelet decomposition and hidden Markov
model,” IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 16, no. 2, pp. 208–214, 1994.
[108] W.-R. Wu and S.-C. Wei, “Rotation and gray-scale transform-invariant
texture classification using spiral resampling, subband decomposition
and hidden Markov model,” IEEE Transactions on Image Processing,
vol. 5, no. 10, pp. 1423–1434, 1996.
[109] M. Do and M. Vetterli, “Rotation invariant texture characterization
and retrieval using steerable wavelet-domain hidden Markov models,”
IEEE Transactions on Multimedia, vol. 4, no. 4, pp. 517–527, 2002.
[110] G. Haley and B. Manjunath, “Rotation-invariant texture classification
using a complete space-frequency model,” IEEE Transactions on Image
Processing, vol. 8, no. 2, pp. 255–269, 1999.
[111] H. Greenspan, S. Belongie, R. Goodman, and P. Perona, “Rotation
invariant texture recognition using a steerable pyramid,” in Proceedings
of International Conference on Pattern Recognition, 1994, pp. 162 –167.
[112] S. Madiraju and C. Liu, “Rotation invariant texture classification using
covariance,” in Proceedings of IEEE International Conference on Image
Processing, 1994, pp. 655 –659.
[113] D. G. Lowe, “Distinctive image features from scale-invariant key-
points,” International Journal of Computer Vision, vol. 60, no. 2, pp.
91–110, 2004.
[114] K. Mikolajczyk and C. Schmid, “Scale and affine invariant interest
point descriptors,” International Journal of Computer Vision, vol. 60,
no. 1, pp. 63–86, 2004.
[115] J. M. Morel and G. Yu, “ASIFT: A new framework for fully affine in-
variant image comparison,” SIAM Journal on Imaging Sciences, vol. 2,
no. 2, pp. 438–469, 2009.
[116] S. Chang, L. Davis, S. Dunn, J. Eklundh, and A. Rosenfeld, “Texture
discrimination by projective invariants,” Pattern Recognition Letters,
vol. 5, no. 5, pp. 337–342, 1987.
[117] R. Kondepudy and G. Healey, “Using moment invariants to analyze
3-D color textures,” in Proceedings of IEEE International Conference
on Image Processing, 1994, pp. 61–65.
180
[118] G. Sundaramoorthi, P. Petersen, V. S. Varadarajan, and S. Soatto, “On
the set of images modulo viewpoint and constrast changes,” in Proceed-
ings of IEEE Conference on Computer Vision and Pattern Recognition,
2009, pp. 832 –839.
[119] J. Kosecka and W. Zhang, “Extraction, matching, and pose recovery
based on dominant rectagular structures,” Computer Vision and Image
Understanding, vol. 100, no. 3, pp. 274–293, 2005.
[120] G. Schindler, P. Krishnamurthy, R. Lublinerman, Y. Liu, and F. Del-
laert, “Detecting and matching repeated patterns for automatic geo-
tagging in urban environments,” in Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, 2008, pp. 1–7.
[121] M. Park, S. Lee, P. Chen, S. Kashyap, A. Butt, and Y. Liu, “Perfor-
mance evaluation of state-of-the-art discrete symmetry detection algo-
rithms,” in Proceedings of IEEE Conference on Computer Vision and
Pattern Recognition, 2008, pp. 1–8.
[122] Y. Liu and R. Collins, “Skewed symmetry groups,” in Proceedings of
IEEE Conference on Computer Vision and Pattern Recognition, 2001,
pp. I–872 – I–879.
[123] Y. Liu, H. Hel-Or, C. S. Kaplan, and L. V. Gool, “Computational
symmetry in computer vision and computer graphics,” Foundations
and Trends in Computer Graphics and Vision, vol. 5, no. 1–2, pp. 1–
195, 2010.
[124] M. Park, K. Brocklehurst, R. Collins, and Y. Liu, “Translation-
symmetry-based perceptual grouping with applications to urban
scenes,” in Proceedings of Asian Conference on Computer Vision, 2010,
pp. 329–342.
[125] A. Yang, K. Huang, S. Rao, and Y. Ma, “Symmetry-based 3-D re-
construction from perspective images,” Computer Vision and Image
Understanding, vol. 99, no. 2, pp. 210–240, 2005.
[126] E. Levina and P. J. Bickel, “Texture synthesis and non-parametric
resampling of random fields,” Annals of Statistics, vol. 34, no. 4, pp.
1751–1773, 2006.
[127] Z. Zhang, Y. Matsushita, and Y. Ma, “Camera calibration with lens
distortion from low-rank textures,” in Proceedings of IEEE Conference
on Computer Vision and Pattern Recognition, 2011, pp. 2321 –2328.
[128] Z. Zhang, X. Liang, and Y. Ma, “Unwrapping low-rank textures on
generalized cylindrical surfaces,” in Proceedings of IEEE International
Conference on Computer Vision, 2011, pp. 1347 –1354.
181
[129] J. Garding and T. Lindeberg, “Direct computation of shape cues using
scale-adapted spatial derivative operators,” International Journal of
Computer Vision, vol. 17, no. 2, pp. 163–191, 1996.
[130] J. Cai, E. Cande`s, and Z. Shen, “A singular value thresholding algo-
rithm for matrix completion,” SIAM Journal on Optimization, vol. 20,
no. 4, pp. 1956–1982, 2010.
[131] K. Toh and S. Yun, “An accelerated proximal gradient algorithm for
nuclear norm regularized least squares problems,” Pacific Journal of
Optimization, vol. 6, pp. 615–640, 2010.
[132] E. Cande`s and T. Tao, “The power of convex relaxation: Near-
optimal matrix completion,” IEEE Transactions on Information The-
ory, vol. 56, no. 5, pp. 2053–2080, 2010.
[133] Y. Liu, R. Collins, and Y. Tsin, “A computational model for peri-
odic pattern perception based on Frieze and wallpaper groups,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 26,
no. 3, pp. 354–371, 2004.
[134] S. Lee and Y. Liu, “Skewed rotation symmetry group detection,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 32,
no. 9, pp. 1659–1672, 2010.
[135] H. Mobahi, Z. Zhou, A. Yang, and Y. Ma, “Holistic 3D reconstruction
of urban structures from low-rank textures,” in Third International
IEEE Workshop on 3D Representation and Recognition, 2011, pp. 593
–600.
[136] D. Hsu, S. M. Kakade, and T. Zhang, “Robust matrix decomposition
with sparse corruptions,” IEEE Transactions on Information Theory,
vol. 57, no. 11, pp. 7221–7234, 2011.
[137] Z. Zhang, A. Ganesh, X. Liang, and Y. Ma, “TILT: Transform-
invariant low-rank textures,” International Journal of Computer
Vision, to be published. [Online]. Available: http://dx.doi.org/10.
1007/s11263-012-0515-x
[138] Y. Peng, A. Ganesh, J. Wright, W. Xu, and Y. Ma, “RASL: Robust
Alignment by Sparse and Low-rank decomposition,” IEEE Transac-
tions on Pattern Analysis and Machine Intelligence, to be published.
[139] X. Li, “Compressed sensing and matrix completion with constant
proportion of corruptions,” 2011. [Online]. Available: http://arxiv.
org/abs/1104.1041
182
[140] M. Rudelson and R. Vershynin, “Non-asymptotic theory of random
matrices: extreme singular values,” in Proceedings of International
Congress of Mathematicians, 2010, pp. 1–25.
[141] E. Cande`s and J. Romberg, “Sparsity and incoherence in compressive
sampling,” Inverse Problems, vol. 23, no. 3, pp. 969–985, 2007.
[142] J. Tropp, “User-friendly tail bounds for sums of random matrices,”
Foundations of Computational Mathematics, 2011. [Online]. Available:
http://dx.doi.org/10.1007/s10208-011-9099-z
183
