In this paper, we investigate the delay-aware dynamic resource management problem for multi-service transmission in high-speed railway wireless communications, with a focus on resource allocation among the services and power control along the time. By taking account of average delay requirements and power constraints, the considered problem is formulated into a stochastic optimization problem, rather than pursuing the traditional convex optimization means. Inspired by Lyapunov optimization theory, the intractable stochastic optimization problem is transformed into a tractable deterministic optimization problem, which is a mixed-integer resource management problem. By exploiting the specific problem structure, the mixed-integer resource management problem is equivalently transformed into a single variable problem, which can be effectively solved by the golden section search method with guaranteed global optimality. Finally, we propose a dynamic resource management algorithm to solve the original stochastic optimization problem. Simulation results show the advantage of the proposed dynamic algorithm and reveal that there exists a fundamental tradeoff between delay requirements and power consumption. Resource Allocation QSI CSI MAC Layer PHY Layer Cross-layer Resource Management Controller PHY State MAC State Control Actions Power Control Fig. 2. Cross-layer design for dynamic resource management
I. INTRODUCTION
For the last decade, high-speed railway (HSR) has attracted a lot of attentions as a fast and convenient public transportation system. With the continuous construction of HSR in recent years, the demand for mobile communication on high-speed trains is increasingly growing [1] . More and more services related with the railway control need to be transmitted between the train and the ground in order to guarantee the train moving safety. Meanwhile, the passengers have an increasingly high demand on wireless Internet services. To fulfill the high demand for wireless data transmission, the study on efficiency of HSR communications is critical.
There have been some recent works to improve the transmission performance in HSR communications. From the network architecture perspective, a relay-assisted HSR network architecture has been proposed in [2] , which can provide better performance than direct transmission in case of large penetration loss. Multi-input Multi-output (MIMO) and radio-overfiber (RoF) technologies were introduced into HSR scenarios in order to improve throughput and handover performance, respectively [3] . However, when considering the multiple services transmission between the train and the ground, more investigations on resource management are necessary to further improve the transmission performance.
In HSR communications, many types of services need to be transmitted between the train and the ground. In particular, these HSR services are classified into four categories [4] , i.e., pure passenger internet, passenger comfort services, securityrelated services and cost saving applications. The effective transmission for these heterogenous services is a technical challenge. First, the channel condition cannot remain at the same level due to the fast-varying distance between the train and the ground, which causes that the power control along the time has a large influence on transmission performance. Second, there exist heterogeneous quality-of-service (QoS) requirements in HSR communications, especially the end-toend delay requirements. The resource allocation plays a key role in enhancing the QoS performance by making full use of the limited resources. Based on the above two aspects, the power control along the time and resource allocation among the delay-aware services in HSR wireless communications are still interesting and challenging problems.
To the best of our knowledge, resource allocation and power control in HSR communications are usually considered as separate problems. The related works have been surveyed in [5] and [6] . In this paper, we jointly optimize them for delayaware multi-service transmission in HSR communications. A stochastic optimization framework is developed, which focuses on dynamic resource management under the heterogeneous delay requirements and power constraints. Then, the intractable stochastic optimization problem is transformed into a tractable deterministic optimization problem. The golden section search method is used to solve it with guaranteed global optimality and a dynamic resource management algorithm is proposed to solve the original stochastic optimization problem. Simulation results show that compared with the traditional power control schemes, the proposed dynamic algorithm can effectively improve delay performance. In addition, we notice that there exists a fundamental tradeoff between delay requirements and power consumption.
The remainder of the paper is structured as follows. Section II describes the system model. The problem formulation and transformation are provided in Section III. We propose a dynamic resource management algorithm in Section IV. Numerical results and discussions are shown in Section V. Finally, some conclusions are drawn in Section VI.
Notations: In this paper, [⋅] denotes expectation. ⌊ ⌋ = max{ ∈ ℕ| ≤ }. ℝ and ℕ denote the sets of real numbers and all positive integers, respectively. Fig. 1 , we consider a HSR communication network consisting of a linear cellular network and a backbone network. The linear cellular network can provide data transmission between the ground and the train. In the backbone network, the content servers (CSs) are deployed and a central controller (CC) is responsible for resource management [7] . Considering the downlink transmission, the data packets of the requested services are first delivered from the CSs to the vehicle station via the base stations (BSs), and then the vehicle station installed on the train transfers the data to the users on the train. Since the wireless communication between the ground and the vehicle station may be the bottleneck, thus this paper mainly considers the downlink transmission from the BSs to the vehicle station. 
II. SYSTEM MODEL As shown in

A. PHY Layer Model
The newly-built HSR routes are mainly composed of wide plain and viaduct, which yield a free space with few reflectors. At most time, only the direct signal path between BS and vehicle station is available, which was confirmed by engineering measurements [8] . We assume that the channel condition variation results only from the time-varying distance between BS and train [9] . Given the transmit power ( ) and the distance between BS and train ( ), the received signal-tonoise ratio (SNR) at slot is denoted by
where is the system bandwidth, 0 is the noise power spectral density, is the pathloss exponent, and ( ) is defined as ( ) ≜ 0 ( ) for brevity. Then the downlink transmission rate at slot is given by
Suppose that a packet is the transmission unit, hence the link capacity at slot can be denoted as the maximum number of packets, which can be expressed by
where is the packet size in bits, = > 0, and is a slot duration. Based on (3), we can see that the link capacity ( ) is determined by transmit power ( ).
B. MAC Layer Model
A set ≜ {1, . . . , } of delay-awared services are supported over the trip. We assume that CS is equipped with a buffer and can provide service . The maximum size max is assumed to be sufficiently large. Let Q( ) = ( 1 ( ), . . . , ( )) represent the current queue backlogs vector, where ( ) denotes the number of packets at the beginning of slot in the queue of CS . Let A( ) = ( 1 ( ), . . . , ( )) represent the packet arrival vector, where ( ) denotes the number of packets arriving into the buffer of CS at slot . Suppose that ( ) follows Poisson distribution with average value . The MAC layer is responsible for the resource allocation among the services. Let ( ) = ( 1 ( ), . . . , ( )) be the resource allocation action vector at slot , where ( ) is the number of packets allocated to service . Since the total number of allocated packets can not exceed the link capacity, the resource allocation at each slot must satisfy the constraint 0 ≤ ∑ ( ) ≤ ( ). The dynamics of the queues are
Since the arrival packets at slot can only be transmitted after slot , we have 0 ≤ ( ) ≤ ( ), ∀ ∈ .
III. PROBLEM FORMULATION AND TRANSFORMATION A. Problem Statement
This paper considers the delay-aware multi-service transmission in HSR communication systems, with a focus on dynamic resource allocation and power control problem. The problem can be stated as follows: During a trip, considering the random packet arrivals and time-varying wireless channels, how to dynamically optimize resource allocation and power control to satisfy the heterogenous delay requirements of multiple services under power constraints along the time. Fig. 2 presents an illustration of cross-layer resource management, which involves the interactions between the PHY layer and the MAC layer. At the PHY layer, the channel state information (CSI) allows an observation of good transmission opportunity. At the MAC layer, the queue state information (QSI) provides the urgency of data packets. The control actions, including power control action and resource allocation action vector , should be taken dynamically based on CSI and QSI. Specifically, the power control action decides the link capacity and the resource allocation action decides how many packets are allocated for each service.
B. Constraint Formulation
We define the long-term time average expectation of any quantity as ≜ lim →∞
Then and are denoted as average queue backlog for queue and average power consumption, respectively.
For the erasure coding based service delivery [7] , the average delay constraint is considered since the decoding delay will be related to all encoded packets. The average delay constraint for queue can be expressed by ≤ av , where and av represent the average delay and maximum average delay for queue , respectively. Based on Little's law, we have = , thus the average delay constraint is equal to ≤ av .
The data transmission between the train and ground is subject to the transmit power constraints, including the maximum power constraint and average power constraint. The maximum power constraint at any slot is given by ( ) ≤ max and the average power constraint can be expressed by
where av and max denote the maximum average power and the maximum instantaneous power, respectively. The objective is to investigate the dynamic resource allocation and power control problem under the average delay constraints (5), the average power constraint (6) and the maximum power constraint.
C. Constraint Transformation
To facilitate satisfaction of the constraint (5), we define a virtual queue ( ) for each with the update equation
where ( + 1) is defined in (4). Lemma 1: If the virtual queue ( ) is rate stable, i.e., satisfies lim →∞ ( ) = 0, then ≤ av holds and the queue ( ) is stable. The proof of Lemma 1 is provided in [5] . Then the constraint (5) can be transformed into a single queue stability problem. Similarly, for the constraint (6), we define the virtual queue ( ) for each with the update equation
Thus, stabilizing ( ) ensures ≤ av . 
D. Problem Formulation
where ≥ 0 represents the weight on how much we emphasize the average power constraint.
Next, Δ(Θ( )) is defined as the one-slot conditional Lyapunov drift at slot Δ(Θ( )) = [ (Θ( + 1)) − (Θ( ))|Θ( )].
(10)
At each slot , observing the virtual queue vector Θ( ) and real queue vector Q( ), the resource allocation action vector ( ) and power control action ( ) should be jointly decided to minimize the drift (10). Thus, the problem at slot is formulated as
The problem (11) is a stochastic optimization problem, but it cannot be solved efficiently since the difficulty from the form of (11a). Next we consider the problem simplification in order to better characterize the problem (11).
E. Problem Simplification
To make (11a) easily handled, we have the following lemma. Lemma 2: Under any ( ), ( ) and Θ( ), we have
where is a finite constant defined as
and ( ) is defined as
] .
(14)
The proof of Lemma 2 is provided in [5] . Then the problem (11) can be simplified to minimize the expression [ ( )|Θ( )]. Using the concept of opportunistically minimizing an expectation, the control actions are chosen to minimize ( ) by observing Θ( ) and Q( ) at each slot . Next, isolating ( ) and ( ) in (14) leads to the expression ∑
. Thus the problem (11) can be transformed into a deterministic optimization problem at each slot, which is expressed by
Note that the time index is omitted in problem (15) for brevity. Let * = ( * 1 , . . . , * ) and * denote the optimal resource allocation action vector and the optimal power control action for problem (15), respectively.
IV. DYNAMIC RESOURCE MANAGEMENT ALGORITHM
A. Problem Transformation
The problem (15) is a mixed integer programming (MIP) problem, and it can be equivalently transformed into a single variable problem. First, the optimal solution always achieves the equality in constraint (15d), which can be given by ∑
Otherwise we can reduce the value of so as to increase the objective value without any violation of the constraints (15b) and (15c). Based on the first equality in (16) and the constraint (15c), the link capacity should satisfy 0 ≤ ≤ ∑ . In addition, since the link capacity is the sum of integers, it is also an integer, i.e., ∈ ℕ. From the second equality in (16), the power consumption can be expressed by
Based on (17), the constraint (15b) is equivalent to 0 ≤ ≤ max , where max ≜ 1 log 2 ( 1 + max ) . From the above analysis, the link capacity should satisfy
Then, the problem (15) can be transformed into a single variable problem as shown below
where 1 ( ) is given by
and 2 ( ) is given by
with ≜ ∑ ∈ . The proof of problem equivalence is provided in [5] . Let * denote the optimal solution of the problem (19). We first focus on the subproblem (20) with any given . The maximum value of 1 ( ) can always be achieved by allocating link capacity to the services in the descending order of . For convenience, all the services are sorted in descending order of with the set { 1 , 2 , . . . , }. The optimal solution to the subproblem (20) is given by
where 0 = 0.
Next, we focus on how to solve the problem (19). We relax ∈ ℕ to ∈ ℝ in problem (19), and then the property of the objective function ( ) will be exploited.
Lemma 3:
]. The proof of Lemma 3 is provided in [5] . Thus the golden section search method can be used for searching without derivative for the maximum of objective function ( ) with unimodal. The detailed algorithm is provided in [5] .
B. Dynamic Resource Management Algorithm
In this subsection, we propose a dynamic resource management algorithm (Algorithm 1) to solve the original problem (11). Specifically, by observing the queue states at each slot, the dynamic algorithm is designed to choose control actions via solving problem (19) . At the beginning of each slot, the problem (19) is solved by using golden section search method. At the end of each slot, the queues ( + 1), ( + 1), and ( +1) are updated according to (4), (7) and (8) Obtain ( ) and ( ) by golden section search method; 5: Update ( + 1), ( + 1), and ( + 1) according to (4), (7) , and (8), respectively; 6: end for
V. SIMULATION RESULTS AND DISCUSSIONS
We consider a real train schedule based on the Huhang highspeed railway [7] . The simulations are built on the train G7302 and the other parameters are summarized as follows For comparison, we evaluate two related static power allocation schemes as benchmarks, i.e., constant power allocation (CPA) scheme and water filling power allocation (WFPA) scheme [9] . We modify them to the corresponding dynamic schemes in order to adapt to the variations of data traffic. Specifically, the dynamic schemes can be obtained by replacing max in proposed algorithm with the static power allocation results. The resultant schemes are denoted as dynamic CPA scheme and dynamic WFPA scheme, respectively. Fig. 3 shows the average power consumption and average delay performance with different packet arrival rates, respectively. As expected, the average power consumption in all the schemes increases with the average packet arrival rates. However, the increment in the proposed algorithm is large while that in the other two schemes is small. This is because that the power consumptions in the other two dynamic schemes are limited by the predetermined power allocation. From Fig.  3(b) , we can see that the average delay in all the schemes also increases with the average packet arrival rates. When the packet arrival rate increases, the queue backlog gets larger, which further results in longer queue delay. We also observe that as for the same packet arrival rate, the average delay in the proposed algorithm is much lower than the other two schemes. This demonstrates that the proposed algorithm outperforms the other two schemes in term of delay performance. Fig. 4 plots the average power consumption and average delay versus the weight . It can be seen that the average power consumption decreases with increasing while the average delay increases with increasing . The reason is that increasing leads to more weight putting on average power consumption constraint and hence less power is utilized for transmitting buffered packets, which results in longer queue delay. Furthermore, is set within the feasible region [0.41, 0.53] such that both the average delay constraint and average power constraint can be satisfied simultaneously.
VI. CONCLUSIONS
In this paper, we investigate the delay-aware dynamic resource management problem in HSR wireless communications. The problem is formulated into a stochastic optimization problem and a dynamic resource management algorithm is proposed to solve it. Simulation results are presented to show that the proposed dynamic algorithm can reasonably use the limited resource and significantly improve the delay performance under power constraints in HSR communications.
