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ABSTRACT
We present a new method to quantify the value of the escape fraction of ionizing photons, and
the existence of ultra-faint galaxies clustered around brighter objects during the epoch of cosmic
reionization, using the diffuse Lyα, continuum and Hα emission observed around galaxies at z ∼ 6.
We model the surface brightness profiles of the diffuse halos considering the fluorescent emission
powered by ionizing photons escaping from the central galaxies, and the nebular emission from satellite
star-forming sources, by extending the formalisms developed in Mas-Ribas & Dijkstra (2016) and
Mas-Ribas et al. (2017). The comparison between our predicted profiles and Lyα observations at
z = 5.7 and z = 6.6 favors a low ionizing escape fraction, f ionesc ∼ 5%, for galaxies in the range−19 &MUV & −21.5. However, uncertainties and possible systematics in the observations do not allow
for firm conclusions. We predict Hα and rest-frame visible continuum observations with JWST, and
show that JWST will be able to detect extended (a few tens of kpc) fluorescent Hα emission powered
by ionizing photons escaping from a bright, L >∼5L∗, galaxy. Such observations can differentiate
fluorescent emission from nebular emission by satellite sources. We discuss how observations and
stacking of several objects may provide unique constraints on the escape fraction for faint galaxies
and/or the abundance of ultra-faint radiation sources.
1. INTRODUCTION
A fundamental question in the quest for understand-
ing the Epoch of Reionization (EoR) is the amount of
ionizing radiation released by primeval galaxies into the
intergalactic medium (IGM), which is at present domi-
nated by two major unknowns:
First, the fraction of ionizing photons escaping the
interstellar (ISM) and circumgalactic (CGM) media,
i.e., the ionizing escape fraction, which is impossible to
measure directly at z & 4 as the IGM becomes fully
opaque to ionizing radiation. Various indirect alterna-
tive approaches, including relations between the gas cov-
ering fraction and reddening (e.g., Jones et al. 2012;
Leethochawalit et al. 2016; Reddy et al. 2016), Hβ line
equivalent width and UV spectral slope (Zackrisson et al.
2013, 2016), or the analysis of the Lyα spectral line pro-
file (Dijkstra et al. 2016; Verhamme et al. 2016) have
been proposed, but the values for the escape fraction re-
main within the fairly broad range 0.3 & f ionesc & 0.01.
Additionally, measurements of the Thomson scattering
optical depth to the CMB have placed the ‘galaxy popu-
lation averaged’ ionizing escape fraction value within the
range f ionesc ∼ 0.1− 0.2 (e.g., Robertson et al. 2015; Mitra
et al. 2016; Sun & Furlanetto 2016).
Second, the number density of faint (down to −MUV ∼
12 − 10) galaxies which are often invoked to reach the
total ionizing photon budget required for reionization.
The existence and nature of these objects is still highly
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uncertain: indirect constraints on their abundance arise
from, e.g., lensing, local dwarf galaxies and/or Gamma-
Ray Burst (GRB) rates studies (Kistler et al. 2009; Trenti
et al. 2010; Robertson & Ellis 2012; Kistler et al. 2013;
Robertson et al. 2013; Bouwens et al. 2015; Yue et al.
2016; Weisz & Boylan-Kolchin 2017).
In this paper, we propose that extended emission ob-
served around star-forming galaxies can provide valuable
new insights into both these two unknowns.
Diffuse extended Lyα emission (Lyα halos; LAHs)
around star-forming galaxies is practically ubiquitous at
redshifts 2 . z . 6 (Steidel et al. 2011; Matsuda et al.
2012; Momose et al. 2014; Wisotzki et al. 2016; Xue et al.
2017, although see Feldmeier et al. 2013; Jiang et al. 2013
for non detections). In addition, observations at redshifts
0 . z . 2.5 demonstrate the (omni-) presence of Hα ha-
los, whose extent is usually smaller than that of LAHs
but significantly larger than the region observed in UV
continuum (Hayes et al. 2013; Matthee et al. 2016; Sobral
et al. 2017). The main mechanism responsible for the
diffuse halos is still not clear, and it is possible that dif-
ferent mechanisms dominate at different distances from
the center of the galaxies.
We showed in Mas-Ribas & Dijkstra (2016) that close
to star-forming galaxies, r ∼ 20 − 30 physical kpc, fluo-
rescent radiation powered by ionizing radiation escaping
from the ISM may contribute up to 50− 60% to the to-
tal Lyα surface brightness observed by Matsuda et al.
(2012) at z = 3.1. These values depend in detail on
the adopted CGM model and parameters for the central
galaxy. At larger distances from the central galaxy, the
predicted fluorescent surface brightness profiles lie below
the observations. We therefore assessed the contribution
of nebular emission produced ‘in-situ’ in satellite sources
clustered around the central galaxy in Mas-Ribas et al.
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(2017). These satellites would be too faint to be resolved
individually, but their integrated emission may be de-
tectable, analogously to the method of ‘intensity map-
ping’ (see Fonseca et al. 2017, and references therein),
but here applied to much smaller scales. In general, these
models matched the Lyα profiles observed by Matsuda
et al. (2012) and Momose et al. (2014) at z = 3.1 remark-
ably well for different clustering prescriptions. The UV
continuum profiles, however, appeared usually a factor
1.5−3 above the data, and we required a significant evo-
lution of the Lyα rest-frame equivalent width with UV
magnitude of the sources to recover the observed values.
Our previous work ignored scattering, because this is
extremely sensitive to the physical properties, distribu-
tion and morphology of the neutral gas, all of which are
difficult - and still impossible - to model or simulate from
first principles (see McCourt et al. 2016). Irrespective of
these uncertainties, we expect scattering to smoothen out
the surface brightness profiles close to the center, a few
tens of pkpc. We do not expect scattering to affect the
profiles at larger distances (see, e.g., Laursen & Sommer-
Larsen 2007; Steidel et al. 2011; Dijkstra & Kramer 2012;
Lake et al. 2015).
Finally, gravitational ‘cooling radiation’ can give rise
to extended Lyα emission (Haiman et al. 2000; Dijk-
stra & Loeb 2009; Goerdt et al. 2010; Faucher-Gigue`re
et al. 2010; Rosdahl & Blaizot 2012; Lake et al. 2015),
although predicting the cooling luminosity is highly un-
certain (e.g., Yang et al. 2006; Cantalupo et al. 2008;
Faucher-Gigue`re et al. 2010). For the typical halo masses
hosting Lyman alpha emitters (LAEs), cooling luminosi-
ties appear to fall below the observed luminosity in halos
(Rosdahl & Blaizot 2012), therefore we expect cooling
not to be dominant.
We demonstrated in Mas-Ribas et al. (2017) that com-
paring the surface brightness profiles of the Lyα, Hα and
continuum emission can disentangle the significance of
each mechanism. This is because the ‘size’ of the halos
is connected to the physical properties of the CGM and
the radiative processes affecting the Lyα, Hα and con-
tinuum radiation. In detail, continuum radiation (UV
& VIS) has mostly a stellar origin and is not affected
by radiative transfer effects (scattering), thus precisely
tracing the star-forming regions. Hα photons arise as
a by-product of the recombination of ionized hydrogen,
which mostly occurs in the HII regions of the ISM (we
refer to this as the ‘nebular component’), but also in gas
in the CGM that has been ionized by (ionizing) photons
that escaped from the ISM (we refer to this as the ‘flu-
orescent component’). Lyα emission occurs mostly in
the same regions as Hα but it is a resonant transition,
which allows the Lyα photons to scatter through neutral
hydrogen gas, travelling large distances if they do not en-
counter and are destroyed by dust. In addition, cooling
radiation from cold gas being accreted onto the galaxy
can give rise to more extended Lyα emission compared
to Hα, even in the absence of scattering. The required
surface brightness levels to detect extended emission at
wavelengths other than Lyα are challenging (observa-
tions of extended Hα emission are usually at redshifts
where we do not have access to Lyα). Deeper observa-
tions from the ground, in combination with observations
by the James Webb Space Telescope (JWST; Gardner
et al. 2006) can provide us with a more complete spec-
tral coverage of extended emission.
In this paper, we apply the formalisms we developed
in previous works to redshifts z ∼ 6, corresponding to
the end of the epoch of reionization. We expect the flu-
orescent effect of the central galaxy to clearly dominate
the surface brightness profiles close to the center because
the contribution of the satellite sources depends linearly
on the cosmic star formation rate, which at these red-
shifts is much lower than at z ∼ 3. This is important
because our fluorescent profiles are sensitive to the prop-
erties of the central galaxy and the CGM, specifically to
the escape fraction of ionizing photons and neutral gas
covering factor. At larger distances, the nebular signa-
ture of the satellite sources, if present, may overcome
that of the central galaxy, thus providing evidence for
their existence and relevance to the reionization process.
In § 2, we summarize the formalism for the calculation of
the surface brightness profiles. In § 3, we present our re-
sults for Lyα (§ 3.1), and the observational strategy and
predicted Hα and continuum surface brightness profiles
(§ 3.2). Our findings are discussed and we conclude in
§ 4.
We assume a flat ΛCDM cosmology with values
ΩΛ = 0.7, Ωm = 0.3 and H0 = 68 km s
−1 Mpc−1.
2. FORMALISM
We decompose the total line emission surface bright-
ness profile at impact parameter b from the central galaxy
into two components,
SB(b) = SBcen(b) + SBsat(b) , (1)
where SBcen(b) denotes the fluorescent component (dis-
cussed in § 2.1), and SBsat(b) the nebular component of
satellite sources (discussed in § 2.2).
2.1. Surface Brightness from the Central Galaxy:
Fluorescent emission
Following Mas-Ribas & Dijkstra (2016), we compute
the fluorescent surface brightness due to the central
galaxy as
SBcen(b) =
2
(1 + z)4
∫ ∞
b
r dr√
r2 − b2 C n˙ion(r) fc(r) f
ion
esc (r) .
(2)
Here, n˙ion(r) denotes the total rate at which ionizing pho-
tons are produced by the central galaxy divided by 4pir2,
and C represents the Hα and Lyα energy emitted per
ionizing photon and unit of solid angle (see § 2.1.1). The
term fc(r) is the radial gas covering factor, which quan-
tifies the spatial distribution of neutral gas in the CGM,
and f ionesc (r) denotes the ionizing photon escape fraction
(see § 2.1.2). In practice, we set the upper limit of the
integral in Eq. 2 to 100 physical kpc. This choice is some-
what arbitrary and motivated by the virial radius of the
dark matter halo hosting the central galaxies. We tested
that variations of a few tens of kpc around this value
do not alter our results. We assume that line emission
produced by fluorescence escapes with 100% efficiency.
Values other than this, rescale linearly our central galaxy
profiles.
2.1.1. Central Galaxy, C and n˙ion(r)
We consider a 5L∗ galaxy at z = 6.17 for our calcula-
tions, which corresponds to MUV ' −22.2 adopting the
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Fig. 1.— Left panel: Radial profiles of neutral gas covering factor,
which denotes the number of self-shielding clumps along a differ-
ential length at a distance r from the central galaxy. Right panel:
Profiles for the escape fraction of ionizing photons, i.e., the frac-
tion of the total number of photons reaching a distance r without
being absorbed or destroyed. The solid and dashed dark cyan lines
represent the two CGM models, parametrized accounting for the
value of the escape fraction at the virial radius (denoted as dashed
vertical line).
fitting formula for M∗ from Kuhlen & Faucher-Gigue`re
2012 (their FIT model). We require a bright galaxy for
the fluorescent component to dominate above the pos-
sible nebular satellite signal and avoid contamination,
and at a level that can yield a good signal-to-noise ratio
(S/N) for the observations. As we will show later, tar-
geting fainter galaxies would require the stack of several
objects or averaging the signal in larger radial bin sizes in
order to obtain reasonable S/N. However, brighter galax-
ies are rare, and the probability of finding one in the field
of view (FOV) considered in our calculations becomes
undesirably small (see § 3.2.1). The conversion factor
between UV luminosity and star formation rate (SFR)
for high redshift by Madau & Dickinson (2014),
LUV[erg s
−1 Hz−1] = 8.7× 1027 SFR [M yr−1] , (3)
yields a SFR ∼ 41.4 M yr−1 for the central galaxy. We
have not considered additional dust attenuation for this
calculation because we expect the effect of dust at these
redshifts to be low (see section 3.1.3 in Madau & Dickin-
son 2014, for further discussion). This assumption results
in a lower limit for the SFR and, in turn, for the surface
brightness which depends linearly on SFR.
The SFR then determines the total production rate of
ionizing photons as (Robertson et al. 2013),
N˙ion [photons s
−1] = 1.38× 1053 SFR [M yr−1] , (4)
which we use to compute nion(r) as
n˙ion(r) =
N˙ion
4pir2
. (5)
We assume that each ionizing photon is converted into
Hα and Lyα with an efficiency that is set by case-B re-
combination. Under this assumption, the parameter C
for Lyα and Hα is
C [erg sr−1] =
1
4pi
αeffX
αB
hνX . (6)
The fraction αeffX /αB denotes the number of line pho-
tons per ionizing photon (X takes on ‘Hα’ or ‘Lyα’), and
equals 0.68 for Lyα and 0.45 for Hα. In detail, both the
production rate of ionizing photons and the conversion
efficiency into Hα and Lyα line photons depend on the
IMF, metallicity, stellar populations, etc., at these red-
shifts (Raiter et al. 2010; Mas-Ribas et al. 2016, see also
the discussion in Mas-Ribas et al. 2017). The factors hνX
and 1/4pi account for the energy and isotropic emission
of the line photons, respectively.
2.1.2. CGM, fc(r) and f
ion
esc (r)
The characteristics of the CGM at the redshifts of
reionization are not known. We parametrize our igno-
rance by considering the two most extreme CGM models
at z = 3.1 developed in Mas-Ribas & Dijkstra (2016).
In these models, the CGM is composed of a spherically
symmetric distribution of neutral hydrogen clumps em-
bedded within a hot medium. The distribution of clumps
is characterized by the cold gas covering fraction, fc(r),
which denotes the number of neutral clumps along a dif-
ferential length, at a distance r from the central galaxy.
The escape fraction of ionizing photons is distance depen-
dent in our models, and relates to the covering fraction
as f ionesc (r) = exp[−
∫ r
0
fc(r)dr]. To stress, this parame-
ter represents the escape fraction of ionizing photons out
to a distance r. Our calculations assume a 100% escape
fraction at r = 0, but our results scale linearly with this
value. We parametrize the two CGM models using the
value of the escape fraction of ionizing photons at the
virial radius of the central galaxy (∼ 25 pkpc, for a dark
matter halo Mh ∼ 1.5 × 1011 M), and describe them
below:
1. f ionesc,vir = 40%: This CGM model derives from that
proposed by Steidel et al. (2010), where the neutral
hydrogen clumps are in pressure equilibrium with a ra-
dially accelerating outflowing hot medium. The dark
cyan solid lines in the left and right panels of Figure
1 display the gas covering factor and ionizing escape
fraction profiles, respectively. This model produces an
escape fraction at the virial radius of 40%.
2. f ionesc,vir = 5%: This CGM model is obtained after ap-
plying an inverse Abelian transformation to the two-
dimensional neutral hydrogen covering factor from the
simulations by Rahmati et al. (2015), in order to ob-
tain a radial dependent covering factor (see Mas-Ribas
& Dijkstra 2016 for this transformation). The corre-
sponding profiles are represented by the dashed dark
cyan lines in the left and right panels of Figure 1. The
escape fraction in this model reaches a value ∼ 5% at
the virial radius.
Figure 1 shows that the radial dependence of the escape
fraction is mostly driven by the covering factor profile in
the first ∼ 50 pkpc from the central galaxy. The left
panel shows that the covering factor in the f ionesc,vir =
40% model is smaller at those distances, which yields
4 Mas-Ribas, Hennawi, Dijkstra, Davies, Stern & Rix
a smoother decrease of the ionizing escape fraction in
this case. Conversely, the escape fraction profile for the
f ionesc,vir = 5% model reaches a low value rapidly at r ∼ 25
pkpc since the covering fraction decreases slowly with
radial distance.
2.2. Surface Brightness from Satellite Sources:
Nebular radiation
We calculate the Lyα and Hα surface brightness of the
satellite sources as in Mas-Ribas et al. (2017),
SBsat(b) =
2
(1 + z)4
∫ ∞
b
X [1 + ξX(r)]fesc,X
rdr√
r2 − b2 ,
(7)
where X refers to the average cosmic emissivity for Lyα
or Hα (see § 2.2.1), ξX is the correlation function for the
corresponding radiation (see § 2.2.2), and fesc,X denotes
the escape fraction from the satellites for the transition
X. We (arbitrarily) set a fiducial value fesc,X = 40%,
but also explore the broad ranges 0.2 ≥ fesc,X ≥ 0.7
and 0.1 ≥ fesc,X ≥ 1.0, because the escape fraction is not
known at these high redshifts, especially for faint satellite
sources, and is linked to the uncertain presence of dust,
which likely affects more the Lyα photons than those of
Hα due to radiative transfer effects and the frequency
dependence of the attenuation curve. We again limit the
integral to 100 pkpc, and enable the presence of satellites
at distances above 10 pkpc.
In addition to nebular Lyα and Hα radiation, the satel-
lite sources will also produce continuum radiation associ-
ated to star formation, which will result in an overall ex-
tended continuum profile. We calculate the visible (rest-
frame, VIS) continuum surface brightness profile from
that of Hα as
SBVIS(b) =
(1 + z)
EWHα
λ2Hα
c
SBsatHα(b) . (8)
We assume a fiducial Hα line equivalent width (rest-
frame) EWHα = 300 A˚, considering the observations by
Ma´rmol-Queralto´ et al. 2016 (and references therein),
and also explore the ranges 450 ≥ EWHα (A˚) ≥ 150 and
700 ≥ EWHα (A˚) ≥ 50. The parameters λHα and c de-
note the rest-frame Hα wavelength and the speed of light,
respectively and, combined with the term (1 + z), yield
a surface brightness per unit frequency.
2.2.1. Emissivity, 
To obtain the average Hα cosmic emissivity for the
satellite population, we calculate the cosmic SFR density
at the redshift of interest using equation 2 in Robert-
son et al. (2015), which considers radiation from sources
down to MUV ∼ −13, and assume that the SFR for the
satellites equals this value. In reality, the SFR for the
satellites will be a fraction of total cosmic star forma-
tion, but its value is unknown and degenerate with the
escape fraction of Hα photons (e.g., Trenti et al. 2012).
We finally use the relation by Kennicutt & Evans (2012),
LHα [erg s
−1] = 1.86× 1041 SFR [M yr−1] , (9)
to obtain the average volumetric emissivity for Hα radia-
tion. We consider that the emissivity for Lyα will simply
be a factor 8.1 higher, which is the proper intrinsic ratio
between the volume emissivities for Lyα and Hα com-
puted from the tables in Osterbrock (1989), consistent
with the approach adopted in Eq. 6, and noting again
the dependence of this value on dust content.
2.2.2. Clustering, ξ(r)
We adopt a power-law two-point correlation function
for the clustering of satellite sources around the bright
central galaxy, with correlation length r0 = 3.79 Mpc h
−1
and power-law index α = −1.8, as reported by Harikane
et al. (2016), for their sample of LBG galaxies with aver-
age magnitude 〈MUV〉 = −19.3 at z = 5.9. In Mas-Ribas
et al. (2017) we used another clustering prescription be-
cause, at small distances, the departures from a power-
law by the data of Ouchi et al. (2010) at z = 3.1 were sig-
nificant. In the current case, however, the power-law ap-
proach is consistent within 1σ with the data by Harikane
et al. (2016), which extend up to ∼ 12 pkpc from the
central galaxy. We consider the same bias for the Hα ra-
diation and the satellite sources because radiative trans-
fer effects, i.e., scattering, are not present for the case
of Hα (Mas-Ribas et al. 2017). We adopt these same
values for the satellite clustering when comparing with
the LAE data by Momose et al. (2014) and Jiang et al.
(2013), owing to the broad range of uncertainties and
overlap of values between the correlation lengths from
z = 5.7 to z = 6.8 in the different data samples of LAEs
and LBGs in Ouchi et al. (2010) and Harikane et al.
(2016), respectively. Possible variations of the cluster-
ing of sources and/or radiation are engulfed in the large
range explored for the escape fraction described above.
3. RESULTS
We present below our results. In § 3.1, we apply and
compare our analytical models to the observational Lyα
data by Momose et al. (2014) and Jiang et al. (2013)
at z = 5.7 and z = 6.6. In § 3.2, we detail a poten-
tial JWST observational strategy (§ 3.2.1), and present
the predicted Hα and VIS continuum surface brightness
profiles at z = 6.17 (§ 3.2.2).
3.1. Lyα
Figures 2 and 3 display the comparison between our
predicted Lyα surface brightness profiles and the ob-
servational data at z = 5.7 and z = 6.6, respectively,
by Momose et al. 2014 (their mean values, left panels)
and Jiang et al. 2013 (right panels). The yellow data
points and error bars denote the data and uncertainties,
and the yellow dashed lines the point-spread functions
(PSFs) quoted by these authors. In general, the data by
Momose et al. show significant extended emission well
beyond the PSF. Jiang et al. argue that the extended
emission in their observations is due to the fact that the
central galaxy is resolved, but not to the presence of an
extended halo. The Lyα data by Jiang et al. corresponds
to the stack of 43 (40) LAEs at z = 5.7 (z = 6.6), a sub-
sample selected from the observations by Ouchi et al.
(2008, 2010); Kashikawa et al. (2011), reaching a surface
brightness limit ∼ 1.2×10−19 erg s−1 cm−2 arcsec−2. The
stacked profiles in Momose et al. arise from 397 (119)
LAEs at z = 5.7 (z = 6.6), selected from the parent
sample of observations by Ouchi et al. (2008, 2010), and
reach similar (within a factor ∼ 2) Lyα surface bright-
ness limits compared to the Jiang et al. data. The two
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Fig. 2.— Comparison between our predicted Lyα surface brightness profiles and the observational data by Momose et al. 2014 (their
mean values, M+14, left panel) and Jiang et al. 2013 (J+13, right panel) at z = 5.7. The yellow points with uncertainties denote the
observed profiles and the yellow dashed lines the PSFs. The profiles of the f ionesc,vir = 40% (f
ion
esc,vir = 5%) CGM models are displayed as
the solid (dashed) dark cyan lines. The solid black line and shaded grey bands represent the fiducial model for the profiles of the satellites
and the different escape fraction ranges, respectively. The solid (dashed) red lines denote the total (central + satellite) profiles for the 40%
(5%) CGM models. The SFRs for the central galaxies are quoted in every panel. In general, the low escape fraction models result in a
better match to both data sets, although the contribution of satellites is unclear (see text).
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datasets of overlapping (but different) galaxy samples do
not agree with each other; Momose et al. attributes the
lack of extended emission in the analysis by Jiang et al.
to the small sample size.
To obtain consistent comparisons, we calculate the star
formation rates for the central galaxy in the observed
data sets as follows: We integrate the corresponding UV
continuum surface brightness profiles by Momose et al.
2014 (their figure 3) to calculate the UV luminosity and
then use Eq. 3 to obtain the SFRs. Since the UV surface
brightness profiles or galaxy sample are not available in
Jiang et al. (2013), we calculate the ratio between the
integrated Lyα surface brightness profiles in the inner
regions, where the central galaxy dominates, in Momose
et al. (2014) and Jiang et al. (2013), and assume these
Lyα ratios to be the same as for the SFRs. At z = 5.7,
integrating up to a distance of 4 (1) arcsec, the ratio is
∼ 5.5 (∼ 4). At z = 6.6, the same upper limits for the
integral result in ratios ∼ 12.8 and ∼ 6.6, respectively.
For simplicity, we set the ratios to 5.5 and 10 at z = 5.7
and z = 6.6, respectively, and stress that the results
depend linearly on these parameters.
The dark cyan solid (dashed) lines in Figures 2 and 3
denote the surface brightness profiles for the f ionesc,vir =
40% (f ionesc,vir = 5%) CGM models, with the SFR of the
central galaxy quoted in each panel. The black lines and
shaded grey areas represent the profiles for the fiducial
model and the two ranges of nebular radiation escape
fraction, respectively, for the satellite sources. The red
solid (dashed) lines represent the total, central + satel-
lite galaxies, surface brightness profiles for the 40% (5%)
CGM models.
At z = 5.7 (Figure 2), both data sets are better
matched by the low escape fraction CGM model, despite
the factor 5.5 between the respective SFRs. The contri-
bution of satellites appears, however, unclear: For the
Jiang et al. data (right panel), the match to the obser-
vations is the best when satellites are ignored while, for
the Momose et al. case (left panel), the satellites pro-
vide the necessary signal to reach the observed values at
distances r & 15 pkpc.
At z = 6.6 (Figure 3), the data by Jiang et al. (right
panel) is better reproduced by the low escape fraction
CGM model again but, contrary to the previous find-
ings, for the Momose et al. data (left panel), even
the high escape fraction model lies below the observa-
tions in this case, and the contribution of the satellite
sources is not enough to approach the observed lev-
els. However, the uncertainties in the data by Mo-
mose et al. here are significantly large, resulting in
the low escape fraction model being at a . 1σ level
for most of the data points. The high observed profile
might be a consequence of the high star formation rate,
SFR ∼ 20 M yr−1, but it is more likely that the obser-
vations below ∼ 1− 2× 10−19 erg s−1 cm−2 arcsec−2 are
mostly driven by systematic effects, as tested by Momose
et al. 2014 (their section 3.2 and figure 8).
Taking into account the possible systematic effects in
the data by Momose et al. (2014) at z = 6.6, the low ion-
izing escape fraction CGM model, f ionesc,vir = 5%, seems
to be the most consistent one with the observed Lyα
profiles in general, regardless the average SFR values
for the central galaxies, which cover the corresponding
magnitude range −19 & MUV & −21.5. If this result
is confirmed, these galaxies would not have contributed
significantly to the reionization process, and a large pop-
ulation of fainter galaxies with a high ionizing escape
fraction would be necessary. However, the presence of
satellite sources is never required by the data in Jiang
et al. (2013), and only at distances r & 15− 20 physical
kpc from the central galaxy by the observations of Mo-
mose et al. (2014), where the uncertainties and possible
systematic effects are important. The apparent discrep-
ancy between the two different data-sets prevents us from
drawing firm conclusions. We present below the Hα and
visual continuum predicted profiles and JWST observa-
tions, which will constitute additional probes, and will
further extend this discussion in § 4.
3.2. Hα and VIS
We present below the predicted Hα and visible (VIS)
continuum surface brightness profiles (§ 3.2.2), and the
approach we adopt for future JWST observations of these
extended halos (§ 3.2.1). Contrary to Lyα, the Hα tran-
sition is not resonant, implying that the Hα photons do
not scatter the neutral hydrogen gas. This characteris-
tic facilitates the interpretation of the Hα profiles com-
pared to those of Lyα: Hα photons, either come from star
formation or fluorescence, thus tracing their production
sites.
3.2.1. Hα & VIS: JWST Observational Strategy
We consider the near infrared camera, NIRCam, in-
strument onboard JWST for our observations, with a
field of view FOV = 9.68 arcmin2. We perform the cal-
culations at z = 6.17 for the Hα radiation to match
the position of the F470N narrow-band (NB) filter,
with a band width (BW) BW = 0.051µm, and cen-
tered at 4.708µm observer-frame. For the visible contin-
uum, we adopt the filter F410M, with BW = 0.438µm,
and centered at 4.082µm, corresponding to a rest-
frame wavelength ∼ 5693 A˚. In both cases, we con-
sider a total observing time texp = 10
5 s. We
compute the sky background at 4.708µm following
the technical note http://www.stsci.edu/~tumlinso/
nrs_sens_2852.pdf (Eq. 22), resulting in a surface
brightness SBsky = 6µJy arcsec
−2 (∼ 22 mag arcsec−2).
Following Mas-Ribas et al. 2017 (Appendix B),
we derive the uncertainties in the observations from
the signal-to-noise ratio (S/N), computed as S/N =
Ns/
√
Ns +Nsky, where Ns and Nsky are the azimuthally
integrated source and sky photon number counts, respec-
tively, defined as
Ns=
fHα
h νobsHα
Aaper η texp , (10)
Nsky =
fsky
h νobsHα
BW Aaper η texp . (11)
The aperture for JWST is Aaper = 25 m
2, and η =
0.469 (0.274) is the total system throughput for the con-
tinuum (line) filter. The terms fHα and fsky are the
source and sky fluxes, respectively, resulting from the in-
tegration of the surface brightness over the area of the
corresponding radial annulus around the central galaxy,
and hνobsHα denotes the Hα photon energy at the observer
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Fig. 4.— Left panel: Radial surface brightness profiles with physical distance for one 5L∗ galaxy. The solid (dashed) dark cyan lines
denote the Hα profiles of the f ionesc,vir = 40% (f
ion
esc,vir = 5%) CGM models. The black line represents the profile from the satellite sources
considering fHαesc = 40%, while the grey shaded areas denote the ranges 0.2 ≥ fHαesc ≥ 0.7 and 0.1 ≥ fHαesc ≥ 1.0. The solid (dashed) red
line denotes the total (central + satellite) profile for the 40% (5%) CGM model, and the blue and green data points with their uncertainty,
are the predicted corresponding JWST observations for these total profiles. The inset figure zooms in the inner r ≤ 30 pkpc. The green
vertical lines denoting uncertainties in the observations are slightly shifted from the original position to facilitate the visualization. Right
panel: Radial visible (VIS) continuum profile due to the satellite sources, obtained after stacking the images of ∼ 18L > 0.1L∗ galaxies
detected in one NIRCam pointing. The black solid line denotes the fiducial model (EWHα = 300 A˚), and the shaded regions the equivalent
width ranges 450 ≥ EWHα (A˚) ≥ 150 and 700 ≥ EWHα (A˚) ≥ 50. The observations and uncertainties are displayed in red.
frame, z = 6.17. We include the term BW in the sky
background and VIS calculations because the sky and
continuum are in units of flux density. We have not ac-
counted for other systematics or noise effects in this sim-
ple calculation but we have checked that our S/N results
are in broad agreement with those produced using the
JWST on-line Time Exposure Calculator4 (ETC).
We obtain the profile driven by the PSF as follows:
We compute the encircled energy (EE) radial profile for
the narrow band F470N filter with the publicly available
package WebbPSF5, and convolve it with the total Hα
luminosity produced by the central galaxy, assumed to
be a point source. We plot the resulting PSF profile as
the yellow dashed line in Figure 4, after applying the
luminosity distance and geometric factors to transform
the luminosity into surface brightness.
To obtain a high S/N for the Hα profiles, it would
be desirable to observe the brightest possible galaxies,
L >∼10L∗, but these objects are sufficiently rare that it is
unlikely to find one in a single JWST NIRCam pointing
(observation). Fainter objects, L ∼ L∗, result in larger
number densities but, in this case, the signal from possi-
ble satellites easily overcomes that of the central galaxy,
contaminating the escape fraction measurements. In ad-
dition, the stacking of a large number of these objects
would be required to reach a good S/N, introducing pos-
sible systematics from the complex stacking methodol-
ogy, and increasing the number of JWST pointings, i.e.,
observing time. We consider the case of observing one
4 https://jwst.etc.stsci.edu/
5 http://pythonhosted.org/webbpsf/
5L∗ galaxy previously detected by a wide-field spectro-
scopic or NB imaging survey covering an area in the sky
of 10 deg2. We adopt these numbers as a compromise be-
tween the number of 5L∗ objects in the volume adopted,
∼ 2 when integrating the UV luminosity function at
z = 6.17 with the parameters from the fitting formula
by Kuhlen & Faucher-Gigue`re 2012 (M∗UV = −20.374,
φ∗ = 9.5 × 10−4 Mpc−3 mag−1, and α = −1.85), the re-
quired observing time, and the S/N.
The signal from the satellite sources is independent
of the brightness of the central galaxy, assuming that
the clustering is similar for a range of galaxy lumi-
nosities. We consider the stacked image of ∼ 18L >
0.1L∗ (MUV < −18) galaxies for the calculation of the
visible continuum observation, which is the number of
objects present in the NIRCam FOV (a single pointing).
3.2.2. Hα & VIS: Predicted Surface Brightness Profiles
We present the resulting Hα and continuum surface
brightness profiles, considering one 5L∗ and eighteen L >
0.1L∗ galaxies, respectively, at z = 6.17. The analysis of
the continuum will be useful to probe the satellite contri-
bution for both, assessing their existence and separating
their contribution from that of the central galaxy. The
left panel in Figure 4 displays the surface brightness pro-
files for Hα, where the dark cyan solid (dashed) line de-
notes the predictions for the f ionesc,vir = 40% (f
ion
esc,vir = 5%)
CGM model for the central galaxy. The black line rep-
resents the fiducial profile for the satellite sources at
r ≥ 10 pkpc, considering fHαesc = 40%, and the grey
shaded areas represent the ranges 0.2 ≥ fHαesc ≥ 0.7 and
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0.1 ≥ fHαesc ≥ 1.0. The solid (dashed) red line denotes
the total (central + satellites) profile for the 40% (5%)
CGM model, and the blue and green error bars represent
the uncertainties in the JWST observations described in
the previous section for the corresponding total profiles.
The yellow dashed line denotes the PSF profile. The
inset figure zooms into the range 5 . r . 30 pkpc.
The right panel shows the surface brightness profiles and
observations of the visible continuum from the satellite
galaxies, for the fiducial model (EWHα = 300 A˚), and
the equivalent width ranges 450 ≥ EWHα (A˚) ≥ 150 and
700 ≥ EWHα (A˚) ≥ 50. The red data and error bars de-
note the JWST observations, which present detections
up to ∼ 40 pkpc from the center of the galaxy.
The left panel in Figure 4 indicates that JWST ob-
servations will be able to probe the surface brightness
profiles up to distances r ∼ 50 pkpc for the case of the
f ionesc ∼ 40% model. These observations would imply that
a significant fraction of the ionizing radiation from galax-
ies reaches large distances from the center, contributing
to the reionization of the intergalactic medium (IGM).
Instead, a low ionizing escape fraction similar to the
f ionesc ∼ 5% model, results in a profile detectable up to
r ∼ 15 pkpc. This result would indicate that most of the
ionizing radiation does not escape beyond the CGM, thus
not contributing significantly to cosmic reionization.
The fluorescent profile of the central galaxies, espe-
cially for the low ionizing escape fraction cases, might
be contaminated by the PSF and the nebular radiation
from the satellite sources. Observations of the VIS con-
tinuum profile will contribute differentiating between the
two processes. A steep (almost non-existent) continuum
profile beyond the central galaxy would imply that satel-
lite radiation (and sources) are not important, and the
extended profiles are driven by fluorescence. Conversely,
an extended continuum signal would imply the presence
of star formation (satellite sources) in the halo of the cen-
tral galaxy, and would allow for the investigation of the
nature and contribution of these faint source population
to reionization. It is likely that the faint sources are too
faint to be individually detected but their collective emis-
sion would produce the observable predicted profile, re-
sembling the intensity mapping methodology. The right
panel in Figure 4, however, demonstrates that the ob-
servation and stacking of several sources is necessary to
obtain high S/N and differentiate between the different
escape fraction scenarios for the satellite sources. Alter-
natively, larger radial bins sizes than the ones adopted
here would provide higher S/N values at the cost of spa-
tial resolution.
4. DISCUSSION AND CONCLUSION
We have proposed that extended emission around
galaxies at z ∼ 6 can be used to constrain the escape frac-
tion of the ionizing radiation and/or the presence of faint
satellite galaxies during the late stages of cosmic reion-
ization. We have predicted radial surface brightness pro-
files which include the contribution from (i) fluorescent
emission powered by ionizing radiation leaking from the
central galaxy (as in Mas-Ribas & Dijkstra 2016, for two
different CGM prescriptions), and (ii), nebular emission
from faint satellite sources that possibly resided within
the halo of the central galaxies (as in Mas-Ribas et al.
2017). We have compared our predictions with observa-
tions of Lyα halos at z = 5.7 and z = 6.6, and have also
predicted Hα and visible continuum surface brightness
profiles which may be detectable within future JWST
observations.
We present and discuss our findings below:
• Our comparison of models to observations favors the
model with a very low escape fraction of ionizing ra-
diation, f ionesc ∼ 5%, from galaxies within the range of
magnitudes −19 & MUV & −21.5. This scenario im-
plies that these galaxies do not contribute significantly
to the reionization process. Therefore, if galaxies are
the major contributors to the reionization process, as
recently restated by Parsa et al. (2017), a large popula-
tion of faint sources with a high ionizing escape fraction
is necessary.
• The presence of faint satellite sources is unclear. Two
out of four comparisons with current Lyα data indi-
cate that satellite sources might contribute to the ex-
tended Lyα emission, but the effect of systematics and
uncertainties in the observations do not allow for a
clear conclusion. Given the required existence of faint
sources driven by the low escape fraction results, if the
presence of satellite sources around brighter galaxies is
ruled out by the observations, this might imply that
the population of faint objects is spread out within the
intergalactic medium, making its detection more chal-
lenging.
• JWST will be able to probe the ionizing escape fraction
from one bright, L >∼5L∗, galaxy up to distances of
a few tens of pkpc from the center. Fainter galaxies
and/or a high signal-to-noise ratio for the continuum
observations require the observation and stacking of
several objects.
We stress that we have adopted and extrapolated two
CGM models that were derived to match observables at
redshifts around z ∼ 3. The validity of our results, there-
fore, depends on the ability of these two models to realis-
tically describe the medium surrounding z ∼ 6 galaxies.
While a more detailed parametrization of the CGM at
high redshift (if currently feasible) is beyond the scope
of our work, future observations of extended emission to-
gether with absorption studies (e.g., Dijkstra & Kramer
2012; Hennawi & Prochaska 2013; Prochaska et al. 2013,
see also Steidel et al. 2010, 2011) will clearly enable us to
use our proposed method to further constrain the escape
fraction.
The prospects for doing this experiment at lower red-
shifts, z ∼ 3 − 4, are interesting as the surface bright-
ness for emission lines depends on redshift as (1 + z)4.
However, the contribution from satellites can be more
important at these low redshifts and overlap with the
signal from the central galaxy (Mas-Ribas et al. 2017).
At z ∼ 3.5, we may be also benefiting from the obser-
vations by HETDEX (Hill et al. 2008) or MUSE (Bacon
et al. 2014), for constraints on Lyα halos. While the
escape fraction of ionizing photons at z ∼ 3.5 is not di-
rectly relevant for reionization, using our approach may
provide new insights for constraining f ionesc and, in turn,
the physical properties of the circumgalactic medium.
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