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Abstract
Aluminium based tunnel junctions are currently used as elements in superconducting
circuits for the construction of qubits and other mesoscopic electronics. Material
defects have been observed in tunnel junctions for many years and manifest in the
energetics of the device as two-level systems. A large number of models have been
proposed to explain the microscopic origin of the observed two-level system physics.
In this work we simulate the fabrication of junctions using large scale molecu-
lar dynamics simulations and investigate their structural properties. By developing
a model for electronic transport in three-dimensions based on the non-equilibrium
Green function formalism we are then able to link the atomic positions and charges
with the normal-state resistance of the tunnelling barrier. The methodology we de-
velop allows for different material defects models to be included in the calculation.
Insight is gained into how the electronic properties of the junction are affected by
both small and large changes in its structure.
xiii

A man on a thousand mile walk has to forget his goal and say to himself every
morning, “Today I’m going to cover twenty-five miles and then rest up and sleep.”
Leo Tolstoy,War and Peace
Epacris impressa
1. Introduction
Aluminium-based tunnel junctions are constructed from a thin aluminium oxide layer
between two aluminium contacts. In the superconducting state they are referred to
as Josephson junctions and their non-linear response makes them useful in a range
of superconducting electronics including quantum computers. In the standard fabri-
cation process the oxide is formed using a low pressure oxidation of the aluminium
substrate. The goals of the present work are to obtain an improved understanding of
the dynamics of the junction fabrication process and to link changes in the junction
structure with experimentally observable quantities such as the resistance. To achieve
this a range of computational techniques are used to develop atomistic models of Al–
AlOx–Al tunnel junctions and analyse their structural and electronic characteristics.
1.1 Historical context
Josephson physics is underpinned by the occurrence of quantum tunnelling in a super-
conducting system [2]. Over time, theoretical explanations of superconductivity have
become increasingly detailed, moving from the phenomenological London equations
[3] to the complete microscopic description provided by Bardeen–Cooper–Schrieffer
(BCS) theory [4]. Similarly our understanding of quantum mechanics has expanded
substantially to the point where the controlled creation and manipulation of quantum
states, or quantum computing, is almost commonplace. Both fields have been studied
since the 1930’s and a brief overview of the different descriptions of superconducting
systems and models of quantum tunnelling is given here.
It was in the 1860’s that Augustus Matthiessen first commented on the trend of
increased conductivity in metals at low temperatures [5, 6]. Around fifty years later
Heike Kamerlingh Onnes, a Dutch physicist who had taken an interest in low temper-
ature physics, became the first person in the world to produce liquefied helium [7].
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Using this new technology changes in the conductivity of pure metal samples at low
temperatures was investigated. When measurements of a sample of pure mercury
were taken in 1911 it was found that the resistance vanished entirely at temperatures
below 4.2 Kelvin. The data from this historic measurement is shown in Figure 1.1 [8].
This was the first observation of superconductivity – a hitherto unseen phenomenon!
Other unique properties of superconductors were observed and explained as time
went on. In 1933 Meissner reported that materials in the superconducting state ex-
pelled magnetic fields [9]. The diagram in Figure 1.2 demonstrates how the magnetic
field is expelled from the material when it is cooled below the superconducting tran-
sition temperature TC. At low temperatures the magnetic field lines only penetrate
the surface of the material to a certain depth. This effect is also dependent on the
strength of the applied magnetic field; there is a critical magnetic field strength HC at
which the superconducting state is destroyed.
The first phenomenological description of electromagnetics in superconductors
was published by Fritz and Heinz London in 1935 [3]. While the finer microscopic
details are omitted, the London equations remain a useful description of the bulk prop-
erties of superconducting materials. Fritz London continued working on improving
the understanding of these materials, pushing for a connection with quantummechan-
ics and later suggesting that superconductivity could be considered as a macroscopic
quantum property [10].
Before a full microscopic theory was derived, Ginzburg and Landau wrote a more
comprehensive phenomenological description which is still widely used [11]. While
this theory is naturally simpler than the complete microscopic description, this allows
for the characteristics of larger systems to be calculated. In Ginzburg–Landau theory
an object called the pseudo wavefunction (or the complex order parameter) describes
the electrons in the superconducting state. This is usually labelled suggestively as ψ
as it behaves in some ways as a wavefunction. For example, each ψ has an associated
phase φ. The number of superconducting electrons may then be expressed in terms
of ψ and additional information about the system obtained by writing the free energy
as an expansion in powers of ψ andrψ [12].
The next step in understanding arrived when a short paper was published on what
is now a fundamental concept in superconductivity: the Cooper pair [13]. When a
superconductor is cooled below its critical temperature, pairs of electrons are bound
together due to the modified energetics in the material. The effect can be under-
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Figure 1.1. The resistance of mercury (y-axis) as a function of temperature (x-axis)
as measured by Kamerlingh Onnes in 1911. A gradual decrease in the resistance
is observed as the temperature drops towards 4.2 K, below which it vanishes to
undetectable levels. This figure is reproduced from Ref. 8.
T > TC T < TC
Figure 1.2. A diagrammatic representation of the Meissner effect. The arrows in-
dicate an applied magnetic field. It was observed by Meissner that superconducting
materials expel magnetic fields when they are cooled below their critical tempera-
ture TC [9].
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stood from an electrostatics perspective. An electron’s negative charge attracts a
small localised positive charge from the surrounding metal. A second electron is
then attracted to this region because of its positive charge relative to the background
potential. At low temperatures it becomes energetically favourable for the electrons
in the system to pair up in this bonding state.
Shortly afterward, the microscopic theory of the superconducting state was pub-
lished by Bardeen, Cooper, and Schrieffer (BCS) based on the fundamental ideas of
Cooper’s work [4]. When a significant number of Cooper pairs exist in a material
they overlap with one another and, when an external field is applied, move collec-
tively through the material. In other words, Cooper pairs replace electrons as the
charge carriers in superconducting systems. The collective motion of Cooper pairs
at low temperatures is called a supercurrent. Incidentally, it was later shown that the
Ginzburg–Landau theory is in fact a limiting case of BCS theory where the tempera-
ture is close to the superconducting transition temperature TC, and both the supercon-
ducting wavefunction ψ(r) and external vector potential A(r) vary smoothly in space
[14].
In parallel with the study of superconductivity the first theories of quantum me-
chanical tunnelling were being developed. The work of Frenkel in 1930 was one of
the first applications of this theory to a barrier system where an expression is derived
for the tunnelling current as a function of the applied voltage [15]. Frenkel discussed
how an electron could “pass even with insufficient energy” through a potential barrier
and derived analytic expressions for the probability of tunnelling through rectangu-
lar barriers. Broadly speaking, the probability of transmission through a rectangular
barrier as a function of the kinetic energy E of the incoming particle is exponentially
dependent on the thickness of the barrier d and height of the potential V:
T(E) / e d
p
V E: (1.1)
In later work more realistic barrier shapes were considered which included cor-
rections for the image potential; the change in potential seen by an approaching elec-
tron due to the proximity of the conducting material in the opposite contact [16, 17].
Starting from these formulæ an increase in the tunnelling current was predicted due
to ionic defects within a dielectric barrier [18]. These kinds of modified rectangular
barriers are often used in the analysis of tunnelling junctions fabricated with thin ox-
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ide layers. A number of studies use the Simmons model to fit experimental data and
quantify different parameters such as the junction area, the potential barrier height,
and the thickness of the oxide [17, 19–24].
1.2 Josephson Junctions
Around the time when quantum tunnelling and superconductivity were beginning to
be well understood, the work of Brian Josephson bridged the two fields. In 1962 he
published a letter which generalised the tunnelling problem to allow for supercon-
ducting regions on each side of the barrier [25]. Over the next few years this work
was expanded to form the content of his doctoral thesis [2]. The physics derived
by Josephson is observed in a tunnel junctions of a specific construction. Josephson
junctions consist of two regions of superconducting material connected by a weak
link which suppresses the superconducting state. The AC and DC Josephson effects
describe the quantum mechanical tunnelling of Cooper pairs across the weak link. In
modern superconducting circuits these effects are leveraged for a variety of purposes
such as the detection of magnetic fields, quantum computing, and quantummetrology
[26–32].
In practice the weak link can take the form of a narrow constriction of the su-
perconductor, a normal (non-superconducting) metal, or an insulating material [12].
Most common implementations of Josephson junctions exhibit the same general ef-
fects and can be described with a single set of equations [12]. The AC and DC
Josephson effects are most easily described using the Ginzburg–Landau theory of
superconductivity [11]. As discussed previously, in this picture the physics is written
in terms of the complex order parameterψ and its phase φ. In a Josephson junction we
consider that the superconducting contacts on either side of the barrier are described
by ψ1 and ψ2 with associated phases φ1 and φ2. The phase difference between the
contact regions is then defined as
Δφ = φ1   φ2: (1.2)
The phase difference underpins a large part of the physics derived by Josephson
during his doctorate [2]. The AC Josephson effect describes how applying a voltage
5
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V across the device causes the phase difference to vary over time:
d(Δφ)
dt =
2eV
~
(1.3)
where ~ is the reduced Planck constant and e is the charge of an electron. This means
that when the device is voltage biased, an oscillating current is createdwhere the oscil-
lations are driven by the phase difference between the two superconducting regions
Δφ. This nature of the response makes Josephson junctions useful as non-linear1
components in modern superconducting circuits.
The DC Josephson effect describes the flow of supercurrent through a junction,
even when zero voltage bias is applied. The supercurrent is described mathematically
by
IS = IC sin Δφ (1.4)
where the magnitude of the current is determined by the critical current IC and the
current oscillates as a function of the phase difference Δφ. The critical current is a
phenomenological parameter of the junction related to its physical size and the height
of the tunnel barrier [12]. Figure 1.3 shows a measurement of a junction performed
prior to Josephson’s predictions; the horizontal line at zero voltage is indicative of
the DC Josephson effect [33].
Most often Josephson junctions are fabricated with double angle shadow evapora-
tion using a Dolan bridge as depicted in Figure 1.4 [34]. The standard fabrication pro-
cess starts with an evaporative deposition of a thin aluminium layer onto a substrate
which is covered by a suspended mask. This is followed by a low pressure oxidation
of the aluminium before the second aluminium contact is deposited. This process
creates a layered aluminium–aluminium oxide–aluminium (Al–AlOx–Al) structure.
The aluminium oxide forms an insulating barrier which acts as the weak link in the
Josephson junction. Throughout this work we consider junctions fabricated in this
way with aluminium as the superconducting material and an amorphous aluminium
oxide as an insulating barrier. Though we note that junctions have been fabricated
from other superconducting materials such as niobium we focus exclusively on the
Al–AlOx–Al construction [19, 35].
1 This means simply that the current is not linearly related on the voltage applied across the device,
i.e. V 6= IR. Non-linear devices are sometimes called non-Ohmic as they do not follow Ohm’s law.
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Figure 1.3. The current–voltage response of a Josephson junction. The horizontal
line in the centre is at zero applied voltage and is demonstrative of the DC Josephson
effect. This figure is reproduced from Ref. 33.
Mask Aluminium deposition 1
Oxide Aluminium deposition 2
Step 1 Step 2 Step 3
Figure 1.4. A diagram of the shadow evaporation process which makes use of a
Dolan bridge [34]. A mask is suspended above the substrate which controls where
the aluminium is deposited. The first aluminium layer is deposited (step 1) and
thermally oxidised (step 2) before the second aluminium layer is deposited from a
different angle (step 3). This construction method is often used in the fabrication of
tunnel junctions.
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Auseful link between the normal and superconducting states can bemade through
the Ambegaokar–Baratoff relation which connects the critical current IC in the super-
conducting state to the resistance of the junction in the normal (non-superconducting)
state RN [36]. Mathematically this is expressed as
ICRN =
πΔ
2e tanh

Δ
2kBT

(1.5)
where Δ is the superconducting energy gap, kB is the Boltzmann constant and T is the
temperature. Twice the superconducting energy gap is the amount of energy required
to break apart a Cooper pair in the superconducting system. This relationship allows
us to link the performance of the device as a superconducting circuit element with the
measurement (or calculation) of the junction’s resistance in the normal state.
1.3 Modern context
A variety of superconducting circuit designs make use of Josephson junctions along-
side traditional electronic components. For example, superconducting quantum in-
terference devices (SQUIDs) use one or two junctions in a loop to achieve high sen-
sitivity magnetometry [26]. The implementation of quantum bits (or qubits2) with
superconducting circuits is a growing field of research and superconducting qubits
have been recently cited as the most promising architecture with which to imple-
ment a quantum computer [37–39]. The fundamental idea of a qubit is to encode
quantum information in one of the degrees of freedom of the system. Qubits which
utilise Al–AlOx–Al Josephson junctions have been demonstrated in which the degree
of freedom is either the charge, the magnetic flux, or the phase [28–32].
1.3.1 Two level systems (TLS)
Given that the qubit is the object of data storage and manipulation in a quantum com-
puter, one of the most desirable properties for it to have is stability. With quantum
computing on the horizon, one of the remaining open problems is qubit decoherence
due to environmental noise. The use of qubits is dependent on the ability to oper-
2 A qubit in a quantum computer is analogous to a bit in a classical computer. Where a classical
bit is either a 0 or a 1, a qubit may be in a superposition of both.
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ate them in an essentially isolated environment to avoid issues with decoherence of
the superposition states. The phenomenon of decoherence refers to the instability
of a quantum state of a system when it interacts with its surrounding environment.
In general, the stronger the interaction with the environment, the more quickly the
quantum state decoheres.
It is well known that Al–AlOx–Al Josephson junctions harbour two level systems
(TLS) which are suspected to arise from defects in the barrier oxide and in surface
oxides which grow natively on the exposed metal contacts. Circuits built with Al–
AlOx–Al junctions therefore suffer from decoherence arising from interactions with
(and between) TLS as detailed in a recent review by Müller et al [40]. Other surface
contaminants such as hydrogen are also thought play a role. There are two different
perspectives fromwhich to view the TLS problem: as an interaction between the qubit
and a bath of TLS with a distribution of energies and relaxation times, or as coherent
coupling between the circuit and individual defects. It is probable that both ensemble
and singular TLS exist in the system, though theymay have different physical origins.
An important parameter to consider when studying the TLS problem is the en-
ergy splitting between the two states. Where the splitting is smaller than the thermal
oscillations of the system the TLS will act as a thermal fluctuator. In the realm of
coherent coupling, the splitting is larger than the thermal noise in which case the TLS
will move between a ground and excited state by direct interaction with the qubit. As
the amorphous nature of the oxides in general is a contributing factor, considerations
must also be made for TLS in surface oxides which grow on the exposed aluminium
areas of the circuit. Ensembles of TLS have been shown to be a possible origin of
low frequency noise in superconducting circuits [41, 42].
Low frequency noise in electrical circuits has been studied now for more than
fifty years. The type of noise that is most often observed is termed “1=f noise”, i.e.
noise with a spectral density of
S(f) / 1f α (1.6)
where α ' 1 [41]. As early as 1976, models for “flicker” noise in Josephson junctions
[43] were being proposed following on from similar work in pure metallic films [44].
These ideas were extended soon after to critical current fluctuations in DC SQUIDs
[45]. The theories presented in these early papers discuss a connection between equi-
librium temperature fluctuations and the emergence of 1=f noise. In more recent
9
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work noise in both the critical current and the junction resistance has been shown to
be linearly dependent on temperature [46, 47]. This implies an approximately even
distribution of energy splittings, with more TLS actively oscillating at higher tem-
peratures. The physical origin of TLS has been considered in a number of review
articles in relation to condensed matter [41, 48], quantum information [49], and su-
perconducting devices [40]. In the recent review of Müller et al. TLS are described
as “one of the great mysteries of solid-state physics”, however the possibility of using
superconducting devices to probe and study individual TLS is raised as a promising
area of future work [40].
The ongoing investigation of TLS ensembles has recently yielded promising re-
sults. It has been independently shown by two different research groups that 1=fmag-
netic flux noise in superconducting devices is predominantly due to adsorbed surface
atoms. Kumar et al. have demonstrated that by performing surface treatments before
encapsulating their devices in SiNx the observed noise is reduced by a factor of 2.8
times on average [50]. The noise in this case is attributed to magnetic O2 molecules
on the surface. In contrast, De Graaf et al. have performed electron spin resonance
(ESR) measurements which point to atomic hydrogen as the contaminant [51]. The
ESR measurement is able to distinguish between O2 in the triplet state and O 2 which
exists in a doublet state. The signature of a doublet state is detected suggesting that
oxygen on the surface is not in the molecular O2 state as proposed by Kumar et al.
Given the observed noise reduction it is likely that the density of surface spins due to
adsorbed hydrogen is also decreased by the applied surface treatments and encapsu-
lation.
Recent progress in the understanding of surface spins is encouraging in mitigating
1=f noise from a TLS bath, however coherent TLS must be understood as an inde-
pendent phenomenon. There exist a broad range of models for coherent TLS in the
literature including charge dipoles [52, 53], magnetic dipoles [54], Kondo impuri-
ties [55, 56] and Andreev bound states [57]. However, Cole et al. showed that many
of the different TLS models proposed could be equally well fit to experimentally
measured data due to the large number of free parameters [58]. Another TLS model
considers the movement of an oxygen atom between two positions in the amorphous
oxide layer [59]. The charge dipole formed by the delocalisation of oxygen in 3D
was investigated, however an analysis of the level splitting results in energies that
are significantly larger than observed.
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The charge dipole has been considered in other work as a TLS candidate where
it was shown that fluctuations in the critical current emerge from the change in the
potential energy of the barrier [53]. Other microscopic origins of the critical current
noise have been proposed involving charge trapping at defect sites, alongside tun-
nelling between these traps. Different models place the traps either inside the oxide
layer [57] or at the boundary between the contact and the barrier [56, 60]. In gen-
eral, any trap or impurity of this type causes noise by modulating the critical current.
Nugroho et al. have shown that noise in the critical current and normal state resis-
tance are equivalent and can be connected using the Ambegaokar–Baratoff relation
(Equation 1.5) [47]. A review article by Paladino et al. discusses the impact of the
noise on the coherent operation of qubits [49]. Ideally the qubit system changes state
predictably as a computation is performed by the application of a sequence of gate
operations. The TLS in the system mean that the qubit state is not precisely defined
when the gate operation is applied and the outcome is no longer predictable. To un-
derstand how the occurrence of TLS inside the barrier might be reduced we consider
the junction fabrication process.
1.3.2 Fabrication variation
When constructing Josephson junction based devices the aim is often to work to a
designed value of the critical current of the junction. For example, the value of the
critical current might be maximised by reducing the thickness of the barrier oxide.
However, barrier oxides have been shown to vary in thickness about the mean due to
the particulars of the surface configuration such as the crystal orientation and grain
boundaries [61]. When the barrier thickness is reduced, variations in the thickness
can lead to short circuits during device operation. The challenge then becomes to
reproducibly manufacture junctions with high critical currents which are unlikely to
suffer from short circuits and are suitable for use in devices. Historically junctions
which short circuit were proposed to contain a pinhole or metallic link through the
oxide [62]. More recent work suggests that this is not the case but rather that the ex-
ponential dependence of the transmission on the barrier thickness may lead to similar
outcomes [24, 61, 63, 64] Additionally, fluctuations in the critical current between
junctions which result from the thickness variation become a problem when predict-
ing the response of circuits with hundreds or thousands of junctions.
It has been reported that the oxygen introduced during the thermal oxidation of
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aluminium tends to clump together into oxygen rich regions as the oxide layer grows
[65]. At this stage, the partially oxidised surface has regions with very little oxygen
coverage. As more oxygen is introduced these regions hit a limiting value in vertical
growth and start to spread across the surface with many separate regions eventually
meeting to form a uniform layer. This effect is investigated for aluminium substrates
of varying size, crystal orientation, and temperature in subsection 3.3.2.
1.4 The present work
A large proportion of the experimental and theoretical understanding of barrier tun-
nelling in Al–AlOx–Al junctions is based on treating the oxide as a one-dimensional
rectangular potential barrier [24, 53]. We now know that the variation of the barrier
thickness in the device renders this description incomplete, and of course in reality
the oxide is a complex amorphous structure [61, 66]. While some atomistic junction
models have been published, only in a very few cases have the electronic properties
of those same models been calculated [67, 68]. By developing a framework to de-
termine the normal state resistance of an atomistic junction model in which the full
three-dimensional structure is included at every point, we avoid neglecting how the
details of the oxide structure affect the electronic characteristics of the device.
The aim of this thesis is to perform an end-to-end study in which the electronic
characteristics of atomistic tunnel junction models are calculated. Following Chap-
ter 1 which provides background and context, the core of the thesis is split roughly
into two parts. The first part consists of Chapter 2 and 3 which cover the construction
and analysis of atomistic models. Junction structures with disordered oxide barrier
regions are obtained from molecular dynamics simulations. The morphology of the
barrier and contacts is analysed for junctions models constructed under different con-
ditions and with different approaches. The second part comprises Chapter 4 and 5
where the theoretical basis for the calculation of electronic properties in tunnelling
systems is presented and the relationship between structural changes in the oxide bar-
rier and the junction resistance are examined.
The modern utility of tunnel (Josephson) junctions as components in qubits and
other mesoscopic electronic devices is discussed in Chapter 1 as well as some of
the remaining challenges in improving device operation. A short history of the de-
velopment of the theory of superconductivity and quantum mechanical tunnelling
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is provided and the AC and DC Josephson effects – which combine the physics of
these two fields – are outlined. The oxide region of the junction often contains ma-
terial defects, which manifest energetically as two-level systems (TLS), leading to
undesirable decoherence effects during the operation of junction-based devices. In-
teractions between junction-based superconducting circuits and two-level systems are
discussed. Various models for two-level systems which have been suggested histor-
ically are explored and the implications of the most recent studies considered. We
examine how computational modelling techniques like those employed here can help
to understand and improve current mesoscopic electronics.
Chapter 2 gives a review of molecular dynamics studies focused on the oxida-
tion of aluminium and introduces the molecular dynamics approaches used to model
the junction fabrication process. The approach to junction formation which we term
“melt and quench” starts with a high temperature simulation to generate an amor-
phous structure before the disorder is frozen in place by reducing the temperature.
Maintaining the simulation temperature is an important consideration and we discuss
a method of obtaining an accurate description of heat transfer. A range of atomistic
junction models are created using this method with varying barrier thicknesses, sto-
ichiometries, and densities. Turning to an alternative technique for modelling the
formation of a junction, we consider sequentially depositing single oxygen atoms on
an aluminium substrate to iteratively grow an oxide layer. The methodology, occa-
sionally referred to as atomistic deposition in the thesis, is designed to model the low
pressure oxidation of the aluminium substrate. To justify the assumption that each
oxygen can be modelled separately the atomic flux on a small piece of the junction
surface is considered. By modelling the way the oxide forms in a piece-wise manner
we are able to investigate the uniformity of the growth. The influence of substrate
orientations and temperatures on the structural characteristics of the final oxide struc-
tures are investigated.
An analysis of the junction models created using both the melt and quench and
atomistic deposition methods is presented in Chapter 3. Metrics considered in this
analysis include the radial distribution function g(r) and coordination number statis-
tics. The melt and quench junction structures are created with a chosen . We first
examine how well the formation process preserved the chosen values of density and
stoichiometry in the melt and quench junction structures. These values are compared
with junctions formed through atomistic deposition which have naturally emerging
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densities and stoichiometries as well as with experimental observations. The growth
of aluminium oxide layers on substrates of differing crystal orientation, temperature,
and size is explored in section 3.3. The rate of oxide growth, the formation of holes,
and surface coverage during the oxidation simulation are discussed.
The second part of this thesis aims to take the junction models created with the
methods in Chapter 2 and calculate their electronic properties. Quantities such as
the current–voltage response, the critical current, and the resistance can be calculated
using the non-equilibrium Green’s function (NEGF) formalism which is introduced
in Chapter 4. The technique is benchmarked against the analytic barrier tunnelling
equations valid for one-dimensional calculations. The emergence of additional con-
duction modes (or subbands) in two- and three-dimensional systems is explored. To
include the detail of the atomic configuration of the junction models in the NEGF
model we calculate the electrostatic potential using the Ewald sumwhich is described
in Appendix A. As the atoms are modelled in this case as point charges the standard
Ewald sum produces Coulombic divergences in the potential close to atomic sites.
As the finite difference method we employ in the NEGF formalism is sensitive to
sharp changes in the gradient of the potential, a modification to the short range in-
teraction is implemented to create a smoother representation. We study the effect of
this modification on the calculation of the electronic properties of the junction.
In Chapter 5 the electronic properties of the junction models created in Chapter 2
are investigated with the non-equilibrium Green’s function (NEGF) formalism. The
current-voltage response is compared to the Fowler–Nordheim model. Differences
in normal state resistance which arise due to the oxide barrier thickness, density, and
stoichiometry are studied in order to establish links between the structural charac-
teristics and the electrical properties of the junctions. Additionally, by virtue of the
Ambegaokar–Baratoff relation (Equation 1.5), the effect on the resistance is funda-
mentally linked to the critical current. The displacement of single atoms in the oxide
region is investigated as an example of a defect and fluctuations in the resistance due
the displacement are calculated.
Chapter 6 summarises the variousmodelling techniques developed throughout the
thesis and assesses their predictive power by comparison to experiment. We consider
how simulations can provide insight into junction formation processes. With the core
ideas of our molecular dynamics methodology, similar oxidation processes used in
device fabrication might now be simulated. This will hopefully lead to a greater un-
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derstanding of the mechanisms involved in the fabrication of mesoscopic electronics
with ultra-thin oxide layers. Atomistic junction models bring understanding to the
way in which different defects in the oxide region can be linked to changes in the
critical current. Further work incorporating different models for two-level systems
in junction models may be helpful in eliminating potential explanations. Overall, the
ongoing interplay between experiment and simulation drives improvements in device
performance.
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In this chapter the core ideas ofmolecular dynamics and empirical potentials are intro-
duced before a review of previous work on aluminium oxidation and junction models
is presented. A method of accurately tuning the thermostat (which controls the sim-
ulation temperature) is developed to correctly describe temperature fluctuations in
a canonical ensemble. Two different methods of constructing models of Al–AlOx–
Al junctions are detailed. The “melt and quench” approach uses a high temperature
molecular dynamics calculation to generate an amorphous oxide which is then sand-
wiched between two pure aluminium contacts. Junction models are also generated
using the “atomistic deposition” approach where single oxygen atoms are iteratively
added to the surface. The assumption that the oxygen–surface interactions can be
simulated as separate events is justified by considering the atomic flux on a small
surface element.
2.1 Molecular dynamics
Molecular dynamics (MD) involves iteratively solving the Newtonian equations of
motion for an system of n particles. There are a number of algorithms capable of
performing this calculation with varying merits and deficiencies [69]. The positions
and velocities of the particles are calculated at a discrete set of times defined by the
duration of the simulation and the molecular dynamics time step Δt. The chosen time
step should be significantly smaller than the time over which the dynamics of interest
in the system occur. For this work we use the Leap Frog algorithm to integrate the
equations of motion; so-called because the velocity and positions are not defined at
the same time but offset by Δt=2 [69]. The velocity at the time t+ Δt=2 is defined as
v(t+ Δt=2) = v(t  Δt=2) + a(t)Δt (2.1)
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where a(t) is the particle’s acceleration. The position is defined as
x(t+ Δt) = x(t) + Δt v(t+ Δt=2) (2.2)
From the positions and velocities other quantities can be derived, e.g. the kinetic
temperature of the system is proportional to the square of the particle velocities.
When the simulation begins each of the particles is given an initial position and
velocity. The system is constructed inside a three-dimensional box which is called
the simulation cell (or supercell); the box defines the complete set of possible posi-
tions for the particles in the simulation. It is possible to apply different conditions at
the boundaries of the simulation cell. One such condition is the hard wall boundary
condition wherein particles are reflected from the walls. Often periodic boundary
conditions (PBC) are applied in which a particle maintains its velocity when crossing
the boundary but is given a new position on the opposite side of the box. A simple
illustration of a two-dimensional system with PBCs is shown in Figure 2.1. Some
algorithms such as the Ewald sum (see Appendix A) are specifically constructed to
solve problems in three-dimensional periodic systems.
Figure 2.1. A diagram depicting periodic boundary conditions in two-dimensions.
Filled and open circles indicate the present and future particle positions respectively.
The simulated system is drawn with a solid border and the periodic replicas with
dashed lines. The red particle exits the simulation cell out one side and re-enters
from the opposite side with the same momentum.
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Following the initialisation of the particle positions and velocities, the force on
each particle is calculated using potentials which describe how the particles in the
system influence each other. For a given potential φ(x; y; z) the force is calculated
from the derivative as
F =

@φ
@x ;
@φ
@y ;
@φ
@z ;

(2.3)
From the force we obtain the acceleration of the particle which is used to determine its
velocity in the following time step (see Equation 2.1). As a simple example, consider
a Coulombic potential which governs the interactions between charged particles. If
we initially placed two particles of opposite charge some distance apart, the potential
would pull them towards one another over the course of the simulation. Potentials
can be defined as pair-wise interactions, or contain higher order terms for three or
more particles interacting simultaneously. The force can also change based on the
type of the particles. For instance, a different interaction strength would be expected
between two aluminium atoms than an aluminium atom and an oxygen atom.
In contrast to density functional theory (DFT) where the electron orbitals are ex-
plicitly included on each atom, molecular dynamics often uses empirical potentials
to increase the efficiency of the calculation. To accurately describe real world in-
teractions between different atomic species, the potential energy between the atoms
is divided into components. Different contributions to the energy may arise from:
Coulombic interactions between charged particles; short range repulsion due to over-
lapping electron orbitals; descriptions of the creation and breaking of bonds; as well
as many other possible interactions. The empirical potential for a particular set of
elements is benchmarked with a parameterisation process. The magnitudes of the
contributions from different types of interaction are manipulated such that the sim-
ulation accurately reproduces experimentally measured quantities such as the lattice
constant of a crystal, the bulk density, etc. The most commonly used empirical po-
tential for the simulation of aluminium/oxygen systems – which we use in this work –
is parameterised to correctly describe the bond lengths and elastic constants of crys-
talline aluminium and α-alumina [70].
It is also important to correctly describe the transfer of charge between atoms
when studying materials which display ionic bonding. The aluminium oxide barrier
in a Josephson junction is one such material; the oxygen ions are mostly negatively
charged while the aluminium ions collect positive charge. An complete description
of aluminium–oxygen interaction must therefore account for the dynamic transfer of
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charge between atoms in the system. One scheme to calculate charge transfer, termed
the electronegativity equalisation method (EEM), was proposed by Mortier in 1986
[71]. In this method charges are assigned to the particles based on the geometry by
solving a set of n+1 simultaneous equations for a system of n atoms. More advanced
charge transfer methods have since been published and are sometimes referred to in
the literature as charge transfer ionic potentials (CTIP) [72–74].
Throughout this work aluminium–oxygen interactions are described using the po-
tential of Streitz and Mintmire [70] which is given by the sum of three components:
φ(x; y; z) = EEAM +
NX
i
qiχi +
1
2
NX
i;j
qiqjVij: (2.4)
The energy EEAM is derived from an embedded-atom method (EAM) and relates to
the short-range repulsive force which prevents atoms in the system from becoming
too close to one another. The second term depends on the electronegativities χi and
charges qi of the atoms which are calculated with an electronegativity equalisation al-
gorithm as discussed above. The final term is a result of the electrostatic interaction
between pairs of charged particles in the system. The full derivation of the poten-
tial is given in the original paper by Streitz and Mintmire (Ref. 70) and an excellent
summary can be found in T. C. DuBois’ PhD thesis [75].
A basic molecular dynamics calculation maintains the total energy of the system
at a constant value as it is converted between potential and kinetic energy. In the sim-
ulation of many real world systems it is more instructive to maintain a constant value
of either the temperature, the pressure, or both. Based on which variables are kept at
constant values, it is possible to conduct simulations in three different thermodynamic
ensembles:
• the microcanonical or NVE ensemble (constant particle number, volume and
total energy)
• the canonical or NVT ensemble (constant particle number, volume and tem-
perature)
• the isobaric–isothermal or NPT ensemble (constant particle number, pressure
and temperature)
To keep the temperature constant during the simulation of an NVT ensemble, the
equations of motion are amended to include corrections from a thermostat [76, 77].
In this work we used the Nosè–Hoover thermostat which is described in section 2.4.
20
2.2. Previous work
A barostat is included for simulations of systems at constant pressure.
After the forces and charges on the particles are calculated the equations of motion
are integrated with a molecular dynamics program. The positions and velocities of
the particles are updated accordingly using the finite difference scheme discussed
earlier (see page 17). The system then moves forward by one time step based on the
solution to the equations of motion. The particles are moved by some distance which
is a function of their velocities, the calculated forces, and the defined time step. The
different steps of the molecular dynamics calculation are performed in a loop:
• the charges on the particles are calculated from the geometry by solving the
electronegativity equalisation equations;
• the forces on the particles are calculated using the defined potential;
• the motion of the particles is predicted by integrating the Newtonian equations
of motion;
• corrections are applied to the particle velocities by the thermostat (or barostat)
in order to control the simulation temperature (or pressure);
• all particles in the simulation move forward by one time step.
In this way the charges influence the geometry which then influences the charges,
and so on. As time progresses in the simulation, the potential which describes di-
rect particle–particle interactions, the charge transfer algorithm, and the inclusion of
thermostat or barostat processes all influence the dynamic evolution of the system.
2.2 Previous work
2.2.1 Simulated oxidation of aluminium crystals
The oxidation of the aluminium substrate is the interaction which needs to be de-
scribed most precisely in order to obtain predictions from simulation which are ap-
plicable to future fabrication work. A number of studies have been undertaken to
learn more about the dynamics of oxidation and, while they are not directly focused
on Al–AlOx–Al tunnel junctions, it is instructive to consider what knowledge may be
exchanged between the two fields. Oxidation studies often use unrealistically height-
ened pressures or temperatures to accelerate the oxidation and reduce the required
computational time. Experimental junction fabrication is normally performed at room
temperature (300 K) and at pressures ranging between 10 6 and 10 3 atm [78–81].
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The method developed in the current work to more accurately simulate the conditions
of the low pressure oxidation is detailed in section 2.5.
The growth of amorphous thin film oxides on aluminium single crystals has been
simulated by Hasnaoui et al. at room temperature but a heightened pressure of al-
most 10 atm [82]. To maintain a constant pressure a new O2 molecule is introduced
to the simulation box when the previous O2 molecule begins to form bonds with the
aluminium. This work uses the Streitz–Mintmire potential, however the electronega-
tivity equalisation equations (which redistribute charge between the atoms according
the geometry) are only solved every 100 time steps in the simulation (every 100 fs).
This is because the determination of the charges is one of the more computationally
demanding steps in the calculation. By reducing the frequency of the charge transfer
calculation the simulation becomes more efficient but less accurate.
Zhou et al. use accelerated MD to study the growth of magnetic tunnel junction
(MTJ) structures at pressures of 4–12 atm and vapour temperatures between 1000
and 8000 K [65, 83]. They use a potential of their own construction which can be
characterised for the charge transfer between multiple atomic species which occurs
during an oxidation process [72]. The structures they investigate are composed of
aluminium, oxygen, nickel, cobalt, and iron. Further work by Zhou et al. reports hole
formation during the oxidation of thin aluminium layers on Ni65Co20Fe15 substrates
[65]. The aluminium layers in this model are only two to three atomic layers thick.
The oxidation process is observed to have three stages. Firstly a sparse scattering of
oxygen atoms bond to the aluminium surface. At a certain density of oxygen atoms
on the surface, clumping begins to occur, leading to aluminium depleted regions.
Eventually a sufficiently large oxide forms to close over the hole. It is proposed that
this effect arises because the aluminium being oxidised is a thin layer (approximately
6 Å) however we observe similar behaviour in our work which is discussed in sub-
section 3.3.2.
The oxidation of aluminium nanoclusters has also been investigated. In contrast
the flat crystalline surface previously discussed aluminium nanoclusters are spherical
aluminium particles with diameters in the range 20–100 nm . These materials of
are interest for surface coatings and display unconventional electrical, chemical and
mechanical behaviour. Fundamentally the oxidation of these nanoclusters is a very
similar process to junction growth. Campbell et al. have performed simulations of the
oxidation of aluminium nanoclusters at a pressure of 1 atm; significantly larger than
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what is used in experimental Josephson junction fabrication [84]. As in the work
of Hasnaoui et al. the charge transfer calculation takes place every 100 time steps
(100 fs) to reduce the computational cost of the simulation. Campbell et al. show
that simulating the oxidation process in a microcanonical (or NVE) ensemble leads
to a rapid increase in temperature—up to 2000 K in the surface oxide—with the core
of the aluminium nanocluster becoming molten after only 40 ps of simulation time.
Similar heating behaviour is observed in their calculations in the canonical (or NVT)
ensemble, but at a slower rate. The oxide temperature reaches 1500 K after 100 ps of
simulation time. They calculate that the density of the resulting surface oxide is 0.75
times that of corundum.
Hong and Duin have also found highly localised heating effects during the ox-
idation of aluminium clusters [85]. The ReaxFF potential is used in this work: a
bond-order force field which can be parameterised to describe the system of interest
[86]. In contrast with Campbell et al. surface heating is observed to occur transiently
in canonical ensemble calculations. In 300 K simulations, high temperature regions
between 500 and 1000 K appear and dissipate after 0.5 ps. This disparity could be due
to how tightly the temperature is constrained by the thermostat algorithm. As all of
the oxygen is introduced as the beginning of the simulation, the pressure in this study
is of the order of hundreds of atmospheres – significantly larger than experimental
values. The high pressures may also contribute to the heating observed in this study.
2.2.2 Josephson Junction models
Relatively few attempts have been made to construct ab-initio junction models, and
those that exist are mostly limited by the high computational cost of density func-
tional theory (DFT) calculations. These models have been constructed by placing a
stoichiometric corundum layer between two pristine contacts: either pure aluminium
[68] or niobium [23]. The geometry of the completed structure was then relaxed. Due
to the computational scaling of the DFT calculation only a small number of atoms can
be included in the models meaning that the overall volume of the simulation cell is
limited. The lateral dimensions of cell are approximately 8 Å or less; only one or two
unit cells of the aluminium lattice fit in this space. This in turn forces the structure of
the oxide region to be crystalline due to the periodic boundary conditions. While these
models are a step towards a more atomistic description of the Al–AlOx–Al junction
than a simple rectangular barrier, Zemanovà Dieŝkovà, Ferreti and Bokes admit that
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their model is “relatively simple and ordered” when compared with a real junction
[68].
The interface between an aluminium and a corundum crystal has also been studied
with DFT. Kim and Brèdas create simulation cells of with surfaces approximately
16.8  16.8 Å in area, stating that “the established structural model for the Al2O3/Al
interface suffers from a finite-size effect” [87]. However even with the increased size
of these models the Al2O3 region is highly ordered and therefore not representative
of a thermally oxidised aluminium surface. Experimentally formed junctions have
variability in density and stoichiometry which is not captured in these models [88].
One way to circumvent these computational limits is to use an empirical molecular
dynamics calculation at the expense of reducing the precision of the physics.
In previous work we reported on ab-initio junction models constructed with a
simulated annealing method [67]. To create the contacts the geometry of an alu-
minium supercell was relaxed in the DFT package VASP [89]. A corundum slab was
trimmed to the size of the aluminium supercell before oxygen atoms were randomly
removed to set the stoichiometric ratio. The structure was then scaled to reduce its
density before being geometry optimised in the software package GULP using the
Streitz–Mintmire potential [70, 90]. To introduce the disorder which is known to
exist in the oxide layer, molecular dynamics simulations of the corundum structure
(also using GULP) were performed at 3000 K (above the melting point of corundum)
before the temperature was slowly reduced to 300 K. Following this step the newly
formed amorphous layer was sandwiched between two pristine aluminium contacts
before a molecular dynamics calculation at 300 K and a final geometry optimisation
were carried out in VASP. This approach allows for the density and stoichiometry of
the junction oxides to be varied as well as incorporating some of the disorder which
inherently arises from the oxidation process.
In the present workwe avoidDFT calculations completely and use only the empir-
ical Streitz–Mintmire potential to create junction models using the process described
in section 2.3. By restricting the simulations to the use of empirical potentials we
are able to include thousands rather than hundreds of atoms. The “melt and quench”
method by which junction models are created is detailed in the next section.
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2.3 Melt and quench methodology
Note: here and throughout the thesis the Al–AlOx–Al structure lies along the z axis. The
thickness of the oxide barrier is measured in the z direction. The cross-sectional area is defined
by the junction’s size in the x and y directions. When referring to the structural characteristics
of the oxide barriers the following notation is adopted:
• ρ  the density of an oxide structure as a multiple of the density of corundum
• γ  the stoichiometric ratio of oxygen to aluminium
For example: Al2O3 has values of ρ = 1.0 and γ = 1.5.
To obtain realistic computational models of the Josephson junction structure we
begin with a large supercell of an Al2O3 crystal (or corundum). The barrier region
of the junction has been observed to have different stoichiometry and density to the
crystalline structure [88]. Hence we desire some way to control these parameters in
our model. To create a barrier oxide of size xyzwith a reduced density, a volume
is cut from the corundum supercell of size x  y  zρ. The structure is then scaled
in the z-direction by a factor of ρ 1. The stoichiometry is set by randomly removing
oxygen atoms from the structure until the desired value of γ is reached.
After the initial structure is generated a geometry optimisation is completed to
find the lowest energy configuration of the atoms. In our work we use the General
Utility Lattice Program (GULP) to perform this optimisation as well as for our molec-
ular dynamics calculations [90]. During the geometry optimisation the atoms move
freely while the size of the simulation box is fixed to ensure that the density remains
constant. To introduce disorder in the optimised structure a molecular dynamics cal-
culation is run at 3300 K (1000 K above the melting point of corundum). The simula-
tion is run for 4 ps at this temperature to fully mix the system before the temperature
is linearly reduced over 6 ps to 300 K to “freeze” the system into a disordered config-
uration. The structure of the barrier region before and after this process is shown in
Figure 2.2a and b. To create the structure shown in Figure 2.2c aluminium contacts
of approximately 20 Å in thickness are placed on either side of the barrier. A sec-
ond geometry optimisation is performed in which the interfacial regions between the
aluminium contacts and the amorphous oxide develop forming the complete junction
shown in Figure 2.2d.
Experimentally it is observed that the oxide layers in tunnelling junctions have an
average density of 0.8 times that of corundum, a stoichiometric ratio of γ = 1.25, and
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a) corundum crystal Al2O3 b) amorphous barrier AlOx
c) oxide between aluminium contacts
d) complete junction structure following optimisation
Aluminium Oxygen
Figure 2.2. The different stages of building the Josephson Junction model. The
aluminium and oxygen atoms are shown as grey and orange spheres respectively. a)
the barrier region is cut from a corundum crystal; b) the melt and quench calculation
forms the amorphous oxide; c) the oxide is placed between crystalline aluminium
contacts; and d) the complete junction structure is geometry optimised with GULP.
26
2.4. The Nosé–Hoover thermostat
a barrier thickness of 10–20 Å [61, 81, 88]. This value of oxide density is supported
by computational studies which report density multiples of ρ = 0.75–0.80 [84, 91].
Based on this information three sets of junction models were created for this study,
each varying either the density, the stoichiometry, or the barrier thickness while fixing
the other two parameters at their most commonly observed values. The parameters
for the three sets are given in Table 2.1 along with identifying labels which will be
used in the rest of the thesis.
Table 2.1. Three different sets of Josephson junction models were created with
the melt and quench methodology which vary in density, stoichiometry, or barrier
thickness. The density ρ is given as a multiple of the density of corundum (Al2O3),
and the stoichiometry γ is defined as the ratio of oxygen to aluminium.
Parameter varied Density (ρ) Stoichiometry (γ) Thickness (Å)
Density (D) D0:5 1:0 0.5–1.0 1.25 15
Stoichiometry (S) S1:1 1:4 0.8 1.1–1.4 15
Thickness (T) T11 20 0.8 1.25 11–20
2.4 The Nosé–Hoover thermostat
As the molecular dynamics simulations are performed at a constant temperature a
thermostatting process must be included to describe heat transfer in and out of the
simulation cell. We use the Nosè–Hoover thermostat algorithm in the simulation
package GULP to perform simulations in the canonical (or NVT) ensemble [77, 90].
This algorithm maintains a constant temperature in the simulation by coupling the
particles to a fictional external thermal reservoir.
To understand how this works mathematically, consider the relationship between
the instantaneous kinetic temperature T of the simulation and the velocities of the
simulated particles. By the equipartition theorem we equate the thermal energy with
the sum of the kinetic energies of the particles:
dNkBT =
NX
i=1
mivi2 (2.5)
In this expression d is the number of dimensions, N is the number of particles and kB
is Boltzmann’s constant. The atomic mass and velocity of particle i are given by mi
27
2. Creating models of tunnel junctions
and vi respectively.
The thermostat introduces two new quantities: a coupling constant ν and a heat
flow variable ξ which is related to the effective “mass” of the fictional heat reservoir
[92]. The equations of motion are modified for particle i such that
miai = Fi   νξmivi (2.6)
dξ
dt = ν

T
T0
  1

(2.7)
where Fi is the force on particle i and T0 is the target temperature for the thermo-
stat, i.e. the desired temperature for the simulation. The relationship between ξ and
ν arises from a consideration of the canonical NVT dynamics the thermostat is de-
signed to reproduce [77]. When the instantaneous temperature T exceeds the target
temperature, the value of Equation 2.7 is positive. This means that the value of ξ
will increase in Equation 2.6, arresting the acceleration of the particle. By modifying
the acceleration of the particles heat is effectively added and removed from the sys-
tem. The total energy of the system is given by the sum of the kinetic energy K, the
potential energy U, and a contribution from the heat flow variable ξ:
E(q;p; ξ) = K(q) + U(p) + d2NkBT0ξ
2 (2.8)
where q are the positions and p are the momenta of the particles. The thermostat
coupling parameter ν defines the strength of the coupling, i.e. how quickly the particle
velocities will respond to a temperature either above or below the target temperature.
In the next section we establish a method for determining the appropriate strength of
this coupling so as to accurately describe a canonical ensemble.
2.4.1 Temperature statistics in the canonical ensemble
While the Nosè–Hoover thermostat equations were originally designed to reproduce
the statistics of the canonical ensemble, Holian et al. have shown that using an in-
correct value for the coupling can produce non-physical oscillations in the tempera-
ture [76]. They present a number of physically motivated approaches for setting the
thermostat coupling, one of which is to consider statistical fluctuations in the tem-
perature over the course of the simulation. When the particles are strongly coupled
to the external heat bath temperature fluctuations about the mean are small. Con-
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Figure 2.3. Oscillations in the temperature of the simulation are dependent on the
strength of the Nosè–Hoover thermostat coupling parameter ν. The data displayed
is for a periodic aluminium supercell containing 256 atoms.
versely, weak coupling allows the simulated system to act independently of the heat
bath, leading to large fluctuations. The dependence of the temperature oscillations on
ν is demonstrated in Figure 2.3. In the weakly coupled case the temperature varies
quite dramatically about the mean; as much as 100 K. The strongly coupled case
constrains the temperature more closely to the mean value.
For a canonical (or NVT) system Holian et al. give an equation which predicts
the variance of the temperature:
σ2NVT(d; T;N) =
2
d
T
N
2
(2.9)
where d is the number of dimensions, T is the mean temperature and N is the number
of particles. By calculating the variance in the temperature we obtain a metric which
represents the magnitude of the fluctuations.
In order to study how the temperature variance changes as a function of ν, we
simulate aluminium supercells with a range of coupling strengths. Three cubic su-
percells are simulated with side lengths of 16 Å, 24 Å, and 32 Å. Each supercell is
simulated with periodic boundary conditions for a total of approximately 0.8 ns solv-
ing the equations of motion every 1 fs. The total duration of 0.8 ns is reached by
running a series of independent 10 ps calculations where the initial velocities of the
particles in each calculation are randomised. Running a large number of independent
simulations allows a reliable estimate to be obtained from the statistical analysis. The
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Figure 2.4. The calculated variance in the temperature as the Nosè–Hoover ther-
mostat coupling ν is varied. As expected the temperature oscillates more about the
mean for small values of ν, where the thermostat coupling is weak. The dashed grey
line shows the exponential function fitted to the data.
temperature variance was calculated for each 10.0 ps simulation before being aver-
aged to generate the data on Figure 2.4. An exponential fit to the data (R2 = 0.9897)
was calculated with MATLAB1
σ2T(ν) = a exp (bν) (2.10)
where the constants were found to be a =610 and b =  49.6. Using the relationship
between the coupling parameter and the variance of the temperature we are able to
set the coupling to obtain the canonical temperature variance.
To demonstrate how ν is chosen for a given simulation with this expression, we
consider as an example a typical simulation of 1000 particles where the mean temper-
ature is T = 300 K. Using Equation 2.9 we calculate the expected canonical variance
σ2NVT as a function of the temperature and number of particles.
σ2NVT(d; T;N) =
2
d
T
N
2
=
2
3
(300 K)
1000
2
= 60 K2 (2.11)
To find the appropriate value of ν for this simulation we invert Equation 2.10 and
1 A non-linear least-square method with the bi-square robust fitting option was used with the curve
fitting toolbox.
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express it in terms of the variance:
ν = ln (σ
2
NVT)  ln (a)
b (2.12)
Substituting the appropriate values into Equation 2.12 then gives
ν = ln (60 K
2)  ln (610)
 49:6 = 0:0468 (2.13)
In other words, in a simulation of 1000 particles at 300 K the canonical variance is
reproduced by setting the thermostat coupling to ν = 0.0468.
From a statistical analysis of the simulation temperature over a large period of
time for different values of ν an exponential relationship is found between the tem-
perature variance and the thermostat coupling. This allows us to express the coupling
strength ν as a function of the variance (Equation 2.10). Using the expression for the
temperature variance in a canonical ensemble (Equation 2.9) we are able to calculate
the expected variance for any given system [76]. For the further molecular dynamics
simulations, we determine the expected variance as per Holian et al. and use Equa-
tion 2.12 to set the value of ν appropriately.
2.5 Atomistic deposition methodology
As an alternative to the “melt and quench” approach we simulate the oxidation pro-
cess directly by consecutively adding oxygen atoms to the aluminium surface. This
method captures the low pressures used in fabrication by considering each oxygen
atom which approaches and bonds to the surface as an independent event; effectively
factoring the gas pressure out of the calculations. With this approach minutes of real
time oxidation can be reproduced by simulating only the important surface interac-
tions and assuming that the system changes minimally in the intervening times. A
similar approach is used to add aluminium on top of the finished oxide layer to com-
plete the junction structure. Experimentally this step is performed using an evapo-
rative deposition process where a piece of aluminium is heated to above its melting
point inside a strong vacuum [93]. The aluminium evaporates from the surface of
the melting metal and condenses on the oxide surface. Change in the structure of
the oxide layer are studied as a result of varying the crystal orientation and tempera-
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ture of the aluminium substrate. The “atomistic deposition” technique allows for the
end-to-end simulation of the junction fabrication process.
While computational power and access to supercomputing clusters continues to
increase, there are still constraints on the number of particles it is sensible to include
in a simulation if it is to be completed within a reasonable time frame. In light of
these constraints, we simulate the oxidation of only a small area of the aluminium
substrate. At the beginning of the calculation, a single oxygen atom is introduced
to the simulation cell above a pure aluminium substrate which has been geometry
optimised with GULP. This, and each subsequent, oxygen atom which is added to
the simulation is inserted at a sufficient distance from the surface such that it feels
no external potential. Its initial position in the xy-plane is randomised. The particle
velocity is chosen from the Maxwell–Boltzmann distribution and its directional com-
ponents are constrained such that the atomwill reach the substrate within a reasonable
time frame (from a computational perspective). The simulation is run for 15 ps to en-
sure that the bonding of the oxygen to the surface has occurred. The final state of the
system is then used as the initial state for a new simulation which runs for 2 ps and
serves the purpose of moving the system closer to the equilibrium state. Additionally
this removes any spurious correlations between the deposition events. The final state
of the equilibration simulation is used as the initial state for the next deposition. We
iterate the process of deposition and equilibration to deposit the oxide layer atom by
atom.
When the oxide reaches a thickness between 10 and 20 Å the simulation of alu-
minium deposition is started. This uses a similar methodology to the oxygen deposi-
tion, excepting that the velocities are selected from a normal distribution with a mean
of approximately 600 m s 1 and a standard deviation of 20 m s 1. These values are
representative of the evaporation method of thin-film deposition which is used ex-
perimentally [93]. The second aluminium electrode is built up in this way until it is
of a similar thickness to the existing aluminium and aluminium oxide regions.
2.5.1 Atomic flux on the surface
In this section we aim to calculate the number of atoms in the diffuse oxygen gas
which will strike an area the size of our simulated surface. The discussion loosely
follows that given in Ref. 94. The hypothesis is that the frequency of atom strikes
on the surface is low enough that it is a good approximation to consider them as
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independent events. We are interested in the flux of atoms striking a small surface
region dA over time
dΦ = dNdA dt (2.14)
We start by considering an arbitrary velocity distribution for the particles in the
gas. This can be written as
G(vx; vy; vz): (2.15)
The number of atoms inside an infinitesimal part of the velocity space can then be
written as
dN = NG(vx; vy; vz) dvx dvy dvz (2.16)
where N is the total number of particles. By assuming a spherical symmetry and
transforming to spherical coordinates we can equivalently write
dN = NG(v) v2dv sin θ dθ dφ (2.17)
where G(v) is defined only by the particle’s speed v.
In real space, we consider only those atoms approaching the surface from a partic-
ular direction defined by θ and φ. We narrow this definition to include only particles
at a given velocity v. These particles are at a distance v dt from the surface. Together
these quantities define an infinitesimal volume dV (depicted in Figure 2.5):
dV = v cos θ dt dA (2.18)
where dA is the surface element. The number of atoms inside the volume dV can then
be calculated from the concentration of atoms n:
NV = n dV: (2.19)
By substituting this in Equation 2.17 with N! NV we obtain
dN = n v cos θ dt dAG(v) v2 dv sin θ dθ dφ (2.20)
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Figure 2.5. A diagrammatic representation of the volume dV as defined in Equa-
tion 2.18. Conceptually this is a slant cylinder containing all of the particles at a
velocity v which will reach the surface point dS after a given time dt. The angle of
the cylinder relative to the surface is defined as θ.
Returning to the expression for the atomic flux Equation 2.14 we have
dΦ = dNdA dt =
n v cos θ dt dAG(v) v2 dv sin θ dθ dφ
dA dt (2.21)
= n v cos θ G(v) v2 dv sin θ dθ dφ: (2.22)
Finally we are able to integrate this equation over a hemisphere to account for all
the incoming particles on one side of the plane:
Φ = n
Z 1
0
v3G(v) dv
 "Z π=2
0
sin θ cos θ dθ
#Z 2π
0
dφ

(2.23)
= n
Z 1
0
v3G(v) dv

[1=2] [2π] (2.24)
= nπ
Z 1
0
v3G(v) dv

(2.25)
=
n
4
Z 1
0
v f(v) dv

(2.26)
where we have introduced the function f(v)
f(v)  4πv2G(v): (2.27)
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We define the average velocity of a particle in the distribution f(v) as
v 
Z 1
0
v f(v) dv (2.28)
which allows us to express the flux of the particles simply as
Φ = n
v
4 : (2.29)
Due to the low pressure state of the system we consider the gas to obey the ideal
gas law equation. Under these conditions the Maxwell–Boltzmann velocity distribu-
tion is well suited to describing the statistics of the particles and the function f(v) has
the form
f(v) =

m
2πkBT
3=2
4πv2 exp

  mv
2
2kBT

(2.30)
Therefore
v =
Z 1
0
v f(v) dv (2.31)
=

m
2πkBT
3=2
4π
Z 1
0
v3 exp

  mv
2
2kBT

dv (2.32)
Consulting a table of integrals we find:2Z 1
0
x2n+1e px2 dx = n!2pn+1 8 p > 0: (2.33)
Substituting n! 1, p! m=2kBT and x! v gives
v =

m
2πkBT
3=2
2π

2kBT
m
2
=
r
8kBT
πm : (2.34)
This is the average velocity of a particle of a given mass m in a Maxwell–Boltzmann
distribution with the temperature T.
We can also rewrite the concentration n in terms of the gas pressure using the
2 Gradshteyn and Ryzhik; Table of Integrals, Series and Products; p.360; 3.461, Eqn. 2 [95].
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ideal gas law
n = NV =
p
kBT
: (2.35)
Substituting these expressions for v and n in Equation 2.29 we obtain the flux as a
function of the pressure, temperature and the mass of the particles in the gas:
Φ(p;m;T) = p4kBT
r
8kBT
πm =
pp
2πmkBT
: (2.36)
Multiplying the flux by the area of the surface in the simulation allows us to
estimate the number of atoms which strike the surface per unit time. Considering
as an example the oxygen pressure of 1.33  10 4 Pa reported by Jeurgens et al.
and a temperature of 300 K gives a rate of approximately 52 surface interactions per
second on a surface with area A ' 32.0  32.0 Å2 [96]. This is equivalent to one of
the largest structures we simulate. The limitation on the size of the surface arises from
our choice of simulation package, the complexity of the empirical potential, and the
available computing power on current supercomputing facilities. From our estimate
one atom interacts with the surface about every 20ms. As the total simulation time for
one oxygen atom to be deposited on the surface is of the order of tens of picoseconds,
it is a good approximation to consider these atom strikes as independent events.
2.6 Summary and outlook
In general, ab-initio models of Al–AlOx–Al junctions are difficult to develop due to
the inherently amorphous oxide layer. We outline two methods of creating atomistic
junction models: the “melt and quench” approach of artificially introducing disor-
der to a corundum crystal before sandwiching it between aluminium contacts, and
the “atomistic deposition” approach where an oxide is grown through the iterative
addition of oxygen atoms to an aluminium surface. Both methods rely on molecular
dynamics calculations which use empirical potentials to reduce the total computa-
tional cost. Dissipation of heat in molecular dynamics is a complex problem which
we tackle by considering the temperature variance in the simulations [76]. The junc-
tion models created with the two methods are analysed in Chapter 3.
The iterative deposition approach presented in this chapter is easily adaptable to
study other thin film deposition processes, provided that an empirical potential is used
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which appropriately describes the interactions between the different atomic species.
For example, experimental evidence of an amorphous interface layer consisting of Al,
Si and O between the bottom aluminium contact and the silicon substrate has been
reported and is thought to influence noise during junction operation [97]. It may be
possible to observe the development of this interface layer by including the silicon
substrate in the simulation and performing an iterative oxidation calculation.
The growth of ultra-thin oxide layers is relevant to the manufacturing of many
different devices. Single-barrier junctions which use superconductors such an alu-
minium or niobium can be used as Josephson junctions [35, 98]. Double-barrier junc-
tions constructed with aluminium and aluminium oxides are used in magnetic tunnel
junctions (MTJs) [99]. Other materials are often used in MTJs such as in CoFeB–
MgO–CoFeB junctions [99]. While some concepts for creating magneto-resistive
random access memory (MRAM) have even more exotic geometries, all of these de-
vices make use of at least one thin oxide layer in their design [99]. In the future
computational techniques like those presented in this chapter will allow us to bet-
ter understand the dynamics of the oxidation and improve our fabrication processes
accordingly.
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Themorphology of junction structures created using both the melt and quench and the
deposition methods is examined. We use statistical metrics such as the radial distri-
bution function and the coordination number within the oxide structures to compare
the two techniques to one another and to experiment. Properties of the oxide such
as the density, stoichiometry, and barrier thickness are directly specified during the
construction of the melt and quench junction models. After studying how the statisti-
cal metrics are affected by varying these parameters, we analyse the deposited oxide
layers which have densities and stoichiometries that emerge as a result of the calcula-
tion. The growth of oxide layers on a variety of aluminium substrates is studied. The
morphology of the oxide (including the formation of holes during surface oxidation)
is discussed as a function of the orientation of the aluminium crystal, the size of the
simulation cell, and the temperature of the substrate.
3.1 Analysis methods
To analyse the junction structures created using the two methods described in Chap-
ter 2 we introduce metrics with which to quantify the local atomic structure. The first
of these is the radial distribution function g(r). To calculate this function for a partic-
ular structure we first consider a single atom. Proceeding outwards radially we count
how many atoms are within a spherical shell between r and r + dr. The number of
atoms in the shell is normalised by dividing by the size of the volume, which grows
as r2. The process is repeated for every atom in the system to build up a statistical
average of the variation in density as a function of distance from any given point.
Pair-wise radial distribution functions can be calculated by only counting atoms of a
particular atomic species.
The general form of the total radial distribution function provides information
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regarding the crystallinity of the structure. In a perfect crystal at low temperatures a
series of delta peaks at the atomic separations is observed, where the positions of the
peaks are characteristic of the particular crystal structure. At higher temperatures the
atoms move away from their equilibrium positions and broaden the peaks.
A comparison of the radial distribution function of a corundum crystal and an
amorphous aluminium oxide is presented in Figure 3.1. The inset figure shows an
example distribution for a model Lennard–Jones liquid system of 128 particles where
σ is the radius at which the pair-wise potential crosses zero. The strong first peak at the
inter-atomic bonding distance followed by decaying oscillations is characteristic of a
liquid. In the corundum g(r) the sharp peaks characteristic of a crystalline structure
are evident. The large number of peaks is due to the complex unit cell of the corundum
crystal which consists of thirty atoms. For comparison consider that the aluminium
unit cell consists of only four atoms. The first peak in the g(r) of the amorphous
system is the sum of two separate peaks in corundum at approximately the same
distance (1.8–1.9 Å) which have been broadened by the structural disorder. At higher
values of r the function displays decaying oscillations like the model Lennard–Jones
system.
The second metric we employ is the coordination number (Z) which is a measure
of bonding in the structure. In the crystalline α–Al2O3 structure every aluminium ion
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Figure 3.1. The radial distribution function for a corundum crystal compared to an
amorphous oxide of the same density with a O:Al stoichiometric ratio of 1.25. The
sharp peaks of the crystalline structure are smoothed out by the disorder in the bond
lengths. The inset shows the radial distribution function of a model Lennard–Jones
liquid system. This data is freely available from Wikimedia [100].
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is bonded to (or equivalently, coordinated with) six oxygen ions. The coordination
states of aluminium and oxygen in the corundum crystal are shown in Figure 3.2. We
determine the coordination number statistics in our structures by examining the local
environment of each atom. For each aluminium atom the number of oxygen atoms
are within the specified cutoff radius (obtained from the pair-wise g(r)) is counted.
For example, if there are four oxygen atoms within the cutoff radius around a par-
ticular aluminium atom we can then state that the atom is four-coordinated (Z = 4).
Analysing the coordination number lets us compare the bonding in our junction ox-
ide models with crystalline corundum, other oxidation simulations, and experimental
measurements.
To calculate the coordination number we have to specify which atoms are close
enough to be considered bonded. The pairwise radial distribution functions in Fig-
ure 3.3 show the average bond lengths between different pairs of atoms in the struc-
ture. We use these functions to define when a bond exists between two atoms. To
allow for the variation in bond lengths in the amorphous structure, we use the mini-
mum value in the Al–O g(r), between the first and second peaks, as the bond length
cutoff. This gives a value for the maximum bond length of 2.4 Å for Al–O which is
used for all coordination number calculations unless otherwise stated. In our investi-
gations a change to the maximum bond length of 0.1 Å amounts to a change in the
coordination number percentages of around 5%.
Figure 3.2. The coordination states of aluminium (shown in grey) and oxygen
(shown in orange) in a corundum crystal. On the left an aluminium is bonded to
six surrounding oxygen atoms in an octahedral shape (Z = 6). On the right an oxy-
gen atom is in a four-coordinated tetrahedral state (Z = 4). To demonstrate the shape
of the surrounding coordinated atoms the bonds between aluminium and oxygen are
not shown.
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Figure 3.3. Pairwise radial distribution functions are shown for an example of an
amorphous aluminium oxide supercell. The position is marked with an arrow on
the figure is the first minimum in the Al–O curve at 2.4 Å. This is defined as the
maximum distance at which aluminium and oxygen in the structure are considered
to be bonded. The calculation of coordination numbers is based on this definition.
3.2 Melt and quench junctions
We use the melt and quench methodology described in section 2.3 to produce Joseph-
son junction models with varying density, stoichiometry and barrier thickness (see
Table 2.1). As noted in section 2.3, the stoichiometry is given as the ratio of oxygen
to aluminium and denoted as γ and the density is given a multiple of the density of
crystalline Al2O3and denoted as ρ.
During the development of the junction models it was found that the structures
with low densities (ρ = 0.5 and ρ = 0.6) were unstable in the Streitz–Mintmire poten-
tial. One step in the formation process is to simulate the oxide structures at 3300K
to introduce disorder to the region. The atoms are approximately evenly distributed
throughout the simulation cell at the beginning of the simulation. In structures with
low initial densities the atoms collect in a higher density region, leaving a vacancy
in another region. This effect can be observed in the structures shown in Figure 3.4.
The vacancy in the structure arises because of the physically unrealistic densities set
as the initial conditions. As it is parameterised to accurately describe aluminium and
α-alumina, the Streitz–Mintmire potential naturally moves the system away from the
non-physical low density state [70]. In further analysis the junction models with den-
sities of ρ = 0.5 and ρ = 0.6 are excluded as they are not physically possible.
42
3.2. Melt and quench junctions
Figure 3.4. An aluminium-oxide structure with a low density (ρ = 0.5) is depicted
before (left) and after (right) the melt and quench molecular dynamics simulation
which begins at 3300 K. The structural change occurs because the formation of a
hole is a lower energy state in the Streitz–Mintmire potential than the sparse low
density arrangement. The aluminium and oxygen atoms are shown in grey and or-
ange respectively.
3.2.1 Densities and stoichiometries
In calculating the density (ρ) or stoichiometry (γ) of the oxide structure, we consider
only the oxide region and not the adjacent aluminium contacts. The boundaries of
the oxide are not in general well-defined and there are in fact two separate definitions
which we will use in this work for different purposes. The first, used in this section,
defines the region in which the density, stoichiometry, coordination number and radial
distribution function are calculated. The second definition of thickness is related to
the electronic potential inside the junction structure which we calculate using the
Ewald sum (Appendix A) and is explained in subsection 5.2.1. To choose the region
in which the statistical analysis is performed, the oxygen atoms at the boundaries are
found. To avoid analysing the interface between the aluminium and the aluminium-
oxide, the outermost 50% of this region is ignored. This proportion was chosen by
eye on the basis that it removes the interfacial region from the analysis in the thinnest
oxide barrier. Figure 3.5 shows the different regions for a typical junction structure.
The densities and stoichiometries were calculated at two different stages of the
process. First by considering the entire simulation cell after themelt and quench of the
Al2O3 region. Then, using the smaller region which is chosen as discussed, after the
oxide has been surrounded by the aluminium contacts and the geometry optimisation
has been completed with GULP. The results are presented in Figure 3.6. We find that
while the densities and stoichiometries are close to the designed values following
the melt and quench step, after the optimisation the stoichiometries lie in the range
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Figure 3.5. A typical model of a Josephson junction. The lightly shaded region is
bounded by the outermost oxygen atoms. The heavily shaded region which is used
for the statistical analysis comprises the central 50% of this region. The aluminium
and oxygen atoms are shown in grey and orange respectively.
γ = 1.0–1.1. This is in agreement with our previous work which also used GULP and
the Streitz–Mintmire empirical potential to simulate the melt and quench process,
though the final optimisation was performed with VASP [67, 89]. Oxygen depletion
is typical in experimentally deposited oxide films with a O:Al ratio between 1.0 and
1.1 observed for a large range of oxygen exposures (approximately four orders of
magnitude) with values lower than 1.0 occurring at high oxygen exposures [81]. The
thickness of the oxide barriers in these models was chosen to be in the range 15–20 Å
in agreement with a low oxygen exposure. Similarly, the final stoichiometries of our
junction models are all within – or very close to – the given range for low oxygen
exposure.
Figure 3.6 shows that the final densities tend towards values between ρ = 0.8 and
0.9, indicating that these are the optimal (or lowest energy) densities for the amor-
phous system. Optimal density multiples between 0.6 and 0.75 have previously been
reported [67]. A possible confounding factor is that these optima were determined
from the minimum energies of full junction structures including the oxide and both
aluminium contacts. Experimental oxide growth performed by exposure to O2 plasma
has been reported to yield density multiples between 0.6 and 0.7, while simultaneous
injection of aluminiumwith the plasma results in a density multiple of 0.8 [88]. Other
experimental work reports densities of ρ = 0.85 [81]. The results show that the final
densities of the oxide structures lie within in the range of energetically stable values
reported in the literature.
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Figure 3.6. While the stoichiometry (γ) of the junction oxides is close to the desired
value after the melt and quench step, the energy minimisation step of the process
tends to produce stoichiometries of γ ' 1.0. The densities (ρ) of the junction oxides
remain relatively close to the desired values following the optimisation step.
3.2.2 Radial distribution functions
For each of the different junction structures (listed in Table 2.1), the coordination
between oxygen and aluminium in the oxide layer is calculated, as well as the radial
distribution function g(r). The radial distribution functions presented in Figure 3.7
are observed to have essentially the same form for all junctions in the analysis. The
form of the function is in agreement with expectations for an amorphous solid and
matches well with the published results [66].
A strong peak is observed in the distribution at the most probable Al–O bond
length of 1.8–1.9 Å, then a dip before a second broad peak corresponding to the sum
of the Al–Al and O–O partial radial distributions (see Figure 3.3). The Al–Al and
O–O bond lengths are both determined to be 2.9 Å. These results are in excellent
agreement with the values reported in other computational studies of 1.8 Å, 2.9 Å,
and 2.8–2.9 Å for Al–O, Al–Al and O–O respectively [101, 102]. We find good
agreement with experimental work which reports values of 1.8 Å, 3.2 Å, and 2.8 Å
respectively [103].
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Figure 3.7. Radial distribution functions are plotted for junctions of four different
densities (ρ), four different stoichiometries (γ), and ten different barrier thicknesses
(t). The subplots are each labelled according to the junction parameter being varied
within the particular data set. The radial distribution function has a very similar form
for all melt and quench junctions in the study.
3.2.3 Coordination numbers
The result of the coordination number analysis for different sets of melt and quench
oxides is shown in Figure 3.8. We note that overall proportions of two- and three-
coordination are significantly lower than observed in our previous work, while four-
coordination is highly preferred [67]. This is in agreement with Campbell et al. who
found that the oxygen tends to become predominantly four-coordinated during sim-
ulations of aluminium nanocluster oxidation [84]. The reduction in two- and three-
coordinated aluminium atoms is likely due to the removal of the interfacial region
between the contact and the oxide in the analysis. In Figure 3.9 the structure has
been colour coded according to coordination number. The bulk of the oxide bar-
rier is four-coordinated while the interfacial regions are made up of mostly two- and
three-coordinated atoms.
Some trends can be observed in the coordination data as a function of density
and stoichiometry. In Figure 3.8a there is a reduction of three-coordination and an
increase of five-coordination as the density of the oxide increases. With the increased
density there is a natural reduction in the average distance between atoms which leads
to this increase. A minor shift from four- to five-coordination is observed in Fig-
ure 3.8b as the stoichiometry increases, likely due to the increase in the number of
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Figure 3.8. Aluminium coordination in the oxide region of junctions created using
the melt and quench methodology. The coordination numbers are calculated using
a maximum Al–O bond length of 2.4 Å. The legends show the junction labels (see
Table 2.1) and the density and stoichiometry of the oxide region.
Figure 3.9. Aluminium coordination represented by colour in the junction struc-
ture. In the centre of the oxide four-coordination is dominant and some three- and
five-coordination is present. Aluminium atoms coordinated with one, two, or three
oxygen atoms are more likely to be found in the interfacial regions.
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oxygen atoms in the simulation cell.
In amorphous alumina, the proportion of four-, five and six-coordinated alu-
minium can be resolvedwith nuclearmagnetic resonance (NMR)measurements [104].
For junction models of varying thickness, the percentages of four-, five, and six-
coordination are tabulated and compared to other reported values in Table 3.1. The
marked absence of six-coordination in our analysis skews these results somewhat. A
clear trend is observed with a shift from four- to five-coordination as the thickness of
the oxide barrier increases.
One consideration is that the NMR measurements performed by Lee et al. were
on an alumina layer with a stoichiometry of γ = 1.53 and a thickness of 1.4 μm.
This is three orders of magnitude thicker than a typical barrier oxide in a tunnelling
junction [104]. The amorphous structure analysed by Momida et al. also had the
stoichiometry of Al2O3 (γ = 1.5) [105]. In contrast the oxide structures in our study
are thin (<20 Å) and have stoichiometries of γ = 0.99–1.14, and densities of ρ =
0.84–0.88. The reduced density and stoichiometry results in fewer oxygen atoms
being available for bonding in the barrier region which could contribute to the lower
proportions of five- and six-coordinated aluminium.
Table 3.1. The relative proportions of four-, five-, and six-coordination (Z) for oxide
layers of increasing thickness in comparison to results from the literature.
Coordination
Thickness (Å) Z = 4 (%) Z = 5 (%) Z = 6 (%)
10 95:7 4:3 0:0
11 90:6 9:1 0:3
12 93:3 6:7 0:0
13 90:6 9:1 0:3
14 86:4 13:3 0:3
15 88:3 11:7 0:0
16 84:9 14:7 0:5
17 88:2 11:4 0:5
18 85:0 14:4 0:6
19 83:1 16:3 0:6
20 80:2 19:2 0:6
Study
Lee et al.a [104] 55 3 42 3 3 2
Momida et al.b [105] 60:4 29:2 10:4
DuBois et al.b [67] 53 43 4
aexperimental study, bcomputational study.
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3.3 Deposited junctions and oxides
In generating junctions using the melt and quench methodology, the density and sto-
ichiometry are given as input parameters (though the outcomes do not align with the
target values in all cases, as we have noted). The deposited junctions are formed in
two stages of iterativeMD calculations: i) oxygen atoms are added sequentially to the
aluminium crystal surface to grow an oxide layer; ii) aluminium atoms are deposited
on top of the oxide to form a complete Al–AlOx–Al junction. The oxide is grown on
a geometry optimised Al (100) substrate with dimensions of 16  16  16 Å. The
full junction structures following the deposition of the second aluminium contact are
shown in Figure 3.10 along with their corresponding identifiers Δ1 6.
The crystal orientation of the deposited aluminium varies between the different
junctions. In four of the oxide structures (Δ1, Δ2, Δ4, and Δ5) the top layer of the
aluminium exhibits a similar structure to Al (111) while in the remaining two (Δ3
and Δ6) an Al (100) type structure is formed. It is possible that the particular dis-
order configuration of the oxide surface nucleates the growth of a specific type of
Δ1 (10 Å) Δ2 (12 Å) Δ3 (14 Å) Δ4 (16 Å) Δ5 (18 Å) Δ6 (20 Å)
Figure 3.10. The junction models formed with the deposition methodology. The
top aluminium contact was deposited iteratively and exhibits different crystal ori-
entations in the different structures. Each junction has a corresponding label below
it, along with an approximate thickness of the oxide barrier. The aluminium and
oxygen atoms are shown in grey and orange respectively.
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aluminium crystal, however a larger sample size is required to form a conclusion. An
analysis of the bond angles in the aluminium regions of these junctions (Figure 3.11)
shows that the top contact which is deposited iteratively is structurally similar to the
bottom contact which was generated. In both regions there is a thermal broadening
around the 60, 90, and 120 degree peaks, however the peak positions and their relative
magnitudes are in good agreement with the distribution for crystalline aluminium.
In contrast to the melt and quench junctions, the deposition process creates an
emergent density and stoichiometry (within the confines of the empirical potential).
The calculated outcomes for the deposited oxides are given in Table 3.2. We find that
the densities of the deposited oxide structures are consistent, lying in a narrow range
between ρ = 0.901 and ρ = 0.934. These values are slightly higher than experimental
studies which have found density multiples (ρ) between 0.6 and 0.85 depending on
the fabrication technique [81, 88]. Stoichiometries below γ = 1.0 are found for the
deposited oxides making them more oxygen deficient than both the melt and quench
junctions and experimental reports which have values in the range γ = 1.0–1.1.
The results indicate that part of the oxidation simulation draws more aluminium
out of the substrate and into the oxide than in experiment. Closer agreement with
experiment may be possible with the use of an alternative potential. The iterative
oxidation process we simulate is far from the bulk systems for which the empirical
Streitz–Mintmire potential is parameterised and hence the physics may be less well
30 60 90 120 150
Bond angle (degrees)
b) Top contact
30 60 90 120 150
Bond angle (degrees)
Al
1
2
3
4
5
6
a) Bottom contact
Figure 3.11. The bond angle distributions of the aluminium contacts in the six junc-
tions depicted in Figure 3.10. The data sets are offset for clarity and the distribution
for a pristine aluminium crystal is shown for comparison.
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Table 3.2. The calculated densities and stoichiometries of the oxide layers in the
deposited junctions. The densities are higher than those of the melt and quench
models, while the stoichiometries are lower.
Junction ID Δ1 Δ2 Δ3 Δ4 Δ5 Δ6
Density multiple (ρ) 0.918 0.914 0.901 0.923 0.934 0.924
Stoichiometry (γ) 0.813 0.834 0.843 0.877 0.921 0.884
described. In addition, fabrication is normally performed by the injection of a low
pressure O2 gas into the chamber. The dynamics of how molecular O2 interacts with
aluminium surfaces are complex. A significant amount of work has been done on the
observed dissociation of the O2 molecule as it bonds to the surface and the role of
spin in this process [106–112]. As the complexities of the dissociation process are
not represented in the Streitz–Mintmire potential, this may explain the discrepancy
between the calculated and experimental densities and stoichiometries.
The coordination number results for the deposited junctions presented in Fig-
ure 3.12 show some variation between the different structures. The overall ratio of
coordination is similar to the melt and quench junctions (Figure 3.8). A similar trend
of increased coordination as a function of the barrier thickness is evident with a shift
from three- to four-coordination observed.
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Figure 3.12. An analysis of the oxide region of junctions created using the de-
position methodology with varying barrier thicknesses. The coordination numbers
are calculated using a maximum Al–O bond length of 2.4 Å. The legend shows the
junction labels (see Figure 3.10) and the density and stoichiometry of the oxide.
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3.3.1 Oxide growth
In addition to the creation of the complete junction structures shown in Figure 3.10,
we have simulated the oxidation of a range of aluminium substrates with varying
orientations, sizes, and temperatures listed in Table 3.3. Each aluminium substrate
was geometry optimised in GULP before the start of the oxidation simulation. We
consider the (100), (110), and (111) crystal orientations of the aluminium, a range
of temperatures between 70 and 570 K, and a range of supercell sizes between 16 
16 Å and 32  32 Å. We study how the nature of the aluminium substrate affects the
growth of the oxide. The growth rate is investigated for substrates of different sizes
and we consider the how the density changes as we move from the bulk aluminium
substrate across the interface and into the oxide.
For Al (100) surfaces of different areas, we determine the relationship between
the oxide thickness and the number of oxygen atoms deposited on the surface as
shown in Figure 3.13a. In contrast to Hasnaoui et al., who find that the surface area
of the simulation cell has no effect on the relationship between the oxide thickness
and the number of oxygen atoms bonded to the surface [82], we observe a reduced
rate of growth for larger surface areas once the initial oxide thickness exceeds 7–8 Å.
Table 3.3. The oxidation of different aluminium substrates was simulated under
various conditions. In the range of structures we vary: the crystal orientation of the
face to be oxidised, the surface size, and the temperature of the substrate.
Crystal orientation Size (Å  Å) Temperature (K) Replicas
(100) 24.0  24.0 300 4
(110) 24.3  28.6 300 3
(111) 31.5  29.8 300 2
(100) 16.0  16.0 300 3
(100) 24.0  24.0 300 4
(100) 32.0  32.0 300 4
(100) 24.0  24.0 200 1
(100) 24.0  24.0 300 1
(100) 24.0  24.0 400 1
(111) 31.5  29.8 70 1
(111) 31.5  29.8 170 1
(111) 31.5  29.8 270 1
(111) 31.5  29.8 370 1
(111) 31.5  29.8 470 1
(111) 31.5  29.8 570 1
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Figure 3.13. For Al (100) substrates of varying size, oxide thickness is plotted as:
a) a function of the number of oxygen atoms (N) and; b) a function of atoms per
square Angstrom (N/Å2). The rate of oxide growth slows for larger substrates once
the initial layer has been deposited. The legend entries refer to the crystallographic
orientation and the side length of the substrate, e.g. (100)16 denotes an Al (100)
surface with a side length of 16 Å.
Hasnaoui et al. oxidise an Al (111) surface with O2 molecules while we use atomic
oxygen and the Al (100) surface, however the largest difference is in the pressure of
the simulation. We use the low pressure approximation developed in section 2.5 to
simulate independent oxidation events, in comparison to Hasnaoui et al. who perform
their study at a pressure of 10 atm (9.8  105 Pa). Figure 3.13b demonstrates that
the number of atoms per square-Angstrom of aluminium surface may be an improved
metric for the comparing structures with different surface areas.
Here the oxide thickness is calculated using the method described in Hasnaoui
et al. – as the distance between the oxygen atommost deeply embedded in the surface
and the aluminium atom closest to the surface [101]. We have found that statistical
fluctuations can have a significant impact on the accuracy of this method of deter-
mining the oxide thickness. Three examples of oxides with a calculated thickness of
10 Å are shown in Figure 3.14. In each case the separation of the deepest oxygen
atom and the highest surface aluminium atom is close to 10 Å, but a clear difference
in the surface coverage of the oxide is observed. In many of our simulations the oxide
grows to thicknesses greater than 10 Å in certain regions before the surface is com-
pletely covered. This effect is suppressed in samples with smaller surface areas due
to the periodic boundary conditions in the simulation.
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Figure 3.14. While all three oxide structures shown here have a “thickness” of
10 Å – measured as the vertical distance between the deepest oxygen and uppermost
aluminium atom – they are clearly are at quite different stages of oxidation. The
aluminium and oxygen atoms are shown in grey and orange respectively.
3.3.2 Surface coverage and hole formation during oxidation
The formation of holes during aluminium oxidation has been observed in other com-
putational studies [65]. To better understand this process, we calculate how much of
the surface is covered by the oxide as a function of the number of deposited oxygen
atoms. If holes are formed during oxidation, we should observe regions with lower
gradients, where newly added oxygen atoms are more likely to join existing regions
of oxide rather than filling the gaps. To determine the coverage of the aluminium sur-
face it is divided into squares of side length a = 0.25 Å. Each oxygen atom in the cell
is considered to create a circle of coverage. We use the Al–O bond length determined
from Figure 3.3 of r = 2.4 Å as the radius of this circle. Each square on the surface
is checked to see if it is contained within the circle of any of the oxygen atoms and
the sum of the covered squares is calculated. Fewer oxygen atoms are required to
achieve 100% surface coverage for simulation cells with smaller surface areas.
Figure 3.15a demonstrates that the qualitative behaviour of the oxide coverage is
constant when normalised by the total surface area. The rate at which the surface is
covered by the deposited oxygen is indicated by the gradients in these figures. We
observe that the speed at which the coverage increases drops off as the it nears the
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Figure 3.15. Surface coverage for: a) Al (100) substrates of varying surface area; b)
Al (100), (110), and (111) substrates and; c) Al (100) and (111) substrates at a range
of temperatures. The labels A–E refer to the snapshots depicted in Figure 3.16 of
the oxidation of the Al (111) surface at 170 K. The black triangle indicates the total
surface area of the given structure. The coverage increases at a similar rate for all the
substrates. The subplots are labelled according to the crystallographic orientation
and the side length of the substrate, e.g. (100)16 denotes an Al (100) surface with a
side length of 16 Å.
55
3. Analysis of junction models
total surface area. Figure 3.15b and c, where the substrate orientation and temperature
are varied respectively, show only minor variations from this growth behaviour. The
surface coverage on Al (111) substrates appears to increase at a slightly higher rate
than other crystal orientations, however this finding is confounded by the difference
in total surface area and the impact of statistical fluctuations.
The surface coverage was also calculated for a range of substrate temperatures
(see Figure 3.15c). The oxidation of the Al (111) surface at 170 K (the orange line on
the right-hand panel) has two separate regions with different gradients. The change in
gradient occurs at approximately 0.05 atoms per square Angstrom. The oxidation of
the surface is shown for the five different points labelled A–E in Figure 3.16. Between
A and C the oxide grows mostly in the regions which have existing oxygen atoms.
This forms an approximately oval shaped hole in the surface which is covered over
in the remaining frames between C and E.
Figure 3.16. A hole forms and closes during oxidation of the Al (111) surface at
170 K. The oxygen coverage is shown as a surface which has been rendered with
VMD [113].
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3.3.3 Density as a function of position
We investigate the density of the deposited oxides as a function of position in the
structure. To achieve this the density is calculated within a box with the same lateral
dimensions as the simulation supercell (x  y) and a height of z0. The box is posi-
tioned at z = z0=2 and moved along the z-axis in increments of dz. The value of z0 is
initially set to one half of the separation between the aluminium planes for the par-
ticular crystal orientation, then adjusted to minimise density fluctuations in the bulk
aluminium structure. We use a step size of dz = 0.05 Å. To calculate the density at a
given position, we sum the masses of the atoms contained within the box and divide
by the volume V = x y z0. We then plot the density of the structure as we move from
the aluminium substrate through to the surface. For more realistic comparisons, we
use snapshots from the oxidation simulation where number of atoms per surface area
is equal as per Figure 3.13b.
In Figure 3.17 we see that, despite some statistical variation, the density profiles
of substrates of different sizes are qualitatively similar. A persistent feature in the
density analysis is a region of decreased density which exists at the interface between
the substrate and the oxide. The shape and depth of the dip appears to differ be-
tween substrate orientations as seen in Figure 3.18. For the Al (100) surface there is
a decrease in density for approximately two aluminium planes while on the Al (111)
surface the drop in density is more sharply defined at the outermost surface of the
substrate. The Al (110) surface has the most consistent density profile across the
interface.
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Figure 3.17. Density profiles for samples of varying surface area. The dashed black
line at z = 0 Å indicates the lowest oxygen atom in the oxide. The subplots are
labelled according to the crystallographic orientation and side length of the substrate,
e.g. (100)16 denotes an Al (100) surface with a side length of 16 Å.
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For Al (100) and Al (111) substrates oxidised at different temperatures (Fig-
ure 3.19), the same feature is observed with a consistent qualitative shape for the
different crystal orientations. The variation between simulations of different temper-
atures does not follow and a trend and is similar to the statistical variation observed
in the other calculations. The additional energy available in the high temperature ox-
idation could potentially result in more motion of oxygen atoms on the surface after
their initial interaction and bonding, however surprisingly little variation is observed
for temperatures between 70 and 570 K. This hints that the oxygen atoms are tightly
bound once they are part of the oxide structure, in agreement with the generally high
stability of oxidised surfaces.
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Figure 3.18. Density profiles for samples of varying crystal orientations. The
dashed black line at z = 0 Å indicates the lowest oxygen atom in the oxide. The
subplots are labelled according to the crystallographic orientation and side length of
the substrate.
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Figure 3.19. Density profiles for samples of varying temperatures on Al (100) and
Al (111) surfaces. The dashed black line at z = 0 Å indicates the lowest oxygen atom
in the oxide. The subplots are labelled according to the crystallographic orientation
and side length of the substrate.
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3.4 Conclusions
In this chapter the junction models created in Chapter 2 are analysed. While ox-
ides with unphysically low densities are observed to be energetically unstable in the
Streitz–Mintmire potential, the stable structures formed using the melt and quench
technique have densities and stoichiometries in the range of experimental reports.
Junctions structures formed by iterative deposition are found to have higher densities
and lower stoichiometries. We believe this is partially because the Streitz–Mintmire
potential is parameterised for the accurate simulation of bulk structures rather than
the bonding of single oxygen atoms with an aluminium surface.
The differences between structures are quantified with metrics such as the radial
distribution function and the coordination number. The bond lengths in all of the junc-
tions structures – determined from the partial g(r) – are in good agreement with the
literature. We observe a consistently high proportion of four-coordination all oxide
structures which is in line with previous analyses. In the melt and quench structures,
five- and six-coordination is less probable than expected which we attribute to the
comparatively reduced density and stoichiometry of our models. A slightly higher
proportion of five-coordination is observed in the deposited junctions due to the in-
creased density.
The growth of aluminium oxide was studied on a variety of aluminium substrates.
Functionally the form of the growth is very similar in all cases where the growth rate
decreases as the surface approaches 100% coverage. The drop in the growth rate indi-
cates that past a certain point a newly deposited oxygen atom covers less new surface
area. Minimal variation of the density is observed as a function of temperature and
surface size. A region of decreased density is consistently observed at the interface
between the substrate and the oxide, and the nature of this decrease is found to be
dependent on the particular aluminium crystal orientation.
The number of samples in this work is limited due to computational constraints;
each deposited junction and oxide is the result of more than 100,000 CPU hours.
Some recent work has made use of the ReaxFF force field which could be more effi-
cient or more well suited to describing the physics of the surface interaction [85, 114].
Due to the statistical nature of the oxidation process, further studies with many more
samples are necessary to make strong statements about the effect on the oxide mor-
phology of changes to the substrate.
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The use of computational tools and techniques to improve our understanding of meso-
scopic scale electronics is an ongoing area of research. In this chapter a short review
of the relevant work in this field is given. We then introduce the theoretical back-
ground for the calculation of electronic transport properties using the non-equilibrium
Green’s function (NEGF) formalism. To understand how the resistance of the junc-
tion models varies with different structural changes, we investigate how to describe
the electrostatic potential in the three-dimensional structure. The methods developed
over the course of the chapter are tested and benchmarked against analytic expres-
sions and experimental results.
4.1 Models of electron tunnelling
The description of tunnelling behaviour was originally presented for a simple rect-
angular barrier system [15]. Later models are more sophisticated and include cor-
rections for temperature, applied voltage, and image forces [16]. The image force
correction is a modification to the effective shape of the barrier which arises when
an electron approaches a dielectric barrier and induces a positive charge due to its
proximity. This has the effect of lowering the height of the barrier at the interfaces
and “rounding off” the edges of the potential. Other changes in the barrier shape and
electronic properties due to defects and irregularities in the dielectric region have also
been studied [18, 115]. These investigations aimed to provide an improved descrip-
tion of the barrier potential which more closely fit experimental observations.
Fitting the parameters in these simple tunnelling models – such as the barrier
height and thickness – to experimental measurements is now a common practice [19–
24]. One model widely used for this purpose was published by Simmons in 1963
[17]. The Simmons model is a rectangular barrier which, with the addition of image
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charge correction, has a trapezoidal shape. An extension to this model is sometimes
used which was derived by Brinkman, Dynes and Rowell for asymmetrical systems
where the Fermi levels of the two contacts are unequal [116]. Generally, the measured
current–voltage response or conductance is fitted to determine the approximate height
and thickness of the barrier.
The fitted height of the aluminium oxide barrier varies throughout the literature
from 1 to 3 eV. A comparison between studies is difficult as the material used for the
contacts can be aluminium [117], niobium [19], copper [20], cobalt [118], or gallium
arsenide [119]. For aluminium based devices, the “typical” height of the barrier is
often quoted as 2 eV [96, 101, 117, 120] and a closer look at the literature seems to
support this generalisation. Aref et al. report a barrier height of 2.0 eV obtained by fit-
ting to the Brinkman–Dynes–Rowell model [24]. Jung et al. use the Simmons model
to obtain an estimate of the rectangular barrier height as 2.20 eV and the barrier height
reduced by the image force correction as 1.75 eV [23]. Holmqvist et al. determine a
barrier height of 3.0 eV by fitting to the Simmons model [22]. In the latter case the
device in question was constructed using a method where the aluminium surface is
oxidised twice. Following the initial oxidation step a thin layer of aluminium is evap-
orated onto the surface before the oxidation procedure is repeated. This results in a
thicker dielectric region between the contacts and could explain the increase in the
barrier height. While these models are useful tools for understanding the variation in
fabricated junctions, they are limited to a one-dimensional description of the barrier.
There is a growing body of literature in quantum transport modellingwhichmakes
use of the non-equilibrium Green’s function (NEGF) formalism to calculate the elec-
tronic properties of mesoscopic structures. The formalism allows for the device of
interest to be simulated with open boundary conditions and is easily extended to two-
and three-dimensional calculations. The strength of the method lies in its versatil-
ity: graphene, carbon nanotubes, phosphorus-in-silicon (Si:P) nanowires and various
other nanoelectronic devices have all been studied with the NEGF formalism [121–
124]. In our case the electrostatic potential of the junction oxide forms the scattering
region of the device. The scattering region is coupled to a source and a drain reser-
voir which are represented as semi-infinite contacts. In practice, the contacts are
made “large enough” such that the effect of increasing their size is negligible [125].
Any number of additional external reservoirs can be coupled to the system which
can be used to include other physical effects such as dephasing or energy loss due to
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interactions with phonons [123, 126].
First-principles calculations with a focus on Al–AlOx–Al junctions are some-
what lacking in the literature. Jung et al. construct junction models from periodi-
cally repeated aluminium layers and stoichiometric Al2O3 using density-functional
theory (DFT) methods [23]. They calculate the partial density of states (PDOS) in
the structure and use this to approximate the width and height of the barrier, show-
ing qualitative agreement with data fitted to the Simmons model [17]. In terms of
more commonly measured quantities the application of NEGF to Al–AlOx–Al tun-
nelling junctions is limited to the work of Zemanovà Dieŝkovà et al. who present an
ab-initio calculation of the junction conductance [68]. These results are compared to
the conductance as determined with other models such as rectangular and trapezoidal
barriers, and an sp-like tight-binding model. A ground state ab-initio simulation is
used to provide the parameters for the sp tight binding calculation which leads to good
agreement with the ab-initio conductance determined using the NEGF formalism.
4.2 Finite difference Hamiltonian
We implement a non-equilibrium Green’s function (NEGF) model in one-, two- and
three dimensions in order to calculate electronic transport throughAl–AlOx–Al Joseph-
son junctions. Many of the electronic properties of the system can be computed in
this formalism if the Hamiltonian describing the conduction channel is able to be ex-
pressed as a matrix [127]. An effective-mass model with nearest neighbour hopping
in D-dimensions is used to represent the system contacts and channel. The kinetic
term in a one-dimensional system is represented using the finite-difference method
as
T = p
2
2m '
NX
i
2t jii hij  
NX
<i;j>
t jii hjj (4.1)
where p is the momentum of the electron, 2t is the kinetic on-site energy for site i
and t = ~2=2ma2 is the hopping energy required to move between site i and site
j. The parameter t is governed by the spacing between points a and the effective
mass m. We choose m to be the free electron mass me as the model is designed
to describe electrons tunnelling between two contacts composed of bulk aluminium
where m ' me in the metallic regions.
In the effective-mass model a discrete number of equally spaced points represent
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the wire as shown in Figure 4.1. The same wire can be represented with increas-
ing precision by adding more points to the discretisation and reducing the distance
between the points accordingly. When generalising to systems with two or three di-
mensions, the spacing between points in each direction may differ which results in
up to three different values of the hopping energy: tx, ty and tz. We therefore describe
the kinetic energy contribution for a one-, two-, or three-dimensional system as
T =
NX
i
2Dt jii hij  
NX
<i;j>
tx;y;z jii hjj (4.2)
where the value of D is the number of dimensions
2Dt =
8>>><>>>:
2tz; 1D
2tz + 2ty; 2D
2tz + 2ty + 2tx; 3D
(4.3)
The value of the hopping energy is chosen according to the direction in which the
adjacent point lies. An example diagram of a two-dimensional system discretised in
the same way is shown in Figure 4.2 where tz is the energy required to move one
site along the transport direction and ty is the corresponding energy in the transverse
direction.
Each point has an on-site energy ϵi and is coupled to neighbouring sites by a
hopping term tx;y;z. The on-site energy is a sum of the kinetic contribution ϵ0 and the
potential contribution Vi
ϵi = ϵ0 + Vi (4.4)
ϵS ϵi ϵi ϵi ϵi ϵi ϵD
t t t t t t
Source DrainChannel
Figure 4.1. A diagram of the discretised one-dimensional system. Each site has
an on-site energy of ϵi and is connected to its nearest neighbours with a hopping
energy of t. The energies ϵS and ϵD include contributions from the source and drain
self energies ΣS=D which are defined in section 4.3. The arrows at each end of the
channel indicate the open boundary conditions.
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ϵS ϵi ϵi ϵi ϵi ϵi ϵDtz tz tz tz tz tz
ϵS ϵi ϵi ϵi ϵi ϵi ϵDtz tz tz tz tz tz
ϵS ϵi ϵi ϵi ϵi ϵi ϵDtz tz tz tz tz tz
ϵS ϵi ϵi ϵi ϵi ϵi ϵDtz tz tz tz tz tz
ty ty ty ty ty ty ty
ty ty ty ty ty ty ty
ty ty ty ty ty ty ty
ty ty ty ty ty ty ty
Source Channel Drain
Figure 4.2. A diagram of the discretised two-dimensional system. There are open
boundary conditions in the transport direction. Periodic boundary conditions in the
transverse direction connect the upper-most to the lower-most chain. The arrows at
each end of the channel indicate the open boundary conditions.
To simulate transport through a channel with a particular structure, the external po-
tential V is included which represents the electrostatic potential energy inside the
channel. For example, in a nanowire there is no external potential and V = 0 eV
everywhere. Calculations incorporating a rectangular barrier of height V0 can be
performed by setting V = 0 eV close to the leads and V = V0 in between. The
Hamiltonian of the channel (without the source and drain regions) is given by
HC = T+ V: (4.5)
where the kinetic term T is defined in Equation 4.2.
The electronic properties of the Josephson junction models are determined by
first evaluating the electrostatic potential V inside the structure on a Cartesian grid
using the Ewald sum (see Appendix A). One limitation on the form of the external
potential is that the nearest neighbour finite difference description becomes numer-
ically unstable when faced with steep gradients or quickly oscillating regions in the
potential. This is accounted for by benchmarking the calculation with respect to the
spacing of the Cartesian grid (subsection 4.3.2) and replacing the divergent Coulom-
bic potential at the atomic sites with a truncated Gaussian potential (section 4.5).
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4.3 Non-equilibrium Green’s functions
Tomodel the flow of electrons through a junction, we use the non-equilibriumGreen’s
function (NEGF) formalism [127]. In this model the transport system consists of a
channel region which is coupled to two contacts: a source and a drain. The full system
Hamiltonian is
H =
264HS τS 0τyS HC τyD
0 τD HD
375 (4.6)
where the τ matrices couple the contacts to the channel Hamiltonian defined in Equa-
tion 4.5.
Each contact is considered to be semi-infinite in length. Physically the contacts
are not semi-infinite but rather a correction is applied to the Hamiltonian to account
for an open boundary. The effect of coupling the channel to a contact is captured by
a correction known as the self energy of the contact:
Σi(E) = τyi [E  Hi] 1 τi (4.7)
where i can be either S or D to represent the self energy for the source and drain re-
spectively. It is possible to calculate the self-energy analytically for one-dimensional
systems [127]. For two- and three-dimensional systems, algorithms for determining
the self energy numerically have been developed [125]. The self energies are used
to express the broadening matrices Γi, as well as the retarded Green’s function of the
channel GR:
Γi(E) = i[Σi(E)  Σyi (E)] (4.8)
GR(E) = [(E+ iη)I  HC   ΣS(E)  ΣD(E)] 1 (4.9)
where I is the identity matrix and iη is a positive complex infinitesimal number. The
trace over the product of the Green’s function and the broadening matrices gives the
transmission through the channel as a function of energy
T(E) = Tr

ΓSGRΓDGyR

: (4.10)
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4.3.1 Recursive Green’s function calculation
To numerically determine the full Green’s function matrix of the system as defined
in Equation 4.9, we are required to invert the matrix
G 1R = (E+ iη)I  HC   ΣS   ΣD (4.11)
In general, the numerical inversion of matrices is computationally expensive. Ob-
taining the inverse of a matrix of size n using Gaussian elimination requires O(n3)
operations. Recently the parallelisation of computing, specifically across graphics
processing units (GPUs), has allowed for the development of new algorithms with
higher efficiency [128]. Sharma et al. give an excellent review in the introduction of
Ref. 128 of historical improvements in the optimisation of numerical matrix inver-
sion. In our work, calculations are performed using MATLAB to which makes use
of many of the more modern algorithms and highly optimised linear algebra routines
[129]. Despite this a matrix containing a complete three-dimensional representation
of the potential in the junction (at a sufficiently high resolution) has more than half a
million elements, making its inversion computationally intractable on currently avail-
able hardware.
Luckily, there is a way to perform the required computation by recognising that
the matrix defined by Equation 4.11 is block diagonal. A visual representation of the
channel Hamiltonian matrix HC and the matrix product in Equation 4.10 is shown in
Figure 4.3. White and shaded parts of the figure indicate zero and non-zero regions
respectively. Each of the blocks in the channel Hamiltonian matrix and the matrix
product is the size of one “slice” through the channel in the transverse direction. In the
one-dimensional case each slice consists of only a single point, i.e. Ny = 1 where we
have defined Ny as the size of the slice (or block). For a two-dimensional calculation
the number of points is equal to the number of channels in the transverse direction,
i.e. Ny = ny where the number of sites in each Cartesian direction is defined as nx, ny
and nz. In three dimensions the slice is the two-dimensional plane perpendicular to
the transport direction, i.e Ny = nx  ny.
As the transmission is determined from the trace of the matrix product, we can see
from consideration of the ΓSGRΓDGyR matrix on the right hand side that it is sufficient
to calculate only the values in the upper left block of this matrix. To obtain these
values we can reduce the computational complexity by only calculating the upper
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HC =
=ΓS GR ΓD GyR ΓSGRΓDG
y
R
Figure 4.3. A diagrammatic representation of the channel Hamiltonian HC matrix
and the matrix multiplication performed during the calculation of the transmission
with Equation 4.10. The white regions indicate zero values while shaded regions
indicate non-zero values. In the channel Hamiltonian matrix the on-diagonal blocks
are outlined in black. In the matrix product, the blocks used in the calculation of the
transmission are outlined and hatched.
right block of the Green’s function matrix GR. The recursive Green’s function (RGF)
method allows for the full Green’s function matrix to be determined by inverting a
series of matrices of size Ny rather than a via a single inversion of size n. We use an
algorithm for the inversion of block tridiagonal matrices published by Cauley et al to
calculate individual blocks of the Green’s function matrix1 [130].
A block diagonal matrix K can be expressed in terms of the on- (Ai) and off-
diagonal (Bi) blocks
K =
266666664
A1  B1 0 0 0
 BT1 A2  B2 0 0
0 . . . . . . . . . 0
0 0  BTnz 2 Anz 1  Bnz 1
0 0 0  BTnz 1 Anz
377777775
(4.12)
where the number of blocks on the diagonal in our calculation is always equal to the
number of points along the direction of transport nz. Each of the A and B blocks is of
sizeNyNy as described above. Different blocks of the inverse ofK can be calculated
1 Here we use different subscripts to Cauley et al. to improve consistency in the thesis, but much
of the notation is identical.
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using various generator series which are detailed in Ref. 130. The series required for
our work are given here:
g
 !R
nz 1 = Bnz 1A
 1
nz (4.13)
g
 !R
i = Bi

Ai+1   g
 !R
i+1BTi+1
 1
; i = nz   2; : : : ; 1 (4.14)
D1 =

A1   g
 !R
1 BT1
 1
(4.15)
and the upper right Ny  Ny block of the Green’s function is given by
~GR  GR;(1; nz) = D1
nz 1Y
k=1
g
 !R
k (4.16)
As we require only the Ny  Ny block in the upper right corner of the Green’s
function matrix which can be calculated with Equation 4.16, the transmission can be
calculated by making the substitution GR ! ~GR in Equation 4.10:
T(E) = Tr

ΓS ~GRΓD ~GyR

(4.17)
The size of the matrix to be inverted is reduced by a factor of nz from n to Ny Due to
the poor scaling of the numerical inversion of matrices, this results in a substantial
performance improvement. By using this approach we obtain moderate reduction
in the required computing time and a substantial reduction in the required memory
making it feasible to perform three-dimensional transport calculations.
4.3.2 Rectangular barrier tunnelling
To establish the numerical precision of the NEGF method for barrier systems we
compute the transmission probability through a rectangular barrier with Equation 4.17
and compare the result to the analytic solution. For a one-dimensional calculation
the transmission has a value between 0 and 1; this represents the probability that an
incident electron with a certain energywill tunnel through the barrier. The rectangular
barrier problem is covered in many undergraduate texts and it is relatively easy to
obtain a solution. Defining
k =
r
2m(V0   E)
~2
and k0 =
r
2m(E  V0)
~2
(4.18)
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the transmission is given by
T(E) =
8>>><>>>:
h
1+ V02 sinh2 kd4E(V0 E)
i 1
E < V0h
1+ V02 sin2 k0d4E(E V0)
i 1
E > V0
1+ V0 md2~2
 1 E = V0
(4.19)
where m is the effective mass of the particle, d is the thickness of the rectangular
barrier, and V0 is the height of the barrier.
The probability of transmission through a rectangular potential barrier with a
height of 2 eV and a width of 15 Å (see inset of Figure 4.4) was calculated over
a range of energies. In Figure 4.4 the analytic result is compared to the NEGF cal-
culation at two different discretisations. The transmission calculated with the NEGF
method at the higher resolution of 3 points per Angstroms (PPA) shows excellent
agreement with the analytic result. At the lower resolution of 1 PPA there are de-
viations from the analytic solution; the magnitude of the transmission differs in the
range 2.0–3.0 eV and the positions of the transmission resonances are shifted to lower
energies for E > 3.0 eV.
The result of NEGF calculations in one, two, and three dimensions for the same
barrier structure are shown in Figure 4.5 for channels of width w = 8 Å and w =10 Å.
In moving beyond a one-dimensional model, additional modes become available for
transmission. The transmission is identical to the one-dimensional calculation at
lower energies, however at higher energies values close to three and five are reached
in the two- and three-dimensional calculations respectively. The energy at which the
new subbands are accessible is observed to be dependent on the width of the chan-
nel, with more energy required in narrower channels. In this calculation, periodic
boundary conditions were applied and two additional subbands are accessed in each
transverse direction when a sufficient energy is reached. These higher modes, or
subbands, are discussed in the next section.
4.4 Subbands in mesoscopic systems
In nanowires quantisation of conductance is induced by the confinement of the elec-
trons in the directions perpendicular to transport. This causes the transmission func-
tion to increase in integer steps as a function of the energy of the incoming electron
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Figure 4.4. A comparison of the transmission through a rectangular barrier as cal-
culated using the analytic solution (Equation 4.19), and the NEGF formalism (Equa-
tion 4.17) at low and high resolutions in points per Angstrom (PPA). The inset figure
shows the rectangular barrier potential with a width of 15.0 Å and a height of 2.0 eV.
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Figure 4.5. Transmission through a 15 Å thick and 2.0 eV high rectangular barrier
in 1D, 2D, and 3D calculated with the NEGF formalism. Results are shown for a)
w =8 Å; b) w =10 Å. The dimensions of the systems are w  w 25 Å. Addi-
tional transmission modes become available at higher energies, where the energy is
dependent on the lateral size w of the channel.
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[124, 131]. Each step corresponds to new subband which increases the conductance
by e2=h. The energy spacing between the steps is reduced as the wire is made larger
in the direction transverse to electron flow [124]. In macroscopic devices the discrete
steps become a continuum such that the conductance is directly proportional to the
area of the channel. The total transmission T(E) of the channel system calculated
using Equation 4.10 (or Equation 4.17) is in fact a product of the number of modes
M and the average transmission per mode T
T(E) = MT: (4.20)
In this work we simulate devices in one-, two-, or three-dimensions with open
boundary conditions in the direction of conduction and periodic boundary condi-
tions (PBCs) in the directions transverse to conduction. Moving to a two- or three-
dimensional representation of the channel in real space necessarily expands the k-
space to become two- or three-dimensional. As an example a two-dimensional sys-
tem of length L and width W will now be discussed.
The system is divided into ny one-dimensional channels which each contain nz
sites (see Figure 4.2). In the effective-mass model the energy of a free electron is
described by a cosine band with the energy-dispersion relation:
En(kn) = 2ty(1  cos (knay)) (4.21)
where the eigen-energies En are related to the spacing between points in the trans-
verse or y-direction and the overall width of the channel W. The cosine dispersion
relationship is only defined in a finite energy range between E = 0 and E = 4t giv-
ing the system a fixed bandwidth which is inversely related to the spacing between
points. Along the ky axis there exist ny allowed values separated k = 2π=W. The
allowed values of kn can be written as
kn =
2πn
W 8 n 2 Z
0
n (4.22)
where Z0n is the set of allowed values of n
Z0n 
n
y 2 Z
   ny2 < y  ny2 o (4.23)
In the y-direction we have periodic boundary conditions and the simulated device
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can be considered to be the unit cell of an infinite periodic system. This means that
there exists a Brillouin zone (BZ) defined byW the width of the system:
kBZ 2

  πW ;
π
W
i
: (4.24)
The value of n is restricted to the integers and from Equation 4.22 we determine that
kn=1 = 2πW (4.25)
From this we can see that for all n 6= 0 the k-values lie outside the first Brillouin
zone (1BZ). In fact, we can think of the band as being reflected at the boundaries of
the 1BZ. Additionally, it turns out that the spacing between k-points is exactly equal
to the width of the 1BZ ensuring that all k-points in the transverse band are folded
to ky = 0. Figure 4.6 shows an example of the band folding concept in a discretised
systemwith ny = 4. Due to the periodicity of the Brillouin zone, there is one inclusive
and one exclusive boundary in the limits defined in Equation 4.24. This explains the
apparent asymmetry in the placement of the k-points and the exclusion of the point
at k =  π in Figure 4.6.
In the context of the transport calculation, each point folded to ky = 0 in the
transverse corresponds to a subband in the direction of transport. The energies of the
- -/2 0 /2 
kyay
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Edge of 1BZ
Cosine band
Folded k-points
Discretised band
Figure 4.6. The discretisation of the energy-dispersion relationship in the trans-
verse direction means that k-values outside the first Brillouin zone (dashed lines)
are folded back to k = 0. There are four possible values because ny = 4. Note that
the k-points at π=2 are energy degenerate and are folded to the same point.
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subbands are given by Equation 4.21. Figure 4.7 demonstrates how the position and
bandwidth of the subbands relates to the density of states (DOS) and the transmis-
sion function T(E) for a two-dimensional system with four bands. We note that the
transmission reaches a value of one in the low and high energy bands, and two in
the central band. This is because two degenerate subbands occur at k = π=2. The
sharp peaks in the DOS are known as Van Hove singularities [132]. These occur be-
cause the DOS is related to the gradient of the energy-dispersion relationship which
approaches zero at the band edges. The singularities here are not truly divergent as
the DOS is evaluated on a discrete energy grid in the calculation.
The energies of the subbands can be directly related to the lateral width of the
channel by substituting Equation 4.22 in Equation 4.21:
En(ky) = 2ty

1  cos

2πnay
W

(4.26)
From this relationship it is clear that as the width of the simulated channel increases,
the separation in energy between modes decreases. Hence more subbands are avail-
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Figure 4.7. The band structure in a two-dimensional simulation with ny = 4. The
energies of the points at ky = kz = 0 (see Figure 4.6) correspond to bands in the
transport conduction direction (left panel). For illustration purposes ty < tz to sepa-
rate the bands in energy. The grey-black dashed line is overlaid to indicate that there
are two bands of equal energy. The density of states (DOS; centre panel) and the
transmission function (right panel) are calculated using the NEGF transport code. It
can been seen that transport occurs only at energies where there are states available
to be filled, as expected.
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able for conduction in a wider device at a given energy, as we know from the observed
quantisation of conductance. As the channel width increases further the energy differ-
ence between the steps becomes smaller such that eventually the conductance scales
with the area of the channel.
Computational resources place an upper limit on the size of the structures we can
model which include the atomic structure of the junction. The models developed
in Chapter 2 have lateral dimensions of 16 Å (for the deposited junctions) or 24 Å
(for the melt and quench junctions). In structures of these sizes, the quantisation of
conductance due to confinement still play a significant role in the physics. In real
Al–AlOx–Al tunnel junctions confinement effects are minimal and the device con-
ducts in the continuum regime. For a conduction channel with no external potential
(e.g. a nanowire) scaling by the number of available modes at a given energy would
allow us normalise the result. Recalling that the transmission calculated in the NEGF
formalism is a product of the number of modes M and the average transmission per
mode T (Equation 4.20), we could likewise state that T = 1 for a nanowire system.
With the inclusion of a barrier structure (either rectangular or amorphous), it becomes
unclear how to separate the number of modes and the average transmission. Hence
we are unable to scale by the area due to quantisation and unable to scale by the num-
ber of modes due to the complexities of the potential. To circumvent this problem
we multiply the calculated resistance of the device by the cross-sectional area of the
simulation cell to obtain the correct units (Ω μm2) and fit the calculation to an ex-
perimental value of the resistance-area product. This method of fitting is detailed in
section 5.2.
4.5 Junction potentials
The probability of an electron tunnelling through the channel depends on both the
kinetic term which we saw in section 4.2 and the external potential V. To model
transport through a specific atomistic junction structure, we must therefore me able
to extract the electrostatic potential as a function of position on a three-dimensional
Cartesian grid. In the NEGF model the Hamiltonian of the channel is then written as
the sum of the kinetic and potential energies, as we saw before
HC = T+ V: (4.27)
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4.5.1 Calculating the potential in the Josephson junction model
An important difference between theoretical modelling and experimental measure-
ments is the presumed shape of the barrier potential. Often a simplified one-dimensional
representation is used for theoretical work. Here we are able to calculate the com-
plete three-dimensional potential from the coordinates and charges obtained from the
molecular dynamics calculation. The junction potential is calculated on an evenly
spaced three-dimensional grid using the Ewald summation technique. This method,
detailed in Appendix A, calculates the electrostatic energy of a periodically replicated
three-dimensional cell containing charged particles.
Normally the real space energy contribution to the Ewald sum is given by a pair-
wise Coulombic interaction. In the NEGF method the finite difference description
detailed in section 4.2 becomes a poor approximation when confronted with the di-
vergences arising from the Coulombic potential close to a charged particle. In our
work the Coulombic potential is replaced for short-range interactions with a potential
with a Gaussian form. This allows us to avoid the large divergences associated with
the 1=r potential but retain the important physics.
We define a radius rc inside which the Gaussian-like description of the poten-
tial will be used. The function h(r) which combines the Coulombic and Gaussian
components is derived in Appendix A and written as
h(r) =
8<:
1
rc exp
h
1
2   r
2
2rc2
i
jrj < rc
1
r otherwise:
(4.28)
The different potential profiles are shown in Figure 4.8 where the red points in-
dicate the potential used in our calculations. The energy scale in the figure is charac-
teristic of the atomic sites in a real calculation where the magnitude of the potential
of the order of tens of volts. As we are interested in energies of the order of 1 eV, the
application of the truncation still allows the atomic structure inside the junction mod-
els to be reflected in the calculated electronic properties. By using the Gaussian-like
potential to describe the short range interactions we ensure that the potential varies
smoothly throughout the junction structure and avoid the numerical instabilities of
the Coulombic divergences.
The electrostatic potential is calculated on a three-dimensional Cartesian grid of
points inside the junction structure. The three-dimensional potential is averaged over
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Figure 4.8. The truncated Coulomb potential is used for the transport calculations to
avoid large divergences caused by the point charges. Short range interactions at r <
rc. are described by the Gaussian potential, while the Coulombic potential is used
for larger values of r. The Coulomb and Gaussian potentials are matched to have an
equal value and gradient at r = rc. The points used here to illustrate the truncated
Coulomb potential are separated by a distance of 1/3 Å which is representative of
the spacing used in the transport calculations.
either one or both of the lateral dimensions to create the one- and two-dimensional
representations of the junction potential shown in Figure 4.9. The one-dimensional
potentials calculated with a pure Coulombic interaction and for a truncation of rc =
1.2 Å are both shown. The truncation rounds off the more extreme peaks and valleys
in the barrier region, however both potentials are free from large divergences, making
them amenable to the finite-difference approach. Replacing the Gaussian potential
with an alternative smoothly varying function would produce similar results. One
might also consider simply truncating the potential at a cutoff energy to remove the
divergences. This introduces a discontinuity at the point of the cutoff and is less
physical than the Gaussian potential.
From inspection of the one-dimensional potentials in Figure 4.9b, the Gaussian
modification to the short range potential appears to be an unnecessary complication.
Considering the effect of the truncation the minimum and maximum values of the po-
tential in higher dimensions (see Table 4.1) it is clear that it is an essential step for two-
and three-dimensional calculations. In the two-dimensional potential the extrema are
reduced to 10–20% of their original values; the reduction is even more pronounced in
three dimensions where the maximum value of the potential is reduced by over 99%
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Figure 4.9. These one- and two-dimensional junction potentials for rc = 1.2 Å. The
potentials are created by averaging the three-dimensional potential over either one
(2D) or both (1D) of the transverse directions.
from more than 3000 to about 25 eV. Given that the energy of an incoming electron
is typically in the range 0–4 eV in our calculations, the truncation should only mini-
mally affect the physical phenomena we are interested in which arise from the detail
of the atomic structure. Without the truncation in place, the existence of Coulombic
divergences is highly sensitive to the positions of the atoms relative to the Cartesian
grid on which the potential is calculated.
The radius rc at which the Gaussian potential is used in place of the Coulombic
potential is a free parameter in our calculations. At low values of rc steep gradients
around the atomic sites affect the numerical stability of the calculation. When the
Table 4.1. The minimum and maximum values in the potential before and after
truncation at rc = 1.2 Å. The percentage by which the minimum and maximum are
reduced by the truncation is also given.
V1D (eV) V2D (eV) V3D (eV)
rc (Å) Min. Max. Min. Max. Min. Max.
0.0 -0.099 5.024 -12.764 46.336 -827.116 3335.080
1.2 -0.083 4.390 -1.086 8.593 -14.868 25.778
Truncation (%) 16.16 12.62 91.49 81.46 98.20 99.23
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value of rc is higher, the physics contained in the peaks and troughs of the potential
landscape are effectively “smoothed over”. With this in mind, our aim is to choose
the value to be as small as possible without encountering numerical instability.
In order to choose an appropriate value of rc the transmission function was cal-
culated in three-dimensions for a range of radii. The transmission is plotted in Fig-
ure 4.10a for radial truncations in the range rc = 1.0–1.3 Å. As the radial truncation
increases the Coulombic divergences are smoothed out which in turns affects the sta-
bility of the calculated transmission; this behaviour is observed in the residuals shown
in Figure 4.10b. The inset in Figure 4.10a shows a decrease in the variance of the cal-
culated residuals var(r) as rc increases. At rc = 1.1 Å we see smooth behaviour in the
tunnelling regime where T(E) = 0–1, while at higher energies the size of the residuals
increases. For rc = 1.2 Å, transmission at the higher energies is also smooth allowing
us to reliably calculate both the tunnelling and the I–V characteristics at high bias
voltages. The transmission function is observed to be smoothly continuous at, and
above, this truncation radius. With the view to include as much of the physics around
the atomic sites as possible we use the smallest value of rc which is numerically stable
across the energy range of interest: rc = 1.2 Å.
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Figure 4.10. The three-dimensional transmission function calculated for rc = 1.0,
1.1, 1.2 and 1.3 Å. Smoothing spline fits calculated with MATLAB are also shown.
The energy at which the exponential tunnelling transmission occurs shifts as a func-
tion of rc. The residuals shows the of the transmission function clearly moving from
unpredictable to smooth behaviour. The variance of the residuals is shown in the in-
set figure as a function of the truncation radius rc.
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4.5.2 Systematic shift of the transmission function
As the reader may have observed in Figure 4.10a, the transmission function not only
becomes smoother but also shifts to higher energies as the value of rc is increased.
To investigate this effect we construct two-dimensional potentials in which the mean
of the potential φ is constant while the deviation about the mean Δφ is varied. The
potentials have the shape of a rectangular barrier in the transport direction and square
and triangle waves are used for the profile in the transverse direction. To study this
systematically a mean value of φ = 3.0 eV is used and Δφ is varied over the range
0.0–5.0 eV in 0.5 eV increments. The shift in the transmission function is determined
by calculating the energy at which the transmission reaches the fixed value of T(E) =
0.025; this equates approximately to an experimentally observed tunnelling resistance
[24]. The deviation ΔE from the rectangular barrier calculation (Δφ = 0.0 eV) is
plotted against the variance of the potentials in Figure 4.11a. As the variance of
the potential increases, the transmission function shifts down in energy. This can be
understood as the introduction of lower energy pathways for the electrons to tunnel
through. These pathways do not exist in the one-dimensional picture as averaging
down to one dimension would make all of these potentials equivalent.
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Figure 4.11. a) The effect of the variance in the artificially constructed potentials on
the energy shift of the transmission function computed in 2D. The inset panels show
the transverse shape of the respective potentials. b) The change in the variance of the
calculated junction potential as a function of the radial truncation rc. The magnitude
of the variance differs significantly between the 2D and 3D results. The inset shows
the 2D data on a smaller scale.
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Applying this understanding to the junction potentials, we predict that changing
the value of rc would affect the variance of the potential by modifying the depth of
the wells in potential landscape. This is indeed what we observe in Figure 4.11b.
We note that while the form of the change is similar, there is a significant differ-
ence in the depth of the wells and variance of the potential between the two- and
three-dimensional calculations. These results in combinationwith the systematic shift
found with the artificially generated potentials explain the energy offset between the
transmission functions in Figure 4.10a.
For a fixed radial truncation of rc = 1.2 Å we calculate the transmission through
one-, two- and three-dimensional junction potentials for a characteristic junction (see
Figure 4.12). The mean variance in the potentials of the junction models developed
using the melt and quench process described in section 2.3 was determined for dif-
ferent dimensionalities. In the one-dimensional potentials the variance is 0.75 eV2
while for two- and three-dimensional potentials the variance increases to 2.0 eV2 and
26.0 eV2 respectively. Based on the trend observed in Figure 4.11a, these variances
equate to energy shifts in the transmission function of ΔE ' –0.25, –0.5, and –4.5 eV
for the one-, two-, and three-dimensional results respectively. In Figure 4.12 an en-
ergy shift of approximately 0.2 eV is found for the change from 2D to 1D, and almost
2 eV for the change from 3D to 1D.
These are similar (but smaller) shifts than estimated from consideration of the
variance of the potentials. However, the constructed square and triangle potentials
have a periodicity to their structure which is substantially different to the amorphous
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Figure 4.12. Transmission through an amorphous barrier in an Al–AlOx–Al junc-
tion in 1D, 2D, and 3D. The dimensions of the system are 24.3  24.3  50.2 Å3.
The barrier has a stoichiometry of γ = 1.25 and a density of ρ = 0.8.
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structure of real junction potentials. A complex interplay between the dimension-
ality of the calculation, the radial truncation, and the atomic details of the junction
structure therefore determines the energy range of the transmission function in which
tunnelling behaviour is observed. Despite this the functional form of the exponential
tunnelling is largely preserved with the exception of a shift in the origin. We account
for any possible shift in the transmission function which arises from the truncation
and variance in the potential by fitting the model to an experimental value for the
resistance-area product (see section 5.2).
4.6 Calculation of electronic properties
When the channel region is described accurately the NEGF technique is capable of
producing results arbitrarily close to the analytic solutions to well-studied problems.
This was demonstrated in subsection 4.3.2 for the rectangular barrier tunnelling prob-
lem. However the use of the method is not restricted to systems where a pure ana-
lytic solution can be found. Rather the major benefit of this approach is that one can
model almost any device while making only minimal changes to the input param-
eters of the calculation. This makes it ideal for studying amorphous systems, such
as Al–AlOx–Al tunnel junctions, or disorder effects in otherwise pristine devices.
For highly ordered and symmetric systems a k-space (or mode space) representation
is computationally simpler [68, 122]. The electrostatic potential in an amorphous
structure such as the dielectric region of the junction lacks both order and symmetry,
hence it is more practical to solve the problem in real-space rather than k-space.
4.6.1 Landauer–Büttiker formalism
To calculate the current through a channel coupled to source and drain contacts we
use the Landauer–Büttiker formalism [127]
I = e
2
h
Z 1
 1
T(E) [fS(E+ μS)  fD(E+ μD)] dE (4.29)
where q is the charge of an electron, and ~ is the reduced Planck constant, fi(E + μi)
is the Fermi function for the given contact and the subscripts S and D denote source
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and drain contacts respectively. The Fermi functions are given by
fi(E) =
1
exp
h
E μi
kBT
i
+ 1
(4.30)
where kB is the Boltzmann constant and T is the temperature in Kelvin. In the case
where we symmetrically voltage bias the system
μS = μ0 +
V
2 and μD = μ0  
V
2 (4.31)
where μ0 is the Fermi level of the system.
For a characteristic junction structure with a density of ρ = 0.8 and a stoichiometry
of γ = 1.25, the current-voltage response is calculated using Equation 4.29 where the
transmission T(E) is determined with Equation 4.17. Figure 4.13 shows good agree-
ment with experimental measurements of thin Al–AlOx–Al junctions with a linear
response at low bias [133]. The non-linear response is visible where the calculated
data points deviate from the grey dashed line. The I–V data at high bias voltages
(greater than 2.0 V) can be fitted to the Fowler–Nordheim type equation which will
be discussed in subsection 5.1.2.
Figure 4.14 shows the current and conductance of the junction in the linear re-
sponse regime. We find a quadratic dependence of the differential conductance on
voltage as observed experimentally by Gloos et. al. [117].
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Figure 4.13. The current-voltage response of a tunnel junction model is determined
with a three-dimensional NEGF calculation. Non-linear and linear (inset) responses
are both observed as expected.
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Figure 4.14. a) The current in the low bias regime has a linear response. b) The dif-
ferential conductance (dI=dV) has a parabolic-like response as a function of voltage.
In the case of Josephson junctions, the quantity of interest is often the normal state
resistance. This can be determined by calculating the current as a function of applied
voltage and examining the gradient of the resulting data. However, by using a slight
modification of Equation 4.29 we obtain the zero-voltage conductance
G =  e
2
h
Z 1
 1
T(E) @f0(E)
@E dE (4.32)
where f0(E) is the equilibrium Fermi function
@f0(E)
@E =  
1
4kBT
sec2

E  μ0
2kBT

(4.33)
It is then simple to calculate the normal resistance of the channel from the inverse of
the conductance
RN(μ0) =
1
G(μ0)
(4.34)
This allows us to efficiently calculate the resistance by performing the transport cal-
culation only for the zero-voltage case. A further optimisation is possible if we con-
sider taking a zero-temperature limit where Equation 4.33 becomes a delta function
at the Fermi level μ0. In this case we are able to determine RN from the value of the
transmission function at the Fermi level μ0
RN(μ0) =
2
G0T(E = μ0)
(4.35)
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where G0 = 2e2=h is the conductance quantum2.
Starting with the Landauer–Büttiker formalism we have arrived at three different
methods by which to calculate the junction resistance. This quantity can be obtained
(in order of increasing approximation):
• from the gradient of the current–voltage curve calculated with Equation 4.29;
• in the zero-voltage limit with Equation 4.34;
• in the zero-temperature limit with Equation 4.35.
Using the determination of the resistance from the gradient of the I–V curve as a
benchmark, a comparison of the methods is shown in Figure 4.15. Considering the
zero-temperature limit we find that this technique is reliable to within 5% up to a
temperature of almost 150 K. At room temperature the resistance is overestimated
by as much as 25%. The zero-voltage limiting case is highly accurate up to 150 K
after which it begins to slightly underestimate the resistance (by 1–2%). In the limit
T! 0 K the three different methods approach the same result.
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Figure 4.15. A percentage difference comparison of the different methods of calcu-
lating the resistance. The current is calculated for a range of voltages between -20
mV and 20 mV which lie in the linear response regime.
2 The conductance quantum G0 = 2e2=h is the conductance of two channels; accounting for both
spin up and spin down electrons. In our calculation the conductance in the zero-temperature limit is
the product of the conductance of a single channel (e2=h) with the transmission at the Fermi level
T(E = μ0).
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4.7 Summary and outlook
While many tunnelling models restrict the description of the barrier potential to a sim-
ple one-dimensional picture [17, 116], the model developed in this chapter allows us
to calculate of electronic properties of atomistic junction models which include the
full three-dimensional detail of the structure. The current, conductance, and resis-
tance are calculated with the non-equilibrium Green’s function formalism (NEGF).
At sufficiently high discretisations the transmission calculated with the NEGF calcu-
lation is indistinguishable from the analytic solution to the rectangular barrier prob-
lem. Subbands emerge at higher energies in two- and three-dimensional calculations
in agreement with previous observations of quantised conductance in mesoscopic
systems in both experimental and computational studies [124, 131].
The NEGF formalism requires the electrostatic potential of the channel as an in-
put. This is determined using the modified Ewald sum discussed in section 4.5 and
detailed in Appendix A. In this way the atomic positions and charges – which are
an output of the molecular dynamics calculations – become an input to NEGF for-
malism which we use to calculate the electronic properties. It was found that replac-
ing the short-range Coulombic interaction in the Ewald sum with a smoothly varying
Gaussian-like potential increased the numerical stability of the calculations. In future
extending the finite differencemodel to second or third nearest neighbour interactions
may allow us to reduce the truncation radius rc below which the Gaussian potential
is used. However, the addition of the second nearest neighbour would increase the
number of non-zero elements in the broadening matrices by a factor of four which
has an impact on the computational cost of calculations. Further optimisations be-
yond the recursive calculation of the Green’s function would therefore be necessary
to complete three-dimensional transport calculations with a higher order finite differ-
ence description of the kinetic energy.
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5. Resistance of tunnel junctions
In this chapter, we first benchmark the non-equilibrium Green function (NEGF) for-
malism against experimentally reported values of the normal state resistance-area
product and the Fowler–Nordheim model. We then establish a method to choose
an appropriate value for μ0 in our calculations which is connected to an experimen-
tal value. With this in place we investigate the dependence of the resistance-area
product on the oxide barrier’s thickness, density, and stoichiometry. Moving to a
smaller scale, the impact of atomic defects on the resistance-area is analysed using
the displacement of atoms from equilibrium as a simple example. The movement
of the atoms is found to induce a dipole-like structure in the electrostatic potential.
Dependence of the resistance-area on the strength of the dipole and the position of
the displaced atom is studied. Our results show that the effect varying the macro-
scopic characteristics of the barrier such as the density can be adequately captured in
a one-dimensional calculation, while the impact of atomic scale defects is not fully
represented without using a complete three-dimensional description of the junction’s
structure and potential.
5.1 Benchmarking the calculation
5.1.1 Conductance and resistance
To benchmark the calculation of the resistance we examine the existing literature.
Recently, tunnelling electron microscopy (TEM) techniques have been used to inves-
tigate the atomistic structure of Josephson junctions. The oxide thickness is found to
vary across the width of devices which leads to the conclusion that the thinnest ox-
ide regions dominate the tunnelling current due to the exponential dependence of the
tunnelling rate on the thickness.
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Zeng et al. report on the variation in oxide thickness across Al–AlOx–Al junc-
tions [61] suggesting that barrier tunnelling is dominated by the thinner regions of
the barrier. Scanning transmission electron microscope (STEM) images of the junc-
tion were obtained and intensity profiles measured at many different positions in each
sample. The samples vary in the duration of the oxidation (either 3 or 30 minutes)
and the pressure (either 0.1 or 1 mbar). The results indicate that all samples have
Gaussian distributions of thickness and a dependence of the mean barrier thickness
on both oxygen pressure and oxidation time. The standard deviation of the thick-
nesses is approximately 0.35 nm for all samples and is unaffected by the variation in
time or pressure. Using the Simmons model, Zeng et al. establish a method of calcu-
lating the proportion of the conductance contributed by barrier regions below a given
thickness. It is estimated that 90% of the current flows through the thinnest regions
of the barrier which comprise less than 10% of the total area.
Aref et al. discuss TEM imaging of an Al–AlOx–Cu tunnel barrier to examine
the variation in the oxide thickness [24]. The measured resistance-area product of
the device is reported as RTA = 600 Ω μm2. This quantity is often reported as it is
a consistent indicator of device quality for junctions of different areas. For a given
oxide thickness d, the potential in the device is modelled using the Brinkman–Dynes–
Rowell (BDR) model [116]. This is an extension of the Simmons model [17] which
allows for asymmetry in the potential on either side of the barrier.
The BDR potential is given by
φ(x) = ϕ +

x
d  
1
2

δϕ   1:15e
2 ln 2
8πεεrd
1
x(d  x) (5.1)
where ϕ is the mean barrier height, εr is the dielectric constant of the oxide, and
dϕ is the asymmetry which arises from the difference between the aluminium and
copper interfaces. The potential given in Equation 5.1 is used in the WKB formula
to calculate the tunnelling probability as a function of energy:
P(E) = exp
 
 
p
8m
~
Z x2
x1
p
φ(x)  E dx
!
(5.2)
where x1 and x2 are given by the intersection where φ(x) = E. The conductance per
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area is then calculated by substituting this expression into an integral over energy
gT =
me2
2π~3
Z 0
 μ0
P(E) dE (5.3)
No value for μ0 is published by Aref et al. and here we use a Fermi level of μ0 =
11.8 eV (which is the Fermi level for a pure aluminium structure). As the integration
in Equation 5.3 is between  μ0 and 0, the precise Fermi level has less impact on the
final result as long as the integral covers probabilities in the range P(E))  1 to
P(E) ' 1. Conductance is calculated using these formulæ for the measured distribu-
tion thicknesses of the junction barrier, demonstrating that thin regions dominate the
tunnelling current due to the exponential dependence on the thickness.
We use a similar approach to determine a single “effective” oxide thickness which
reproduces the reported resistance-area product of 600 Ω μm2. The resistance-area is
calculated from the inverse of gT as defined in Equation 5.3. The published values of ϕ
= 2.0 eV, εr = 10, and dϕ = 0.25 eV are used and the barrier thickness is varied. We also
perform a one-dimensional NEGF calculation to calculate the transmission through
the Brinkman–Dynes–Rowell potential. The conductance is found by making the
substitution for the transmission probability P(E) ! T(E) in Equation 5.3 where
T(E) is defined in Equation 4.17. The resistance-area is calculated as a function of
barrier width with both methods and shown in Figure 5.1.
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Figure 5.1. The resistance-area of a Brinkman–Dynes–Rowell barrier potential cal-
culated with the NEGF formalism and the WKB approximation. The dashed line
indicates the magnitude of the resistance-area product reported by Aref et al [24].
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Good agreement is observed between the two methods with a clear exponential
dependence on the barrier thickness d. While the WKB formula consistently gives
a slightly lower result than the NEGF calculation, this is relatively minor given the
exponential dependence on barrier thickness. The effective oxide thickness which
gives a resistance-area product of 600 Ω μm2 is approximately d = 8.8 Å. This value
for d is close to the thinnest regions measured by Aref et al and consistent with the
idea that a large proportion of the current flows through these regions.
5.1.2 Fowler–Nordheim
While the WKB approximation is useful for evaluating the performance of the model
at low bias, we are also interested in considering high bias situations. To this end
we consider the Fowler–Nordheim tunnelling model which provides a prediction of
the current arising from tunnelling electrons at high bias voltages where the emission
of electrons from the material is caused by the applied electric field [134]. Measure-
ments of tunnelling currents can be analysed with the Fowler–Nordheimmodel which
can be written as [133, 135, 136]
I(V) = αAaβ
2V2
φ exp

 bφ
3=2
βV

(5.4)
where A is the cross-sectional area of the device, φ is the work function and β is the
inverse of the barrier thickness d. The quantities a and b are the Fowler–Nordheim
constants which are given by
a = e
3
8πh and b =
8π
3
p
2m
eh (5.5)
where m is the effective mass of the electron in the oxide (here we use the free
electron mass me). The values of the scaling parameter α and the work function φ are
determined by fitting the calculated current-voltage data with Equation 5.4.
Using the non-equilibriumGreen’s function (NEGF) formalism developed inChap-
ter 4 the current-voltage response for the melt and quench junction T15 is calculated
over a range of voltages using a Fermi level of μ0 = 1.0 eV. The barrier thickness
and junction area are d = 21.42 Å and A = 24.2  24.2 Å2 respectively. The method
to be outlined in subsection 5.2.1 was used to calculate the value of d. Figure 5.2
shows that the Fowler–Nordheim model can be fitted to the I–V data which was cal-
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Figure 5.2. The calculated current–voltage data in the non-linear response regime
is fitted to the Fowler–Nordheim model (Equation 5.4). a) the data is plotted on a
logarithmic scale; b) the Fowler–Nordheim plot (current divided by the square of
the voltage vs. inverse voltage) on which the fit is linear. The fitting parameters are
found to be α = 60960 and φ = 1.922 eV.
culated with NEGF. The model is designed to describe the non-linear response which
occurs at high voltages. From the figure we can see that the fit matches the data well
above a value of 2 V. The values obtained from the fitting process are α = 60960 and
φ = 1.922 eV. The fitted value for the work function is in good agreement with the
generally quoted barrier height of 2 eV [96, 101, 117, 120].
5.2 Working with junction models
5.2.1 Defining the thickness of the barrier region
The thickness of the barrier is difficult to define from the atomistic structure due to the
broad interfacial regions between the oxide and the contacts. Additionally, in terms
of the electronic response, the effective thickness is related to the choice of Fermi
level. This can be understood by considering a system in which the Fermi level lies
above the top of the barrier; in such a case the barrier’s existence is merely a pertur-
bation in the potential felt by an electron at the Fermi level. For our calculations, the
barrier thickness d is evaluated at a specific value of the Fermi level μ0. First, the elec-
trostatic potential is calculated from the three-dimensional junction structure which
comes from the molecular dynamics calculations. The three-dimensional potential
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Figure 5.3. The definition of the oxide thickness for the transport calculations. The
intersection points of the one-dimensional junction potential with the Fermi energy
are determined and the distance between these points d is used as the thickness. The
shaded area on the figure indicates the effective barrier seen by an electron at μ0 =
1.0 eV.
is averaged over the directions transverse to conduction to create a one-dimensional
representation. The first and last intersections between the one-dimensional potential
and the Fermi level are found and the difference between these two points is used at
the barrier thickness d as demonstrated in Figure 5.3.
5.2.2 Fitting the Fermi level
Throughout the previous chapter we avoided a fundamentally important question
which we must now face: what is the value of the Fermi energy μ0 in the atomistic
Josephson junction models we have created? The Fermi energy appears in the ex-
pressions for both the current (Equation 4.29) and the conductance (Equation 4.32).
The results are in fact highly sensitive to the value of μ0 because of the exponential
behaviour of the transmission function in the tunnelling regime. Another concern is
that the energies where tunnelling occurs shift as a function of rc as we observed in
subsection 4.5.2. Even the definition of the thickness discussed above is a function
of μ0.
To determine the correct Fermi energy μ0 for our model we fit the calculation to a
known experimental value for the resistance-area product. The resistance of one junc-
tion is calculated as a function of energy and the energy which produces the experi-
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mental value is chosen as μ0. However, using a single junction as a standard reference
point brings with it a new question: which particular structure (thickness, density,
and stoichiometry) is the best representation of the experimental result? Given what
is known about the distribution of barrier thicknesses in a real junction device, we
contend that the measured resistance-area is representative of the thinnest regions in
the junction which dominate transport. On this basis we choose the melt and quench
junction structure T11, which has the thinnest oxide barrier, as our reference point (see
Table 2.1).
In Figure 5.4 the resistance-area of the reference junction is plotted as a function
of μ0 in one, two, and three dimensions. Due to the shift in the transmission with
dimensionality, as explored in subsection 4.5.2, three different values of the Fermi
level must be determined. The intersections between the calculated results and the
experimental resistance-area, observed on Figure 5.4, are used to set the values of
μ0 for the different dimensionalities. For an experimental resistance-area product of
600 Ω μm2, we find values for μ0 of 2.710 eV, 2.629 eV, and 1.365 eV for 1D, 2D,
and 3D calculations respectively [24].
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Figure 5.4. The resistance-area of the junction used as a reference point T11 plot-
ted as a function of the Fermi level μ0. The transmission function, and hence the
resistance-area, shifts in energy with the dimensionality of the calculation. The in-
tersections between the curves and the experimental value for the resistance-area
from Aref et. al (600 Ω μm2) are used as the Fermi levels for calculations of differ-
ent dimensionalities [24].
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5.3 The influence of junction morphology
5.3.1 Barrier thickness
The calculated resistance-area as a function of barrier thickness is shown in Fig-
ure 5.5; the data set consists of the junctions T11–T20 (see Table 2.1). These junctions
have a densities in the narrow range ρ = 0.84–0.88. While a range of stoichiometries
between γ = 0.97 and γ = 1.17 are observed, we will demonstrate later that there is
no statistically significant connection between the stoichiometry and the calculated
resistance-area. This data set is used to calibrate the dependency of the resistance on
the thickness of the oxide barrier as their construction resulted in a narrow range of
densities. A fit to the data was calculated in MATLAB as a linear fit to the natural
log of the resistance-area data. The thickness of each structure is calculated with the
process detailed in subsection 5.2.1 using a Fermi level of μ0 = 1.365 eV determined
by fitting to the three-dimensional calculation.
Results from the one-, two-, and three-dimensional calculations are observed to be
in close agreement with one another. There is a slight change in the resistance-area in
moving from a one- (blue squares) to two-dimensional (orange triangles) calculation.
In changing from two to three dimensions a larger shift is observed. This indicates that
the full three-dimensional transport calculation captures some physical differences
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Figure 5.5. The resistance-area as a function of barrier thickness is observed to
exhibit the same exponential response regardless of the dimensionality of the calcu-
lation. The fitted curve (dashed black line) was calculated in MATLAB as a linear
fit to the natural log of the resistance-area data.
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Table 5.1. A survey of literature values for the barrier thickness and resistance-area
of tunnel junctions. For each study, the reported resistance-area product (RNA) and
the thickness of the tunnel barrier are tabulated. In each case an aluminium layer is
oxidised to form the barrier, however the material of the second contact varies.
Study RNA ( Ω μm2) Thickness (Å) Structure
Park et al. (2002) [137] 500 17.5 Al–AlOx–NiFe
Dorneles et al. (2003) [21] 102–106 10–18a Al–AlOx–Al
Tan et al. (2005) [81] 13–28  103 13–15b Al–AlOx–Al
Aref et. al (2014) [24] 600 8–24c Al–AlOx–Cu
afitted for 17 different junctions, bquoted range, cmeasured distribution.
which are averaged over in the one- and two-dimensional calculations, though the
difference is small.
Reported values of the resistance-area product (tabulated in Table 5.1) vary over
orders of magnitude, as one would expect from the exponential dependence on the
barrier thickness. In the case of Aref et al, the thickness is measured directly with
scanning tunnelling microscopy [24], while Dorneles et al. fit to the Simmons tun-
nelling model to obtain the effective tunnelling area, barrier thickness and barrier
height [21]. In some cases the method by which the barrier thickness was obtained is
not reported [81, 137]. In our study the barrier thickness is affected by the value of
μ0 which in turn depends on the experimental resistance-area product used to fit the
Fermi level. As the barrier thickness increases from 15 Å to 25 Å we find that the
resistance-area product increases by four orders of magnitude from 103 to 107 Ω μm2.
The literature values for the resistance-area sit comfortably in this range though the
thicknesses we calculate are somewhat higher than expected. Considering recent in-
vestigations into the variation of the barrier thickness in individual junctions per-
formed by Aref et al. [24] and Zeng et al. [61], the thickness of the barriers in our
junction models is likely larger than the effective thickness in most experimental de-
vices.
To investigate the dependence of the resistance-area on the oxide density and
stoichiometry, the dependence on the barrier thickness must be removed. As the
results of the three-dimensional calculations are discussed in the remainder of the
chapter, a fit which takes into account only the three-dimensional data is calculated.
The three-dimensional resistance-area data and accompanying fit are shown in Fig-
ure 5.6a. The exponential increase in the resistance-area with barrier thickness d is
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Figure 5.6. The three-dimensional calculation of the resistance-area as a function
of barrier thickness is plotted a) as the direct output of the calculation and b) after
normalisation by the fitted exponential response. All data lies within uncertainty of
the fit where the variations come about due to the particular disorder configuration
in each junction structure.
in agreement with the experimental observations [21] and the relationship between
the tunnelling probability and the barrier thickness (Equation 1.1). The upper and
lower bounds shown on the figure are set by the spread of the data about the fit which
arises (broadly speaking) from minor differences in the oxide density and other struc-
tural characteristics which affect the total integrated area of the potential above the
Fermi level. The bounds are used as an estimate of the uncertainty in subsequent
resistance-area results. The total range covered by the error bars is approximately one
order of magnitude. A normalised resistance is determined by dividing the calculated
resistance-area by the value of the fit at the given barrier thickness. The normalised
data is presented in Figure 5.6b. The fitted equation has a value of one on this figure
and the calculated data points lie within the uncertainty bounds of the fit.
5.3.2 Oxide density and stoichiometry
Having established a method to take into account the varying thickness of the barrier
oxides, the calculated resistance-areas for junctions with differing stoichiometries
and densities were analysed in the same manner. For varying stoichiometry the direct
output of the calculation and the normalised results are presented in Figure 5.7a and
b. The small variations in the data both before and after normalisation for the barrier
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thickness lead us to conclude that no systematic dependence of the resistance-area on
the stoichiometry of the junction oxide exists (in this range of stoichiometries).
The resistance-area was also calculated for junctions with varying density and
fixed barrier thickness and stoichiometry. In Figure 5.7c a strong dependence (R2 =
0.990) on the density of the oxide layer is observed which fits well to an exponen-
tial. The behaviour is still clearly visible after the data has been normalised for the
thickness of the different structures in Figure 5.7d.
While there are only four data points due to computational expense of the end-
to-end model (constructing the model of the junction, calculating the electrostatic
potential, and finally determining the resistance-area), there is a clear shift in the
resistance-area as the density changes and all data points lie close to the fitted expo-
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Figure 5.7. The resistance-area as a function of the oxide stoichiometry before and
after normalisation by the thickness of the oxide barriers is shown in a) and b) re-
spectively. The results as a function of oxide density before and after normalisation
are shown in c) and d). The clustering of the normalised data close to the orange
line at a value of 1 in b) indicates no significant connection between the oxide stoi-
chiometry and the resistance-area. The trend observed in the normalised data in d)
indicates a relationship between the oxide density and the resistance-area.
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nential, well within the estimated uncertainty in the results. The fit crosses the orange
dashed line (plotted at a value of 1) at a density of ρ ' 0.85. Close to this value there
is minimal increase or decrease in the resistance due to the structure’s density, i.e. the
normalisation value is 1. The value of ρ = 0.85 lies in the range of densities of the
structures used to calibrate the dependency on thickness. This agreement gives assur-
ance that the results are self-consistent and lends credibility to the fitted exponential
response.
The strong variation in the resistance-area is observable in the junction potentials
shown in Figure 5.8. The mean height of the potential increases by approximately
1 eV as ρ increases from 0.7 to 1.0. The exponential dependence on oxide density is
observed because tunnelling probability is related to the exponential of the integrated
area under the potential barrier.
5.3.3 Deposited junctions
We found in Chapter 3 (Table 3.2) that the deposited structures have higher densities
(ρ > 0.9) and lower stoichiometries (γ < 1) as compared to the melt and quench
junctions. At higher oxygen deficiencies (γ < 1) a lower resistance is predicted as
transport through the junction becomes more dominated by the metallic aluminium.
In Figure 5.9 the resistance-areas of the deposited junctions are plotted alongside the
calculated fit to the melt and quench junctions of varying thickness. We observe
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Figure 5.8. The variation in the oxide density manifests itself in both the effec-
tive electronic thickness of the barrier, and the mean height of the potentials. The
potentials plotted here are for the four structures with densities ρ = 0.7–1.0.
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Figure 5.9. The resistance-area of deposited junction structures is shown. The struc-
tures with smaller barrier thicknesses have lower resistance-areas than expected.
that, while of higher density, the structures with smaller barrier thicknesses have
resistance-areas consistently below the fitted expression. This could be attributed
to the higher conduction expected in the more metallic low stoichiometry structures.
Interestingly the major findings in this section are not aided by the inclusion of
the additional spatial dimensions to the transport calculation. Despite this, it is impor-
tant to remember that the full three-dimensional detail of the electrostatic potential is
essential to accurately determine the shape of the one-dimensional potential. When
considering how a minor change in the three-dimensional structure (such as a single
defect) may affect the electronic properties, we expect that the full three-dimensional
transport simulation would be required to capture the change at a sufficient level of
detail.
5.4 Resistance fluctuations due to defects
A number of different microscopic defect models have been proposed as the origin of
fluctuations in the resistance and critical current of Josephson junctions [40, 58]. As
a case study, the effect of displacing single atoms on the electrostatic potential and
the junction resistance is investigated. Fifteen atoms inside the barrier region were
chosen to sample the length of the junction and displaced by d = 0.9 Å in each of
the six Cartesian directions resulting in ninety distinct structures. This displacement
distance was motivated by the radial distribution functions of the junction oxides (see
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Figure 3.7). The primary Al–O bonding peak is at 1.8 Å and we have chosen d to
be one half of this value. This ensures that the displacement is representative of a
reasonably large perturbation, but retains the overall atomic structure. In addition to
these fixed displacements we also investigate the effect of moving single atoms as a
function of the displacement distance. Two atoms – one aluminium and one oxygen –
are displaced by up to d = 1 Å in increments of 0.1 Å. In all cases, no relaxation of
the geometry was performed following the atomic displacement, however the effec-
tive charges on the atoms were recalculated using the electronegativity equilibration
algorithm discussed in section 2.1.
To understand how the electrostatics are modified inside the barrier region the
potential in the structure is calculated before and after the atomic displacement. For
one of the atoms, the change in the two-dimensional averaged potential is shown in
Figure 5.10 for displacements of d =0.9 Å in y and z. In each case, a dipole-like
shape is evident in the region local to the displacement. We calculate an effective
dipole moment as
p = Δq  jdj (5.6)
where Δq is the amount of charge which is gained or lost by the atom as a result of its
movement away from equilibrium and jdj is the magnitude of the displacement. In
the case where the displacement is fixed the strength of the dipole is linearly related
to the value of Δq.
Charge transfer between atoms in the electronegativity equalisation calculation
is highly dependent on the local atomic configuration. The amount of charge gained
or lost when an atom is moved is non-linear and relates to the species and relative
positions of nearby atoms. This means that for a fixed displacement distance, the
magnitude of the charge on some atoms increases by more than 1e while in other
cases it remains essentially constant. These two extremes respectively occur when
the atom is shifted very close to an adjacent atom or into a vacancy in the amorphous
structure. The variability of the amount of charge gained (or lost) translates to a large
range of dipole strengths for a fixed atomic displacement distance.
The effective dipole moment defined in Equation 5.6 is shown in Debye as a func-
tion of displacement in Figure 5.11a. Here we observe that the dipole moment is small
in magnitude below values of approximately d = 0.4 Å. Beyond this value it increases
in magnitude, as expected, and is directly proportional to the difference in the charge
on the atom before and after the displacement. As discussed, the amount by which
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the charge varies depends on the atom’s local environment. The dipole moments as-
sociated with each of the displacements in the positive and negative z-direction are
included on the figure. A range of positive and negative dipole moments are observed
for both atomic species, reinforcing the importance of the local environment of the
atom in determining the overall change in the potential in the device. The observed
range of calculated dipole moments agrees well with Brehm et al. who used a su-
perconducting circuit to probe individual two-level systems (TLS) in a 50 nm thick
aluminium oxide region [138]. In the supplementary material of Ref. 138 the asso-
ciated dipole moments of five different strongly coupled TLS are reported and range
between 2.3 and 7.4 Debye.
We are also interested in how the atomic defects change the resistance of the
overall structure and whether this change is dependent on the dimensionality of the
calculation. We define the change in the resistance as a result of the perturbation as
RΔ  RN   R0R0 (5.7)
where R0 and RN are the resistances calculated before and after the atomic displace-
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Figure 5.10. An example of the difference in the electrostatic potential (averaged
over the x-dimension) before and after the displacement of one atom by d = 0.9 Å.
An effective dipole-like structure is apparent in the difference between the potentials.
The black circle indicates the final position of the displaced atom in the yz-plane.
Each subplot corresponds to displacement in the: a) negative y-direction; b) positive
y-direction; c) negative z-direction and; d) positive z-direction.
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Figure 5.11. a) The dipole moment induced by moving a single atom in the structure
is shown as a function of the displacement distance. The dipole moments of atoms
displaced by the fixed distances of 0.9 Å are also shown as points. b) The effect
of displacing the atom on the calculated resistance of the junction structure. The
solid, dashed, and dotted lines indicate the one-, two- and three-dimensional results
respectively.
ment respectively. The value of RΔ is plotted as a function of displacement in Fig-
ure 5.11b. In this figure we can see that the strength of the dipole does not correlate
directly with the transport properties. Comparing the impact of the aluminium atom
and the oxygen atom at d =  1:0 Å the magnitude of the dipole moment of oxygen
is much larger, while moving the aluminium atom has a greater effect on the resis-
tance of the structure. The qualitative behaviour of the change in the resistance as the
atoms are moved also changes with dimensionality. Consider the displacement of the
aluminium atom (shown as grey lines in Figure 5.11b). In one and two dimensions
the absolute change in resistance appears equal for positive and negative displace-
ment. However, in three dimensions we observe that displacement in the negative
z-direction has a significantly stronger impact on the resistance, while movement in
the positive z-direction has a reduced impact. This result highlights the utility of a
performing a complete three-dimensional calculation.
Constantin and Yu model the effect of an electronic dipole on critical current
noise in a Josephson junction circuit [53]. In this work a radial symmetry is assumed
and the dipole was modelled as a perturbation on a square barrier with a height of
1 eV. A dipole strength of 3.7 Debye was used which is comparable in magnitude
to our findings. It was found by Constantin and Yu that the noise contribution of a
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dipole was dependent on its position along the transport axis. They report that the
dipole will more strongly influence the dynamics when located close the edges of the
barrier, rather than in the centre.
To compare to this result we calculate the resistance fluctuation created by dis-
placing single atoms. In Figure 5.12 we plot RΔ as a function of z-position for the
ninety different atomic displacements; this data set consists of fifteen different atoms
each of which is displaced by 0.9 Å in each of the Cartesian directions. In our re-
sults, we find no systematic dependence of the magnitude or nature of the resistance
fluctuation on either the atomic species or the position of the atom in the barrier.
The effective dipole created by the atomic displacement is highly localised and spans
approximately 2–3 Å compared to the dipole modelled in Ref. 53 which covers al-
most the entire barrier region (10 Å). The symmetry of the problem also differs:
where Constantin and Yu assume a radial symmetry, in our calculation the full three-
dimensional detail of both the perturbation and the existing amorphous structure is
included. It is possible that both types of dipoles exist in real devices though they
may have different underlying physical origins.
We propose that the dipole’s position in the overall potential landscape also plays
a role. For instance, the movement of charge in regions of relatively high and low
potential will impact the resistance in different ways. The dipole potential may either
enhance or reduce an existing gradient in the electrostatic potential. In the results of
the three-dimensional calculations the resistance fluctuates by nearly 40% in some
cases, compared with at most 10% change in the one- and two-dimensional calcula-
tions. This is comparable to Zaretskey et al. who report fluctuations in the critical
current of as much as 30–40% in an Al–AlOx–Al based charge qubit, although this is
an extreme case [139]. The agreement between the maximum observed fluctuations
in this work and our calculations again suggests that a full and accurate description
of the effect of microscopic defects on the electronic properties is dependent on the
use of a three-dimensional model.
105
5. Resistance of tunnel junctions
0:0
0:2
0:4
jR

j
a) 1D x
y
z
0:0
0:2
0:4
jR

j
b) 2D
20 22 24 26 28 30 32
z (Å)
0:0
0:2
0:4
jR

j
c) 3D
Figure 5.12. The absolute value of the change in the resistance as a result of the
displacement of a single atom is shown as a function of the z-position of the dis-
placed atom. The data on the subplots is for a) one; b) two; and c) three dimensional
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gles. Filled and empty markers indicate displacement in the positive and negative
z-direction respectively. The colours of the markers indicate the direction in which
the atom is moved.
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5.5 Conclusions
In this chapter we have used the transport model developed in Chapter 4 to calculate
the electronic properties of the atomistic Josephson junction models constructed in
Chapter 2. After establishing agreement with existing models such as the Fowler–
Nordheim model [134] we fit our calculations to an experimental value of resistance-
area product [24]. This allowed us to confirm that the exponential dependence of
the resistance-area on the thickness of the barrier (see Figure 5.5) is reproduced by
our model. With this information, we investigated the dependence of the resistance-
area on structural properties of the barrier such as the stoichiometry and density. In
Figure 5.7 we observe no statistically significant influence of the stoichiometry, while
an exponential dependence of the resistance-area on the oxide density is predicted. By
examining the electronic potentials, we find that an increased oxide density leads to
an increase in the average height of the potential barrier. This result indicates that any
future work which models Josephson junctions must accurately describe the density
of the oxide if it is to reproduce resistances that are comparable to experiment.
As an example of how defect models can be studied with the methodology devel-
oped throughout this thesis, a simple case study is undertaken considering the effect
of atomic displacement on the electronic properties of the junction. Here we find
that the movement of atoms creates an effective dipole-like structure in the potential,
which influences the final resistance-area. In contrast to the z-dependence predicted
by Constantin and Yu [53], no dependence on the position of the dipole is observed
in the resistance fluctuations shown in Figure 5.12. The change in the resistance for
any given displacement is unpredictable. The magnitude of the dipole is affected by
the highly localised nature of the charge transfer mechanisms and the impact of the
dipole, regardless of its magnitude, is influenced by its position in the overall junc-
tion potential. For the systematic displacement of a single atom along a path in the
structure, we find that the charge transfer, dipole moment, and change in resistance
all vary smoothly. This in itself gives us confidence that the model is unaffected by
numerical noise.
The methodology developed over the course of this thesis allows for the inclu-
sion of many different types of defect inside, or in addition to, the atomic structure.
This enables us in the future to survey the effects of a range of defect models by
calculating their contribution to fluctuations in device properties such as the normal
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state resistance. One of the first obvious applications is to take the dipole potential
used by Constantin and Yu [53] and determine if the z-dependence is recovered by
our model when this perturbation is placed on both a rectangular barrier and a real-
istic junction potential calculated from the atomic positions and charges. With the
three-dimensional calculation dependence on x or y can also be studied. It is likely
that such dependence in the transverse directions will (as observed in our calculations
with displaced atoms) be highly dependent on the atomic configuration close to the
location of the dipole.
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Superconducting qubits are currently the most promising architecture with which a
quantum computer might be realised and Josephson tunnel junctions – most often
fabricated as an Al–AlOx–Al layered structure – are integral components of these
qubits [39]. In the first half of 2018 IBM and Google have both announced new
quantum computing chips with 49 and 72 qubits respectively [140, 141]. However
this pioneering technology still suffers from an age-old problem. Flicker noise (or
1=f noise) has been observed in Josephson junctions for some decades [43, 44]. The
native oxide barrier in the junction contains two-level systems (TLS)which arise from
material defects, and these have since been shown to be responsible for the observed
noise characteristics [42]. While some progress has been made in the understanding
the source of noise and decoherence in qubits, open questions remain with regard to
the physical origin of strongly coupled TLS [50, 51]. The existence of TLS impacts
on both the reliability of individual devices and reproducibility during large scale
manufacturing.
Most, but not all, descriptions of noise and transport in tunnel junctions treat the
system as a one-dimensional barrier [24, 53]. This approach is fundamentally in-
complete due to the inherently amorphous nature of the oxide barrier. In this thesis
we create three-dimensional atomistic models of Al–AlOx–Al tunnel junctions with
molecular dynamics techniques. The use of an empirical potential for these calcula-
tions decreases the computational cost substantially in comparison to a fully ab-initio
approach. A method of determining the electronic properties of the junction models
which includes the full detail of the structure is then developed. Small changes to the
atomic positions are shown to strongly affect the junction resistance in some cases.
Some fully atomistic junction models exist in the literature but, as they use ab-initio
techniques, the models are often limited in size by the high computational cost asso-
ciated with systems which are not periodic [67, 68].
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The two simulation methods described in this thesis to construct models of amor-
phous junctions have different advantages and disadvantages. The “melt and quench”
technique of creating the disordered region which is then placed between aluminium
contacts has a comparatively low computational cost. This approach, which is de-
scribed in section 2.3, makes it feasible to construct junction models which are much
larger in size than those investigated in this work. If the lateral size of the simula-
tion cell can be increased we may gain more insight into the disorder statistics of the
oxide. A more direct connection to experimentally observed properties of the barrier
such as the density and stoichiometry would additionally improve the utility of these
models.
In contrast the “atomistic deposition” approach is computationally demanding.
Many hundreds of picoseconds of simulation time are required to create even the
smallest junction models, corresponding to calculations which take hundreds of hours
of real time. However, the method allows us to study the dynamics of the surface ox-
idation which are inaccessible in the melt and quench calculations and may in future
provide an understanding of the genesis of two-level defects. To make a statistically
significant connection between the simulation inputs and the observed outcomes, a
study with a larger sample size is necessary due to the stochastic nature of the ox-
idation process. Improvements in the computational efficiency may be gained by
replacing the Streitz–Mintmire empirical potential used throughout this work with
a more modern force field potential such as ReaxFF [70, 86]. This has been used
recently to study the oxidation of aluminium nanoparticles [85].
The analysis of the structural characteristics of the junction models performed
in Chapter 3 shows that four-coordinated aluminium exists in the highest propor-
tion in the barrier. In comparison to other studies which focus on amorphous alu-
mina (Al2O3) many of our structures are sub-stoichiometric leading to an under-
representation of six-coordination [104, 105]. During the geometry optimisation of
the layered Al–AlOx–Al structure it was observed that the ratio of oxygen to alu-
minium dropped from the designed value into the range γ =1.0–1.1 (see Figure 3.6).
The development of a method which retains the stoichiometry through the geometry
optimisation step may lead to a increased occurrence of six-coordination. While the
density of the oxide remained close to the chosen value following the optimisation,
holes were created in structures of low density (ρ  0:6 where ρ is a multiple of the
density of corundum). This arises due to the nature of the Streitz–Mintmire poten-
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tial which was designed to describe, and benchmarked against, bulk aluminium and
alumina material properties [70].
The junction models which were formed using the atomistic deposition method
have higher densities (ρ > 0:9) but significantly lower stoichiometries (γ < 1:0).
Some of these issues may be addressed in the future by using a potential which is
characterised for the description of the oxidation process. The approximation with
which we simulate the low pressure oxidation of aluminium may be applied to the
growth of ultra-thin oxide layers on many other materials. Magnetic tunnel junctions
and other mesoscopic devices often use amorphous oxides as insulating barriers [99].
The manufacturing process of these and other devices can be simulated using our ap-
proach allowing for a better understanding of oxidation and improvements in device
quality.
Oxide growth on a variety of aluminium substrates was also investigated and a
similar functional formwas observed in all cases where the growth rate was limited by
the size of the supercell. The clumping of oxygen atoms as the simulation progressed
was observed to lead to the formation of holes in the oxide layer in at least one case
(see Figure 3.16). Amore systematic study of this effect for varying temperatures and
substrate orientations will be the subject of future inquiry. The analysis of the density
as a function of space in subsection 3.3.3 showed a low density region between the
aluminium substrate and the oxide layer. If this can be confirmed experimentally, it
may be a direction in which to focus our investigations of two-level systems. The
low density region provides vacancies in the structure for nearby atoms to tunnel into
and out of.
In the interests of linking the structural properties of the junction models with
their electronic characteristics, a model to describe electronic transport through the
junction models is developed in Chapter 4. The “free electron model” is discretised
in space and a finite difference representation of the kinetic energy is used. The fun-
damental equations of the non-equilibrium Green’s function (NEGF) formalism are
introduced and we optimise the calculation by using the recursive Green’s function
method. The method is shown to match the analytic expressions for rectangular bar-
rier tunnelling and reproduce the quantisation of conductance anticipated in meso-
scopic electronics. An expression for the normal state resistance of the junction is
given. The resistance in turn is a device parameter which can be linked with the
critical current in the superconducting state via the Ambegaokar–Baratoff relation
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(Equation 1.5) [36].
To bring the detail of the atomistic structures in to the transport model a method of
calculating the electronic potential on a discretised three-dimensional grid is required.
This is achieved using a modified version of the Ewald sum where the divergent
Coulomb potential is replaced with a potential with a Gaussian form close to the
atomic sites. A free parameter called the truncation radius rc was introduced below
which the Gaussian description of the potential was used. By effectively truncating
the potential, divergences in the potential which occurred where the discretised grid
happened to coincide with an atomic site were substantially reduced (see Table 4.1).
Another effect was observed where the energy at which the exponential increase in
transport begins was shifted in energy as the value of rc was varied. The shift in
energy also occurs when the three-dimensional potential is averaged over one or both
of the lateral dimensions to create two- and one-dimensional representations of the
potential in the junction structure. The variance in the electronic potential, which
was reduced by both an increase in rc and the averaging of the potential, was found
to be the origin of this shift.
In section 5.1 the NEGF calculation is found to reproduce the results of exist-
ing models. By fitting the model to an experimentally reported resistance value we
account for the shift in energy which results from the introduction of the modified
short-range potential. The exponential dependence between the thickness of the ox-
ide barrier and the junction resistance is confirmed in our results. To study the effect
of varying the oxide density and stoichiometry the dependence on barrier thickness
is factored out and, in subsection 5.3.2, we find that the junction resistance is ex-
ponentially dependent on the oxide density. Examining the accompanying junction
potentials (see Figure 5.8) this is explained by the systematic increase in the height
of the barrier as a function of density. The connection between the density and the
junction resistance indicates a need for more studies in this area – both experimental
and theoretical.
Returning to the subject of material defects, we investigate how the movement of
single atoms in the three-dimensional junctionmodel affects the calculated resistance.
The difference in the electronic potential before and after the displacement of the atom
is found to take on a dipole-like structure. The strength of the dipole is related to the
amount of charge gained or lost by the atom as a result of its movement. This is turn
is strongly affected by the local environment of the atom. As a result moving two
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different atoms by the same amount in the same direction, or even a single atom in
different directions, can lead to very different outcomes in the electronic properties.
The key observation in our study was that using a three-dimensional description of
the potential gave significantly different results to when a one- or two-dimensional
potential was used. In the three-dimensional results the displacement of atoms in the
structure caused fluctuations in the resistance of as much as 40%, in line with the
upper limits of experimentally observed fluctuations [139]. From this we conclude
that the types of defects which occur on atomic scales are only able to be studied
accurately when a complete three-dimensional description of the junction is included
in the calculation.
Using a suite of computational techniques, we constructed atomistic models of
Al–AlOx–Al tunnel junctions and computed their electronic properties. For the first
time we are able to approach the problem with a complete three-dimensional rep-
resentation of the junction system, demonstrating that such an approach is essential
in understanding the impact of material defects. While this thesis has focused on
applications to Al–AlOx–Al junction structures, the methods which have been de-
veloped are more general. As discussed above, the oxidation of different materials
may be studied by replacing the Streitz–Mintmire potential with a suitable equivalent.
The NEGF calculation which allows for the current, conductance, or resistance to be
determined is also completely general and can be used for any arbitrary electronic po-
tential. The three-dimensional electronic transport calculation, in combination with
the methodology employed in our molecular dynamics work, forms an end-to-end
modelling study of the physics of Al–AlOx–Al tunnel junctions which narrows the
gap between simulation and experiment.
115
116
Bibliography
[1] J. D. Hunter. “Matplotlib: A 2D graphics environment”. Computing in Science and
Engineering, 9 (3), pp. 99, 2007. doi:10.1109/MCSE.2007.55.
[2] B. D. Josephson. “Supercurrents through barriers”. Advances in Physics, 14 (56), pp.
419, 1965. doi:10.1080/00018736500101091.
[3] F. London and H. London. “The electromagnetic equations of the supraconductor”.
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sci-
ences, 149 (866), pp. 71, 1935. doi:10.1098/rspa.1935.0048.
[4] J. Bardeen, L. N. Cooper, and J. R. Schrieffer. “Theory of superconductivity”. Physical
Review, 108 (5), p. 1175, 1957. doi:10.1103/PhysRev.106.162.
[5] A. Matthiessen andM. von Bose. “On the influence of temperature on the electric con-
ducting power of metals”. Philosophical Transactions of the Royal Society of London,
152, pp. 1, 1862. doi:10.1098/rstl.1862.0001.
[6] A. Matthiessen and C. Vogt. “On the influence of temperature on the electric conduct-
ing power of alloys”. Philosophical Transactions of the Royal Society of London, 154,
pp. 167, 1864. doi:10.1098/rstl.1864.0004.
[7] R. De Bruyn Ouboter. “Cryogenics at the end of the 19th and the first half of the
20th century (1880-1940)”. Journal of Physics Condensed Matter, 21 (16), 2009.
doi:10.1088/0953-8984/21/16/164221.
[8] H. K. Onnes. “Further experiments with liquid Helium. G. On the electrical resistance
of pure metals, etc. VI. On the sudden change in the rate at which the resistance of
Mercury Disappears.” In K. Gavroglu and Y. Goudaroulis (editors) “Through Mea-
surement to Knowledge”, volume 124, pp. 267–272. Springer, Dordrecht, 1911. ISBN
9789400920798. doi:10.1007/978-94-009-2079-8_17.
[9] W. Meissner and R. Ochsenfeld. “Ein neuer Effekt bei Eintritt der Supraleitfähigkeit”.
Die Naturwissenschaften, 21 (44), pp. 787, 1933. doi:10.1007/BF01504252.
[10] F. London. “On the problem of the molecular theory of superconductivity”. Physical
Review, 74 (5), pp. 562, 1948. doi:10.1103/PhysRev.74.562.
[11] V. L. Ginzburg. “On the theory of superconductivity”. Il Nuovo Cimento, 2 (6), pp.
1234, 1955. doi:10.1007/BF02731579.
117
[12] M. Tinkham. “Introduction to Superconductivity”. McGraw Hill, New York, 1996.
ISBN 9780486435039.
[13] L. N. Cooper. “Bound electron pairs in a degenerate fermi gas”. Physical Review,
104 (4), pp. 1189, 1956. doi:10.1103/PhysRev.104.1189.
[14] L. P. Gor’kov. “Microscopic derivation of the Ginzburg-Landau equations in the the-
ory of superconductivity”. Soviet Physics: Journal of Experimental and Theoretical
Physics, 9 (6), pp. 1364, 1959.
[15] J. Frenkel. “On the electrical resistance of contacts between solid conductors”. Phys-
ical Review, 36 (11), pp. 1604, 1930. doi:10.1103/PhysRev.36.1604.
[16] R. Stratton. “Volt-current characteristics for tunneling through insulating films”. Jour-
nal of Physics and Chemistry of Solids, 23 (9), pp. 1177, 1962. doi:10.1016/0022-
3697(62)90165-8.
[17] J. G. Simmons. “Generalized formula for the electric tunnel effect between similar
electrodes separated by a thin insulating film”. Journal of Applied Physics, 34 (6), pp.
1793, 1963. doi:10.1063/1.1702682.
[18] F.W. Schmidlin. “Enhanced Tunneling through Dielectric Films due to Ionic Defects”.
Journal of Applied Physics, 37 (7), p. 2823, 1966. doi:10.1063/1.1782131.
[19] S.Morohashi and S. Hasuo. “Experimental investigations and analysis for high‐quality
Nb/Al‐AlOx/Nb Josephson junctions”. Journal of Applied Physics, 61 (10), pp. 4835,
1987. doi:10.1063/1.338348.
[20] J. B. Barner and S. T. Ruggiero. “Tunneling in artificial Al2O3 tunnel barri-
ers and Al2O3-metal multilayers”. Physical Review B, 39 (4), pp. 2060, 1989.
doi:10.1103/PhysRevB.39.2060.
[21] L. S. Dorneles, D. M. Schaefer, M. Carara, and L. F. Schelp. “The use of Simmons’
equation to quantify the insulating barrier parameters in Al/AlOx/Al tunnel junctions”.
Applied Physics Letters, 82 (17), pp. 2832, 2003. doi:10.1063/1.1569986.
[22] T. Holmqvist, M. Meschke, and J. P. Pekola. “Double oxidation scheme for tunnel
junction fabrication”. Journal of Vacuum Science & Technology B: Microelectronics
and Nanometer Structures, 26 (1), p. 28, 2008. doi:10.1116/1.2817629.
[23] H. Jung, Y. Kim, K. Jung, H. Im, Y. A. Pashkin, O. Astafiev, Y. Nakamura, H. Lee,
Y. Miyamoto, and J. S. Tsai. “Potential barrier modification and interface states forma-
tion in metal-oxide-metal tunnel junctions”. Physical Review B, 80 (12), pp. 3, 2009.
doi:10.1103/PhysRevB.80.125413.
[24] T. Aref, A. Averin, S. van Dijken, A. Ferring, M. Koberidze, V. F. Maisi, H. Q.
Nguyend, R. M. Nieminen, J. P. Pekola, and L. D. Yao. “Characterization of alu-
minum oxide tunnel barriers by combining transport measurements and transmission
electron microscopy imaging”. Journal of Applied Physics, 116 (7), p. 073702, 2014.
doi:10.1063/1.4893473.
118
[25] B. D. Josephson. “Possible new effects in superconductive tunnelling”. Physics Let-
ters, 1 (7), pp. 251, 1962. doi:10.1016/0031-9163(62)91369-0.
[26] R. C. Jaklevic, J. Lambe, A. H. Silver, and J. E. Mercereau. “Quantum interfer-
ence effects in Josephson tunneling”. Physical Review Letters, 12 (7), pp. 159, 1964.
doi:10.1103/PhysRevLett.12.159.
[27] S. P. Benz, C. A. Hamilton, C. J. Burroughs, T. E. Harvey, and L. A. Christian. “Stable
1 volt programmable voltage standard”. Applied Physics Letters, 71 (13), pp. 1866,
1997. doi:10.1063/1.120189.
[28] Y. Nakamura, C. Chen, and J. Tsai. “Spectroscopy of energy-level split-
ting between two macroscopic quantum states of charge coherently superposed
by Josephson coupling”. Physical Review Letters, 79 (12), pp. 2328, 1997.
doi:10.1103/PhysRevLett.79.2328.
[29] J. R. Friedman, V. Patel, W. Chen, S. K. Tolpygo, and J. E. Lukens. “Quantum
superposition of distinct macroscopic states”. Nature, 406 (6791), pp. 43, 2000.
doi:10.1038/35017505.
[30] C. H. van der Wal, A. C. ter Haar, F. K. Wilhelm, R. N. Schouten, C. J. Harmans, T. P.
Orlando, S. Lloyd, and J. E.Mooij. “Quantum superposition ofmacroscopic persistent-
current states”. Science, 290 (5492), pp. 773, 2000. doi:10.1126/science.290.5492.773.
[31] D. Vion, A. Aassime, A. Cottet, P. Joyez, H. Pothier, C. Urbina, D. Esteve, and
M. H. Devoret. “Manipulating the quantum state of an electrical circuit”. Science,
296 (5569), pp. 886, 2002. doi:10.1126/science.1069372.
[32] J. M. Martinis, S. Nam, J. Aumentado, and C. Urbina. “Rabi oscillations in a
large Josephson-junction qubit”. Physical Review Letters, 89 (11), p. 117901, 2002.
doi:10.1103/PhysRevLett.89.117901.
[33] J. Nicol, S. Shapiro, and P. H. Smith. “Direct measurement of the super-
conducting energy gap”. Physical Review Letters, 5 (10), pp. 461, 1960.
doi:10.1103/PhysRevLett.5.461.
[34] G. J. Dolan. “Offset masks for liftoff photoprocessing”. Applied Physics Letters,
31 (5), pp. 337, 1977. doi:10.1063/1.89690.
[35] H. Kohlstedt, G. Hallmanns, I. Nevirkovets, D. Guggi, and C. Heiden. “Preparation
and properties of Nb/Al-AlOx/Nb multilayers”. IEEE Transactions on Applied Super-
conductivity, 3 (1), pp. 2197, 1993.
[36] V. Ambegaokar and A. Baratoff. “Tunneling between superconductors”. Physical
Review Letters, 11 (2), p. 104, 1963. doi:10.1103/PhysRevLett.11.104.
[37] J. Clarke and F. K. Wilhelm. “Superconducting quantum bits”. Nature, 453 (7198),
pp. 1031, 2008. doi:10.1038/nature07128.
119
[38] M. H. Devoret and R. J. Schoelkopf. “Superconducting circuits for quantum informa-
tion: an outlook”. Science, 339 (6124), pp. 1169, 2013. doi:10.1126/science.1231930.
[39] M. Mohseni, P. Read, H. Neven, S. Boixo, V. Denchev, R. Babbush, A. Fowler,
V. Smelyanskiy, and J. Martinis. “Commercialize early quantum technologies”. Na-
ture, 543 (7644), pp. 171, 2017. doi:10.1038/543171a.
[40] C. Müller, J. H. Cole, and J. Lisenfeld. “Towards understanding two-level-systems in
amorphous solids - Insights from quantum devices”. pp. 1–30, 2017.
[41] P. Dutta and P. M. Horn. “Low-frequency fluctuations in solids: 1/f noise”. Reviews
of Modern Physics, 53 (3), pp. 497, 1981. doi:10.1103/RevModPhys.53.497.
[42] A. Shnirman, G. Schön, I. Martin, and Y. Makhlin. “Low- and high-frequency noise
from coherent two-level systems”. Physical Review Letters, 94 (12), p. 127002, 2005.
doi:10.1103/PhysRevLett.94.127002.
[43] J. Clarke and G. Hawkins. “Flicker (1/f) noise in Josephson tunnel junctions”. Physical
Review B, 14 (7), pp. 2826, 1976. doi:10.1103/PhysRevB.14.2826.
[44] R. F. Voss and J. Clarke. “Flicker (1/f) noise: equilibrium temperature
and resistance fluctuations”. Physical Review B, 13 (2), pp. 556, 1976.
doi:10.1103/PhysRevB.13.556.
[45] R. H. Koch, J. Clarke, W. M. Goubau, J. M. Martinis, C. M. Pegrum, and D. J. van
Harlingen. “Flicker (1/f) noise in tunnel junction DC SQUIDs”. Journal of Low Tem-
perature Physics, 51 (1-2), pp. 207, 1983. doi:10.1007/BF00683423.
[46] J. Eroms, L. C. Van Schaarenburg, E. F. C. Driessen, J. H. Plantenberg, C.M. Huizinga,
R. N. Schouten, A. H. Verbruggen, C. J. P. M. Harmans, and J. E. Mooij. “Low-
frequency noise in Josephson junctions for superconducting qubits”. Applied Physics
Letters, 89 (12), pp. 2006, 2006. doi:10.1063/1.2357010.
[47] C. D. Nugroho, V. Orlyanchik, and D. J. Van Harlingen. “Low frequency resistance
and critical current fluctuations in Al-based Josephson junctions”. Applied Physics
Letters, 102 (14), p. 142602, 2013. doi:10.1063/1.4801521.
[48] M. B. Weissman. “1/f noise and other slow, nonexponential kinetics in
condensed matter”. Reviews of Modern Physics, 60 (2), pp. 537, 1988.
doi:10.1103/RevModPhys.60.537.
[49] E. Paladino, Y. Galperin, G. Falci, and B. L. Altshuler. “1/ f noise: implications for
solid-state quantum information”. Reviews of Modern Physics, 86 (2), pp. 361, 2014.
doi:10.1103/RevModPhys.86.361.
[50] P. Kumar, S. Sendelbach, M. A. Beck, J. W. Freeland, Z. Wang, H. Wang, C. C. Yu,
R. Q. Wu, D. P. Pappas, and R. McDermott. “Origin and reduction of 1 /f magnetic
flux noise in superconducting devices”. Physical Review Applied, 6 (4), pp. 1, 2016.
doi:10.1103/PhysRevApplied.6.041001.
120
[51] S. E. De Graaf, A. A. Adamyan, T. Lindström, D. Erts, S. E. Kubatkin, A. Y. Tza-
lenchuk, and A. V. Danilov. “Direct identification of dilute surface spins on Al2O3:
origin of flux noise in quantum circuits”. Physical Review Letters, 118 (5), pp. 1, 2017.
doi:10.1103/PhysRevLett.118.057703.
[52] J. Martinis, K. Cooper, R. McDermott, M. Steffen, M. Ansmann, K. Osborn, K. Ci-
cak, S. Oh, D. Pappas, R. Simmonds, and C. Yu. “Decoherence in Josephson
Qubits from dielectric loss”. Physical Review Letters, 95 (21), p. 210503, 2005.
doi:10.1103/PhysRevLett.95.210503.
[53] M. Constantin and C. C. Yu. “Microscopic model of critical current noise in
Josephson junctions”. Physical Review Letters, 99 (November), pp. 3, 2007.
doi:10.1103/PhysRevLett.99.207001.
[54] S. Sendelbach, D. Hover, A. Kittel, M. Mück, J. M. Martinis, and R. McDer-
mott. “Magnetism in SQUIDs at millikelvin temperatures”. Physical Review Letters,
100 (22), p. 227006, 2008. doi:10.1103/PhysRevLett.100.227006.
[55] L. Faoro and L. Ioffe. “Microscopic origin of critical current fluctuations in large,
small, and ultra-small area Josephson junctions”. Physical Review B, 75 (13), p.
132505, 2007. doi:10.1103/PhysRevB.75.132505.
[56] M. H. Ansari and F. K. Wilhelm. “Noise and microresonance of critical current in
Josephson junction induced by Kondo trap states”. Physical Review B, 84 (23), p.
235102, 2011. doi:10.1103/PhysRevB.84.235102.
[57] R. de Sousa, K. Whaley, T. Hecht, J. von Delft, and F. Wilhelm. “Micro-
scopic model of critical current noise in Josephson-junction qubits: subgap reso-
nances and Andreev bound states”. Physical Review B, 80 (9), p. 094515, 2009.
doi:10.1103/PhysRevB.80.094515.
[58] J. H. Cole, C. Müller, P. Bushev, G. J. Grabovskij, J. Lisenfeld, a. Lukashenko,
a. V. Ustinov, and a. Shnirman. “Quantitative evaluation of defect-models in su-
perconducting phase qubits”. Applied Physics Letters, 97 (25), p. 252501, 2010.
doi:10.1063/1.3529457.
[59] T. DuBois, M. Per, S. Russo, and J. Cole. “Delocalized oxygen as the origin of two-
level defects in Josephson junctions”. Physical Review Letters, 110 (7), p. 077002,
2013. doi:10.1103/PhysRevLett.110.077002.
[60] L. G. Dias da Silva and R. de Sousa. “Spin versus charge noise from Kondo traps”.
Physical Review B, 92 (8), pp. 1, 2015. doi:10.1103/PhysRevB.92.085123.
[61] L. J. Zeng, S. Nik, T. Greibe, P. Krantz, C. M. Wilson, P. Delsing, and E. Olsson. “Di-
rect observation of the thickness distribution of ultra thin AlOx barriers in Al/AlOx/Al
Josephson junctions”. Journal of Physics D: Applied Physics, 48 (39), p. 395308,
2015. doi:10.1088/0022-3727/48/39/395308.
121
[62] J. R. Schrieffer and J. W. Wilkins. “Two-particle tunneling processes be-
tween superconductors”. Physical Review Letters, 10 (1), pp. 17, 1963.
doi:10.1103/PhysRevLett.10.17.
[63] T. Greibe, M. P. Stenberg, C. M. Wilson, T. Bauch, V. S. Shumeiko, and P. Dels-
ing. “Are ‘pinholes’ the cause of excess current in superconducting tunnel junctions?
A study of Andreev current in highly resistive junctions”. Physical Review Letters,
106 (9), pp. 2, 2011. doi:10.1103/PhysRevLett.106.097001.
[64] V. Lacquaniti, M. Belogolovskii, C. Cassiago, N. De Leo, M. Fretto, and A. Sosso.
“Universality of transport properties of ultrathin oxide films”. New Journal of Physics,
14 (2), p. 023025, 2012. doi:10.1088/1367-2630/14/2/023025.
[65] X. Zhou, H. Wadley, and D. Wang. “Transient hole formation during the growth of
thin metal oxide layers”. Computational Materials Science, 39 (4), pp. 794, 2007.
doi:10.1016/j.commatsci.2006.10.006.
[66] L. Zeng, D. T. Tran, C.-w. Tai, G. Svensson, and E. Olsson. “Atomic structure and
oxygen deficiency of the ultrathin aluminium oxide barrier in Al/AlOx/Al Josephson
junctions”. Scientific Reports, 6 (July), p. 29679, 2016. doi:10.1038/srep29679.
[67] T. DuBois, M. Cyster, G. Opletal, S. Russo, and J. Cole. “Constructing ab initio mod-
els of ultra-thin Al–AlOx–Al barriers”. Molecular Simulation, Ian Snook (February),
pp. 1, 2015. doi:10.1080/08927022.2015.1068941.
[68] M. Zemanová Diešková, A. Ferretti, and P. Bokes. “Tunneling through Al/AlOx/Al
junction: analytical models and first-principles simulations”. Physical Review B,
87 (19), p. 195107, 2013. doi:10.1103/PhysRevB.87.195107.
[69] D. Frenkel and B. Smit. “Understanding Molecular Simulation”. Elsevier, Singapore,
2002. ISBN 9780122673511. doi:10.1016/B978-012267351-1/50006-7.
[70] F. H. Streitz and J. W. Mintmire. “Electrostatic potentials for metal-oxide
surfaces and interfaces”. Physical Review B, 50 (16), pp. 11996, 1994.
doi:10.1103/PhysRevB.50.11996.
[71] W. J. Mortier, S. K. Ghosh, and S. Shankar. “Electronegativity-equalization method
for the calculation of atomic charges in molecules”. Journal of the American Chemical
Society, 108 (15), pp. 4315, 1986. doi:10.1021/ja00275a013.
[72] X. W. Zhou and H. N. G. Wadley. “A charge transfer ionic–embedded atom method
potential for the O–Al–Ni–Co–Fe system”. Journal of Physics: Condensed Matter,
17 (23), pp. 3619, 2005. doi:10.1088/0953-8984/17/23/014.
[73] A. K. Rappe and W. A. Goddard. “Charge equilibration for molecular dynam-
ics simulations”. The Journal of Physical Chemistry, 95 (8), pp. 3358, 1991.
doi:10.1021/j100161a070.
122
[74] S. L. Njo, J. Fan, and B. van deGraaf. “Extending and simplifying the electronegativity
equalization method”. Journal of Molecular Catalysis A: Chemical, 134 (1-3), pp. 79,
1998. doi:10.1016/S1381-1169(98)00024-7.
[75] T. C. DuBois. On a Delocalised Oxygen Model of Two-Level System Defects in
Josephson Junctions. PhD Thesis, RMIT University, 2015.
[76] B. L. Holian, A. F. Voter, and R. Ravelo. “Thermostatted molecular dynamics: How to
avoid the Toda demon hidden in Nosè-Hoover dynamics”. Physical Review E, 52 (3),
pp. 2338, 1995. doi:10.1103/PhysRevE.52.2338.
[77] W. G. Hoover. “Canonical dynamics: equilibrium phase-space distributions”. Physical
Review A, 31 (3), pp. 1695, 1985. doi:10.1103/PhysRevA.31.1695.
[78] E. Y. Chen, R. Whig, J. M. Slaughter, D. Cronk, J. Goggin, G. Steiner, and S. Tehrani.
“Comparison of oxidation methods for magnetic tunnel junction material”. Journal of
Applied Physics, 87 (9), pp. 6061, 2000. doi:10.1063/1.372612.
[79] B. F. Roos, P. A. Beck, S. O. Demokritov, B. Hillebrands, and D. Ozkaya. “Ion oxida-
tion mechanisms controlling the formation of barriers in magnetic tunnel junctions”.
Journal of Applied Physics, 89 (11 II), pp. 6656, 2001. doi:10.1063/1.1356709.
[80] W. Zhu, C. J. Hirschmugl, A. D. Laine, B. Sinkovic, and S. S. Parkin. “Determination
of the thickness of Al oxide films used as barriers in magnetic tunneling junctions”.
Applied Physics Letters, 78 (20), pp. 3103, 2001. doi:10.1063/1.1372619.
[81] E. Tan, P. Mather, A. Perrella, J. Read, and R. Buhrman. “Oxygen stoichiometry and
instability in aluminum oxide tunnel barrier layers”. Physical Review B, 71 (16), p.
161401, 2005. doi:10.1103/PhysRevB.71.161401.
[82] A. Hasnaoui, O. Politano, J. M. Salazar, and G. Aral. “Nanoscale oxide growth on Al
single crystals at low temperatures: variable charge molecular dynamics simulations”.
Physical Review B, 73 (3), p. 035427, 2006. doi:10.1103/PhysRevB.73.035427.
[83] X. Zhou and H. Wadley. “Atomistic simulation of AlOx magnetic tun-
nel junction growth”. Physical Review B, 71 (5), p. 054418, 2005.
doi:10.1103/PhysRevB.71.054418.
[84] T. Campbell, G. Aral, S. Ogata, R. Kalia, A. Nakano, and P. Vashishta. “Oxi-
dation of aluminum nanoclusters”. Physical Review B, 71 (20), p. 205413, 2005.
doi:10.1103/PhysRevB.71.205413.
[85] S. Hong and A. C. van Duin. “Molecular dynamics simulations of the oxidation of alu-
minum nanoparticles using the ReaxFF reactive force field”. The Journal of Physical
Chemistry C, 119 (31), pp. 17876, 2015. doi:10.1021/acs.jpcc.5b04650.
[86] A. C. Van Duin, S. Dasgupta, F. Lorant, and W. A. Goddard. “ReaxFF: A reactive
force field for hydrocarbons”. Journal of Physical Chemistry A, 105 (41), pp. 9396,
2001. doi:10.1021/jp004368u.
123
[87] E. G. Kim and J. L. Brédas. “The nature of the aluminum-aluminum oxide interface:
A nanoscale picture of the interfacial structure and energy-level alignment”. Organic
Electronics, 14 (2), pp. 569, 2013. doi:10.1016/j.orgel.2012.11.028.
[88] J. P. Sullivan, J. C. Barbour, R. G. Copeland, R. G. Dunn, N. Missert, L. P. Montes,
and K.-a. Son. “The electrical properties of native and deposited thin aluminum oxide
layers on aluminum: hydration effects”. The Electrochemical Society Meeting, 1998.
[89] “Vienna ab-initio simulation package”. URL: https://www.vasp.at.
[90] J. Gale. “GULP: a computer program for the symmetry-adapted simulation of solids”.
Journal of the Chemical Society: Faraday Transactions, 93 (4), pp. 629, 1997.
doi:10.1039/A606455H.
[91] H. Momida, T. Hamada, Y. Takagi, T. Yamamoto, T. Uda, and T. Ohno. “Theoretical
study on dielectric response of amorphous alumina”. Physical Review B, 73 (5), p.
054108, 2006. doi:10.1103/PhysRevB.73.054108.
[92] S. Nosé. “A unified formulation of the constant temperature molecular dynamics meth-
ods”. The Journal of Chemical Physics, 81 (1), pp. 511, 1984. doi:10.1063/1.447334.
[93] J. E. Curran, J. S. Page, and U. Pick. “The influence of some evaporation parameters
on the structure and properties of thin aluminium films”. Thin Solid Films, 97 (3), pp.
259, 1982. doi:10.1016/0040-6090(82)90460-6.
[94] D. Garanin. “Molecular theory of ideal gases”, 2012. URL: http://www.lehman.edu/
faculty/dgaranin/Statistical_Thermodynamics/Molecular_theory.pdf.
[95] I. S. Gradshteyn and I. M. Ryzhik. “Table of Integrals, Series, and Products”. Elsevier
Academic Press, San Diego, California, 7th edition, 2007. ISBN 978-0122947551.
[96] L. Jeurgens, W. Sloof, F. Tichelaar, and E. Mittemeijer. “Structure and morphology of
aluminium-oxide films formed by thermal oxidation of aluminium”. Thin Solid Films,
418 (2), pp. 89, 2002. doi:10.1016/S0040-6090(02)00787-3.
[97] L. J. Zeng, P. Krantz, S. Nik, P. Delsing, and E. Olsson. “The atomic details of the in-
terfacial interaction between the bottom electrode of Al/AlOx/Al Josephson junctions
and HF-treated Si substrates”. Journal of Applied Physics, 117 (16), p. 163915, 2015.
doi:10.1063/1.4919224.
[98] Y.-L. Wu, H. Deng, H.-F. Yu, G.-M. Xue, Y. Tian, J. Li, Y.-F. Chen, S.-P. Zhao, and
D.-N. Zheng. “Fabrication of Al/AlOx/Al Josephson junctions and superconducting
quantum circuits by shadow evaporation and a dynamic oxidation process”. Chinese
Physics B, 22 (6), p. 060309, 2013. doi:10.1088/1674-1056/22/6/060309.
[99] J.-G. Zhu and C. Park. “Magnetic tunnel junctions”. Materials Today, 9 (11), pp. 36,
2006. doi:10.1016/S1369-7021(06)71693-5.
124
[100] Wikimedia Commons. “Lennard-Jones Radial Distribution Function”, 2009. URL:
https://commons.wikimedia.org/wiki/File_talk:Lennard-Jones_Radial_Distribution_
Function.svg.
[101] A. Hasnaoui, O. Politano, J. Salazar, G. Aral, R. Kalia, A. Nakano, and
P. Vashishta. “Molecular dynamics simulations of the nano-scale room-temperature
oxidation of aluminum single crystals”. Surface Science, 579 (1), pp. 47, 2005.
doi:10.1016/j.susc.2005.01.043.
[102] T. Campbell, R. Kalia, A. Nakano, P. Vashishta, S. Ogata, and S. Rodgers. “Dynam-
ics of oxidation of aluminum nanoclusters using variable charge molecular-dynamics
simulations on parallel computers”. Physical Review Letters, 82 (24), pp. 4866, 1999.
doi:10.1103/PhysRevLett.82.4866.
[103] P. Lamparter and R. Kniep. “Structure of amorphous Al2O3”. Physica B: Condensed
Matter, 234-236, pp. 405, 1997. doi:10.1016/S0921-4526(96)01044-7.
[104] S. K. Lee, S. B. Lee, S. Y. Park, Y. S. Yi, and C. W. Ahn. “Structure of amor-
phous aluminum oxide”. Physical Review Letters, 103 (August), pp. 4, 2009.
doi:10.1103/PhysRevLett.103.095501.
[105] H.Momida, S. Nigo, G. Kido, and T. Ohno. “Effect of vacancy-type oxygen deficiency
on electronic structure in amorphous alumina”. Applied Physics Letters, 98 (4), p.
042102, 2011. doi:10.1063/1.3548549.
[106] H. Brune, J. Wintterlin, R. J. Behm, and G. Ertl. “Surface migration of ‘hot’ adatoms
in the course of dissociative chemisorption of oxygen on Al(111)”. Physical Review
Letters, 68 (5), pp. 624, 1992. doi:10.1103/PhysRevLett.68.624.
[107] L. Österlund, I. Zoric-acute, and B. Kasemo. “Dissociative sticking of O2 on Al(111)”.
Physical Review B, 55 (23), pp. 15452, 1997. doi:10.1103/PhysRevB.55.15452.
[108] K. Honkala and K. Laasonen. “Oxygen molecule dissociation on the Al(111) surface”.
Physical Review Letters, 84 (111), pp. 705, 2000. doi:10.1103/PhysRevLett.84.705.
[109] Y. Yourdshahyan, B. Razaznejad, and B. Lundqvist. “Adiabatic potential-energy
surfaces for oxygen on Al(111)”. Physical Review B, 65 (7), p. 075416, 2002.
doi:10.1103/PhysRevB.65.075416.
[110] J. Behler, B. Delley, S. Lorenz, K. Reuter, and M. Scheffler. “Dissociation of O2
at Al(111): The Role of Spin Selection Rules”. Physical Review Letters, 94 (3), p.
036104, 2005. doi:10.1103/PhysRevLett.94.036104.
[111] C. Carbogno, J. Behler, A. Groß, and K. Reuter. “Fingerprints for spin-selection rules
in the interaction dynamics of O2 at Al(111)”. Physical Review Letters, 101 (9), pp. 2,
2008. doi:10.1103/PhysRevLett.101.096104.
125
[112] C. Carbogno, J. Behler, K. Reuter, and A. Groß. “Signatures of nonadiabatic O2 disso-
ciation at Al(111): First-principles fewest-switches study”. Physical Review B, 81 (3),
pp. 1, 2010. doi:10.1103/PhysRevB.81.035410.
[113] W. Humphrey, A. Dalke, and K. Schulten. “VMD: Visual Molecular Dynamics”. Jour-
nal of Molecular Graphics, 14 (1), pp. 33, 1996. doi:10.1016/0263-7855(96)00018-5.
[114] Q. Zhang, T. Çağln, A. Van Duin, W. A. Goddard, Y. Qi, and L. G. Hector. “Adhesion
and nonwetting-wetting transition in the Al/α−Al2O3 interface”. Physical Review B,
69 (4), pp. 1, 2004. doi:10.1103/PhysRevB.69.045423.
[115] D. V. Geppert. “Theoretical shape of metal‐insulator‐metal potential barriers”. Journal
of Applied Physics, 34 (3), pp. 490, 1963. doi:10.1063/1.1729300.
[116] W. F. Brinkman, R. C. Dynes, and J. M. Rowell. “Tunneling conductance of
asymmetrical barriers”. Journal of Applied Physics, 41 (5), pp. 1915, 1970.
doi:10.1063/1.1659141.
[117] K. Gloos, P. J. Koppinen, and J. P. Pekola. “Properties of native ultrathin aluminium
oxide tunnel barriers”. Journal of Physics: CondensedMatter, 15 (10), pp. 1733, 2003.
doi:10.1088/0953-8984/15/10/320.
[118] W. H. Rippard, A. C. Perrella, F. J. Albert, and R. A. Buhrman. “Ultrathin alu-
minum oxide tunnel barriers”. Physical Review Letters, 88 (4), p. 046805, 2002.
doi:10.1103/PhysRevLett.88.046805.
[119] N. V. Nguyen, O. A. Kirillov, W. Jiang, W. Wang, J. S. Suehle, P. D. Ye, Y. Xuan,
N. Goel, K.-W. Choi, W. Tsai, and S. Sayan. “Band offsets of atomic-layer-deposited
Al2O3 on GaAs and the effects of surface treatment”. Applied Physics Letters, 93 (8),
p. 082105, 2008. doi:10.1063/1.2976676.
[120] E. S. Snow, D. Park, and P.M. Campbell. “Single-atom point contact devices fabricated
with an atomic force microscope”. Applied Physics Letters, 69 (2), pp. 269, 1996.
doi:10.1063/1.117946.
[121] O. V. Yazyev and S. G. Louie. “Electronic transport in polycrystalline graphene”.
Nature Materials, 9 (10), pp. 806, 2010. doi:10.1038/nmat2830.
[122] D.Waldron, V. Timoshevskii, Y. Hu, K. Xia, and H. Guo. “First principles modeling of
tunnel magnetoresistance of Fe/MgO/Fe trilayers”. Physical Review Letters, 97 (22),
pp. 1, 2006. doi:10.1103/PhysRevLett.97.226802.
[123] S. O. Koswatta, S. Hasan, M. S. Lundstrom, M. P. Anantram, and D. E. Nikonov.
“Nonequilibrium Green’s function treatment of phonon scattering in carbon-nanotube
transistors”. IEEE Transactions on Electron Devices, 54 (9), pp. 2339, 2007.
doi:10.1109/TED.2007.902900.
126
[124] J. S. Smith, D. W. Drumm, A. Budi, J. A. Vaitkus, J. H. Cole, and S. P. Russo. “Elec-
tronic transport in Si:P δ-doped wires”. Physical Review B, 92 (23), p. 235420, 2015.
doi:10.1103/PhysRevB.92.235420.
[125] M. P. L. Sancho, J. M. L. Sancho, and J. Rubio. “Highly convergent schemes for the
calculation of bulk and surface Green functions”. Journal of Physics F: Metal Physics,
15 (4), pp. 851, 1985. doi:10.1088/0305-4608/15/4/009.
[126] R. Golizadeh-Mojarad and S. Datta. “Nonequilibrium Green’s function based mod-
els for dephasing in quantum transport”. Physical Review B, 75 (8), pp. 1, 2007.
doi:10.1103/PhysRevB.75.081301.
[127] S. Datta. “Quantum Transport: Atom to Transistor”, 2005. ISBN 9780521631457.
doi:10.1017/CBO9781139164313.
[128] G. Sharma, A. Agarwala, and B. Bhattacharya. “A fast parallel Gauss Jordan algorithm
for matrix inversion using CUDA”. Computers and Structures, 128, pp. 31, 2013.
doi:10.1016/j.compstruc.2013.06.015.
[129] E. Anderson, Z. Bai, C. Bischof, S. Blackford, J. Demmel, J. Dongarra, J. Du Croz,
A. Greenbaum, S. Hammarling, A. McKenney, and D. Sorensen. “LAPACK Users’
Guide”. Society for Industrial and Applied Mathematics, Philadelphia, PA, 1999.
ISBN 0-89871-447-8.
[130] S. Cauley, M. Luisier, V. Balakrishnan, G. Klimeck, and C.-K. Koh. “Distributed
non-equilibrium Green’s function algorithms for the simulation of nanoelectronic
devices with scattering”. Journal of Applied Physics, 110 (4), p. 043713, 2011.
doi:10.1063/1.3624612.
[131] B. J. Van Wees, H. Van Houten, C. W. J. Beenakker, J. G. Williamson, L. P. Kouwen-
hoven, D. Van Der Marel, and C. T. Foxon. “Quantized conductance of point contacts
in a two-dimensional electron gas”. Physical Review Letters, 60 (9), pp. 848, 1988.
doi:10.1103/PhysRevLett.60.848.
[132] L. Van Hove. “The occurrence of singularities in the elastic frequency distribution of
a crystal”. Physical Review, 89 (6), pp. 1189, 1953. doi:10.1103/PhysRev.89.1189.
[133] T. Hartman and J. Chivian. “Electron tunneling through thin aluminum oxide films”.
Physical Review, 134 (4A), pp. A1094, 1964. doi:10.1103/PhysRev.134.A1094.
[134] R. H. Fowler and L. Nordheim. “Electron emission in intense electric fields”. Pro-
ceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences,
119 (781), pp. 173, 1928. doi:10.1098/rspa.1928.0091.
[135] M. Lenzlinger and E. H. Snow. “Fowler-nordheim tunneling into thermally grown
SiO2”. Journal of Applied Physics, 40 (1), pp. 278, 1969. doi:10.1063/1.1657043.
127
[136] M. Kaltenbrunner, P. Stadler, R. Schwödiauer, A. W. Hassel, N. S. Sariciftci, and
S. Bauer. “Anodized aluminum oxide thin films for room-temperature-processed, flex-
ible, low-voltage organic non-volatile memory elements with excellent charge reten-
tion”. Advanced Materials, 23 (42), pp. 4892, 2011. doi:10.1002/adma.201103189.
[137] B. G. Park, J. Y. Bae, and T. D. Lee. “Growth characteristics of Al oxide formed by
ozone in magnetic tunnel junctions”. Journal of Applied Physics, 91 (10), p. 8789,
2002. doi:10.1063/1.1447210.
[138] J. D. Brehm, A. Bilmes, G. Weiss, A. V. Ustinov, and J. Lisenfeld. “Transmission-line
resonators for the study of individual two-level tunneling systems”. Applied Physics
Letters, 111 (11), pp. 1, 2017. doi:10.1063/1.5001920.
[139] V. Zaretskey, B. Suri, S. Novikov, F. C. Wellstood, and B. S. Palmer. “Spectroscopy
of a Cooper-pair box coupled to a two-level system via charge and critical current”.
Physical Review B, 87 (17), pp. 1, 2013. doi:10.1103/PhysRevB.87.174522.
[140] Intel PR. “Intel Advances Quantum and Neuromorphic Com-
puting Research”, 2018. URL: https://newsroom.intel.com/news/
intel-advances-quantum-neuromorphic-computing-research/.
[141] J. Kelly. “A Preview of Bristlecone, Google’s New Quantum Processor”, 2018. URL:
https://ai.googleblog.com/2018/03/a-preview-of-bristlecone-googles-new.html.
[142] P. P. Ewald. “Die Berechnung optischer und elektrostatischer Gitterpotentiale”. An-
nalen der Physik, 369 (3), pp. 253, 1921. doi:10.1002/andp.19213690304.
128
A. The Ewald summation method
This method of computing the electrostatic energy of a particular configuration of
charges in a periodic system is named for Paul Ewald who published his original
work in 1921 [142]. It is now a standard tool of computational physicists and is im-
plemented in many different pieces of software including GULP [90]. We implement
a version of the Ewald summation in which a modified version of the short range real
space interaction is used. Rather than a purely Coulombic potential a Gaussian-like
potential is used within a given radius rc of the charges. The standard form of the
Ewald sum is introduced before the form of the modification is derived.
The Ewald sum is used to calculate the energy of a set of charges placed in cell
which is then infinitely replicated to form the periodic system. Attempting to calcu-
late the energy of the systemwith a purely real space representation leads to truncation
errors as only a finite number of replicas can be explicitly included. To circumvent
this the Ewald sum includes contributions to the energy from both short range inter-
actions in real space and long range interactions which are represented in reciprocal
space. This is achieved by subtracting a Gaussian charge density from the real space
charges and reintroducing it in the reciprocal sum.
ρreali (r) = qiδ(r  qiri)  qiG(r  ri) (A.1)
ρrecip:i (r) = qiG(r  ri) (A.2)
where the sum of the real and reciprocal components is simply the original point
charge which is represented by a delta peak. The form of the Gaussian function is
G(r) = 1
(2πσ2)3=2 exp

 jrj
2
2σ2

(A.3)
where σ is the Gaussian width.
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A.1 Contributions to the electrostatic energy
The real space contribution for a system of N particles is given mathematically as
Ereal =
1
4πϵ0
NX
i<j
qiqj
rij
erfc

rijp
2σ

(A.4)
and the reciprocal space contribution by
Erecip: =
1
2Vϵ0
X
k6=0
0@e σ2k2=2
k2

NX
i
qieikri

2
1A : (A.5)
where the vector k is defined by the reciprocal lattice vectors.
If the cell is not charge neutral, a charged background correction must also be
included:
Eb:g: =
σ2
4Vϵ0
 NX
i
qi
!2
(A.6)
where V is the volume of the cell.
Any skew in the overall charge distribution is accounted for by the dipole correc-
tion term which is written
Edipole =
1
6Vϵ0
" NX
i
qi  ri
!

 NX
i
qi  ri
!#
(A.7)
where ri is measured from the origin.
A self energy term, which arises from the overlap between each point charge
and its own Gaussian screening function, must be calculated and subtracted from the
overall energy. It has the form
Eself =
1
4πϵ0
1p
2πσ
NX
i
qiqj: (A.8)
The total energy of the system can then be expressed in terms of these separate con-
tributions:
E = Ereal + Erecip: + Eb:g + Edipole   Eself: (A.9)
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A.2 Calculating the electrostatic potential at a point
The electrostatic potential is calculated at a point by adding a test charge to the system
and finding the difference between the energies of the two configurations. Energies
of the new system which contains the test charge are denoted with primes. Energies
which are expressed as pair-wise sums (the real space energy and the self energy) can
be found as a simple extensions of the energy of the previous system. The real space
energy of the new system is given by the existing real space energy in addition to all
of the new pair-wise interactions with the test charge:
E0real = Ereal +
1
4πϵ0
M 1X
i
qiqM
riM
erfc

riMp
2σ

: (A.10)
Similarly, one extra term is added to the self energy for the test charge:
E0self = Eself +
1
4πϵ0
1p
2πσ
qMqM (A.11)
The reciprocal space sum and the charged background and dipole corrections are
calculated as per the equations in the previous section with the substitution N! M:
E0recip =
1
2Vϵ0
X
k6=0
0@e σ2k2=2
k2

MX
i
qieikri

2
1A (A.12)
E0b:g: =
σ2
4Vϵ0
 MX
i
qi
!2
(A.13)
E0dipole =
1
6Vϵ0
" MX
i
qi  ri
!

 MX
i
qi  ri
!#
(A.14)
The potential V is determined by calculating the difference between the energies
of the two systems, e.g. for the real space contribution
Vreal = E0real   Ereal (A.15)
and so on.
131
Hence the components of the electrostatic potential are
Vreal =
1
4πϵ0
M 1X
i
qiqM
riM
erfc

riMp
2σ

(A.16)
Vself =
1
4πϵ0
1p
2πσ
qMqM (A.17)
Vrecip: = E0recip:   Erecip: (A.18)
Vb:g: = E0b:g:   Eb:g: (A.19)
Vdipole = E0dipole   Edipole (A.20)
and the potential at the location of the test site is given by
V = Vreal + Vself + Vb:g: + Vdipole + Vrecip: (A.21)
The potential throughout the cell is found by systematically moving the test charge
on a three-dimensional Cartesian grid and repeating this calculation.
A.3 Gaussian potential for short range interactions
In this thesis we modify the calculation of the potential in real space to use a smooth
Gaussian form at small distances from the charges. This is implemented to address
issues where the finite difference approximation breaks down when the divergent
Coulombic potential is used. A radius around the charge rc is chosen below which the
Gaussian description is used. Here we derive the mathematical form of the Gaussian
potential in terms of rc.
The Coulombic potential has the form
f(r) = qr (A.22)
where q is themagnitude of the charge on the atomic site. We define the Gaussian-like
potential as
g(r) = b exp( cr2) (A.23)
and solve for the constants b and c such that the functions and their derivatives are
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equal at rc, i.e.
f(rc) = g(rc); f0(rc) = g0(rc): (A.24)
The derivatives of f(r) and g(r) are
f0(r) =   qr2 (A.25)
g0(r) =  2cr  b exp( cr2): (A.26)
From the continuity constraints in Equation A.24 we can then write
f(rc) = g(rc) ) qrc = b exp( crc
2) (A.27)
f0(rc) = g0(r) )   qrc2 =  2crc  b exp( crc
2): (A.28)
Dividing Equation A.28 by Equation A.27 gives
 q=rc
2
q=rc
=  2crc  b exp( crc
2)
b exp( crc2) (A.29)
)   1rc =  2crc (A.30)
) c = 12rc2 : (A.31)
Rearranging Equation A.27 for b yields
b = qrc
exp(crc2): (A.32)
By substituting the solution for c (Equation A.31) into this expression we obtain
b = qrc
exp

1
2rc2
rc2

=
q
rc
exp

1
2

: (A.33)
Using the derived values of b and c in Equation A.23 the Gaussian potential becomes
g(r) = qrc
exp

1
2

exp

  r
2
2rc2

(A.34)
=
q
rc
exp

1
2  
r2
2rc2

: (A.35)
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The truncated potential used in the real space calculation is a piece-wise function:
h(r) =
8<:
1
rc exp
h
1
2   r
2
2rc2
i
; jrj < rc
1
r ; otherwise:
(A.36)
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B. Sources of botanical illustrations
This appendix lists the botanical illustrations used throughout this thesis. The images
are sourced from the fantastic Biodiversity Heritage Library which provides a large
range of biodiversity literature (https://www.biodiversitylibrary.org).
On page xvi, preceding Chapter 1:
Common heath (Epacris impressa).
Plate 1691 from The Botanical Cabinet, Vol. 17, 1830.
URL: https://biodiversitylibrary.org/page/29149803
On page 16, preceding Chapter 2:
Australian indigo (Indigofera australis).
Plate 386 from The Botanical Register, Vol. 5, 1819.
URL: https://biodiversitylibrary.org/page/130757
On page 38, preceding Chapter 3:
Golden wattle (Acacia longifolia).
Plate 1827 from Curtis’s Botanical Magazine, Vol. 43, 1816.
URL: https://biodiversitylibrary.org/page/482974
On page 60, preceding Chapter 4:
Cider gum (Eucalyptus gunnii).
Plate 7808 from Curtis’s Botanical Magazine, Vol. 127, 1901.
URL: https://biodiversitylibrary.org/page/451019
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On page 88, preceding Chapter 5:
Silver gum (Eucalyptus cordata).
Plate 2087 from Curtis’s Botanical Magazine, Vol. 46, 1819.
URL: https://biodiversitylibrary.org/page/486864
On page 110, preceding Chapter 6:
Rosemary grevillea (Grevillea rosmarinifolia).
Plate 1479 from The Botanical Cabinet, Vol. 15, 1828.
URL: https://biodiversitylibrary.org/page/28883034
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