ABSTRACT
The integration of multiple classification sources is fundamental for a comprehensive view of biological phenomena. Such an approach may improve the accuracy, coverage and robustness of functional predictions. Advances in integrative analysis include a Bayesian network for predicting protein-protein interactions in yeast (Jansen et al., 2003) , and a method that generates predictive scores (MitoP2) through an estimation of the classification specificity achieved by optimum combinations of techniques (Prokisch et al., 2004) . This paper introduces an efficient, user-friendly method that assigns cases (i.e. proteins or protein pairs) to a target class based on a random, multi-objective search. It implements a genetic algorithm (GA) to adapt solutions, whose fitness may be assessed in terms of multiple predictive factors.
The system requires reference and candidate datasets. The former may consist of N target-class cases. A target-class case may refer, for instance, to a case that performs the function investigated. The candidate dataset includes K cases for prediction. These datasets are respectively stored in matrices T and C, of binary values, which encode the predictions made by L techniques on each case. The prediction outcomes are stored as a matrix PC which consists of K rows and (L + 1) columns. For each candidate case k, the system indicates an optimum combination of techniques that predict this case as a target-class case. This is encoded by L binary values, which indicate whether or not a technique j was combined to make the target-class prediction. A prediction fitness value F k is generated for each candidate case, which reflects the confidence assigned to the prediction. The higher the F k is, the more likely that the case k actually represents a target-class case. Given a finite set of techniques E, {e 1 , . . . , e L }, associated with a case i, where e j is a binary attribute representing the prediction made by the j -th technique, a subset of experiments PE ⊆ E is known as a target-class predictive solution for case i, if at least one of the techniques e ∈ PE classifies case i as a target-class case. Otherwise, it is known as a non-target-class predictive solution. A more detailed description of the data encoding formats is illustrated in the supplementary section.
The algorithm starts by randomly initializing a population, P, consisting of numP solutions. Each of the solutions, p i , is adapted with traditional GA operators. At the end of a learning cycle, the fittest numP solutions are selected to take part in the next cycle. This process is repeated until a number of cycles is reached or until the fittest solution from P achieves an F k equal to or greater than a predefined threshold. Multiple fitness functions, F (p i , T), may be incorporated into this model. Their values are typically in the range [0, 1] . One such function is the number of reference cases correctly classified by a solution. Other fitness functions may represent optimization constraints, which may be useful to improve the quality of the solutions. For instance, the size of the integrated prediction subset may be seen as a constraint to increase the specificity of the solutions. By favouring solutions with a minimum, combined number of effective techniques, it may facilitate the reduction of false positive predictions. This investigation implemented these fitness criteria, but others will be incorporated. After completing the learning process the system is ready to make predictions on C. Each candidate case c i is assigned to the fittest solution p k , such that p k represents a target-class predictive solution for c i . Its F -value indicates how likely c i is to be classified as a target-class case. The supplementary section presents a detailed description of the system.
The fitness values, F , and the MitoP2 scores estimate prediction confidence levels. Unlike F -values, MitoP2 scores estimate only the classification specificity of the best combination of techniques. However, high F and high MitoP2 values are linked to high-confidence predictions. Low F and low MitoP2 values are associated with lowconfidence predictions. Quantitative relationships between these two indicators were assessed to illustrate the relevance of the system proposed. The target classification task was the identification of proteins with mitochondrial function. The system processed a reference dataset with 724 proteins, which were assigned to the mitochondrial proteome with the highest MitoP2 scores (>90) in Prokisch et al. (2004) . The candidate dataset comprised 5741 proteins with different MitoP2 scores (<90). After completing the learning process, all of the reference proteins were assigned to the target class with high F -values (>0.8). The top panel in Figure 1 summarizes relationships between low MitoP2 scores and F -values for the candidate dataset. The bottom panel shows how F -values and high MitoP2 scores are interrelated. Most of the candidate proteins with low MitoP2 scores (potential true negatives) were also associated with low Fvalues. All of the high MitoP2 score proteins (potential true positives) were assigned to the target class with the highest F -values. It suggests that these approaches may, in principle, produce alternative but consistent views of this classification problem. The supplementary section includes results obtained after randomly shuffling the candidate set, which indicate that the relationships shown in Figure 1 are unlikely to have been generated by chance. Further analyses should take into account that some of the predictions originated from Prokisch et al. (2004) have been recently corrected. Future applications should incorporate reference datasets with the best true positive cases available. A method that incorporates both target and non-target cases into the learning process was also developed. Its outcomes are, in general, consistent with the results shown here. Section 7 of the Supplementary material discusses key advantages in relation to existing approaches. Further research will assess other fitness criteria and integration strategies for other applications in yeast and Caenorhabditis elegans.
