With the increasing interest in applying the methodology of difference-of-convex (dc) optimization to diverse problems in engineering and statistics, this paper establishes the dc property of many wellknown functions not previously known to be of this class. Motivated by a quadratic programming based recourse function in two-stage stochastic programming, we show that the (optimal) value function of a copositive (thus not necessarily convex) quadratic program is dc on the domain of finiteness of the program when the matrix in the objective function's quadratic term and the constraint matrix are fixed. The proof of this result is based on a dc decomposition of a piecewise LC 1 function (i.e., functions with Lipschitz gradients). Armed with these new results and known properties of dc functions existed in the literature, we show that many composite statistical functions in risk analysis, including the value-atrisk (VaR), conditional value-at-risk (CVaR), expectation-based, VaR-based, and CVaR-based random deviation functionals are all dc. Adding the known class of dc surrogate sparsity functions that are employed as approximations of the 0 function in statistical learning, our work significantly expands the family of dc functions and positions them for fruitful applications.
Introduction
Long before their entry into the field of optimization in the early 1980's [12, 11, 28, 37] , differenceof-convex (dc) functions have been studied extensively in the mathematics literature; the 1959 paper [10] cited a 1950 paper [2] where dc functions were considered. The paper [10] contains a wealth of fundamental results on dc functions that lay the foundation for this class of non-convex functions. While focused on the more general class of "delta-convex functions" in abstract spaces, the thesis [40] contains the very important mixing property of dc functions that in today's language is directly relevant to the dc property of piecewise functions. The most recent paper [4] adds to this literature of the mathematics of dc functions with a summary of many existing properties of dc functions. As noted in the last paper, the mapping that Nash employed to show the existence of a mixed equilibrium strategy in his celebrated 1951 paper [22] turns out to be defined by dc functions. This provides another evidence of the relevance of dc functions more than half a century ago. In the optimization literature, applications of the dc methodology to nonconvex optimization problems are well documented in the survey papers [17, 16] and in scattered papers by the pair of authors of the latter papers and their collaborators; adding to these surveys, the paper [14] discusses an application of dc programming to the class of linear programs with complementarity problems; the most recent paper [15] documents many contemporary applied problems in diverse engineering and other disciplines.
Our own interest in dc functions stemmed from the optimization of some physical layer problems in signal processing and communication [1, 3, 26] . Most worthy of note in these references are the following. In [26] , a novel class of dc functions was identified and an iterative algorithm was described to compute a directional stationary point of a convex constrained dc program; extensions of the algorithm to dc constraints were also presented. In [1] , a unified dc representation was given for a host of surrogate sparsity functions that were employed as approximations of the 0 function in statistical learning; such a representation further confirms the fundamental importance of dc functions in the latter subject that is central to today's field of big-data science and engineering. The paper [25] investigates decomposition methods solving a class of multi-block optimization problems with coupled constraints and partial dcstructure.
The present paper was initially motivated by the desire to understand the dc property of composite risk/deviation functions arising from financial engineering [31, 32] ; see Section 3 for a formal definition of these functions. Roughly speaking, these are functions defined as the compositions of some well-known statistical quantities, such as variance, standard deviation, and quantiles, with some random functionals such as the uncertain return of an investment portfolio [29, 30, 33] or the second-stage recourse function [27] in stochastic programming [5, 35] . In the process of this research, we were led to ask the question whether the value-at-risk (VaR) functional of a random portfolio return is a dc function of the asset holdings. While the paper [41] has derived an expression connecting the VaR with the CVaR (conditional value-at-risk) in an attempt to apply the dc algorithm for solving a portfolio optimization problem, the expression derived on page 866 of the cited reference does not constitute a formal proof of the desired dc property of the VaR; this is because the expression depends on the ranking of the portfolio return that changes with the variable holdings. A first contribution of our work is a formula that relates VaR and CVaR and correctly establishes the dc property of the VaR functional for discrete random returns. Interestingly, while the proof of the formula is based solely on linear programming theory, this resulting expression does not seem to have been obtained in the extensive literature on these two important statistical quantities. Our next investigation pertains to a composite risk function involving a recourse function defined by a random quadratic program parameterized by the first-stage decision variable. Our analysis pertains to the general problem where the latter quadratic recourse program is non-convex. A second contribution of our work is a detailed proof showing that the (optimal) value function of a quadratic program (QP) is dc on the domain of finiteness of the program when the matrix in the objective function's quadratic term and the constraint matrix are fixed, under the assumption that the former matrix is copositive on the recession cone of the constraint region. Such a copositive assumption is essential because without it the quadratic program is unbounded below on any non-empty feasible set. In turn, the proof of the said dc property of the QP value function is based on an explicit dc decomposition of a piecewise function with Lipschitz gradients that is new by itself. In addition to these specialized results pertaining to statistical optimization and two-stage stochastic programming, we obtain a few general dc results that supplement various known facts in the literature.
Univariate Folded Concave Functions
The family of univariate folded concave functions was introduced [8] in the literature of sparsity representation as approximations of the univariate non-zero count function 0 (t) 1 if t = 0 0 otherwise. Formally, such a function is given by θ(t) f (|t|), where f is a continuous, univariate concave function defined on R + . Since we take the domain of f to be the closed interval [0, ∞), the composition property of dc functions [10, Theorem II, page 708] is not applicable to directly deduce that θ is dc. We formally state and prove the following result that is a unification of all the special cases discussed in [1, 18] . Proposition 1. Let f be a (continuous) univariate concave function defined on R + . The composite function θ(t) f (|t|) is dc on R if and only if f (0; +) exists and is finite, where
Proof. Since a dc function must be directionally differentiable, a property inherited from a convex function, it suffices to prove the sufficiency claim of the result. Since f is concave on R + , it follows that
The proof is divided into 2 cases: (a) f (0; +) ≤ 0, or (b) f (0; +) > 0. (See Figure 1 for illustration.) In case (a), it follows that t = 0 is a maximum of the function θ on the interval (−∞, ∞) by (2) . Further, we claim that the function θ is concave on the real line in this case. To prove the claim, it suffices to show that if t 1 > 0 > t 2 , then the secant, denoted S, joining the two points (t 1 , θ(t 1 )) and (t 2 , θ(t 2 )), where θ(t 1 ) = f (t 1 ) and θ(t 2 ) = f (−t 2 ), on the curve of θ(t) is below the curve θ(t) itself for t in the interval (t 2 , t 1 ). This can be argued as follows. The secant S can be divided into two sub-secants, one, denoted S 1 , starting at the end point (t 1 , θ(t 1 )), and ending at 0, θ(t 2 ) − θ(t 1 ) − θ(t 2 ) t 1 − t 2 t 2 ; and the other, denoted S 2 , starting at the latter end point and ending at (t 2 , θ(t 2 )). It is not difficult to see that the sub-secant S 1 lies below the line segment joining (t 1 , θ(t 1 )) and (0, θ(0)), which in turn lies below the curve of θ(t) for t ∈ (t 1 , 0) by concavity; furthermore, for the same token, the sub-secant S 2 lies below the line segment joining (0, θ(0)) to (t 2 , θ(t 2 )), which in turn lies below the curve of θ(t) for t ∈ (0, t 2 ). This establishes the concavity of θ in case (a).
Consider case (b); i.e., suppose f (0; +) > 0. Consider the half-line t → f (0) + f (0; +)t emanating from the point (0, f (0)) for t < 0. Let t * − < 0 be the right-most t < 0 such that this line meets the curve θ(t) = f (−t) to the left of the origin. If this does not happen, we let t * − = −∞. Define the function:
We claim that this function is concave on R and f 1 (t) ≤ f (−t) for t ∈ ( t * − , 0 ]. Indeed, since f (0; +) > 0, it follows that f (−t) > f (0) + f (0; +) t for all t ∈ (t * − , 0) by the definition of t * − . The concavity of f 1 (t) can be proved in a way similar to the above proof of case (a), by considering sub-segments. Details are omitted. Similarly, define t * + > 0 as the left-most t > 0 such that half-line t → f (0) − f (0; +) t meets the curve θ(t) = f (t) to the right of the origin and let t * + = ∞ if this does not happen. Define the function:
We can similarly show that f 2 (t) is concave on R and f 2 (t) ≤ f (t) for t ∈ [ 0, t * + ). Now define g(t) max (f 1 (t), f 2 (t)) for all t ∈ R. As the pointwise maximum of two concave functions, g is dc. It remains to show that g(t) = θ(t) for all t ∈ R. This can be divided into 2 cases: t ≥ 0 and t ≤ 0. In each case, the above established properties of the two functions f 1 and f 2 can be applied to complete the proof.
Remarks. Being not dc, the univariate function θ(t)
| t | provides a counter-example to illustrate the important role of the existence of the limit (1) . Another relevant remark is that the following fact is known [10, page 707] : "if D is a (bounded or unbounded) interval, then the univariate function f is dc on D if and only if f has left and right derivatives (where these are meaningful) and these derivatives are of bounded variation on every closed bounded interval interior to D". We have not applied this fact to prove Proposition 1 because our proof provides a simple construction of the dc representation of the function θ in terms of the function f .
Composite Risk Functions
Before proceeding, we should point out that in the rest of the paper, we focus only on the dc property of the functions in question and are not concerned with the lack of coherency of the risk/deviation measures or the computational challenges associated with some of the functionals being studied below. These challenges should best be addressed elsewhere in a computationally oriented study.
For a given scalar λ > 0 and decision variable x ∈ R n , consider the function
where IE is the expectation operator with respect to the random variable ω defined on the probability space (Ω, F, IP), with Ω being the sample space, F being the σ-algebra generated by subsets of Ω, and IP being a probability measure defined on F; λ > 0 is a given parameter that balances the expectation (for risk neutrality) and the deviation measure D (representing risk aversion); for a random variable Z, D(Z) is a expectation-based, CVaR-based, or VaR-based deviation measure:
Expectation based:
• standard deviation: stdv(Z) var(Z);
• absolute deviation (AD):
(Conditional) value-at-risk based:
• replace IEZ in the above definitions of variance, standard deviation, ASD, and ASD by (C)VaR α (Z), where for a given scalar α ∈ (0, 1),
resulting in D α (Z) being one of the four expectations:
and similarly for the VaR-based deviations. Unlike the equality AD(Z) = 2ASD(Z), it is in general not true that
is also covered by our analysis.
We are interested in two particular classes of random functions Z(x; ω): (a) bilinear Z(x; ω) = x T ω, and (b) a quadratic recourse function given by
where Q ∈ R m×m is a symmetric, albeit not necessarily positive or negative semi-definite, matrix; D is a k × m matrix, f : Ω → R m and ξ : Ω → R k are vector-valued random functions, and G : Ω → R m×n and C : Ω → R k×n are matrix-valued random functions. In the course of demonstrating the dc property of R λ (x), we will show that both the composite CVaR α [ψ(x, ω)] and VaR α [ψ(x, ω)] have this property. A noteworthy point of our analysis is that the matrix Q is not required to be positive semi-definite; thus we allow our recourse function to be derived from an indefinite quadratic program. [A remark: as mentioned above, our work does not address the issue of practical computation. Our goal is to understand the underlying convexity (or more precisely, dc-property) of the composite-risk function R λ (x) that hopefully can be used in future research in the design of practically efficient algorithms for the optimization of such a non-convex risk function and other dc composite functions of CVaR and VaR.] Toward the demonstration of the dc property of the composite-risk function R λ (x) as specified above, we are led to a detailed study of the dc property of piecewise functions. Specifically, a continuous function
for all x ∈ O. A major focus of our work is the case of a piecewise quadratic (PQ) θ, which has each θ i being a (possibly non-convex) quadratic function. It is a well-known fact that a general quadratic function must be dc; subsequently, we extend this fact to a piecewise quadratic function with an explicit dc representation in terms of the pieces. While our analysis relies on several basic results of dc functions that can be found in [4, 10] (see also [38, Chapter 4]), we also discover a number of new results concerning PQ functions that are of independent interest. Summarized below, these results are the pre-requisites to establish the dc property of the composite-risk functions with quadratic recourse.
• A novel expression connecting VaR α (x T ω) and CVaR α (x T ω) when ω is a discrete random variable with known (and distinct) probabilities of the scenarios. This expression provides a correct proof of the dc property of the VaR function that distinguishes from the incomplete proof in [41] which does not quite establish the claimed property. Regrettably, the extension of this expression to the case of a continuously distributed random variable ω is not known at this time.
• The optimal objective value of the quadratic program (QP):
is a dc function of (q, b) on the domain dom(Q, D) (q, b) ∈ R m+k | −∞ < qp opt (q, b) < ∞ of finiteness of the problem, for a fixed pair (Q, D) with Q being a symmetric matrix that is copositive on the recession cone of the feasible region P D (b); i.e., provided that v T Qv ≥ 0 for all v ∈ D ∞ {v ∈ R m | Dv ≥ 0}. We let qp sol (q, b) denote the optimal solution set of (4), which is empty for (q, b) ∈ dom(Q, D). It turns out that the analysis of (4) in such a copositive case is not straightforward and uses significant background about the problem and polyhedral theory.
• Motivated by the value function qp opt (q, b), we obtain an explicit min-max (dc) representation of a general (not necessarily convex) piecewise quadratic function with given pieces, extending the work [36] that studies the special case when such a function is convex and also the max-min representation of a piecewise linear function [24, 34] , as well as the so-called mixing property of dc functions [40, Lemma 4.8] on open convex sets extended to the family of PQ functions whose domains are closed sets.
An expression connecting VaR and CVaR
In what follows, we derive a formal connection between VaR(x T ω) and CVaR(x T ω) when the random variable ω is discretely distributed, showing in particular that the former is a dc function of x. Let Ω = ω 1 , · · · , ω S for some integer S > 0 and let {p 1 , · · · , p S } be the associated family of probabilities. We then have
t (by representation of the argmin)
where the last equality follows by the substitution:
w s −1 and by noticing that the nonnegativity of w 0 can be dropped, provide that {w s } S s=1 belongs to the fixed set:
can be written as
where II S is the identity matrix of order S, p is the S-vector of probabilities {p s } S s=1 , and 1 S is the S-vector of ones. Let w j (w be the finite family of extreme points of W for some integer J > 0. We then obtain the expression:
where Properties of the QP-value function are clearly important for the understanding of the quadratic recourse function ψ(x, ω), which is equal to qp opt (q(x, ω), b(x, ω)) where q(x, ω) f (ω) + G(ω)x and b(x, ω) ξ(ω) − C(ω)x. In the analysis of the general QP (4), we do not make a semi-definiteness assumption on Q. Instead the copositivity of Q on D ∞ is essential because if there exists a recession vector v in this cone such that v T Qv < 0, then for all b for which P D (b) = ∅, we have qp opt (q, b) = −∞ for all q ∈ R n .
We divide the derivation of the dc property (and an associated dc representation) of qp opt (q, b) into two cases: (a) when Q is positive definite, and (b) when Q is copositive on D ∞ . In the former case, the dc decomposition is easy to derive and much simpler, whereas the latter case is much more involved. Indeed, when Q is positive definite, we have
The lemma below shows that the minimum of the second summand in the above expression is a convex function of the right-hand vector b . This yields a rather simple dc decomposition of qp opt (q, b). The proof of the lemma is easy and omitted. It is worthwhile to point out that while it is fairly easy to derive the above "explicit" dc decomposition of qp opt (q, b) when Q is positive definite, the same cannot be said when Q is positive semidefinite. Before proceeding further, we refer the reader to the monograph [19] for an extensive study of indefinite quadratic programs. Yet results therein do not provide clear descriptions of the structure of (a) the optimal solution set of the QP (4) for fixed (q, b) and (b) the domain dom(Q, D) of finiteness, and (c) the optimal value function qp opt (q, b), all when Q is an indefinite matrix. Instead we rely on an early result [9] and the recent study [13] to formally state and prove these desired properties of the QP (4) when Q is copositive on the recession cone of the feasible region. This is the main content of Proposition 4 below. The key to this proposition is the following consequence of a well-known property of a quadratic program which was originally due to Frank-Wolfe and subsequently refined by Eaves [6] ; see [19, Theorem 2.2] . 
By the copositivity of Q on D ∞ , we have
Thus (7) and (6) are equivalent.
Interestingly, while the result below is well known in the case of a positive semidefinite Q, its extension to a copositive Q turns out to be not straightforward, especially under no boundedness assumption whatsoever. There is an informal assertion, without proof or citation, of the result below (in particular, part (c)) for a general qp without the copositive assumption [20, page 88] . This is a careless oversight on the authors' part as the proof below is actually quite involved. 
from which it follows that lim
exists and equals to qp opt (q ∞ , b ∞ ). Thus (a)
holds.
To prove (b), we use an early result of quadratic programming [9] stating that for a pair (q, b) in dom(Q, D), the value qp opt (q, b) is equal to the minimum of the quadratic objective function ζ(z) on the set of stationary solutions of the problem, and also use the fact [21] that the set of values of ζ on the set of stationary solutions is finite. More explicitly, the stationarity conditions of (4), or Karush-KuhnTucker (KKT) conditions, are given by the following mixed complementarity conditions:
where ⊥ denotes the perpendicularity notation, which in this context expresses the complementary slackness between the constraint multiplier η and slack w Dz − b. In turn the above conditions can be decomposed into a finite, but exponential, number of linear inequality systems by considering the index subsets I ⊆ {1, · · · , k} each with complement J such that
The above linear inequality system defines a polyhedral set in R m+k , which we denote KKT(I). Alternatively, a tuple (q, b) satisfies (9) if and only if there exists (z, η I ) such that
The recession cone of KKT(I), denoted KKT(I) ∞ , is a polyhedral cone defined by the following homogeneous system in the variables (v, ξ):
This cone is the conical hull of a finite number of generators, which we denote
for some integer L I > 0. Notice that these generators depend only on the pair (Q, D). In terms of them, the implication (6) is equivalent to
and all subsets I of {1, · · · , k}.
In turn, for a fixed pair (I, ), the latter implication holds if and only if
κ=1 be the finite set of extreme points of the polyhedron µ ∈ R k + | D T µ = Qv I, for some positive integer E(I, ). Again these extreme points depend only on pair (Q, D) only. It then follows that (6) 
proving that dom(Q, D) is a union of finitely (albeit potentially exponentially) many polyhedra, each denoted by dom µ (Q, D) for µ ∈ V.
To prove (c), let F be the family of polyhedra
For each polyhedron in this family, the system KKT(I ) has a solution: (z, η I ) satisfying:
where J is the complement of I in {1, · · · , k}. Moreover, there exists a matrix M (I ), dependent on the pair (Q, D) only, such that (10) has a solution with z = M (I ) q b ; i.e., (10) has a solution that is linearly dependent on the pair (q, b). It is not difficult to show that the objective function ζ(z) is a constant on the set of solutions of (10) [in fact, this constancy property is the source of the finite number of values attained by the quadratic function ζ on the set of stationary solutions of the QP (4)], it follows that this constant must be a quadratic function of the pair (q, b). Since for a fixed pair (q, b) ∈ dom(Q, D), qp opt (q, b) is the minimum of these constants over all polyhedra in the family F that contains the pair (q, b), part (c) follows.
Lastly, to prove (d), it suffices to note that for a given pair (q, b) ∈ dom(Q, D), the solution set of the QP (4) is equal to set of vectors z for which there exists η such that the pair (z, η) satisfies the linear equality system KKT(I) and
for some index subset I of {1, · · · , k}.
Proof the dc property
Based on Proposition 4 and known properties of piecewise dc functions in general, the following partial dc property of the value function qp opt (q, b) can be proved. Since dom(Q, D) is a closed set, the above corollary does not yield the difference-convexity of qp opt (q, b) on its full domain. We give a formal statement of this property in Theorem 8 under the assumption that dom(Q, D) is convex. The proof of this desired dc property is based on a more general Proposition 7 pertaining to piecewise LC 1 functions that does not require the pieces to be quadratic functions nor the polyehdrality of the sub-domains. In turn, the proof of the latter proposition is based on several elementary facts of dc functions, which we summarize in Lemma 6 below. While these facts all pertain to composite functions and are generally known in the dc literature (see e.g. [10, Theorem II, page 708] and [4, 39] ), we give their proofs in order to highlight the respective dc decompositions of the functions in question. Such explicit decompositions are expected to be useful in applications.
Lemma 6. Let D be a convex subset in R n . The following statements are valid:
(a) The square of a dc function on D is dc on D.
(b) The product of two dc functions on D is dc on D.
Proof. (a) Let f = g − h be a dc decomposition of f with g and h being both nonnegative convex functions. We have
This gives a dc representation of f 2 because the square of a nonnegative convex function is convex.
(b) Let g and h be any two convex functions on D, we can write
which shows that gh is dc.
(
Since each ϕ i (•, u i ) is a convex function and the pointwise maximum of a family of convex functions is convex, the above identity readily gives a dc decomposition of F (x) 2 .
Remark. It follows from the above proof in part (c) that the function
is convex. This interesting side-result is based on a pointwise maximum representation of the convex Euclidean norm function; the result can be extended to the composition of a convex with a dc function by using the conjugacy theory of convex functions; see Proposition 11 for an illustrative result of this kind.
Recall that a function θ is LC 1 (for Lipschitz continuous gradient) on an open set O in R n if θ is differentiable and its gradient is a Lipschitz continuous function on O. It is known that a LC 1 function is dc with the decomposition θ( 
defined on an open set O containing S such that θ(x) = θ i (x) for all x ∈ S i and that each difference function θ ji (x) θ j (x) − θ i (x) has dc gradients on S. It holds that θ is dc on S.
Proof. Let L ji be the Lipschitz modulus of ∇θ ji on O and let L i max
2 be the distance function to the set S i with Π S i (x) being the Euclidean projection (i.e., closest point) of the vector x onto S i . We note that both dist(•; S i ) and dist(•; S i ) 2 are convex functions. Define
∇θ ji (x) 2 , being the product of two dc functions is dc, by Lemma 6. Hence each function ψ i is dc. We claim that
Since the pointwise minimum of finitely many dc functions is dc [38, Proposition 4.1] , the expression (13) is enough to show that θ is dc on S. In turn since ψ i (x) = θ i (x) for all x ∈ S, to show (13) , it suffices to show that ψ i (x) ≥ θ(x) for all x ∈ S \ S i . For such an x, letx i Π S i (x). Since S is convex, the line segment joining x andx i is contained in S. Hence, there exists a finite partition of the interval [0, 1]:
and corresponding indices i t ∈ {1, · · · , I} for t = 1, · · · , T +1 so that θ(x) = θ it (x) for all x in the (closed) sub-segment joining x t−1 x + τ t−1 (x i − x) to x t x + τ t (x i − x). We have
(by (12))
for all x ∈ S \ S i as claimed, and (13) follows readily.
We are now ready to formally state and prove the following main result of this section. Proof. This follows readily from Proposition 7 by letting each pair (S i , θ i ) be the quadratic piece identified in part (c) of Proposition 4.
Several remarks about the above results are in order. First, when each θ i (x) = x T a i + α i is an affine function for some N -vector a i and scalar α i , the representation (13) of the function θ becomes
which provides an alternative min-max representation of the piecewise affine function θ with affine pieces θ i ; this is distinct from the max-min representation of such a piecewise function in [24, 34] . Second, when Q is positive semi-definite, dom(Q, D) is known to be convex; in fact, it is equal to the polyhedron
which is the set of pairs (q, b) for which the linear constraints (without the complementarity condition) of the KKT system (8) are feasible. Third, there are copositive, non-convex QPs for which dom(Q, D) is convex. For instance, for a symmetric, (entry-wise) positive matrix Q and an identity matrix D, dom(Q, D) is equal to the entire space R m+k . More generally, if D ∞ = {0}, then for any symmetric matrix Q, dom(Q, D) = R m × DR m − R k + is a convex polyhedron. Fourth, the convexity of S in Proposition 7 is a reasonable assumption because convex, and thus dc, functions are defined only on convex sets. Hence, the convexity requirement of dom(Q, D) in Theorem 8 is needed for one to speak about the dc property of qp opt (q, b). Admittedly, the dc representation in Theorem 8 is fairly complex, due to the possibly exponentially many quadratic pieces of the value function (cf. the proof of Proposition 4). This begs the question of whether a much simpler representation exists when the matrix Q is positive semi-definite (cf. the rather straightforward representation (5) in the positive definite case). There is presently no resolution to this question.
Composite Statistical Functions
Based on the results in the last section, we establish that all the composite risk functions described in Section 3 are dc. Specifically, let f (x, ω) = p(x, ω) − q(x, ω) be a dc function in x ∈ D for every fixed ω ∈ Ω, where both p(•, ω) and q(•, ω) are convex, which if needed can be assumed to be nonnegative without loss of generality. With Z f (x, ω), we will show that all the functions below are dc on D:
• CVaR α (Z) and VaR α (Z)
• var(Z), stdv(Z), and ASD(Z) =
Among these, it suffices to show that the four functions CVaR α (Z), VaR α (Z), var(Z), and stdv(Z) are dc. The proofs along with existing properties of dc functions (such as the nonnegative part of a dc function is dc) will readily establish the dc-property of the remaining functions and also yield their dc decompositions. Among the former four functions, the proof of VaR α (Z) and stdv(Z) requires the random variable ω to be discretely distributed.
CVaR and VaR
The following result shows that CVaR α (f (x, ω)) is a dc function if f (·, ω) is dc for fixed realization ω.
Proposition 9. For every ω ∈ Ω, let f (x, ω) = p(x, ω) − q(x, ω) be the dc decomposition of f (•, ω) on a convex set D ⊆ R n . Then for every α ∈ (0, 1),
Proof. The equality is fairly straightforward. The convexity of the minimum is due to the joint convexity of the function (x, t)
Replacing the bilinear function x T ω with f (x, ω) in Section 3.1, we obtain, for a discretely distributed random variable ω with realizations {w s } S s=1 and associated probabilities {p s } S s=1 ,
which together with Proposition 9 shows that
To end the discussion of the value-at-risk, we show that VaR α (x T ω) is a convex function (for α < 1/2), a concave function (for α > 1/2), and a linear function (for α = 1/2) if ω is a multivariate normal random variable with mean µ and (positive definite) covariance matrix Σ. As such x T ω is normally distributed with mean x T µ and variance x T Σx. Thus, for x = 0, VaR α (x T ω) is the scalar t such that
where Q(τ ) 1 √ 2π
du is the well-known Q-function associated with a standard normal distribution. Letting C Q −1 (1 − α), it follows from the above expression that
which remains valid when x = 0. Since √ x T Σx is a convex function, the claimed convexity, concavity, or linearity property of VaR α (x T ω) follows readily.
Composite deviation functionals
Utilizing the expression (11), we give a dc decomposition of var(f (x, ω)). (i.e., all its components are dc functions). As such, the dc-property of std(f (•, ω)) follows from part (c) of Lemma 6.
We end the paper with a brief discussion of the well-known log likelihood function in statistics. Specifically, using the theory of conjugate functions in convex analysis, we give a dc decomposition of the expected-value function IE [log(f (x, ω))] on a convex domain where the dc function f (•, ω) is bounded away from zero. For this purpose, let ω be discretely distributed as above. Combined with the dc representation in Proposition 11 below, the expression IE [log(f (x, ω))] = Proof. We begin with the conjugate function of the univariate convex function ζ(t) − log(t) for t > 0. Indeed, we have ζ * (v) sup This shows that θ(x) + M p(x) is equal to the pointwise maximum of a family of convex functions, hence is convex.
