This paper presents a framework in which many structural credit risk models can be made hybrid by randomizing the default trigger, while keeping the capital structure intact. This produces random recovery rates negatively correlated with the default probability. The approach is implemented on a …rm-by-…rm basis using maximum likelihood and the unscented Kalman …lter (UKF) on each of the 225 companies of the CDX NA IG and HY indices using weekly CDS data from December 2007 to January 2012. Adding the surprise element and the time-varying distribution of recovery rates has a large impact on credit spreads as it modi…es both the level and shape of the curves. When a bond portfolio is considered, the presence of dependence among …rm leverage ratios and between default probabilities and recovery rates produces clusters of defaults with low recovery rates. It has a major impact on standard risk measures such as Valueat-Risk and conditional tail expectation.
Introduction and review of the literature
Credit risk, which is the potential loss arising from a default of payment by an obligor, has two primary sources: uncertainty regarding the timing of default and the amount lost by the creditor at the moment of default. The literature on the former is very rich and encompasses the structural, reduced-form (intensity), and more recently, hybrid models. Although many authors have investigated the empirical behaviour of recovery rates, very few of them have integrated observed features of recovery rates into credit risk models. This paper presents a hybrid credit risk framework that incorporates recovery rate risk and, more importantly, demontrates how the presence of dependence between default probabilities and recovery rates signi…cantly a¤ects the occurrence of large losses and, therefore, changes the perception of risk associated with bond portfolios.
Hybrid credit risk models combine features of structural and reduced-form models. One major class of hybrid models was developed in response to the signi…cant information gap between a …rm's managers and investors. Only managers can observe the true market value of assets and liabilities whereas investors receive incomplete information. For example, in Du¢ e & Lando (2001) , investors receive periodic …nancial statements that provide only a noisy estimate of market values. argue that the gap between reduced-form and structural models is explained by the amount of information observed by investors. The latter model is appropriate when investors and managers possess the same information set, in which case default is fully predictable. In the opposite case, default takes investors by surprise. Other models also relax the complete information assumption, notably, Çetin, Jarrow, Protter & Yildirim (2004), Giesecke (2004) and Giesecke & Goldberg (2004) .
Other contributions integrate both reduced-form and structural models. In Madan & Unal (2000) , a model for the value of assets and liabilities is presented and default occurs when a single and random loss occurring at a random time is larger than the value of the equity. The resulting model is constructed using an intensity-based approach. Chen, In the literature, recovery rates have long been considered a constant fraction or a exogenous random variable. However, recovery rates are inversely related to default probabilities and this has been documented, mainly by Edward Altman. For example, in Altman & Kishore (1996) , the recovery rate of an AAA company is 68%, whereas a creditor of a CCC company should expect a recovery rate of 38%. Moreover, Altman, Testi & Sironi (2004) and Altman (2006) survey the current literature of credit risk models and emphasize the importance of relating the recovery rate to the probability of default. The very recent literature is slowly integrating stochastic recovery rates that are inversely related to default probabilities. In Bakshi, Madan & Zhang (2006b) and Das & Hanouna (2009) , the authors use arbitrary mathematical functions to transform the default intensity (which can have any positive value) into a recovery rate (that has a value of between 0 and 1). They both obtain decreasing term structures of recovery rates. Other signi…cant contributions to stochastic recovery rates in a single-name model are Gaspar & Slinko (2008) and Hocht & Zagst (2009) . These authors use a stochastic recovery rate framework, but do not further discuss this speci…c issue in empirical studies.
The e¤ect of having a recovery rate that is inversely related to the default probability has been rarely investigated in a portfolio. Andersen & Sidenius (2004) and Hull, Predescu, White (2010) are notable exceptions where both papers have de…ned a loss variable that is related to a common factor (random variable in the former and a stochastic process in the latter) and an idiosyncratic noise. Their analysis is focused toward pricing collateralized debt obligations whereas risk management and tail risk measures are not discussed. 1 This paper presents a framework in which many structural credit risk models can be made hybrid by changing the default trigger, while keeping the capital structure intact. This is accomplished by linking both the leverage ratio and default intensity using a simple trans- 1 There also exists other academic and professional multi-name credit risk models but the loss given default is rarely modeled in these papers.
formation. Once dynamics for assets and liabilities are determined, the framework can be used to model the two sources of credit risk: the moment of default and the amount of loss at default. The consequences of the approach are that short-term credit spreads are signi…cantly di¤erent from zero and more importantly, time-varying stochastic recovery rates can be directly derived from the value of assets and liabilities at the moment of default.
These recovery rates are consistent with the empirical …ndings that the default probability and loss given default are proportional. Notably, the stochastic recovery rate model presented gives rise to a term structure of recovery rates. For highly rated …rms, the major risk is a downgrade associated with a decreasing recovery rate. Consequently, the term structure of expected recovery rates is usually downward-sloping for these …rms. For a risky …rm, if it survives, its rating should improve, leading to a higher recovery rate. For such a …rm, the term structure is usually upward-sloping. At the portfolio level, the dependence between leverage ratios, in addition to its relationship with recovery rates increase the occurrence of default clusters and a¤ect all common risk measures directly and signi…cantly. This paper's key contributions are as follows. First, from a modelling perspective, default intensity is de…ned as an increasing and convex transformation of leverage.
2 Section 2 describes how the proposed framework can be interpreted as a shell added to various structural models to account for unmodelled factors that contribute to potential default. Then, the value of assets and liabilities at default can be used in a cascading structure to model the recovery rate of various types of debtholders or seniority. Thus, the proposed framework allows for endogenous random recovery rates that are inversely proportional to default probabilities.
Second, as described in Section 3, a version of the proposed approach is implemented on a …rm-by-…rm basis using maximum likelihood and the unscented Kalman …lter (UKF). This technique allows estimation of the model's parameters using multiple information sources and accounting for possible trading noise. In our setup, time series of credit default swaps (CDS) with various maturities serve as observable variables to retrieve a …rm-speci…c leverage 2 This di¤ers from Bakshi, Madan & Zhang (2006a) , as their default intensity is proportional to leverage, which is a linear transformation. Moreover, Bharath & Shumway (2008) and Du¢ e, Saita & Wang (2007) use a Cox proportional hazards (CPH) model to de…ne a default intensity. Although this is a non-linear function of leverage, this approach is used to …nd possible determinants of default, bankruptcy, merger, etc.; it is not used for pricing and risk management purposes. ratio path and a set of parameters. This empirical study is performed using more than two hundred …rms listed in the CDX indices and serves as a platform to better understand the forces at work. Indeed, the presence of the shell modi…es the credit spreads as they are larger than in the structural version ( Figure 2 and Table 3 ). Moreover, the recovery risk (Section 4) and its interplay with the default risk modify the shape of credit spreads, although it is a second-order e¤ect ( Figure 5) . Finally, the presence of positive dependence between the …rm's leverage ratios produces clusters of default combined with low recovery rates and has a signi…cant impact on typical portfolio credit risk measures such as Value-at-Risk (VaR) and conditional tail expectation (CTE) ( Table 7) . This paper is structured as follows. In the next section, the joint default and recovery rate model is presented. Section 3 describes the data set, the estimation procedure and parameter estimates; Section 4 analyzes the behaviour of recovery rates; Section 5 discusses the impact of the proposed model on bond portfolio loss distribution; and Section 6 concludes.
Joint default and loss model
It is widely agreed and backed empirically that the main determinants of default are leverage, its volatility and the interest rate (as an example, see Ericsson, Jacobs & Oviedo (2009) and references therein). However, a large proportion of the spreads remain unexplained even when accounting for these three variables combined. In addition, structural models in general have failed to appropriately represent the short-term level of credit spreads, mainly because default is a predictable process. To solve these issues, the literature has turned to structural models with incomplete information or reduced-form models. The common feature of these classes of models is the presence of a surprise element that adds randomness to the default trigger.
The approach adopted in this paper is to construct a shell to be placed over many structural models to capture this surprise element. This shell is essentially an intensity process that depends on the …rm's leverage. This approach allows for the construction of an endogenous recovery rate that is both stochastic and dependent on the …rm's probability of default. This dependence a¤ects the shape of credit spreads and induces a time-varying recovery rate. Consequently, in addition to the default risk and the recovery rate risk, a recovery premium arises from the dependence structure between the default time and the recovery rate, which also a¤ects the shape of the credit spread curve.
Hybrid default risk model

Structural framework
As a starting point for the model, assume that the total value of the …rm's assets is represented by the continuous-time stochastic process fA t : t 0g. The company's obligations toward creditors are de…ned by the liabilities process fL t : t 0g, which may also be interpreted as a default threshold. The risk-free short rate is denoted by fr t : t 0g : Formally, the …ltration fG t : t 0g is generated by r, A and L (with the usual regularity conditions).
Di¤erent dynamics for the …rm's assets and liabilities can be considered.
Structural models usually de…ne the moment of default as the …rst moment that the assets cross the value of the liabilities (or some other threshold). In the proposed model, default is instead de…ned using a reduced-form default trigger that is highly correlated with the …rm's leverage ratio. This is discussed next.
Shell
The default trigger for reduced-form models is based mostly on Lando (2004) ; it represents the …rst jump of a Cox process. In that case, the default time satis…es inf t > 0 :
where E 1 is an exponential random variable with mean 1 that is independent of fG t : t 0g and fH t : t 0g is the default intensity process.
The intensity process is constructed so that it depends on the …rm's …nancial health. More precisely, de…ne the leverage ratio X t L t =A t so that fX t ; t 0g results in a G adapted continuous-time stochastic process. Because the asset value is unobservable, so is the leverage ratio. Assume that the dynamics of the leverage ratio are
where fB t : t 0g is a Brownian motion, and (X) and (X) are predictable processes satisfying some regularity conditions such that Equation (2) admits a solution. As L is the liabilities value and not the risky debt value, the liabilities value may be larger than the asset value, resulting in an X process that is not constrained to lie within the unit interval.
This leverage ratio is modelled under the objective measure P for risk management purposes as well as under the risk-neutral measure Q or the T forward measure Q T if the objective is pricing credit-sensitive derivatives. As far as modelling is concerned, a jump term may easily be added within this framework. However, jumps have an impact on the numerical procedures involved at the estimation stage and, therefore, is beyond the scope of this paper.
Model (2) encompasses several existing structural models. Indeed, Black & Cox (1976) assume that the …rm value behaves as a geometric Brownian motion (GBM) under the riskneutral measure and that default arises as soon as the …rm value reaches an exponential barrier. The liabilities are modelled as a single zero-coupon bond in a deterministic interest rate framework. In that case, the process X corresponds to the ratio of the …rm value over the riskless bond value and behaves as a GBM, that is,
constants. Leland (1994) can also be considered as a special case of Equation (2) . Indeed, he models the …rm value using Equation (2) and a constant volatility parameter. The liabilities are a perpetuity paying a constant coupon of C in a constant interest rate r framework.
Since the liabilities value is C=r, the process X has constant drift and volatility parameters under the risk-neutral measure. Moreover, default arises as soon as the …rm's value reaches a constant barrier. Although these papers priced the risky debt using di¤erent hypotheses, the underlying leverage ratio process …ts this framework. Leland & Toft (1996) present a di¤erent story about liability value, but the resulting leverage ratio process is again a GBM under the risk-neutral measure. Under stochastic interest rates, the capital structure proposed by Longsta¤ and Schwartz (1995) and Bryis and de Varenne (1997) for example, are compatible with the previous setting, since the structure leads to a stochastic drift term
which is a function of the risk-free rate.
It is assumed that the intensity process at time u, H u ; is a function of the leverage ratio
known as the sensitivity function. The …rm-speci…c sensitivity function h plays a major role in the model: it gauges how the leverage ratio a¤ects the default probability. The interpretation of h is that it represents the sensitivity of the …rm's credit risk to its leverage ratio. This function h must obey a few restrictions 3 so that the model respects some basic observed facts.
First, h has to be positive; otherwise it cannot act as an intensity. Second, h must be an increasing function since default probabilities should increase with the leverage ratio. As a consequence, the …rm will not necessarily default as soon as its leverage ratio approaches some critical threshold; rather, it simply means that its default likelihood increases. The …rm may very well survive and improve its …nancial situation. Third, the function h should be parsimonious in terms of the number of parameters so that the estimation procedure for the unobserved intensity process remains feasible.
For all these reasons, throughout this paper, the intensity process is built on the transformation h given by
A value of > 0 is required for the transformation to increase with x. When > 1, the function h is convex, meaning that a small increase in the leverage ratio has a greater impact when the …rm already has a large leverage ratio. The parameters and are responsible for the sensitivity of the survival of the …rm toward its leverage ratio. is known as the critical level of leverage or the default threshold because the default intensity is large when leverage is greater than and small otherwise. The rate at which default intensity will converge to either 0 or in…nity is guided by . Moreover, setting as the default threshold and letting = 0 and ! 1, one recovers the basic structural models underlying the leverage ratio process X.
Other authors have proposed transformations of leverage for their intensity functions. For example, Bakshi et al. (2006a) consider an intensity process that has a linear relationship with leverage. Although the default probability increases with leverage, the relationship is not convex and thus a structural model cannot be obtained from their model. Applying Itô's lemma to the particular shape of the intensity function implies that the dynamics of the default intensity fH t : t 0g is
where
Although and do not appear in Equation (4), they a¤ect the level of the initial default intensity H 0 .
Recovery rate model
The second component of the joint default and loss model is the recovery rate component.
In the vast majority of credit risk models, an exogenous speci…cation of the recovery rate R is required, which is independent of the capital structure of the …rm upon default. Most of the time, it is set as a constant often estimated from the seniority of the bond or chosen exogenously based on empirical studies, such as those by Carty & Lieberman (1996) and Altman & Kishore (1996) . In CreditMetrics (1997), a beta-distributed random recovery rate, independent of the default process, is used. However, Altman et al. (2004) and Altman (2006) both argue the importance of having a recovery rate structure that is inversely related to the default probability.
A signi…cant contribution of the proposed joint model is that the leverage ratio process may also be used to construct a random recovery rate. Since default comprises an element of surprise, the assets at default will very likely be lower than the value of the liabilities and taking the ratio of the two at default is indeed one way to construct recovery rates that depend on the …rm's capital structure. Moreover, legal fees, liquidation costs and di¤erent seniority can be accounted for in obtaining a recovery rate distribution.
The recovery rate model presented is described as being endogenous as it comes from the value of the assets and liabilities at the moment of default. Assume that the liquidation and legal fees represent a fraction of the market value of assets at default. The approximated value of the assets available to debtholders at default time is
Suppose there are two classes of bondholders: junior and senior. The senior bondholders represent 100!% of the liabilities and the junior debtholders, 100 (1 !) %. Thus, in case of default and assuming the absolute priority rule holds, senior investors have a right on the …rst 100!% of the assets and the juniors take what remains. One can represent the recovery rate (with respect to the market value) for both senior and junior debtholders as
; 1 and
Note that these recovery rates do not represent a fraction of the face value, but rather, a fraction of the market value of the liabilities at default and thus, act as an approximation of the true recovery rates. With one class of investors, R becomes
It results in a stochastic and time-varying recovery rate that will vary according to the …rm's solvency. The leverage ratio process exerts an in ‡uence on both the moment of default (through the default intensity) and the recovery rate at the moment of default (through the inverse of the leverage ratio), inducing a negative correlation between the two. This is consistent with the …ndings of Altman et al. (2004) and Altman (2006) . Finally, the de…nitions of Equation (5) and Equation (6) can be used for both risk management and pricing purposes. Indeed, for pricing purposes, one uses the risk-neutral dynamics of the leverage ratio and for comparisons with the empirical literature, one uses the objective probability measure P.
Bonds and credit default swap (CDS)
This setting is used to price derivative securities that account for default and recovery risks.
However, the presence of stochastic recovery rates implies that there is no closed-form solution for corporate bonds and CDS. Standard numerical methods such as a Monte Carlo simulation and a Schonbucher (2002) tree may be used. Details about pricing bonds and CDS are provided in Appendix A.
Estimation
In this section we explain how we have estimated the proposed model and present some empirical results.
Data and assumptions
The companies on which investigations were performed are the 225 …rms of the CDX In all experiments and unless stated otherwise, a constant risk-free rate of 3% has been 4 Every Wednesday. To illustrate uses of the proposed hybrid model, a capital structure described by
is assumed where P X and X are constant. As argued in the review of the literature, the market leverage ratio is not observed and is inferred on a …rm-by-…rm basis using quasimaximum likelihood estimation and the unscented Kalman …lter (UKF) along with the CDS data. It is further assumed that, in the risk neutralization procedure,
More precisely, X is not a risk premium itself, but could be interpreted as the di¤erence of two risk premiums: the liability risk premium minus the asset risk premium.
The …lter is described in Appendix B, and details about risk premiums are provided in Appendix C.
Results
This section shows basic estimation results in order to describe the distribution of parameters in the set of 210 …rms of the CDX indices. This is meant to provide an overview of the range of parameters across …rms. Table 1 shows descriptive statistics on estimated parameters. All …rms have a positive parameter, which is a su¢ cient condition to ensure that the intensity process is positive.
The parameter is always greater than 1, the smallest estimated value being 1.48, thus con…rming the convex relationship between the intensity process and the leverage ratio. For 90% of …rms, this relationship is strongly convex, as the estimated value is greater than 4. The critical leverage threshold is generally between 1.0 and 1.8 which is reasonable considering that the leverage ratio is not the debt ratio. As X is the di¤erence of two risk premiums (liabilities minus asset risk premiums:
, negative values are expected for some …rms.
Statistical tests are performed to determine whether the parameters di¤er signi…cantly between IG and HY …rms. It appears that there are mainly six parameters that distinguish IG and HY …rms: the drift of the leverage ratio under both measures ( P X and Q X ), its initial value X 0 , the di¤erence between risk premiums X ; the intensity parameter and the bankruptcy and legal fees . The drift of the leverage ratio is higher for HY …rms meaning that these …rms have a tendency to contract more debt or their debt is more expensive (in terms of interest rate). Moreover, their initial leverage ratio is, on average, approximately 17% greater. The latter results have to be expected given the nature and the separation of these …rms in the two portfolios: the HY …rms are more indebted. The average X parameter is negative for HY …rms while it is positive for the IG category. A negative X means that the asset's risk premium is larger than the liabilities'risk premium. The parameter is, on average, larger for the HY …rms. If all other variables are the same, it produces a larger intensity, implying a larger default probability. The IG …rms have, on average, a smaller parameter. Because the intensity's drift and volatility parameters (see Equation (4)) are increasing functions of and (X) t , IG …rms tends to have a smaller intensity process, which was expected as they are less risky.
The standard error of the trading noise is the highest for the one-year CDS, for two 
Obs. For each of the 210 …rms, the parameters of the model have been estimated using weekly CDS prices of maturities of one to ten years, using the UKF …ltering technique. The data is available from December 2007 to January 2012. The mean, standard deviation and quantiles are computed across …rms. The last two rows compute the mean across …rms of the CDX.NA.IG or CDX.NA.HY portfolios. As described in Appendix B, the 's represent the standard deviation of the noise terms. For each of the 210 …rms and each of the 9 parameters, the regression i = a + bI HY (i) + " i has been estimated where i is the parameter value of the ith …rm and I HY (i) is an indicator function that worth 1 if the ith …rm belongs to the investment grade category. The estimated a parameter correspond to the mean parameter value of IG …rms: The statistical test H 0 : b = 0 against H 1 : b 6 = 0 has been performed. The p-values are reported. Estimates in bold are signi…cant at a con…dence level of 95%. Table 2 shows average parameter value by credit rating. The leverage ratio's drift tends to increase with riskiness, since the …rms are more indebted. The liquidation and legal fees parameter and the initial leverage ratio …ltered out from the CDS data, tend to increase with riskiness as well. Figure 2 and Table 3 show the average credit spread curves for …rms having the same rating, in the proposed model and in a pure structural version of the model (where = 100 and = 0). When compared to the structural version, the proposed model produces a similar short-term credit spread for IG companies and larger ones for HY …rms. However, the di¤erences increase with maturity: credit spreads derived from the hybrid model are one and a half times larger than those of the structural version for a maturity of 20 years.
Credit spreads
Intuitively, the credit spread is in ‡uenced by two main factors: the default probability and the recovery rate. In the short term, adding an element of surprise increases the likelihood of default. However, for many …rms, the initial leverage ratio is below the default threshold so that over the short term, if there is a default, it is caused by surprises and, consequently, the recovery rate can be very high. This simultaneous rise in the short-term default probability and the recovery rate cancel each other out, at least when it comes to expectations, which is the case for credit spreads. Conclusions di¤er when dispersion is under study, as is the case for many risk-management measures commonly used. In the long run, default is more likely when the leverage ratio is large. Hence, recovery rates tend to be lower, which in turn widens the credit spreads.
Analysis of recovery rates
In this section, the empirical behaviour of recovery rates generated by the model is investigated. More precisely, the parameters obtained for each …rm have been used to simulate one million leverage ratio paths under the real-world probability measure P. When a default was generated, the result of Equation (6) For each of the 197 …rms, the parameters of the model have been estimated using weekly CDS prices with maturities of one to ten years, using the UKF …ltering technique. The data is available for December 2007 to January 2012. The top graph shows credit spread curves for …rms with the same credit rating (averaged across …rms) in the proposed model, while the bottom graph shows similar curves within a structural framework, that is, when all parameters are estimated again except for which is …xed at 100 and at 0. For each of the 197 …rms, the parameters of the model have been estimated using weekly CDS prices with maturities of one to ten years, using the UKF …ltering technique. The data is for December 2007 to January 2012. Each panel shows the averaged (across …rms) credit spreads for …rms with the same credit rating. For the structural version, all parameters have been re-estimated under the contraint = 100 and = 0.
Term structure of recovery rates
In this section, recovery rates are analyzed on a …rm-by-…rm basis and also with respect to their (S&P) credit rating as at January 27, 2012. Figure 3 computes the average (across …rms of a given credit rating) expectation, standard deviation, skewness and kurtosis of recovery rates given default. The top left …gure deserves attention since it clearly shows a term structure of expected recovery rates. Thus, on average, recovery rates should be higher over the short term and lower over the long term except for risky …rms. This can be explained as follows. For highly rated …rms, the initial leverage ratio is usually small. If default arises in the short term, it is mainly attributed to the element of surprise. In that case, the recovery rate, which depends on the inverse of the leverage ratio, is large. In the long run, conditional upon survival, the default event is more closely linked to the …nancial health of the …rm. Thus, the recovery rate tends to be smaller.
For risky …rms, long-term survival is possible if the accumulation of intensity is relatively small. As the intensity is strongly related to the leverage ratio, survival events are linked to small leverage ratios, implying larger recovery rates. A slightly increasing term structure The hybrid model of Equation (3) combined with the leverage ratio of Equation (7) have been estimated for all …rms of the CDX indices using weekly CDS data from December 2007 to January 2012 and the UKF …ltering technique. Leverage ratio paths and defaults have been simulated over the next 10 years (under the physical probability measure), starting on January 27, 2012 and recovery rates have been computed using Equation (6) . Moments of the recovery rates given default have been computed on a …rm-by-…rm basis. Each graph shows the average (across …rms with the same S&P rating as of January 27, 2012) expectation, standard deviation, skewness and kurtosis of recovery rates given default. of recovery rates is observed for the CCC companies. One sees that generally, the lower the credit rating, the lower the recovery rate (this relation holds on average except for AA-rated …rms and this may be attributed to the sample size as there were only …ve of them).
Other components of the recovery rate distribution, that is, standard deviation, skewness and kurtosis, show a term structure. Note that the standard deviations measure the variability of the recovery rate for a given …rm. This can never be empirically observed since there are not enough default observations for a single …rm. However, these measures quantify the degree of risk linked with the loss given default when an investor assumes a …rm's credit risk. This is similar for the skewness and kurtosis, which illustrate the asymmetry and fat-tailness of the recovery rates. Figure 3 shows that recovery rate risk increases over time, that is, the standard deviation and kurtosis both increase with the time of default. When analyzed with respect to credit ratings, one sees that standard deviation tends to decrease with riskiness.
This should have been expected for the standard deviation since smaller values tend to have smaller variability (scaling e¤ect). Moreover, skewness and kurtosis are larger for HY …rms than for IG ones.
In its 2007 report, Moody's stated that the average recovery rate (across …rms) is 52% and the standard deviation (across …rms) is 26%. With our sample of …rms, the average (across …rms) expected recovery rate is between 56% to 63% (depending on the time of default) while the standard deviation (across …rms) of the expected recovery rate is about 23% to 26%. Our numbers are therefore similar to Moody's values.
Comparison with other deterministic recovery rates
As a …nal example regarding the link between default probability and recovery rates, we have compared our results to Altman & Kishore (1998), who provide the mean recovery rate given default as a function of the rating prior to default. Their study clearly shows that the higher the credit rating, the higher the recovery rate. For example, the mean recovery rate for AAA companies that have defaulted from 1973 to 1998 is 68.34% whereas it is 49.42%
for BBB companies and 38.25% for CCC …rms. Figure 4 shows the relationship between the mean recovery rates generated by the model and the recovery rates given by Altman & Kishore (1998), using the latest rating for each company. The hybrid model of Equation (3) combined with the leverage ratio of Equation (7) have been estimated for all …rms of the CDX indices using weekly CDS data from December 2007 to January 2012 and the UKF …ltering technique. Leverage ratio paths and defaults have been simulated over the next 10 years (under the physical probability measure), starting on January 27, 2012, and recovery rates have been computed using Equation (6) . The four graphs show the scatter plot of the mean recovery rate given default for each of the 196 companies of the CDX indices, given that default occurred in the k th year (k = 1; 3; 5; 10). The sole CC …rm has not been considered as it was not available in Altman & Kishore's study. This is compared with the recovery rate given by their rating in the study by Altman & Kishore (1998) . The ‡at line is a 45-degree line relating (0,0) and (1,1). Were there a perfect relationship between the recovery rates generated by our model and Altman & Kishore's recovery rates, points would cluster around this line. Finally, the large circles show the expected recovery rates given default, which have been averaged across …rms of a given rating.
In Figure 4 , the circles correspond to the average (across …rms of a given credit rating) of the mean recovery rate given default, for various periods. We see that these circles cluster around the 45-degree line, which means there is a somewhat close relationship between Altman & Kishore (1998)'s recovery rates and those generated by our model and data. The small circles illustrate the cross-section variability, which can be very high, but as mentioned previously, it is consistent with Moody's (2007) . Finally, Altman & Kishore (1998) cover the 1973 to 1998 period, which is very di¤erent from the 2008 to 2012 period considered in this paper.
Timing risk premium and impacts on credit spreads
In our model, we have shown empirically that when recovery rates depend on the solvency of the …rm, they will vary over time, thus leading to a term structure of recovery rates.
For a highly solvent (insolvent) …rm, recovery rates will tend to decrease (increase) because of downgrades (survival). Thus, default timing has an e¤ect on the amount of losses and so should be accounted for in the pricing of bonds and CDS. In other words, defaults over the short (long) term should cost less (more). When compared with a recovery rate that is constant over time, this e¤ect provides what we call a "timing risk premium," which is the additional spread expected to be paid when default timing is considered in computing losses.
This spread results from the interdependence of the moment of default and the amount of loss.
To illustrate this point, credit spreads have been expressed as the sum of three premiums.
The …rst measures the e¤ect of recovery endogeneity when compared with a constant recovery rate estimated under the risk-neutral measure. It includes dependence and timing e¤ects (details are provided in Appendix A, Equation (13)). The second illustrates the recovery premium, as expected recovery under the risk-neutral measure Q is opposed to the common practice of using averaged recoveries observed under P (Appendix A, Equation (14)). The third premium, known as the default premium, represents the di¤erence between risky and riskless bond yields (Appendix A, Equation (15)). Finally, for comparison, the credit spreads have also been computed for the corresponding structural model by setting = 100 and = 0 (other parameters being estimated accordingly). This has been done for each of the 196 …rms of the CDX index. 5 Figure 5 shows two major features of this modelling approach. First, the impact of the recovery assumptions on the credit spreads mostly a¤ects the shape of the curves, since the term structure and the interdependence of recovery and default time produce steeper credit spread curves. Second, the surprise element brought by the shell modi…es the level of the credit spread curves. Consequently, as far as credit spreads are concerned, the random recovery assumptions act as a second-order e¤ect when compared with the presence of surprises.
However, the presence of randomness in the recovery rates does have an impact when risk measurement is considered. Indeed, in such applications, the focus is mostly on tail events rather than on expectations. This is the goal of the next section.
A portfolio approach
This section illustrates the importance of having a good measure of interdependence on usual portfolio risk measures. Indeed, the previous sections established a connection between default probabilities and recovery rates through leverage ratios. At the portfolio level, if one admits that …rms'leverage ratios are correlated, then clusters of defaults may appear along with correlated recovery rates. Using a bond portfolio, we illustrate how it impacts the usual credit risk measures A …rst level of dependence among …rms appears if the noise terms, modelled by the Brownian motions in Equation (2), are correlated. The simplest case is to assume that these correlations are constant over time:
where the superscript i refers to the …rm i. This interdependence between …rm leverage ratios impacts future portfolio value distribution in several ways. First, defaults arise in clusters as the …rms'intensities increase simultaneously (assuming positive correlations). Second, since recoveries are negatively correlated with default probabilities, recoveries tend to be smaller 5 The single CC company has been discarted. The hybrid model of Equation (3) combined with the leverage ratio of Equation (7) have been estimated for 196 …rms of the CDX indices using weekly CDS data from December 2007 to January 2012. Leverage ratio paths and defaults have been simulated (under the risk-neutral measure) over the next 10 years, starting on January 27, 2012, and recovery rates have been computed using Equation (6) . The zero-coupon bond spreads have been constructed for each of the 196 …rms. An average curve by risk category is shown in this …gure. The continuous line represents the sum of the three risk premiums 1 + 2 + 3 : The "Expected recovery under Q" corresponds to Assumption (11) about recovery and, therefore, is the sum of two risk premiums: whenever clusters of defaults appear. Because the probability of observing large portfolio losses is higher in the presence of default clusters, it directly impacts the usual risk measures, such as the Value-at-Risk (VaR) and conditional tail expectation (CTE).
According to Schönbucher & Schubert (2001) , a second level of dependence may be introduced by using a copula to create links among the exponential random variables appearing in Equation (1) . Indeed, these random variables may be interpreted as external shocks that a¤ect a …rm's solvability, such as a large variation in the exchange rate, a …nancial crisis, a rise in energy costs, etc. The Clayton copula impacts the left tail of the distributions and produces clusters of small exponential realizations, meaning that many …rms are likely to default in the short term. In opposition, the Gumbel copula a¤ects the right tail of the distribution, implying that the default clusters are likely to appear over the long term. Because most risk-management measures deal with one-year horizons, the Clayton copula is used in this study.
Correlation estimation
If there are n …rms, there are n (n 1) =2 correlation parameters to be estimated. Estimating the set comprising all these parameters by considering the n …rms simultaneously is numerically unmanageable. One way to circumvent this problem is to estimate each …rm's parameters individually. In a second step, while considering the bivariate problem with two …rms, we estimate the correlation parameter by keeping all …rm-speci…c parameters …xed at their estimated value. This approach keeps the estimation problem numerically manageable.
A Monte Carlo study not reported here has shown that the resulting estimates are unbiased. Table 4 reports descriptive statistics about correlation estimates. These correlations are predominantly positive and generally large. We can therefore expect to observe clusters of defaults that have a signi…cant impact on the tails of the distribution of portfolio losses.
Empirical results
The portfolio is made up of 210 coupon bonds with nominal values of $1,000 each. These corporate bonds are linked to each …rm for which the model has been previously estimated. There are 210 209=2 = 21; 945 correlation estimates amongst the 210 …rms. Level represents the level of the quantile, while Corr. stands for the correlation estimate (expressed as a %). The median correlation estimate is 56.8%, while the mean is 54.4%. When trading noise is considered, correlations between log-leverage ratios are generally positive and large. The maturities and coupon rates are given by the reference bonds of each CDS 6 . Descriptive statistics are provided in Table 5 . Since the portfolio comprises 98 bonds of high-yield …rms, it may be considered risky and an important number of defaults has to be expected.
Before proceeding with the empirical study, the parameter that gauges the dependence level among the marginal exponential distributions needs to be determined. Expressed in terms of Kendall's tau coe¢ cient ( Kendall ) 7 , it controls the size of default clusters attributed to external factors that impact the entire economy. Several levels ranging from near independence ( Kendall = 0) to an extreme case of high positive rank correlation with a Kendall = 50%
(not reported here) have been tested and results for moderate dependence are presented next. Table 6 illustrates the impact of the dependence hypothesis on number of defaults dis- 6 More precisely, for the 125 …rms of the CDX.NA.IG, the reference bonds are those of the CDX.NA.IG.17 V1, available at www.markit.com under Credit Index Annex Archives. For the 100 …rms of the CDX.NA.HY, the bonds are those associated with the CDX.NA.HY.17 V4. 7 It is a measure of rank correlation that varies between -1 and 1. If there is a perfect positive dependence, then the Kendall tau coe¢ cient is 1, whereas independence produces a measure close to 0. Results are obtained using Monte Carlo simulation with 5 10 6 paths, with each model sharing the same simulated noises. Independence means that the log-leverage ratios correlation matrix is the identity matrix, while Correlated applies to the case where the estimated correlation matrix is used. Kendall refers to the copula parameter that links the exponential random variables together.
tribution. As mentioned above, credit risk is important for this portfolio and is re ‡ected in the average of 13 defaults during the …rst year, regardless of the type of dependence. The latter impacts mostly the dispersion of default distributions. The interrelation between logleverage ratios has a moderate e¤ect on default distributions as the three …rst columns are similar three last ones. This has to be expected, since in the short term, due to the generally low initial leverage ratios, defaults result mainly from surprises. In Table 6 , it appears that even with a moderate Kendall = 10%, the copula has a tremendous e¤ect on the tail of the default distribution.
Next, we examine loss distribution. Three di¤erent recovery assumptions are considered:
the proposed endogenous recovery assumption, an independent 8 beta-distributed random recovery and a constant recovery. To simplify comparisons of the cases, the beta-distributed random recovery shares the same two moments as its endogenous counterpart and the constant recovery is set to the expected endogenous recovery. In Table 7 , it appears that the endogenous recovery assumption does impact the tail of the distribution since the VaR of level 99% increases by a factor of about 10% in the independent case and by about 30%
whenever log-leverages are correlated. Despite that the beta-distributed random variable 8 These beta-distributed random variables are independent from leverage ratios and across …rms.
is …rm-speci…c and, consequently, depends on the creditworthiness of the …rm, it is not enough to produce a severe impact on the tail of the loss distribution and this is where the endogenuity comes into play. Table 7 shows the e¤ect of dependence between the leverage ratios as well as among the surprise elements on loss distribution. The presence of dependence between default probability and each …rm's recovery rate is revealed by the recovery assumptions. It has a moderate impact on the average relative loss as it increases from 3% to 3.2% of the initial portfolio value. This explains why the credit spread premiums associated with endogenous recovery rates are relatively small.
The presence of correlations among …rm leverage ratios a¤ects loss variability. Indeed, the relative loss standard deviation increases by a factor of 5 or 6, from between about 0.7%-0.8% to 3.8%-5.2%. The presence of endogenous recovery rates ampli…es the impact of leverage dependence as the loss standard deviation increases from 0.8% to 5.2%.
The dependence between …rms' leverage ratios has an important impact on the tail of the loss distribution. Indeed, regardless of the type of recovery, Value-at-Risk (VaR) and conditional tail expectation (CTE) are 2 to 4 times larger in the presence of correlations and the e¤ect is more pronounced for the far tail of the distribution. Correlations between log-leverage ratios favour the appearance of default clusters accompanied by low recovery rates responsible for extreme loss events. Assuming endogenous recovery rates, the 99%
VaR increases from 5% of the initial portfolio value up to 19% and, therefore, the presence of leverage dependence has severe impacts on capital requirements.
Dependence among exponential random variables, through the Clayton copula, acts as a second-order e¤ect on the portfolio's losses except for extreme values represented by the VaR and the CTE of 99%. Indeed, as shown in Table 6 , the presence of dependence between surprise elements favours the occurrence of defaults not caused by large leverage ratios. In these cases, recovery rates are higher and, therefore, the presence of many defaults is o¤set by smaller individual losses. Results are obtained using a Monte Carlo simulation with 5 10 6 paths, with each model sharing the same simulated noise. End. stands for the endogenous recovery assumption, while Beta represents the case where an independent beta-distributed random variable with the same mean and standard deviation as its corresponding endogenous recovery rate is used. Const. is the case where a constant recovery rate equivalent to the expected endogenous recovery rate is applied. Independence means that the log-leverage ratios' correlation matrix is the identity matrix, while Correlated refers to the case where the estimated correlation matrix is used. Kendall Tau refers to the copula parameter that links the exponential random variables together. All numbers are expressed as a percentage of the initial portfolio value.
Conclusion
The approach presented in this paper allows many structural models to become hybrid with a simple transformation of leverage to de…ne the …rm's default intensity. This transformation can be interpreted as the sensitivity of the …rm's credit risk to changes in leverage. The proposed framework can be viewed as a shell that can be added to various structural models to randomize the default trigger. Therefore, the model produces endogenous random recovery rates that are negatively correlated with the default probabilities, which is consistent with the empirical …ndings. Thus, the framework can be used to simultaneously model the two sources of credit risk: the moment of default and the amount of loss at default, for risk management and pricing purposes. An extensive analysis of the behaviour of recovery rates has been conducted. It was found that the mean recovery rate given default generally has a decreasing term structure over the period considered. The standard deviation and kurtosis of the recovery rate at default, which indicate the degree of risk and tail risk for the loss given default of a speci…c company, both increase over time. This phenomenon will impact risk-management decisions based on tail events.
The impacts of the shell and of the term structure of recovery rates on credit spreads have been analyzed. The addition of the shell has a large impact on the level of credit spreads as the curves tend to shift upward. The endogenous recovery rates have a second-order e¤ect and modify the shape of the credit spreads, as the latter tend to be steeper.
The correlations between log-leverage ratios have been estimated through CDS data using a UKF …lter and the maximum likelihood approach. It has a large impact on bond portfolio credit risk measures. Dependence between surprise elements is achieved using a Clayton copula. The impact on the portfolio's losses is mainly observed in the extreme tail of the distribution. Moreover, correlations among …rms leverage ratios adds up to the interdependence between default probability and recovery rate to produce default clusters associated with low recovery rates. It has a major impact on the tail distribution of the portfolio value.
A Credit spread and premiums
In this section, the credit spread is broken down to show the relative importance of the endogeneity of the recovery rate and the surprise element introduced by the model's shell component.
A.1 Bond prices
To price credit derivatives or coupon bonds on a single …rm, recovery speci…cations are crucial. As a …rst step, the amount of money that will be paid to the security holder upon default needs to be determined as well as the moment when it will be paid. Although the amount payable and its exact timing are de…ned in the clauses of the contract, the fraction R to be used in the valuation must still be appropriately estimated. Ideally, it should be consistent with the default generating process used to value the assets and liabilities. Thus, when pricing a credit-sensitive asset, an assumption must be made on R and on the type of payment upon default.
For derivative pricing purposes, we must de…ne the notation representing the information structure over time. Throughout this paper, it is assumed that H t = I f sg ; s t is the -algebra that contains the information regarding the survival of the …rm and
is the -algebra that contains all information. The indicator of default I f sg takes the value 1 if default occurred before s and 0 otherwise (survival).
Following the discussion in Section 2.2, it is assumed throughout this paper that the recovery rate used is de…ned as per Equations (5) and (6) . Assume that the investor recovers a fraction R of an equivalent Treasury bond at default time . According to Du¢ e & Singleton (1999), the time t value of a risky zero-coupon bond 9 is
Since r u , R s and H s are dependent random variables, it is di¢ cult to obtain a neat closedform expression. Numerical methods such as Schönbucher (2002) or Monte Carlo simulations are required to evaluate such an expression.
A.2 Credit spreads
Credit spreads are de…ned as the di¤erence between risky and riskless zero-coupon yields:
is the time t value of a risk-free bond paying $1 at maturity T: The impact of recovery assumptions on credit spreads appears naturally in the second term (9) of the risky bond value. Indeed, assuming the independence between the recovery rate and the state variables r; L and A leads to Equation (10) . If, in addition, there is no term structure of expected recovery rate, that is, if
any s, then Equation (10) becomes Equation (11) . In the latter, the recovery rate e¤ect is the same as if it were set to some constant R Q , in addition to the fact that the expectation
is taken under the risk-neutral measure Q: Finally, assuming that no risk premium is associated with recovery risk is equivalent to setting the recovery rate to a constant R P ; as estimated in empirical studies. This last hypothesis leads to Equation (12) . 
As shown, all these assumptions have an impact on bond values and, consequently, on credit spreads. Therefore, there is a decomposition of the credit spread in terms of risk premiums, each of them coming from some assumption about the recovery rate:
CS (t; T ) = 1 (t; T ) + 2 (t; T ) + 3 (t; T ) where 1 (t; T ) = ln V (t; T ; R ) T t + ln V t; T ; R Q T t ;
2 (t; T ) = ln V t; T ; R Q T t + ln V t; T ; R P T t ;
3 (t; T ) = ln V t; T ; R P T t + ln V (t; T ; 1) T t :
1 (t; T ) is the excess premium brought by the dependence between recovery and default probability, that is, it is the excess premium induced by the endogenous recovery rate. 2 (t; T )
is the premium associated with uncertainty regarding the recovery rate while 3 (t; T ) is the default premium as the recovery rate is known with certainty.
A.3 Credit default swap
The estimation procedure is based on time series of credit default swap (CDS) premiums.
Therefore, a pricing formula for such credit derivative is required within this framework.
A CDS is a credit derivative intended to provide protection against a default within a predetermined period. In the most basic type of CDS (settled in cash), the protection seller provides for a payment of par-minus-recovery on default, which covers the loss in case of default. In exchange, the protection buyer pays a periodic premium, usually four times a year, that ceases if a default occurs. This spread is usually …xed such that the expected present value (PV) of losses equals the expected PV of premiums.
Given that the CDS matures at time T , the expected PV of losses is
To simplify the presentation, assume that a premium of 1 is paid at times t i < T: In this case, the expected PV of premiums is given by
Then, the periodic premium is the ratio of (16) over (17) .
As with defaultable bonds, r u , H u and R u premiums cannot be obtained. Again, the application of numerical methods such as Monte Carlo simulations or Schönbucher (2002) are required.
B UKF
This appendix describes how the UKF …lter 10 has been applied to estimate both parameter sets and time series of leverage ratios.
The state equation, as needed with …ltering techniques, is
with x k ln X t k and t = 1=52.
In a …ltering framework, one needs to compute the price of each CDS over the period ) independent across maturities and
where g (i) is the price of a i-year CDS computed with Schönbucher (2002) . It is important to note that the dynamics of the leverage ratio implied by the pricing function g (i) have to be under Q i.e. the drift of the leverage ratio is Q X . (Quasi-) 11 Maximum likelihood estimation 10 The parameters of the UKF technique have been assumed to be UKF = 2; UKF = 1 and UKF = 0 as in Van der Merwe, Doucet, de Freitas & Wan (2000) . 11 Quasi in the sense that under a UKF framework, the …rst two moments of the posterior distribution have a second-order precision; however, a posterior Gaussian distribution has to be assumed. has been performed on the available data on a …rm-by-…rm basis.
Finally, the initial state value (b x 0j0 ) has been estimated and its variance (P 0j0 ) has been assumed to be very low (i.e. 0:001). Overall, the parameters to be estimated for each …rm are P X ; X ; X ; ; ; ; b x 0j0 ; : Thus, a single set of parameters is used for each …rm to explain the credit risk and loss given default over the 2008-2012 period. This contrasts with calibration techniques where the CDS curve is …tted at every available period.
C Asset and liability risk premiums
Assuming that 
