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The Four Color Problem: four colors suffice
1976: Kenneth Appel and Wolfgang Haken
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CAP in Analysis: the Feigenbaum Conjectures
The Logistic Map:
f (x) = rx(1− x),
defined on [0,1].
Toy model of “this year vs. next year” population dynamics.
The map generates “stroboscopic” dynamics via the rule
xn+1 = f (xn),
where you are free to pick the initial condition x0.
The sequence {xn}∞n=0 is called the orbit of x0.
r is a parameter which “tunes” the system.
(reproductive rate)
Question: What is the orbit structure for the system? (All
orbits/All parameters). Studied by May in 1976.
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Numerical Experiments: Logistic Dynamics r = 0.95
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An orbit of the logistical map
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Numerical Experiments: Logistic Dynamics r = 1.5
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Numerical Experiments: Logistic Dynamics r = 2.8
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Numerical Experiments: Logistic Dynamics r = 3.2
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Numerical Experiments: Logistic Dynamics r = 3.4
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Numerical Experiments: Logistic Dynamics r = 3.5
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Numerical Experiments: Logistic Dynamics r = 3.6
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Numerical Experiments: Logistic Dynamics Bifurcation
Diagram
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Unimodal Maps
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
x
J.D. Mireles James Computer-Assisted Analysis
Sinusoidal Dynamics: Bifurcation Diagram
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Sine Squared Dynamics: Bifurcation Diagram
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Sine Square Root Dynamics: Bifurcation Diagram
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Feigenbaum Conjectures: Dynamics of simple maps
Numerical experiments led Feigenbaum to the discovery
that
lim
n→∞
an−1 − an−2
an − an−1 = 4.669201609 . . . ≡ δ,
no matter which unimodal map is considered. (1978, 79,
80)
δ is called the Feigenbaum constant and it is a new
universal constant (like Pi or Euler’s) but comes from
studying bifurcations of nonlinear systems.
In the early 1980s Oscar Lanford III, J.P. Eckmann, and P.
Wittwer proved the Feigenbaum conjectures using
computer assisted methods.
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Feigenbaum-Cvitanovic´ Equation and
Renormalization Theory
The question is studied via a renormalization operator
Ψ[g](x) =
−1
λ
g [g(λx)] .
(Cvitanovic´) Feigenbaum conjectures are equivalent to
studying the fixed point problem
Ψ[f ](x) = f (x).
δ is the strongest unstable eigenvalue of the derivative of Ψ
at the fixed point f . Note that DΨ[f ] is an infinite
dimensional liner operator.
An eigenvalue/eigenvector pair satisfy
DΨ[f ]ξ − δξ = 0,
subject to ‖ξ‖ − 1 = 0.
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Newton-Kantorovich Theory
Let Ψ: X → X be a C2 map (X a Banach Space), xˆ ∈ X , and
A : X → X be a bounded linear operator. Suppose there are
, δ, r∗,C > 0 so that:
‖AΨ(xˆ)‖ ≤ , (approximate solution),
‖I− ADΨ(xˆ)‖ ≤ δ, (approximate inverse)
sup
x∈Br∗ (xˆ)
‖A[DΨ(x)− DΨ(xˆ)]‖B(X ) ≤ C‖x−xˆ‖ (Lipschitz).
If 0 < r ≤ r∗ has Cr2 − (1− δ)r +  ≤ 0,
then there is a unique x? ∈ Br (xˆ) so that Ψ(x?) = 0.
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Newton-Kantorovich Theory
xˆ ∈ X and A could be obtained via numerical methods.
‖AΦ(xˆ)‖ and ‖Id− ADΦ(xˆ)‖ depend only on the numerical
solution.
The proof follows the proof of the implicit function theorem,
i.e. we study
T (x) = x − AΦ(x),
near xˆ .
Cr2 − (1− δ)r +  ≤ 0 is a sufficient condition for T a
contraction on Br (xˆ).
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Some Computer Assisted Proof in Nonlinear Analysis
Global analysis via renormalization theory: universality for
area preserving maps, break down of invariant tori in
Hamiltonian systems, boundaries of Siegel disks, ... (Koch,
Gaidashev, ...)
Chaotic Dynamics/Strange Attractors: “Lorenz Attractor
Exists” Smale’s 14th problem (Tucker, 02), Stability of the
Solar System (Celletti, Chierchia, ...), Existence of
symbolic dynamics/Morse decompositions (Mischaikow,
Zgliczyn´ski, Palmer, Coomes, Kocak, Collins, Mrozek, Day,
Kalies, Galias, Arioli, Kokubu, Pilarczyk, JDMJ, ...)
Invariant Manifolds: (Capinski, Haro, Figueras, JDMJ, ...)
Dynamics of PDEs: Existence and bifurcation of equilibria
and periodic orbits, stability analysis, traveling wave
analysis, ... chaos?, ... (Lessard, Gameiro, Zgliczyn´ski,
Arioli, Koch, JDMJ, ...)
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Coexistence of patterns
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A Phenomenological Model of Pattern Formation
“Propagation of hexagonal patterns near onset”
Doelman, Sandstede, Scheel, and Schneider (2003).
Seek u : R2 × R+ → R,
∂
∂t
u = −(1 + ∆)2u + µu − β|∇u|2 − u2.
Similar to Kuramoto-Sivashinsky, but β|∇u|2 breaks
u → −u symmetry.
Toy model of Rayleigh-Bénard convection. (µ related to the
distance to the onset of convection rolls).
Model exhibits equilibrium spatial patterns such as stripes
and hexagonal spots (center manifold reduction).
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A Phenomenological Model of Pattern Formation
Doelman, Sandstede, Scheel, and Schneider (2003) study
modulated fronts, i.e. invasion of one pattern into another.
(Hex overtake rolls, or the trivial state, or vice versa).
Show that a modulated front traveling at (rescaled) speed c˜
is a heteroclinic solution of:
4B′′1 + c˜B
′
1 + µ˜B1 − β˜B22 − 3B31 − 12B1B22 = 0
B′′2 + c˜B
′
2 + m˜uB2 − β˜B1B2 − 9B31 − 6B21B2 = 0
Use “spatial dynamics” argument, combined with center
manifold analysis, and singular perturbation theory.
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A Phenomenological Model of Pattern Formation
Doelman, Sandstede, Scheel, and Schneider (2003) show
as c˜  1 there are such solutions. (Ginzburg-Landau
formalism plus geometric singular perturbation theory).
Arbitrary c˜: “It appears difficult to prove the existence of
connecting orbits analytically”.
Theorem (van den Berg, Deschênes, Lessard, JDMJ) For
c˜ = 0 and every parameter value of the form
µ˜ =
7 + 3
√
6
30
β˜2,
there exists a heteroclinic orbit of the (B1,B2) system between
the hexagons and positive rolls, as well as a heteroclinic orbit
between the hexagons and negative rolls.
These correspond to coexisting stationary patterns. The proof
is computer assisted.
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Some Details of the Proof
Let
x ′ = f (x),
denote the equivalent first order vector field.
An orbit segment x : [0,L]→ R4 satisfying these conditions
is equivalent to a zero of the map Ψˆ defined by
Ψˆ(α, β, x(t)) :=
(
x(L)−Q(α)
x(t)− P(β)− ∫ t0 f (x(τ))dτ.
)
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The local stable/unstable manifolds
Parameterization of (Un)stable Manifolds: what about P
and Q?.
We use the Parameterization Method of Cabré, Fontich,
and de la Llave to compute the chart maps. (2003, 2003,
2005).
Key is that P : [−1,1]× [−1,1]→ R4 solves the equation
f [P(θ)] = DP(θ)Λθ,
with P(0) = u0 and DP(0) = [ξ1|ξ2].
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Thank you Iuliana Stanculescu, Jeffrey Lyons and the
Nova Southeastern University Mathematics
Colloquium Series!
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