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Abstract
A minimal code is a linear code where the only instance that a codeword has
its support contained in the support of another codeword is when the codewords
are scalar multiples of each other. Ashikhmin and Barg gave a sufficient condition
for a code to be minimal, which led to much interest in constructing minimal codes
that do not satisfy their condition. We consider a particular family of codes Cf
when f is the indicator function of a set of points, and prove a sufficient condition
for Cf to be minimal and not satisfy Ashikhmin and Barg’s condition based on
certain geometric properties of the support of f . We give a lower bound on the size
of a set of points satisfying these geometric properties and show that the bound
is tight.
1 Introduction
Linear codes have found applications in areas far beyond error-correction. For
example, an (S, T ) secret-sharing scheme is a collection of S “shares” of a q-ary
secret such that knowledge of any T shares determines the secret, but knowledge of
T −1 or fewer shares gives no information. Massey showed that certain codewords
in the dual of a linear code, called minimal codewords, can be used to construct a
secret sharing scheme [7]. However, determining the set of minimal codewords in
a linear code is a hard problem in general, which galvanized the search for codes
where every codeword is minimal, referred to as minimal codes.
In 1998, Ashikhmin and Barg gave a sufficient condition for a code to be
minimal based on the ratio of the maximum and minimum weight of the code [1].
Lemma 1.1. A q-ary linear [n, k] code C is minimal if
wmax
wmin
<
q
q − 1
,
where wmin and wmax are the minimum and maximum weights of C, respectively.
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For many years following this result all known examples of minimal codes
satisfied Ashikhmin and Barg’s condition, until 2017 when Chang and Hyun [4]
constructed a minimal binary code from a simplicial complex that did not. As
for finding a family of q-ary minimal codes not satisfying Ashikhmin and Barg’s
condition for q an odd prime power, a particular code that has received much
attention is the code Cf , which we will now define. Let f : F
n
q → Fq be an
arbitrary but fixed function. We define Cf to be the Fq-subspace of F
qn−1
q spanned
by vectors of the form
c(u, v) := (uf(x) + v · x)x∈Fnq \{0}
where u ∈ Fq, v ∈ F
n
q , and v · x is the usual dot product. We record below the
basic parameters of the code, which are well known.
Lemma 1.2. If f : Fnq → Fq is not linear and f(a) 6= 0 for some a ∈ F
n
q \ {0},
then Cf is a [q
n − 1, n+ 1] linear code.
In [5], Ding et. al. gave necessary and sufficient conditions for the code Cf to
be minimal when q = 2 based on the Walsh-Hadamard transform of f , which is
defined to be the function fˆ(x) :=
∑
v∈Fn
2
(−1)f(x)+v·x.
Lemma 1.3. If f : Fn2 → F2 is not linear and f(a) 6= 0 for some a ∈ F
n
2 \{0} then
the binary code Cf is minimal if and only if fˆ(x)+ fˆ(y) 6= 2
n and fˆ(x)− fˆ(y) 6= 2n
for every pair of distinct vectors x, y ∈ Fn2 .
A boolean function f : Fn2 → F2 with n a positive even integer is said to be
bent if |fˆ(x)| = 2n/2 for all x ∈ Fn2 . Using Lemma 1.3, it is easy to see that the
binary code Cf is minimal when f is a bent function.
Bonini et. al. studied the code Cf for arbitrary prime powers q and functions
f , and showed that if the zero set of f satisfies certain geometric properties then
Cf is a minimal code [3]. We continue this line of work by considering the code
Cf when f is the indicator function of a set, and give sufficient conditions for Cf
to be minimal and not satisfying the condition of Ashikhmin and Barg in terms
of the geometric properties of the support of f . We give a tight lower bound on
the size of sets satisfying our geometric conditions, and give an explicit example
of a set meeting the lower bound. In section 2 we lay out the notation used, and
in section 3 we present the main results.
2 Notation
Definition. A linear [n, k] code is a k-dimensional subspace C of Fnq .
Definition. A codeword c ∈ C is said to be minimal if whenever supp(c) ⊆
supp(c′) for some codeword c′ ∈ C it implies that c = λc′ for some λ ∈ F×q . A
linear code C is minimal if all codewords of C are minimal.
We summarize some of the notation used in the paper:
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• ei will denote the i
th standard basis vector.
• For v ∈ Fnq , we will let H(v) denote the set {u ∈ F
n
q : v · u = 0}.
• For a function f : Fnq → Fq, we will let V (f) denote the set of zeros of f ,
{u ∈ Fnq : f(u) = 0}.
• If U is any set, we will let U∗ := U \ {0}, and U will denote the complement
of U .
• By a hyperplane, we will mean an (n − 1)-dimensional subspace of Fnq .
• By an affine hyperplane, we will mean a coset of an (n − 1)-dimensional
subspace of Fnq . Note that by our convention, a hyperplane is also an affine
hyperplane.
3 The Main Results
The next theorem is our main result.
Theorem 3.1. Let q be an arbitrary prime power, and let S ⊆ Fnq \ {0} be a set
of points such that
1. S is not contained in any affine hyperplane,
2. S meets every affine hyperplane,
3. |S| < qn−2(q − 1)
Then Cf with f the indicator function of S is a minimal code that does not
satisfy the Ashikhmin-Barg condition.
Proof. Suppose that supp(c(u′, v′)) ⊆ supp(c(u, v)) for some codewords c(u, v), c(u′, v′)
of Cf . Equivalently,
V (uf(x) + v · x)∗ ⊆ V (u′f(x) + v′ · x)∗ (1)
We proceed by cases to show that c(u, v) = λc(u′, v′) for some λ ∈ F×q .
Case 1: If v = 0, then it implies V (f)∗ ⊆ H(v′)∗, so that H(v′)∗ ⊆ S,
contradicting that |S| < qn−2(q − 1).
Case 2: If v′ = 0 then V (uf(x) + v · x)∗ ⊆ V (f)∗. From the partition
V (uf(x) + v · x)∗ = (V (f)∗ ∩H(v)∗) ∪ (S ∩ {v · x = −u}) (2)
it implies that S does not meet the affine hyperplane {v ·x = −u}, a contradiction.
Case 3: If v, v′ 6= 0, then from equation 1 and the partition of equation 2 we
have
V (f)∗ ∩H(v)∗ ⊆ V (f)∗ ∩H(v′)∗ ⊆ H(v′)∗ (3)
Here |H(v)∗∩V (f)∗| = |H(v)∗ \S| ≥ qn−1−|S| ≥ qn−2+1, so that H(v)∗∩V (f)∗
is not contained in a hyperplane other than H(v), i.e. H(v) = H(v′). Thus we
have v′ = λv for some λ ∈ F×q . Since S meets every affine hyperplane, we can
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choose some y in S ∩ {v · x = −u}. Equation 1 then implies u = −v · y and
u′ = −λv · y, so that u′ = λu. We therefore conclude c(u′, v′) = λc(u, v) in this
case, as was required.
Case 4: If u = 0 and H(v) 6= H(v′), then equation 1 reads as H(v)∗ ⊆
V (u′f(x) + v′ · x)∗. Using the partition of equation 2 and the assumption that S
is not contained in any affine hyperplane, we have
qn−1 − 1 = |H(v)∗|
= |V (f)∗ ∩H(v′)∗ ∩H(v)∗|+ |S ∩ {v′ · x = −u′} ∩H(v)∗|
≤ |H(v)∗ ∩H(v′)∗|+ |S ∩ {v′ · x = −u′}|
≤ qn−2 − 1 + qn−2(q − 1)− 1
= qn−1 − 2
This clear contradiction means we therefore must have H(v) = H(v′), so that
v′ = λv for some λ ∈ F×q . But the containment H(v)
∗ ⊆ V (u′f(x) + λv · x)∗
implies that H(v)∗ ⊆ V (f)∗, or equivalently S ⊆ H(v)∗. This contradicts that S
meets the hyperplane H(v).
Case 5: If u′ = 0, then we have V (uf(x) + v · x)∗ ⊆ H(v′)∗, which follows by
case 3.
Lastly we check that the code Cf does not satisfy the Ashikhmin-Barg condi-
tion. The maximum weight is at least the weight of c(0, 1), which is the number
of points in H(v), and the minimum weight is at most the weight of c(1, 0), which
is |S|. Thus:
wmax
wmin
≥
qn−1
|S|
>
q
q − 1
When q = 2 the conditions of Theorem 3.1 simplify considerably, which we
record in the following corollary.
Corollary 3.2. Let S ⊆ Fn2 \ {0} be a set of points such that
1. S is not contained in any hyperplane,
2. S meets every hyperplane,
3. |S| < 2n−2
Then the binary code Cf with f the indicator function of S is a minimal code not
satisfying the Ashikhmin-Barg condition.
Proof. It suffices to check that when q = 2, and S is a set of points that is not
contained in a hyperplane and meets every hyperplane, then S is not contained in
an affine hyperplane, and meets every affine hyperplane.
To see that S is not contained in an affine hyperplane, suppose that H is an
affine hyperplane not containing the origin, and that S ⊆ H. Since q = 2, then H
is a hyperplane, so that S does not meet the hyperplane H, a contradiction.
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Similarly, if S does not meet the affine hyperplane H not containing the origin,
then S is contained in H, which is a hyperplane. Therefore S meets every affine
hyperplane, so that S satisfies the conditions of Theorem 3.1.
Example 1. Assume that n ≥ 6 is an even positive integer, and let q = 2. A
partial spread of order s is a set of n/2-dimensional subspaces {U1, ..., Us} of F
n
2
such that Ui ∩ Uj = {0} for all 1 ≤ i, j ≤ s. It is easy to see that a partial spread
of order s has at most 2n/2 + 1 elements.
In [5], Ding et. al. showed that when 1 ≤ s ≤ 2n/2 + 1, s /∈ {1, 2n/2, 2n/2 +
1}, then Cf with f the indicator function of the set S = ∪
s
i=1U
∗
i is a minimal
code. Moreover, they showed that if, in addition, we have s ≤ 2
n
2
−2 then Cf
does not satisfy Ashikhmin and Barg’s condition. They proved this by computing
the Walsh-Hadamard transform of f and then applying Lemma 1.3, but we can
alternatively check that the set S satisfies the conditions of Corollary 3.2.
Since s ≥ 2, then S clearly spans Fn2 , and the assumption that n ≥ 6 means
that dim(Ui) ≥ 3, so S meets every hyperplane. Finally, we have in general that
|S| = s(2n/2 − 1), so if we assume that s ≤ 2
n
2
−2 then an easy computation shows
that |S| ≤ 2n−2 − 2
n
2
−2 < 2n−2. Therefore S indeed satisfies the conditions of
Corollary 3.2.
Example 2. Let n ≥ 7 and 2 ≤ k ≤ ⌊n−32 ⌋. Let S be the set of vectors of F
n
2
with weight at most k. In [5], Ding et. al. showed that Cf with f the indicator
function of S is a minimal [2n−1, n+1,
∑k
i=1
(
n
i
)
] binary code, and moreover that
Cf does not satisfy the Ashikhmin-Barg condition if and only if
1 + 2
k∑
i=1
(
n
i
)
≤ 2n−1 +
(
n− 1
k
)
(4)
We alternatively check that the set S satisfies the conditions of Corollary 3.2.
Since S contains the standard basis vectors, S is clearly not contained in any
hyperplane. Given any hyperplane H(v), at least one of the vectors e1, e2, or
e1 + e2 is an element of H(v), and each of these vectors is also an element of S.
Therefore S also meets every hyperplane. In general the size of S is
∑k
i=1
(
n
k
)
, so to
apply Corollary 3.2 we lastly need to impose the restriction that
∑k
i=1
(n
k
)
< 2n−2.
We note that this is equivalent to the inequality
1 + 2
k∑
i=1
(
n
k
)
≤ 2n−1 (5)
which is a more restrictive condition than the inequality given in Equation 4.
We lastly give a tight lower bound on the size of a set of points satisfying the
conditions of Theorem 3.1. The following lemma was first proved by Jameson [6].
There are many known proofs of the result; for a survey on them we refer the
reader to [2].
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Lemma 3.3. If S is a set of points in Fnq meeting every affine hyperplane then
|S| ≥ n(q − 1) + 1.
The lower bound of Lemma 3.3 clearly gives a lower bound on the size of a set
of points satisfying the conditions of Theorem 3.1. However, it is not obvious that
this bound should be tight since the set of points in Theorem 3.1 does not contain
the origin.
Theorem 3.4. Let q be an arbitrary prime power. If S ⊆ Fnq \ {0} is a set of
points such that
1. S is not contained in any affine hyperplane,
2. S meets every affine hyperplane,
3. |S| < qn−2(q − 1),
then |S| ≥ n(q − 1) + 1. Moreover, this lower bound is tight.
Proof. To show that this lower bound is tight, consider the set of points
S := {a+ λei : λ ∈ Fq, 1 ≤ i ≤ n}
where a ∈ Fnq \ {0} is any point not equal to λei for any λ ∈ Fq, 1 ≤ i ≤ n. By
our choice of a, the origin is not an element of S. Clearly S is not contained in an
affine hyperplane, and |S| = n(q − 1) + 1 < qn−2(q − 1). Lastly, if u1X1 + u2X2 +
... + unXn = α is the equation of an affine hyperplane, then it is easily checked
that a+λei is a point on the affine hyperplane, where i is chosen such that ui 6= 0,
and λ is chosen to be the element λ = 1ui (α− u · a).
The sufficient conditions given in Theorem 3.1 and Corollary 3.2 give geometric
conditions for the code Cf to be minimal and not satisfy the Ashikhmin-Barg
condition when q is any prime power and f is an indicator function. Moreover,
since the minimum weight of Cf is at most |S|, then the tight lower bound on the
size of a set of points satisfying these conditions given in Theorem 3.4 shows that
it is possible for Cf to additionally have small minimum weight.
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