Abstract: In this paper, we study the change point problem for the skew normal distribution model from the view of model selection problem. The detection procedure based on the modified information criterion (MIC) for change problem is proposed. Such a procedure has advantage in detecting the changes in early and late stage of a data comparing to the one based on the traditional Schwarz information criterion which is well known as Bayesian information criterion (BIC) by considering the complexity of the models. Due to the difficulty in deriving the analytic asymptotic distribution of the test statistic based on the MIC procedure, the bootstrap simulation is provided to obtain the critical values at the different significance levels. Simulations are conducted to illustrate the comparisons of performance between MIC, BIC and likelihood ratio test (LRT). Such an approach is applied on two stock market data sets to indicate the detection procedure.
Introduction
In statistics, a change point is defined as place or time point which the observations before and after that point follow different distributions. The study of the change point problem was dated back to Page (1954 Page ( ,1955 , who first proposed a procedure to detect only one change in a parameter. The identification of change points plays an important role in financial time series analysis, economy, quality control, genome research, signal processing, medical research, statistical calibration, etc. For instance, Chernoff and Zacks (1964) , Gardner (1969) , Hawkins (1992) , studied the testing and estimation of a change in the mean of a normal model. Hsu (1977) In general, a change point problem involves with two consecutive steps (1) testing null hypothesis without changes versus the alternative hypothesis with at least one change; (2) estimating the change location or locations if we reject the null hypothesis. Therefore, a change point problem can be treated as the problem of selecting a better one from the models under the null and the alternative hypotheses respectively. The choice of the model under the null hypothesis corresponds to the scenario of no change while the choice of the one under the alternative hypothesis corresponds to the scenario of having at least one change. The use of the information criteria for the model selection has been extensively studied since 1970's. See Akaike (1973) , Schwarz (1978) and Hannan and Quinn (1979) . The skew normal (SN) distribution refers to a parametric class of probability distributions that extends the normal distribution by adding an additional shape parameter λ that regulates the skewness of the data. Azzalini (1985) proposed the skew normal distribution and defined the probability density function of the standard skew normal
B J P S -A c c e p t e d M a n u s c r i p t distribution as
f (z) = 2φ(z)Φ(λz), (1.1) and the general skew normal distribution is then defined as f (x; µ, σ, λ) = 2
where φ(·) , Φ(·) are the pdf and cdf of the standard normal distribution x ∈ , µ is the location, σ is the scale and λ ∈ is the shape parameter.
The behavior of skew normal model has been studied by many authors, to name a few, Henze (1986) provided a probabilistic representation of the skew normal distribution family in terms of a normal random variable and a truncated normal random variable. Such a method is applied to Chile and Mexico stock returns to illustrate the detecting procedure. Discussion is provided in section 5.
Changes in Skew Normal Parameters
In this section we apply the modified information approach (MIC) to detect changes in a skew normal model. The MIC was proposed by Chen et al (2006) which is the modification of BIC approach by refining the model complexity in the context of change point problems in order to involve with the contributions by change locations.
In general, multiple changes in data will be considered. Vostrikova (1981) proposed the binary segmentation method which can detect multiple changes in several consecutive steps with at most one change in each step. She also showed such a procedure is consistent.
With the binary segmentation method, the multiple change problem can always be treated as the single change problem. Therefore, through the rest of the paper, we only develop the testing procedure for a single change.
Let X 1 , · · · , X n be a sequence of independent random variables from a skew normal distribution SN (µ, σ, λ). We are interested in testing the changes in the location µ, scale σ 2 and shape λ parameters simultaneously. Thus we are interesting in testing the null hypothesis
versus the alternative hypothesis
Then the corresponding likelihood function under H 0 is given as Consequently, the log-likelihood function is given by
To find maximum likelihood estimators (MLEs) of µ, σ and λ, we need to solve the following nonlinear equations.
Similarly, the log-likelihood function under H 1 is given by
Then, the MLEs of µ 1 , σ 1 , λ 1 and µ n , σ n , λ n are the solutions of the following nonlinear equations. 
The existence of nonlinear functions φ(·) and Φ(·) prevents us to obtain the explicit forms for the MLEsμ,σ,λ under H 0 and MLEsμ 1 ,σ 1 ,λ 1 ,μ n ,σ n ,λ n under H 1 , so we employ R package sn (version 1. 
where k is the possible change location in the range of 1 ≤ k < n. Then we accept H 0 if
which indicates there is no change point, and we reject H 0 if
which indicates that there exists a change point. Consequently we can estimate the change point locationk by
Further, we define the test statistic S n based on M IC(n) and M IC(k) to test the null hypothesis of no change versus the alternative hypothesis of one change as follows,
(2.14)
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By substituting the equations (2.12) and (2.13) into the equation (2.14), we obtain
We reject the null hypothesis for a sufficient large value of S n . The standardization term 3 ln(n) removes the constant term in the difference of M IC(n) and M IC(k).
Simulation Results
In this section, we investigate the critical values and performance of the proposed test in terms of powers through simulations due to the difficulty in deriving the analytic properties of S n .
Critical Values
In our simulation study, we set up the null distribution to be SN (2, 2, 1) and choose sample sizes n = 50, 100, 150, 200 and 300 with significance levels α = 0.01, 0.05 and 0.1. We also construct the test statistic T n based on the classical Bayesian information criterion (BIC) which is defined as below to make a comparison.
where BIC(n) under H 0 and BIC(k) under H 1 are given by
The similar idea based BIC has also been considered by Ngunkeng and Ning (2014) to detect multiple changes in a skew normal distribution. We note here that the only difference between S n and T n is reflected in the difference between M IC(k) in (2.13)
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and BIC(k). The penalty term in the former one considers the contribution of the change location k associated with the complexity of the model, while the latter one does not. In order to make a fair power comparison between S n and T n , we simulate the critical values for both test statistics under the same null distributions with the same sample sizes for given significance levels.
We would like to make some notes on the simulations to obtain critical values. To When using the bootstrap method to obtain simulated critical values of a test statistic, we need to ensure that the bootstrap samples are resampled from a data under the null distribution. In simulations, this is not an issue because the null distribution has been determined before resampling. Therefore, it is known to satisfy H 0 which can be used to generate a sample. Thus, in simulations, both approaches will obtain similar critical values. However, for a real data, it would be an issue for bootstrap method since we do not know whether the data satisfies H 0 or H 1 . Therefore, we can not perform resampling directly on the data. The following strategy will be taken. We first assume the data satisfying H 0 , which indicates it should be fitted by a single skew normal distribution, say, SN 0 = SN (μ,σ,λ), whereμ,σ andλ can be obtained by R package sn (Azzalini, 2016.) Then we generate a random sample based on SN 0 denoted by x 1 , x 2 , · · · , x n . Then B bootstrap samples are drawn from this generated sample with replacement, denoted by y
For each bootstrap sample, we calculate S n denoted by S (i) n , i = 1, 2. · · · , B. Thus, the p-value can be approximated as follows
where I(·) is the indicator function and S ( * )
n is the value of S n calculated from the original B J P S -A c c e p t e d M a n u s c r i p t real data. The following Table 3.1 and Table 3 .2 lists critical values of S n and T n obtained from the first approach. 
Power Comparison
In this section, we conduction simulations under different scenarios to investigate the performance of test procedures based S n and T n in terms of power. Furthermore, we also compare the power of the likelihood ratio test (LRT) proposed by Said et al. (2016) according to the suggestion by one referee. We set the distribution following SN (µ 1 , σ 1 , λ 1 ) to be SN (2, 2, 1) before the change and SN (µ n , σ n , λ n ) after the change with the parameter θ n = (µ n , σ n , λ n ), where θ n = (3, 3, 0), (2.5, 2.5, 2), (3, 3, 2) and (1.5, 1.5, 1.5) with the sample size n = 50, 100 and 150. We also set up changes occurring approximately at the beginning ( 1 4 th), at the center ( 
The results are listed in Tables 3.3 , 3.4 and 3.5.
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M a n u s c r i p t Table 3 .3: Power comparison between MIC, BIC and LRT for α = 0.1. It indicates the advantage of the MIC over the BIC by considering the model complexity associated with the change location as described in previous section.
Consistency of the estimatork
We also investigate the consistency of the estimatork of the true change location k through a numerical study. The results are listed in Table 3 .6. 1000 simulations have been conducted under different sample sizes n = 50, 100, 150, 200 and n = 300 with true change location k at n/2 and n/4. The parameter is set to be θ 1 = (2, 2, 1) before the change and to be θ n = (−1, 1.5, 1.5) after the change. Furthermore, we compare the bias and mean square error (MSE) of thek for the MIC and the BIC. The results are listed in Table B J P S -A c c e p t e d M a n u s c r i p t It is noticed that in Table 3 .5, MSE(k) and Bias(k) are exactly same for δ = 1. The reason is that when the estimated change locationk satisfied the condition |k −k| ≤ 1, the value ofk − k is either 0, 1 or −1. Therefore, |k − k| is equal to (k − k) 2 . Consequently, MSE and Bias are same for δ = 1.
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M a n u s c r i p t Table 3 .6: The consistency of change location estimatork. Let F t be the stock return index values at week t. In general, we study the stock return
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rates instead of stock returns directly which is defined as
To test the independence of the transformed data, Hsu (1979) proposed several methods to check independence for such a transformed data set. Here we use the Portmanteau test given by
where r i is the autocorrelation coefficient (ACF) at lag i and m is the lag up to which the auto-correlation coefficient function is considered.
Chilean Stock Market
For the Chile stock return rates, we obtain, Hence, we fail to reject the null hypothesis of independence. Therefore, the R t series for Chilean stock return rates are independent. Left graph in Figure 4 .1 shows the ACF of the R t series data and the right graph in Figure 4 .1 shows the normal Q-Q plot of R t series which indicates that the normality assumption fails. Applying normality tests such as Shapiro-Wilk test also concludes the validity of normality is violated. The binary segmentation method is implemented in the detecting procedure to detect all possible changes in the data. • Then we consider the subsequence R t from 1 to 112. Similar as the previous step, the test statistic S n is calculated as 7.824 with the approximated p-value to be 0.5105 under B = 2000 bootstrap samples. Thus we accept null hypothesis and conclude there is no change in this subsequence.
• Meanwhile, we consider another subsequence R t from 113 to 261. We calculate the value of test statistic S n = 21.956 with the approximated p − value = 0.003 which leads us to reject the null hypothesis and find another change in R t series at 169th position. That is, the change occurs at 170 th position in the original F t series corresponding 519.747 of the stock return index.
• With the binary segmentation method, we repeat the above detecting process for 170 to 261 and for 113 to 170 and found out that no more changes exist in both subsequences.
In summary, in the Chilean stock return data set, we are able to locate two change locations which are 113 th and 170 th positions corresponding to 26 th December, 1997 and 29 th January, 1999 respectively. These changes may be caused by the result of the 1997
Asian financial crises which reached its climax by mini crash in the October 27, 1997 and may also be caused partly by 1998 Russian financial crises, which led to devaluation of the ruble and its government suspension on foreign creditor payments. We also apply the likelihood ratio test (LRT) procedure proposed by Said et al. (2016) to detect possible multiple changes in the data set. We reject the null hypothesis of test
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The calculated test statistic Z n = 50.8996 > C 0.05, 261 = 16.842 leads to reject the null hypothesis associated with the estimated change location at 113th position. With the binary segmentation method, we repeat the same procedure for subsequence from 114
to 261 and we obtain Z n = 22.4407 > C 0.05, 150 = 16.668 which leads us to reject null hypothesis. Consequently, the estimated change occurs at 170th position. We repeat the same procedure for remaining subsequences and we fail to locate more changes. 
Mexican Stock Market
To test for the independence in Mexican stock market data, we have the following results, Now, we apply the proposed MIC method with the binary segmentation procedure to R t time series data.
• We first screen the whole F t series from 1 to 261 for potential changes. We cal- • Similarly, we check all possible subsequences by the binary segmentation method.
We find one more change occurring at 142th position in 
Discussion
We propose a skew normal change point model based on the modified information cri- The convergence of the estimated change location is verified numerically. Finally, such a proposed procedure with the binary segmentation method is applied to two stock market data and several changes are identified successfully with interpretations.
In our current work, the associated test statistic S n is studied only numerically and analytical results are not obtained. 
