The "independence inequality" is introduced, and its motivation and importance in the field of information theory are explained. One way of stating this inequality in words is that the information we get from two experiments will be greatest when the two experiments are independent. Different examples of probability distributions and communication channels for which the independence inequality holds are presented, where we consider different information measures including Shannon entropy, Rfnyi entropies (entropies of order cz), the generalized entropies (entropies of degree c~), entropies of order (a, fl), and entropies of degree (% 3). It is also shown that Shannon entropy satisfies this inequality for all probability distributions, while any of the other measures satisfies it only for certain distributions. The relation between the independence inequality and some of the known properties (such as the additivity and subadditivity properties) of measures of information is discussed.
INTRODUCTION
In order to introduce the "independence inequality" and give its motivation we need first mention some definitions. We shall use the following notations. The joint probability distribution (of the two-dimensional random variable (~:, ~1)) The conditional probability distribution (of ~1 given ~:).
Shannon information measure (Shannon entropy) Real numbers
A. Shannon entropy.
H~ (Pl ,.. 
., P,) = --~ Pi

D. Entropy of degree ~:
Hn~ (Pl ,. .., Pn) --21_~ __ 1 pi ~ --1 , ~ V ~ 1, 0 ~ := 0 for all ~.
E. Entropy of degree (~, fi).
H~. O(p~,..., p~ 
.. n).
k=l Assume that an arbitrary input probability distribution (Pl ..... P~) ~ f'n induces the output distribution (ql ,..., q,~) e _r'~. The spaces of input and output symbols can be considered as the space of values for discrete random variables ~ and r/, respectively, where the distributions of ~: and 7/are given by: P(~ = x~) = p, (i = 1, 2,..., n),
.., n; k = 1, 2 ..... m).
DEFINITION 3. A sequence of functions J~:/'~ --* R (n = 2, 3,...) is said to satisfy the independence inequality if fl,~ (~rl,, ~rlz ,..., rr~; ~rz,, rr~ ,..., ~r=,,;...; rr,,, ~ ,..., ~,n~) <~ J~ (Plql , P~q~ ,..., PN,~; P~q~ , P=q~ ,..., pzq,d...; P~ql , P,~q~ .... , P~q~) for all n, m and for all (rr~,, ~rxe ,..., rr~; rr~, ~rze ,..., ~r~,~;...; r%1, r%~ ,..., rrnm ) /~tm • DEFINITION 4. The following two properties of entropies are defined for a sequence of functions J~:/'n--+ R (n = 2, 3,...) for complete probability distributions (cf. Aczdl and Dardczy, 1975) .
A. Additivity. J, ~m(PN1, Paq2 , ..., Plq, ~; P2ql , P2q~ , P2q, ~; ...; P~ql , P, ~q2 , ..., Pnq~) J, (P~ , P2 ,..., P,) + J~(ql , qz .... , q~) for all n >~ 2, m ~ 2, (pl , p~ .... , Pn) ~ In, (ql , q~ ,..., 
qm) ~ Fn~ "
In other words, this property says that tile information obtained from two independent experiments is the sum of the informations yielded by the individual experiments.
B. Subadditivity.
],~,(~11, 'h2 ..... ~1~; '~21, ~2~ .... , '~.~;..-; ~,1, ~n2 ,..., ~,~) therefore the subadditivity property can be stated in the abbreviated form
J.~(~,~) <<-J.(p3 + Jm(q~).
Hence, additivity and subadditivity imply
which is the abbreviated form of the independence inequality given in Definition 3. In fact, the independence inequality states that the information we get from two experiments will be greatest when the two expreiments are independent.
The following results emphasize the importance of the independence inequality and give different examples of probability distributions and channels for which this inequality is satisfied. We start by formally stating the above discussion. 
(3)
As noticed before, the independence inequality is a consequence of additivity and subadditivity. Also, Eq. (1) together with the inequality (3) imply Eq. (2).
The Shannon entropy, which is both additive and subadditive, (see, for example, Feinstein, 1958) , clearly satisfies the independence inequality for any probability distribution. All the other entropies (~H, H% ~.~H and H ~,e, at least for some ~, fi) will be shown to satisfy this inequality for some, but not all, probability distributions. If an entropy satisfies the independence inequality and is also additive, for some probability distributions, then, according to the above theorem, it will be subadditive as well for these probability distributions. It is also to be emphasized here that an entropy does not have to be additive or subadditive in order to satisfy the independence inequality (e.g., H ~ is subadditive (Dardczy 1970), ,H is not, but see the following lemma). LEMMA 1. Let ~ ~ R, ~ =A 1. Then, for a given probability distribution, the independence inequality is either satisfied by both H a and ~H or is satisfied by neither. In other words, if H ~ satisfies the independence inequality for a certain probability distribution, then for the same distribution ~H also does, and vice versa.
hoof. H~(pl,...,p~) i.e.,
E 7r~ ~ ~ 2 (1) iqk)c~ i,~ i,k
And for ~H, the independence inequality gives:
It is clear that the last two inequalities are equivalent (i.e., each one implies the other) since x --* log x is an increasing function and both/~ and/2 have the same sign at each value of a.
In fact, the relation between H~ (pl,..., p,~) and ~H (pl,... , p~) can be expressed in the form:
i.e., 
which is an increasing function of x. In the following propositions, it will be enough for us to prove (or disprove) the independence inequality for either H ~ or ,H, and the proof for the other follows immediately by using the above lemma. (Usually, the proof for H" will be given.)
PROPOSITION 1. There exist ~, [3 and probability distributions such that the entropies H% ~H, ~,~H, and H ~,~ do not satisfy the independence inequality.
Proof. To prove this statement it is enough to give a counter example to this inequality. (iv) H='°: The independence inequality is equivalent to:
Considering the same values of a and fi as in (iii), and the same probability distribution (which is the same as in (i)), we get and again we see that the independence inequality is not satisfied.
Remark. In fact, Proposition 1 for the entropies ~H (and thus also, by Lemma 1, for H a) with any ~ follows from Theorem 1 and from R6nyi's counterexamples (R~nyi, 1970) ) to the subadditivity of these entropies.
Let us now give an example of a class of probability distribution for which the entropies ~H and H a (a ~ 0, a # 1) do satisfy the independence inequality. Later, this example will be generalized to a more general class of probability distributions. EXAMPLE 1. Consider the doubly uniform probability distribution where and let Then,
for all i, k.
For H% the independence inequality says:
Z,.k (P'q~)= = Z,.e -~-= n2 " -~U = (n2) ~-~' = (nl
i.e.,f (p) has a critical point atpc = (n --1)In andf(pc) = n 1-~.
(i) If 0 ~ ~ < 1, then/z > 0 and Pe is a maximum point (f"(pc) < 0). Thus, the inequality (6), which is equivalent to is satisfied.
(ii) If ~ > 1, then/~ < 0 andp, is a minimum point, and again Eq. (6) is satisfied.
Hence, Eq. (6) is always true for all c¢ >~ 0, o~ :/: 1, which was to be shown. Remark 1. The class of probabilities discussed in Example 1 is a subclass of the probabilities considered in the above proposition, in which no condition on the "input" probabilities (Pi) or the conditional probabilities (qi~) is assumed. In fact, this proposition involves, among others, all channels which are uniform from the output (i.e., the columns of the transition matrix are permutations of the same set of n numbers). In such channels, a uniform input probability distribution (pi = l[n; i = l, 2,..., n) results in a uniform output probability distribution (q~ = l/m; k = 1, 2,..., m), because qT~ = ~2~ P~qi1~ = (l/n)~i qi~ = (l/n) • (n/m) = (l/m). The previously mentioned example represented a channel which is uniform both from the output and the input (doubly uniform). The next proposition deals with channels that are uniform from the input (i.e., the rows of the transition matrix are permutations of the same set of m numbers).
Remark 2. Neither of the following entropies satisfies the independence inequality for all probabilities yielding a uniform "output" distribution (q~ = l/m, k = 1, 2,.. 
., m):
Then the proofs of both (i) and (ii) can be completed as in the previous proposition.
Also, for ]3 > 1, we conclude: ~,~ q~7~ ~ ~ q~, which leads to: ~i,e 7ri~ ~i,~ (Piq~) B, and again the proofs of both (iii) and (iv) can be completed as was done in the previous proposition.
We can easily prove the following remark.
Remark 1. Neither of the following entropies satisfies the independence inequality, when the rows of the probability matrix (q~k)n,~ are permutations of the same set of m numbers:
Remark 2. We notice that, in the proof of the above proposition, the rowpermutation property of the matrix (qi~) (i.e., the rows are permutations of the same set of numbers) was only useful in getting the equation In fact, all of the proof (of (i) and (ii) in particular) remains true for any conditional probability distribution (qik) which satisfies the above equation, but not necessarily the row-permutation property. Later we will elaborate on such distributions and their existence. In other words, the above proposition can be generalized for parts (i) and (ii) to the following proposition. satisfy the condition Z~=I qjk ~ A, j = 1, 2,..., n, and for all probability matrices (q~k)n.m chosen in such a way, the independence inequality is satisfied by the entropies ~H and H ~. In Proposition 2 we considered the case where the "output" distribution (q~, k ~-1, 2,., m) is uniform. Now, we will consider the case of a uniform "input" distribution (Pi = l/n, i -~ 1, 2 ..... n) and will see that the same set of entropies will also satisfy the independence inequality.
PROPCSlTION 5. The independence inequality is satisfied by the set E of entropies (defined in Proposition 2) if the (input)probability distribution (Pi , i = 1, 2, ..., n) is uniform. The following statement can be considered as a corollary to any of the Propositions 2 and 3.
COROLLARY. J[f the conditional probability distribution (qil~, i = 1, 2,..., n; k -----1, 2,., m) is uniform, then the set E of entropies satisfies the independence inequality.
Proof. It is clear that the row-permutation property of the matrix (qiT~).,m is satisfied. Also, i / / m -m .P~=m"
