Abstract-This paper compares economic outcomes across areas in India that were under direct British colonial rule with areas that were under indirect colonial rule. Controlling for selective annexation using a specific policy rule, I find that areas that experienced direct rule have significantly lower levels of access to schools, health centers, and roads in the postcolonial period. I find evidence that the quality of governance in the colonial period has a significant and persistent effect on postcolonial outcomes.
I. Introduction
W HETHER the experience of colonial rule has had a long-term impact on economic development is a topic that has generated considerable debate. Several scholars have emphasized the negative effects of colonial rule on development, citing factors such as excessive exploitation of colonies, drain of resources, or the growth of a dependency complex (see Frank, 1978 , or Bagchi, 1982 . Others emphasize the positive role of colonial empires in securing peace and external defense (Lal, 2004) and encouraging international trade and capital movements (Ferguson, 2002) . Some authors also hold the view that resource endowments or area characteristics are the major determining forces of long-term outcomes and that colonial rule plays only a minor part (e.g., Herbst, 2000 , on Africa, or Roy, 2002 .
I examine the colonial experience of one country, India, and compare the long-term outcomes of areas that were under direct British colonial rule with those that were under indirect colonial rule. Indirect rule in this context refers to those areas of India that were under the administration of Indian kings rather than the British Crown; these were known as the native states or the princely states. The defense and foreign policies of these native states were completely controlled by the British during the colonial period, but they enjoyed considerable autonomy in matters of internal administration. After the end of colonial rule in 1947, all of these areas were integrated into independent India and have since been subject to a uniform administrative, legal, and political structure. The analysis in this paper therefore cannot answer the question of what outcomes would have been like in the complete absence of colonial rule, but it does illustrate the persistent effects of different degrees of colonial rule.
The major issue in such a comparison is, of course, the problem of selection. It is unlikely that the British randomly annexed areas for direct colonial rule. I am able to solve the selection problem by taking advantage of a unique feature of British annexation policy in India. Between 1848 and 1856, the British governor-general, Lord Dalhousie, implemented the notorious Doctrine of Lapse, under which he refused to recognize adopted heirs and annexed several native states where the ruler died without a natural heir. This policy enables me to use the death of a ruler without an heir in the specific period of 1848 to 1856 as an instrument for becoming part of the British Empire, and thus coming under direct colonial rule. The identifying assumption here is that the death of a ruler without an heir, in this specific period of time, is likely to be a matter of circumstance and unlikely to have a direct impact on outcomes in the postcolonial period.
I find that the directly ruled British areas have significantly lower availability of public goods such as schools, health centers, and roads in the postcolonial period and are not significantly better off in terms of agricultural investments and productivity. These instrumental variable estimates, which control for selective annexation, contrast sharply with OLS results that show directly ruled British areas having significantly higher agricultural investments and productivity. This suggests strongly that the British annexed areas with the greatest agricultural potential, but did not invest as much as native states did in physical and human capital. This underinvestment is costly for development: directly ruled areas have higher levels of poverty and infant mortality in the postcolonial period.
I perform several robustness checks for my instrumental variable strategy to verify that the fact of a ruler dying without a natural heir does not have an independent effect on long-term outcomes. In particular, I conduct a falsification exercise and consider deaths of rulers without natural heirs in a different period when the Doctrine of Lapse had been officially abandoned by the British (so that death would not result in becoming part of the British Empire). I find no significant differences here, supporting the conclusion that it is the fact of direct colonial rule that matters for the long run rather than other aspects of historical ruler deaths.
I consider several different explanations of why we might see greater investment in human and physical capital in the indirectly ruled areas. I find that the gap between direct and indirect rule areas on these measures is narrowing over time, suggesting that differences in postcolonial institutions are unlikely to be the intervening mechanism. The differences in human capital outcomes, such as literacy, were present in the colonial period itself. I examine the operation of one specific institution, electoral democracy, and find no differences in electoral participation or the competitiveness of elections between direct and indirect rule areas in the postcolonial period.
I then examine differences in colonial period institutions and find three suggestive facts. First, native states raised higher taxes per capita than directly ruled British areas did, but this does not explain the differences in access to public goods. However, it does rule out the possibility that excessive colonial extraction is the driving mechanism. Second, local institutions, such as the prevalent land tenure system, matter for long-term outcomes only in the British areas and not in indirectly ruled areas. Third, the fact that the British retained the right to depose the native state rulers in cases of "misrule" appears to play an important role. This right was exercised quite often and thus constituted a credible threat. I find that areas where the British deposed the rulers were indeed the worst-performing ones in the sense that these areas do not show any significant advantage compared to the directly ruled British areas. Overall, this pattern of results suggests that good governance in the colonial period has persistent effects, and that directly ruled areas were on par with the least-well-governed native states. This paper is part of a growing research program demonstrating the long-term impacts of colonial rule. The question of what outcomes would have been had European countries never established vast overseas empires is quite difficult to answer because of the potential for spillover effects from colonies to noncolonies. Most comparative research has therefore focused on the effects of different types, or "flavors," of colonial rule. Feyrer and Sacerdote (2009) find that islands with longer periods of colonial rule have better present-day outcomes; Bertocchi and Canova (2002) find that the postindependence economic performance of British colonies in Africa is less volatile than that of French and German colonies.
Several papers have examined the long-term consequences of specific institutions developed by colonial powers. These include the property rights institutions created by colonial rulers (Acemoglu, Johnson, & Robinson, 2001) , the distribution of historical property rights (Engerman & Sokoloff, 2005; Banerjee & Iyer, 2005) , the legal systems put in place by colonial powers (La Porta et al., 1998a , 1998b Berkowitz & Clay, 2004) , the systems of tax collection (Berger, 2008) , the extent of slavery (Nunn, 2008) , and colonial investments in education and health (Huillery, 2006) . Some of these studies use innovative instrumental variables to get around the problem of selection. Acemoglu et al. (2001) use initial settler mortality as an instrument for the strength of property rights institutions, Feyrer and Sacerdote (2009) use wind patterns as an exogenous determinant of colonial rule, and Banerjee and Iyer (2005) rely on exogenous changes in British land policy.
The rest of the paper is organized as follows. Section II describes the British colonial experience in India and the nature of indirect colonial rule in the native states. Section III discusses why indirect rule might have different longterm consequences than direct colonial rule. Section IV briefly discusses the OLS comparisons between areas under direct and indirect rule, and section V describes the instrumental variables strategy and provides estimates of the causal impact of British rule. Section VI documents differences between areas under direct and indirect rule over time, section VII provides empirical evidence on several possible intervening mechanisms, and section VIII concludes the paper.
II. Direct and Indirect British Colonial Rule in India

A. British India and the Native States
The British Empire in the Indian subcontinent lasted nearly 200 years. Beginning in 1757, all the areas of present-day India, Pakistan, Bangladesh, and Burma were brought under British political control by the middle of the nineteenth century. Of this area, "British India" was defined as "all territories and places within Her Majesty's dominions which are for the time being governed by Her Majesty through the Governor-General of India." 1 The remaining areas were referred to as the "native states" or the "princely states" by the colonial government and were ruled by hereditary kings. 2 I will use the term native states throughout the paper.
About 680 native states were recognized by the Foreign Office in 1910. Native states constituted about 45% of the total area of British India (excluding Burma and Sind) and about 23% of the total population in 1911. The map in figure  1 shows the geographical distribution of native states. We see that native states were present in all parts of India, with somewhat higher concentrations in the western and central parts of the country.
1 Interpretation Act of 1889. 2 The precise definition of a native state was a matter of some debate. Sir William Lee-Warner (1910) , for instance, defined a native state as "a political community, occupying a territory in India of defined boundaries, and subject to a common and responsible ruler who has actually enjoyed and exercised, as belonging to him in his own right duly recognized by the supreme authority of the British Government, any of the functions and attributes of internal sovereignty." According to the Imperial Gazetteer (Hunter et al., 1908) , a major defining feature can be said to be "the personal rule of the chief and his control over legislation and the administration of justice." In practice, this meant that "whether or not a so-called Native State is what it professes to be is a question of fact which, in the absence of a legal decision, must be settled by the present action of the British paramount power," that is, native states were those that had been recognized by the British as such.
Native states varied considerably in all dimensions. Some consisted of only a few villages, while the largest native state, Hyderabad, had an area of 98,000 square miles. They had varying degrees of legal autonomy, from "first-class states," which had maximum legal powers (including that of the death penalty over their own subjects, though not over British subjects), to "third-class states," which could only try civil cases involving small sums of money. Native states also varied considerably with regard to their systems of administration and revenue collection, their currency, legal codes, law enforcement, and justice systems. Over time, some states adopted the legal codes and currency prevailing in British India. The British usually did not force them to do so but waited instead for "the willing cooperation of the Native princes." The majority of rulers were Hindu kings, though there were several Muslim and Sikh rulers as well. 3 
B. British Policy toward the Native States
The British did not bring the whole Indian subcontinent under direct colonial rule mainly because of a major policy change in the nineteenth century. After the Sepoy mutiny of 1857, the British stopped all further annexation of native states into the British Empire. British policy toward the native states underwent considerable changes over time, from the policy of the ring fence , to that of subordinate isolation , to that of nonannexation with the right of intervention .
The Ring Fence. In initial period of British rule (1765-1818), the East India Company did not wish to annex too much territory under its own administration, because it was numerically and politically weak and because it wanted to maintain a "ring fence" between its areas and the stronger empires of the Marathas and the Sikhs. Despite this policy of nonintervention, the East India Company annexed a number of areas during this period, mostly by fighting and winning wars against Indian rulers (table 1) . Several 3 Appendix A lists details of the major native states in our data set. In 1877, the largest and most important states were designated by the British as "salute states," meaning that the rulers were entitled to a ceremonial gun salute. The table lists the native states in order of the number of guns in the salute, reflecting their importance in the eyes of the British. -BRITISH INDIA AND NATIVE STATES   DIRECT VERSUS INDIRECT COLONIAL RULE IN INDIA: LONG-TERM CONSEQUENCES  695 territories were also ceded or granted to the British by native rulers, usually for nonpayment of debts or tribute.
Subordinate Isolation. In 1817-1818, after winning a series of battles in central India, the British emerged as the dominant political power in the subcontinent. The East India Company now followed the policy of subordinate isolation: all native states were made politically subordinate to the British and accepted the British as the "paramount power" in India. They could not declare war, establish relations with other states, or employ Europeans without explicit British permission. Many of them signed treaties with the British that regulated the size of their armed forces, and several native states had British forces stationed within their territory. Most of the native states also had annual tribute obligations to the British government (or in some cases to another native state): for the native states in our data set, the tribute varied from 0 to 28% of state revenue. However, they were allowed considerable autonomy in internal matters unless they had specific treaty provisions. 4 Between 1818 and 1848, the East India Company continued annexing territory by various means. The pace of British annexation picked up considerably after Lord Dalhousie became governor-general in 1848. In addition to fighting the second Sikh war in Punjab, Lord Dalhousie also annexed areas by taking over territories due to nonpayment of debts (Berar), accusing the native rulers of "misrule" (Oudh), and, most controversial, refusing to recognize adoptions and annexing areas where the native ruler died without a natural heir (the so-called policy of lapse).
End of Annexation. In 1857, Indian soldiers in the British army mutinied against their officers. The causes of this Sepoy mutiny are not very clear, and historians disagree as to whether it was a planned war of independence against British power or an uncoordinated uprising of soldiers who felt a threat to their religion and traditional practices (Spear, 2002) , or simply a mutiny by soldiers who wanted increased pay and greater career opportunities (David, 2002) . After some initial reverses, the British rallied and were able to suppress the mutiny by the end of 1858.
After this major shock to British power, the administration of India was taken over by the British Crown from the East India Company in 1858. Many native states had aided the British during the mutiny by supplying troops and equipment or by defending the Europeans within their territory. As a recognition of this, plans of further annexation were given up, with the queen's proclamation of 1858 stating specifically, "We desire no extension of our present territorial possessions." Thus, the areas that had not been annexed until 1858 continued to be native states until the end of British rule in 1947.
Although the British gave up outright annexation of territory, they reserved the right to intervene in the internal affairs of native states "to set right such serious abuses in a Native Government as may threaten any part of the country with anarchy or disturbance." 5 They exercised this right in several native states, often by deposing the ruler and installing another in his place (usually a son, brother, cousin, or adopted heir) or by appointing a British administrator or council of regency for some time before allowing the king to take up ruling powers again. 6
C. Native States in Independent India
When the British left India in 1947, all native states signed treaties of accession to the newly independent nations of India or Pakistan, sometimes under the threat of military action. By 1950, all of the native states within the borders of India had been integrated into independent India and were subject to the same administrative, legal, and political systems as those of the erstwhile British Indian areas. The rulers of these states were no longer sovereign rulers, but many of them continued to play an active role in the politics of postindependence India. They were granted annual incomes, referred to as privy purses, by the Indian government as partial compensation for their loss of state revenue, but this privilege, along with all other princely honors, was discontinued in 1971.
III. Why Might Direct Colonial Rule Matter for
Long-Term Outcomes?
Why should areas directly ruled by a colonial power have different long-run outcomes compared to areas ruled indirectly by local rulers? I consider two broad types of mechanisms. The first is that differences in historical circum-4 These could be explicit restrictions, such as the ruler of Panna being asked to abolish the practice of sati (widow burning) in his kingdom, or more general ones, such as the ruler of Oudh being required to implement policies that "shall be conducive to the prosperity of his subjects, and be calculated to secure the lives and property of the inhabitants." 6 Different viceroys used this power to intervene in different degrees. One of the most vigorous in this regard was Lord Curzon, viceroy from 1899 to 1905, during whose tenure fifteen rulers were either forced to abdicate or temporarily deprived of their powers (Ashton, 1982) . Note: Number of districts refers to 1991 districts. The total number of districts is 415, of which 269 were classified as belonging to British India. The states of Manipur, Meghalaya, Mizoram, Nagaland, Sikkim, and Tripura are excluded from the study. The number of districts in subsequent regressions will be below 415 due to missing data and because some districts were split into two or more new districts over time; also some data sets use older unsplit districts. The one district added after 1858 is Panchmahals, which was ceded by the ruler of Gwalior to the British in exchange for some other territory. stances might affect postcolonial policies or the functioning of modern institutions and therefore lead to differences in postcolonial outcomes. This has been shown in other studies, such as the greater propensity of historically unequal Indian states to enact land reforms (Banerjee & Iyer, 2005) or the functioning of the legal system across different U.S. states (Berkowitz & Clay, 2004) .
In terms of direct and indirect rule, one potential institutional difference is likely to be in the operation of democratic processes. Members of the erstwhile ruling families of the native states continued to be active in the politics of postcolonial India, with several former princes being elected to national and state-level political office (Allen & Dwivedi, 1998) . Such candidates have significant electoral advantages in terms of higher name recognition, strong ties with the local elites, and greater resources. Their presence in politics may result in higher voter participation and a more informed electorate, and therefore greater pressure on political representatives to deliver public goods. 7 I check for the presence of such policy effects by running regressions with state fixed effects in section VE. I then provide evidence in section VI strongly suggesting that the differences arose mainly in the colonial period and are narrowing in the postcolonial period. I also directly test the political channel using data from postcolonial elections on voter turnout and measures of electoral competitiveness.
The second class of explanations focuses on differences arising due to colonial policies. One potential hypothesis is that colonial rulers might set up poor institutions in places where they do not intend to settle over the long term. For instance, property rights may be poorly protected, or there might be an insufficient focus on investments that primarily benefit the local population rather than the colonial power. 8 This is very plausible in the Indian context, because the British did not settle in India in large numbers: as late as 1911, the proportion of Christians in India was less than 1.3% of the population. Presumably indirectly ruled areas, with rulers who belonged to that region, were likely to make better institutional choices.
I test this hypothesis by focusing on one important institution: the land revenue system. Land revenue was the largest source of government revenue for both British India and the native states. Banerjee and Iyer (2005) have shown that areas with landlord-based revenue systems, where landlords were in charge of revenue collection, have worse long-run outcomes compared to places with cultivatorbased systems, where the ruler collected the revenue directly from the cultivators. The former system resulted in greater land inequality and could indirectly have led to worse governance by the colonial state, since most of the gains of any productivity improvements would be captured by the landlords. 9 This paper differs in two important ways: the analysis of Banerjee and Iyer (2005) does not include the indirectly ruled areas, and they find that the primary channel of influence is through the impact of historical institutions on postcolonial policy. In section VII, I extend the analysis to include indirectly ruled areas and find a much more nuanced result.
A second version of the extractive institutions hypothesis is that colonial rulers might resort to excessive taxation as part of a strategy to extract the colony's resources to the benefit of the colonial power and that they might be able to do this more effectively in directly ruled areas. In India, Mukherjee (1972) estimates the extent of economic drain from India to Britain to be of the order of 0.04% to 0.07% of national income over the period 1840 to 1900, which is not very large. British colonial rulers also imposed significant tribute obligations on the native states, so it is not clear that the burden of drain would be different across the two types of areas. I explicitly compare tax collections across British areas and the native states and examine whether this can explain the differences in long-term outcomes.
A third possibility is that the rulers of native states had better incentives, compared to British administrators, to provide public goods to their subjects. The historical record indicates two key institutional differences. First, native states rulers had much longer tenures than British administrators, which might play a role in undertaking long-term investments such as schools or health facilities. 10 The natives states in our data set had, on average, between four and five kings over the period 1858 to 1947, while British India was ruled by 24 different governors-general. Lower-level administrators had even higher rates of turnover: in 1936, two-thirds of district officers in British India had held their posts for less than one year (Potter, 1996) . Second, as described in section IIB, the British reserved the right to depose native state rulers if they governed badly enough to provoke widespread protest. This was a credible threat: 21 of the 71 native states in our data set had their king deposed in the period 1858 to 1947. They were usually replaced by a relative (brother, son, cousin), but this would still mean a significant diminution in wealth and personal status for the 7 There are two offsetting factors to this. First, higher electoral advantages may translate into lower incentives for politicians to actually deliver public goods, and, second, areas under direct British rule had a longer experience with democratic processes, since provincial elections had been held in these areas during the colonial period following the Government of India Act of 1935. An early study by Richter (1975) finds lower voter turnout and higher victory margins for candidates in native state constituencies in the elections of 1957, 1962, and 1967 . However, this analysis does not control for omitted variables or selection into direct rule.
8 Several previous studies have highlighted the role of such factors. Acemoglu et al. (2001) find that colonies where settlement was deterred by the disease environment have poorer indicators of property rights protection, and Feyrer and Sacerdote (2009) find that Pacific islands that were colonized during the era of Enlightenment have better outcomes in the long run.
9 This is particularly the case for landlord-based areas where revenue commitments to the British colonial rulers had been fixed in perpetuity, leaving the landlords as residual claimants. Banerjee and Iyer (2005) also document other channels through which this historical institution plays a role.
10 Some empirical work in other settings support this hypothesis. Rauch (1995) demonstrates that city mayors in the United States with longer tenures have a higher likelihood of undertaking long-term infrastructure projects, while Do and Iyer (2008) show that Vietnamese farmers who are assured of a longer tenure on their land are more likely to plant long-term crops. previous king. British administrators were promoted on the basis of seniority (Das, 2001) ; the usual penalty for bad performance was transfer to another district. 11 In section VII, I test whether the quality of governance during the colonial period matters for long-term outcomes by testing whether outcomes vary across native states whose rulers were deposed for misrule and those whose rulers were never deposed.
IV. Comparing Areas under Direct and Indirect Rule
A. Data
I compare outcomes across British India and native state areas using district-level data from the postindependence period. A district in India is an administrative division below state level. In 1991, India had 415 districts in seventeen major states, 12 a district on average having an area of 7,500 square kilometers and a population of 1.5 million. The major reason I use district-level data is that for each modern district, I am able to use old and new maps to find out whether it was part of the British Empire or a native state as of 1947. This is much harder to do for state-level data because modern state boundaries in India are completely different from older native state or British province boundaries, mainly due to the 1956 reorganization of states on a linguistic basis.
For each district, I create a British dummy, which equals 1 if the district was formerly part of British India. Some modern districts comprise several native states, and some native states were large enough to extend over several modern districts. A few districts contain areas from both the British Empire and the native states, in which case the British dummy is assigned to be 1 if the major part of the district belonged to the British Empire. This will be the main independent variable in the analysis.
One major drawback of district-level data in India is the absence of data on per capita income, consumption, or net domestic product (these are available only at the state level). I therefore conduct my analysis using other proxies for economic well-being. The major outcomes I consider are measures of agricultural investment and productivity (agriculture accounted for 37% of India's total GDP and 67% of the working population in 1981); the availability of public goods such as schools, health centers, and roads; and health and education outcomes. In addition, I analyze data on the relative size of the manufacturing sector in district employment, as well as district-level poverty estimates from Topalova (2005) . Data sources are listed in appendix B.
B. OLS Estimates of the Impact of Direct Colonial Rule
I first run OLS regressions of the form
where y i is an outcome variable for district i, Brit i is a dummy for whether the district was part of the (directly ruled) British Empire, and X i are other district characteristics (mainly geography). Since some native states extended over several districts and the main dependent variable Brit i is assigned at the native state level, I compute standard errors clustered at the level of the native state to take into account possible correlation in outcomes across districts that used to be part of the same native state. 13 The regression in equation (1) may not indicate a causal effect of having direct British rule, because the main dependent variable, Brit i , is potentially endogenous. For instance, if it were the case that the British annexed the areas with the most potential for agricultural productivity, then the OLS regression would yield an overestimate of the causal impact of British rule. It is also possible that only the most unproductive areas came under British rule (because local rulers did not put much effort in defending these areas). In this case, the OLS regression provides an underestimate of the impact of direct British rule.
In fact, we see that areas annexed to the British Empire have significantly higher rainfall and a significantly lower proportion of barren or rocky areas, compared to areas that were part of native states (table 2) . This suggests that British annexation policy was selective and geared toward picking out the areas that were likely to be more favorable to agriculture. There are no significant differences in other geographic characteristics such as latitude, altitude, or major soil types. I will be controlling for geographic variables in all the regressions, but these differences could indicate the presence of other unobserved differences, which might bias the OLS estimates.
To identify the causal impact of direct rule, I need an exogenous determinant of annexation. For this, I make use of Lord Dalhousie's Doctrine of Lapse, according to which the British would take over a native state if its ruler died without a natural heir. I argue that this is a plausibly exogenous determinant of whether a district became part of the British Empire and use this as an instrument to estimate the impact of British rule. Before describing this strategy in detail in section V, I briefly discuss the results from the estimation of equation (1).
C. Does the Mode of Annexation Matter?
A simple comparison of British areas with native state areas suggests that British areas have significantly higher agricultural investments and productivity in the postcolonial period and slightly lower levels of infrastructure at the village level, such as schools, health centers, canals, and roads (tables 3 and 4). Each entry in table 3 and table 4 represents the coefficient from a regression of the form (1) for the listed dependent variables (for example, irrigation, fertilizer). Over the period 1956 to 1987, former British Empire areas had a higher proportion of irrigated area, greater fertilizer use, faster adoption of high-yielding varieties, and, consequently, higher agricultural yields. Breaking out the results by mode of annexation employed suggests that the selective annexation story might be relevant: areas annexed through either cession, misrule, or conquest do better than areas annexed due to lapse, or death of a native ruler without an heir. We find a similar trend for the results on village-level infrastructure. Although the differences are generally not statistically significant, areas annexed by means of lapse have significantly lower levels of most of these infrastructure variables (table 4). All the results are very similar when I use the number of years under direct British rule as the main independent variable rather than a dummy for British rule. 14
V. IV Estimates of the Impact of Direct Colonial Rule
A. Does the Period of Annexation Matter?
Places that came under direct British rule are likely to be systematically different from places that did not. This is likely to be of greater significance for early annexations, since they were mainly annexed by conquest, for which the British had to expend considerable resources. As a first step toward controlling for this selectivity in annexation, I compare areas that were annexed by the British toward the end of the annexation period (on or after 1848) with those that were never annexed. In this period, many of the annexations were not by conquest, and hence the selection bias is likely to be smaller than in the full sample. I find that the directly ruled areas no longer have any significant agricultural advantages and continue to have slightly lower levels of public goods provision (see tables 7 and 8, column 3). This suggests that selection bias is likely to be a major confounding factor. I now construct instrumental variable estimates as a more precise way to control for the selectivity in annexation.
B. Doctrine of Lapse
Lord Dalhousie, governor-general of India from 1848 to 1856, articulated an unusual policy of annexation in 1848: "I hold that on all occasions where heirs natural shall fail, the territory should be made to lapse and adoption should not be permitted, excepting in those cases in which some strong political reason may render it expedient to depart from this general rule." He used this policy to annex several states where Indian rulers died without a natural heir. Eight native states (comprising twenty modern districts) had rulers die without a natural heir during the governorship of Lord Dalhousie. Of these, four native states (Satara, Sambalpur, Jhansi, and Nagpur), comprising sixteen districts, were successfully annexed. The other four did not become part of the British Empire due to various reasons: the annexation of Ajaigarh was reversed by Dalhousie's successor, Lord Canning; the annexation of Karauli was disallowed by the East India Company's court of directors; Orccha was allowed to adopt an heir because of a prior agreement; and in Chhatarpur, a nephew of the king, was allowed to succeed. 15 We should note that in each of these cases, Lord Dalhousie recommended applying the policy of lapse, so the fact that these areas were ultimately not annexed was not a result of Dalhousie's selectively applying the policy of lapse but of factors beyond his control.
Of the remaining 65 native states (161 districts) where such a lapse did not occur, Lord Dalhousie annexed only 3 (18 districts). These were the states of Punjab, Berar, and Oudh, which were annexed by means of conquest, nonpayment of debt, and misrule, respectively. 16 The policy of lapse thus meant that areas where the ruler died without a natural heir had a higher probability of being annexed. This is confirmed by our first-stage regressions, which are discussed in detail in section VC.
Lord Dalhousie's policy was in contrast to the policies followed by several earlier British administrators who recognized adoptions by native rulers. In fact, rulers dying without natural heirs was not an unusual occurrence during this century. For instance, table 5 shows that in the period 1835 to 1847 (immediately before Dalhousie came to India), fifteen rulers died without natural heirs, but only one of these states was annexed. This meant that Dalhousie's policy was an unexpected event for the native states; not surprisingly, it was extremely unpopular among the native rulers. This policy was withdrawn when the British Crown took over the administration in 1858; in fact, official documents guaranteeing British recognition of adopted heirs were sent out to native rulers to 15 The historical details are presented in appendix C. 16 Lord Dalhousie also annexed the small states of Jaitpur, Udaipur, and Baghat, of which the latter two annexations were reversed by Lord Canning. Note: Robust standard errors in parentheses, corrected for clustering within native states. *Significant at 10%. **Significant at 5%. ***Significant at 1%. Each cell represents the coefficient from an OLS regression of the dependent variable on the independent variable, which is a dummy for direct British rule in columns 1 and 2, the dummy interacted with other variables in columns 3 and 4, and number of years of direct. British rule in column 5. Data are missing for the states of Kerala, Assam, Jammu and Kashmir, and Himachal Pradesh. All data are at the 1961 district level.
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reassure them against any future doctrines of lapse. This lends greater validity to our identifying assumption that the policy of lapse provides an exogenous determinant of British annexation, since the death of a ruler without a natural heir in the specific period 1848 to 1856 is likely to be a matter of circumstance rather than caused by systematic factors that might also affect long-term outcomes.
C. Constructing an Instrumental Variable for Direct Colonial Rule
For each native state, I construct an instrumental variable Lapse as follows: Lapse equals 1 if the native state was not annexed before 1848 and the ruler died without an heir in the period 1848 to 1856; Lapse equals 0 if the native state was not annexed before 1848 and such a death did not occur during the period 1848 to 1856. Lapse cannot be assigned to places that were annexed before 1848, since these were already ruled by the British. Since the policy of lapse was irrelevant for places that were annexed before Lord Dalhousie came to India in 1848, the sample for the IV regressions necessarily consists of places that had not been annexed in or before 1847 (hereafter referred to as the post-1847 sample). The sample thus consists of native states that were never annexed (Brit ϭ 0, Lapse ϭ 0 or 1), those that were annexed due to lapse after 1847 (Brit ϭ 1, Lapse ϭ 1), and those that were annexed after 1847 by other means (Brit ϭ 1, Lapse ϭ 0). Using Lapse as an instrument for Brit would yield consistent estimates as long as Lapse itself does not have a Note: Robust standard errors in parentheses, corrected for clustering within native states. *Significant at 10%. **Significant at 5%. ***Significant at 1%. Each cell represents the coefficient from an OLS regression of the dependent variable on the independent variable, which is a dummy for British rule in columns 1-3, the dummy interacted with other variables in columns 4 and 5, and number of years of direct British rule in column 6. Data are missing for middle schools in Gujarat, high schools in Madhya Pradesh, and primary health subcenters in Karnataka. Data are missing for Assam in 1981 and Jammu and Kashmir in 1991. The first-stage regression for the IV strategy is:
where Lapse i is as defined above and X i are other control variables (mainly geography). As expected from the historical description, the Lapse dummy is a statistically significant predictor of the Brit dummy, while geographic variables do not predict British annexation in the period after 1848 (table 6) . Further, annexation is predicted by the interaction of two events: the ruler dying in the 1848-1856 period and the ruler dying without an heir and not by either of these separately (table 6, column 4). As expected, Lapse predicts British annexation even better if I drop the native states annexed for other reasons (table 6, column 5).
D. Instrumental Variable Estimates
As suggested by the comparison of late-annexed places with the native states, the instrumental variable estimates show no significant advantages for directly ruled areas in terms of agricultural investments and productivity measures (table 7). All the IV estimates are smaller in magnitude than the OLS estimates and statistically insignificant (table 7, column 4). Further, the coefficients for fertilizer use, total yield, and rice yield are significantly different from the OLS estimates for the full sample. These results are robust to excluding the areas annexed by Lord Dalhousie for nonlapse reasons (table 7, column 5). The concern here is that these might be the "best" areas in some sense, since the British went to the trouble of annexing them even when the rulers did not die without natural heirs. 18 The difference between the OLS and the IV results suggests a high degree of selectivity in British annexation policy, with annexation directed toward acquiring areas with the highest agricultural potential. This is not surprising in view of the fact that land revenue was the biggest source of government revenue throughout the colonial period. The mostly insignificant IV estimates in turn imply that British rule had no significant causal impact on long-term agricultural outcomes.
This lack of a causal effect on agricultural outcomes is not offset by directly ruled areas moving resources to other sectors. For instance, the directly ruled areas have a similar proportion of their workforce employed in manufacturing compared to indirectly ruled areas over the period 1961 to 1991. IV results for 1991 alone indicate that indirectly ruled areas in fact have a slightly higher proportion of their workforce in manufacturing (table A.1).
Turning to the availability of health and education infrastructure, the IV estimates indicate a statistically significant negative impact of direct British rule on the availability of middle schools, health centers, and roads (table 8, column 4). The IV estimates imply very large differences in public goods availability: districts that were part of the British Empire have 37% fewer villages with middle schools, 70% fewer villages equipped with primary health subcenters, and 46% fewer villages with access to good roads in 1981 and 1991.
These differences in access to health and education facilities have implications for development outcomes. The IV estimates show that infant mortality rates were significantly higher in British areas (table 9) . We see no significant differences in literacy rates, which probably reflects the fact that the differences in primary schools are no longer significant in the 1981 and 1991 data. In terms of overall welfare, we find that areas under direct rule have significantly higher proportions of their population below the poverty line over the period 1983 to 1993. These differences are very large in magnitude: directly ruled British areas have nearly 40% higher poverty rates and 33% higher infant mortality rates in the early 1990s compared to native state areas. These gains are also more widespread in the sense that native state areas have lower levels of consumption inequality during these periods.
I perform a number of specification checks for the IV results before discussing the validity of this instrumental variable strategy. The IV estimates are robust to dropping the areas annexed by Lord Dalhousie for nonlapse reasons (table 8, column 6), to the addition of soil type dummies (the overall estimate for the combined public goods regression is Ϫ0.062), and to controlling for population density (overall public goods difference is now Ϫ0.057), though population density is probably endogenous in this context, since it has the potential of being affected by public health policies. 19 The results are also robust to dropping the native states of Mysore and Travancore, which were arguably the best in terms of public goods provision. The religion of the ruler has some impact: areas ruled by Sikh kings were much more likely to have better postcolonial outcomes, while there are few significant differences between the areas ruled by Hindu or Muslim kings (table A.2).
D. Assessing the Validity of Lapse as an Instrument
The validity of the identification strategy rests on the assumption that Lapse is a legitimate instrument for British rule. This means that Lapse must be uncorrelated with the residual error term ⑀ in equation (1). In other words, if the event of ruler death without a natural heir in the period 1848 to 1856 influences long-term outcomes for reasons other than British annexation, or if the areas with Lapse ϭ 1 are in some way different from other areas, then the instrumental variable estimates are no longer consistent. In this section, I consider various arguments that might affect the validity of my instrument. Some of these arguments are countered by the historical evidence and some by direct econometric tests. I run most of these tests on the reducedform specification, the results of which are very similar to the IV specification (table 10, column 1). 20 First, Lapse may not be a valid instrument if the policy was tailored toward acquiring native states with certain characteristics. The historical evidence does not support the case that the Doctrine of Lapse was put in place in order to obtain any specific states. In particular, Lord Dalhousie admitted that the states he most wanted were Oudh and Hyderabad; 21 however, neither of these could be annexed by lapse, since the rulers of both states already had natural heirs when Dalhousie arrived in India. They were in fact annexed by other means. 22 The Doctrine of Lapse thus seems to have 20 Since we have a case of one endogenous variable and one instrument, the IV coefficients are exactly equal to the reduced-form coefficients divided by the coefficient on the instrument in the first stage.
21 "I have got two other kingdoms on hand to dispose of-Oudh and Hyderabad. Both are on the highroad to be taken under our management." Private correspondence of Lord Dalhousie in 1848, quoted in Rahim (1963) . 22 The ruler of Oudh was accused of misrule, and part of Hyderabad was annexed due to nonpayment of debts. (1961, 1971, 1981, 1991) Note: Robust standard errors in parentheses, corrected for clustering within native states. *Significant at 10%. **Significant at 5%. ***Significant at 1%. Post-1847 sample refers to areas that were not annexed in or before 1847. Instrument is a dummy for whether the ruler died without an heir in the period 1848-1856. Infant mortality rate is computed as the number of deaths per 1,000 live births. The measure of poverty is the head count ratio, which measures the proportion of people below the poverty line in a district. The measure of inequality is the standard deviation of log consumption. The number of observations for the poverty and inequality regressions is 360 for the OLS regressions and 160 for the IV regressions.
been an additional means to annex more territory and was not targeted to any particular state.
Second, the instrument may be called into question if the British deliberately caused the death of certain rulers. Again, the historical evidence does not indicate any such moves on their part, and they were never accused of this even by the royal families affected by the Doctrine of Lapse. A related issue is the question of whether some native states established take natural heirs to avoid being taken over by lapse. The unexpected nature of Dalhousie's policy and the prominence of royal families suggest that this was not very easy to do; there are also no accounts of the British being suspicious of the bona fides of natural heirs.
Third, it is possible that the event of a ruler dying without an heir might reflect some characteristics of the area (such as bad climate) or of the ruling family (such as genetic weaknesses), which might arguably affect long-term outcomes directly. To control for this, I reran the regressions of public goods on the Lapse dummy after adding dummies for ruler death in the 1848 to 1856 period (as a proxy for poor conditions in those years) and for the ruler ever dying without heirs in the post-1818 period (as a proxy for a physically weak royal family). The estimates obtained are in fact larger in magnitude than the specification without these controls (table 10, column 2). Further, these controls are usually insignificant in all the regressions.
Fourth, I checked directly whether ruler death without natural heirs has any long-term impact on public goods availability without British annexation. For instance, such a death may result in an extended period of political turmoil, which might have lasting consequences. As mentioned earlier, the policy of lapse was officially given up after 1858. I regress public goods outcomes on a dummy that equals 1 if the ruler died without a natural heir in the period 1858 to 1884 during which such a death would not result in British annexation. 23 The estimates using this "fake instrument" are much lower in magnitude than the results using the Lapse dummy, and they are also statistically insignificant (table 10, column 3). This falsification test strongly supports the hypothesis that the impact of Lapse is only through British annexation.
Fifth, it was not the case that territories annexed by lapse were administered differently compared to areas annexed by other means. The lapsed areas were added to existing British provinces and brought under the prevailing administrative 23 There were twelve such deaths in ten native states of our data set. Note: Robust standard errors in parentheses, corrected for clustering within native states. *Significant at 10%. **Significant at 5%. ***Significant at 1%. Post-1847 sample refers to areas that were not annexed by 1847. Lapse dummy equals 1 if ruler died without a natural heir in the period 1848-1856. Column 2 includes dummies for whether the ruler died in 1848-1856 and whether the ruler ever died without an heir in the post-1818 period. "Fake instrument" is a dummy for whether the ruler died without an heir in the period 1858-1884. Column 5 shows p-values (in square brackets) constructed by the randomization inference procedure, to adjust for possible small sample bias in clustering. Standard errors for propensity score matching estimates are computed using bootstrap. Data are missing for middle schools in Gujarat, high schools in Madhya Pradesh and primary health subcenters in Karnataka. Data are missing for Assam in 1981 and Jammu and Kashmir in 1991. systems in those provinces. In particular, we should note that they were integrated into different British provinces: Nagpur and Sambalpur were merged with the Central Provinces, Satara with Bombay, and Jhansi with the North-West Provinces. In the postcolonial period as well, these areas belong to four different states. I explicitly include state fixed effects to see whether state-level policies can explain the differences between areas under direct and indirect rule. We see that many of the public goods differences continue to be significant, though they are lower in magnitude (table 10, column 4). Thus, the results we observe cannot be fully attributed to a specific administrative difference or state policy.
Sixth, the standard errors might be incorrect due to a small sample bias. I correct for possible correlation of errors within districts of the same native states by using the method of clustering, but the consistency of these standard errors requires a large sample. To account for this, I compute exact finite-sample p-values for the estimates using the method of randomization inference. 24 This consists of reassigning the Lapse dummy randomly, computing the reducedform estimator, and simulating the finite sample distribution of our estimator. The implied standard errors are larger than the ones obtained by clustering, but our overall estimate is still significant, with a p-value of 0.05 (table 10, column 5).
Finally, I present propensity score matching estimates for the reduced-form regressions. The small size of the data set does not make it particularly well suited for propensity score matching methods. 25 Nevertheless, the balancing property was satisfied, and several of the propensity score matching estimates are still statistically significant, though the magnitudes are smaller than the baseline estimates (table 10, column 6). It is also worth pointing out that the coefficient for the combined public goods becomes larger (Ϫ0.034) when we do not include primary schools and also becomes statistically significant.
These robustness checks support the conclusion that direct British rule had a significant negative impact on the availability of public goods in the postcolonial period.
VI. Differences in Outcomes in Earlier Periods
The differences in human capital investments I have documented were present in the colonial period and are narrowing over time in the postcolonial period, when British areas and native states were subjected to a uniform system of administration. I provide three pieces of evidence toward this view. First, IV estimates using public goods data from 1961 show that British Empire areas had lower levels of primary schools, middle schools, and medical dispensaries in 1961, though as before, the OLS results do not indicate any significant differences (table 11) . 26 Though the estimated differences for middle and high schools are lower in 24 See Bertrand, Duflo, and Mullainathan (2004) for details. 25 See Zhao (2004) for some evidence that propensity score matching does not work as well as other methods when the sample size is small. 26 The data on rural health centers, canals, and roads are missing for several states in this year. magnitude than the differences in table 10, they are larger as a proportion of the mean level in 1961. It is also interesting to note large differences in the availability of primary schools, which are not present in the later period data.
Second, controlling explicitly for the 1961 level reduces the magnitude and statistical significance of the results from 1981 to 1991 (table A. 3), though some of the IV coefficients are still significant at the 10% level of significance. We note a similar trend in the infant mortality and poverty results in table 9: the difference in the later periods is smaller (in percentage terms) than in the earlier period. This is consistent with the strong convergence effects on public goods provision documented in Banerjee and Somanathan (2007) , mainly due to the explicit commitments by the Indian government to equalize access to public goods. On the other hand, there does not seem to be any noticeable time path in the agricultural outcomes: the OLS and IV results for 1956 (the first year for which I have data) are not statistically difference from the overall results, except for fertilizer use where the difference is insignificant in the early periods but becomes larger in the later periods (regressions not shown).
Overall, these results strongly suggest that postcolonial institutions did not contribute to the differences in outcomes across areas with direct and indirect rule and may in fact have mitigated some of these differences. I also test this directly by examining whether one specific postcolonial institution, electoral democracy, worked differently across areas of direct and indirect rule. As detailed in section III, this is an institution that might function differently across these two types of areas. Using data on state-level elections from the 1960s and from the 1980s, I find that there are no significant differences in voter turnout or the vote margin of the winning candidates, a proxy for the competitiveness of elections (table A.4) .
Third, I use literacy data from the 1911 census to provide direct evidence of human capital differences in the colonial period. Though the overall level of literacy was very low during this period (only 5.2% of the population could read and write), the literacy rate in British areas was 3 percentage points lower (table 11, panel B) . This is in contrast to the lack of any literacy difference in the postcolonial period (table 9), which is consistent with the differences in the availability of primary schools being wiped out by postcolonial policy.
Historical descriptions also indicate that at least some native states were greatly committed to investments in education and health during the colonial period. For instance, the native state of Mysore carried out smallpox vaccination as early as 1806. The state of Travancore announced a policy of free primary education in 1817, whereas the East India Company decided to give assistance "to the more extended and systematic promotion of general education in India" only after the influential dispatch written by Sir Charles Wood in 1854. The state of Baroda was probably the first to introduce compulsory primary education in 1892, while the British passed a compulsory education act in the nearby Central Provinces only in 1920. Roy (2000) also notes that "the British government did not build an effective mass education system."
VII. Why Did the Native States Provide More Public
Goods?
In this section, I examine specific institutional differences across areas with direct and indirect rule in the colonial period, as discussed in section III. I first verify that the differences in public goods are not explained by differences in the level of taxes collected by the native states. We should note that native states raised more revenues from their subjects than the British did: revenue figures from the 1890s indicate that the native states raised 3.42 rupees per capita in revenue, while the corresponding figure for British India was only 2.47 rupees. 27 I reran the IV regression and added a control variable for taxes collected per capita in 1896. The coefficient on the dummy for direct British rule remains almost unchanged, while the tax variable is never statistically significant (table 12, column 2).
The second institution I examine is the type of land revenue system. We find that native states are not more likely to have a different land revenue system on average: 63% of native state districts are classified as having cultivatorbased systems compared to 62% of British districts. Controlling for this important historical institution reduces the magnitude of the differences on the direct rule dummy, but the overall difference remains significant at the 10% level of significance, and the land revenue system variable itself is rarely statistically significant (table 12, column 3). I investigate this relationship further by looking at the impact of land revenue systems separately within British and native state areas. I find that a cultivator-based land revenue system is associated with better public goods outcomes within British areas, consistent with the results of Banerjee and Iyer (2005) , but that the land revenue system does not matter within native state areas (table A.5, columns 1 and 2). 28 Taken together with the overall negative effects of direct rule, these results suggest that having a more equitable land revenue system can mitigate the effects of direct colonial rule. If we think of having an intermediary landlord class as another way of instituting indirect rule, the key 27 The revenue and tribute data were obtained from Chakrabarti (1896) . Native states paid tribute to the British out of their revenues; subtracting this from their collections and adding the tribute amount to the British revenues means that native states had 3.20 rupees per capita available for spending, while the British areas had 2.69 rupees.
28 I thank an anonymous referee for this suggestion. I also tried combining these two regressions by adding the interaction of the direct rule dummy and the cultivator-based land revenue system dummy as an additional variable. I find that the difference between the direct and indirectly ruled areas is mainly for areas with a landlord-based land revenue system. Among places with a cultivator-based land revenue system, the difference between direct and indirect rule areas is statistically insignificant. difference with the native state rulers is that this class of landlords had no penalties for poor governance: they could be deprived of their privileges only if they failed to pay their revenue commitments to the British state.
The third institutional difference highlighted in section III related to the incentives of the administrators. The kings in native state areas had longer tenures than typical British administrators and were also liable to be deposed for poor governance. It is difficult to assess the empirical significance of these factors directly: the length of tenure of the ruler is highly correlated with the direct rule dummy (correlation ϭ 0.90), and all the kings were subject to the disciplining mechanism of potential British intervention. I document some evidence that poor governance in the past is predictive of future outcomes. I reran the IV regression and included a dummy variable for whether the ruler of that native state was ever deposed by the British for misrule. I find that this variable usually has a negative sign and is statistically significant for several public goods (table 12, column 4). The inclusion of this variable increases the size of the negative coefficients on the British dummy, which now represent the difference between the directly ruled areas and the areas with kings who were never deposed. In fact, there are no significant differences in public goods between British areas and native state areas where the ruler had been deposed for poor governance. 29 This set of results strongly suggests that indicators of poor colonial period governance (whether the ruler was ever deposed in native state areas, whether the area had a landlord-based land revenue system in the directly ruled areas) have a persistent long-term impact on postcolonial outcomes. The overall result of the directly ruled areas lagging behind suggests that the institutional features of indirect rule favored better governance, on average, in the native states compared to the directly ruled areas.
VIII. Conclusion
In this paper, I use an unusual feature of British annexation policy to compare long-run outcomes of areas in India that were under direct British colonial rule with areas ruled by local kings under the indirect political control of the British. The annexation of areas where the local ruler died without a natural heir provides an exogenous determinant of whether an area came under direct British rule and therefore 29 The difference between the coefficient on the British dummy and the coefficient on the "ruler ever deposed" variable is never statistically significant. controls effectively for the selectivity in colonial annexation policy. The instrumental variable results indicate that directly ruled areas lag behind the availability of public goods such as schools, health facilities, and roads in the postcolonial period, with adverse consequences for development outcomes such as poverty and infant mortality rates.
The study highlights three key features relevant to understanding the impacts of history. First, colonial annexation policy was indeed very selective and tended to focus on areas with higher agricultural potential. This needs to be kept in mind for any future research on the impact of colonial policies and institutions.
Second, indicators of the quality of governance in the colonial period have persistent effects on long-term outcomes. In particular, the effect of direct versus indirect rule depends crucially on the incentives that local administrators faced. For India, the indirect rule exercised by landlords within the British Empire leads to worse outcomes, while the indirect rule exercised by hereditary kings results in better outcomes. The key difference is that kings were explicitly subject to being removed in cases of gross misrule, while landlords did not have this institutional constraint.
Third, the impact of colonial period governance becomes more muted over the longer term in the fact of explicit postcolonial policies designed to equalize access to schools, health centers, and roads. It is therefore possible to undo the effects of historical circumstances, though the results in this paper indicate that this process can take several decades. Voter turnout is measured as the fraction of voters who actually voted in the election. Winning margin is computed as the difference between the vote share of the winning candidate and the runner-up candidate. Post-1980 Post- data include elections between 1980 Post- and 2004 data are for the first election in the state after 1959. This regression is based on data from the states of Andhra Pradesh, Gujarat, Karnataka, Kerala, Madhya Pradesh, Maharashtra, Orissa, and Punjab. 
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