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The information-carrying capacity of a memory is known to be a thermodynamic resource facil-
itating the conversion of heat to work. Szilard’s engine explicates this connection through a toy
example involving an energy-degenerate two-state memory. We devise a formalism to quantify the
thermodynamic value of memory in general quantum systems with nontrivial energy landscapes.
Calling this the thermal information capacity, we show that it converges to the non-equilibrium
Helmholtz free energy in the thermodynamic limit. We compute the capacity exactly for a general
two-state (qubit) memory away from the thermodynamic limit, and find it to be distinct from known
free energies. We outline an explicit memory–bath coupling that can approximate the optimal qubit
thermal information capacity arbitrarily well.
Szilard’s adaptation of the Maxwell’s demon thought
experiment, supplemented by Landauer’s principle, illus-
trates a compelling connection between an entity’s capac-
ity to store information, on the one hand, and its capacity
to deliver thermodynamic work, on the other [1–4]. In
particular, the Szilard engine relies on storing informa-
tion in an energy-degenerate two-state memory system.
If such a memory is initialized in some pure state, one bit
of information can be recorded onto it without expend-
ing any free energy. At the other extreme, if the memory
started out in a maximally mixed state, no further in-
formation could be encoded onto it without first erasing
its contents, which would entail tapping into an external
free energy source.
This simple special case exemplifies a deeper connec-
tion between a memory’s information capacity and its
athermality (i.e. departure from thermal equilibrium).
How does this connection manifest in a general scenario
where the memory is quantum mechanical, with inter-
nal states of differing energetic values? The athermality
of such a memory may involve coherent superposition
of energy eigenstates [5–14]. In addition to the classi-
cal laws of thermodynamics, more general principles of
nonequilibrium quantum thermodynamics [15–26] would
then apply.
In this Letter we formalize the thermodynamic value
of memory capacity for quantum systems with general
energy landscapes. To this end, we conceptualize a ther-
mally passive memory : writing onto such a memory is
constrained to use no thermodynamic resource other than
what the memory’s initial state carries intrinsically. We
define the resulting capacity as the given state’s thermal
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FIG. 1: Thermally passive memory: the pertinent informa-
tion variable K ≡ {(pk, k)} (contained in a classical system
C) is recorded on the quantum memory M through a k-de-
pendent energy-conserving interaction of M with an auxiliary
system A in its thermal state γA, transforming the memory’s
initial (“blank tape”) state ρ to the ensemble {(pk, σ(k))} of
quantum state–valued codewords. No free energy is used in
this process, except that already present in ρ.
information capacity. We show that in the thermody-
namic limit, this measure recovers the standard non-equi-
librium free energy. We also compute the thermal infor-
mation capacity exactly for the case of a single two-level
(“qubit”) system away from the thermodynamic limit,
establishing it as a distinct measure of athermality with
operational relevance. We discuss a potential practical
scheme to write onto a single-qubit memory at a rate ar-
bitrarily close to the capacity, finding a tradeoff between
implementation speed and closeness of approximation.
Framework. We aim to capture the precise relation-
ship between the thermodynamic inequilibrium (“ather-
mality”) in arbitrary quantum states ρ of a memory, and
its storage capacity. To this end, we envision a thermally
passive memory (Fig. 1): a quantum system M, initial-
ized in state ρ, in a thermal environment of uniform tem-
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perature T . This effectively cuts off M from any external
sources of free energy, rendering it thermally passive.
Consider an arbitrary classical random variable K ≡
{(pk, k)}, representing information to be recorded onto
M. This entails applying some k-dependent operation
on M that transforms ρ to a corresponding “codeword”
state σ(k). Now, if ρ were the state of thermal equilib-
rium, it would be impossible to take M to any other state
passively, making it useless as a memory. Any capacity
for M to passively record information, therefore, owes to
the athermality of ρ.
Thermally passive encoding is formally captured by
thermal operations [20], which describe the possible state
transformations of a system in contact with a single ther-
mal bath. Left to equilibrate with the environment,
M would eventually reach its thermal, or Gibbs, state
γ ∝ exp (−HM/kBT ), where HM is its free Hamiltonian.
In this process of thermalization, M loses free energy and
all other aspects of thermodynamic resourcefulness. A
thermal operation is a more general type of resource-de-
pleting process, of which thermalization is a special case.
It is an interaction of M with a thermal auxiliary sys-
tem A (Fig. 1): It starts with M in some initial state ρ
uncorrelated with A (which, by virtue of being thermal,
is in its own local Gibbs state γA), followed by turning
on an arbitrary energy-conserving interaction between M
and A, and then decoupling the two again. The choice
of system A is left arbitrary, so long as it is prepared in
the Gibbs state determined by its own Hamiltonian and
the bath’s temperature.
Passively encoding the classical variable K on M ef-
fectively transforms its state from ρ to an ensemble
C ≡ {(pk, σ(k))}, where σ(k) = T (k)(ρ) with T (k) some
thermal operation for every k. The maximum amount
of information that can be reliably recovered from C by
unrestricted readout is then given by its Holevo informa-
tion:
χ (C) = S
(∑
k
pkσ
(k)
)
−
∑
k
pkS
(
σ(k)
)
, (1)
where S(·) denotes the von Neumann entropy. For a
given initial state ρ, define C (ρ) as the set of all codes
C consisting of codewords σ(k) accessible from ρ by ther-
mal operations1. This set represents all possible ways
that classical information can be written passively onto
M, allowing arbitrary variations in the classical variable
K being written. Our main quantity of interest is the op-
1 Equivalently, thermally passive encoding can be represented in
terms of classical–quantum (CQ) states of the classical variable
and the memory, whereby C (ρ) corresponds to the set of all CQ
states accessible from ρ under a generalized class of processes
called conditioned thermal operations [27]. Since this more gen-
eral framework is related but not essential to the present work,
we shall state all of our results within the thermal operations
framework.
timal amount of information that can be written in this
way, given an initial resource state:
Definition 1 (Thermal information capacity). The ther-
mal information capacity (TIC) of the thermal memory
M initialized in blank state ρ is defined as
Ith (ρ) := sup
C∈C (ρ)
χ [C] . (2)
From the properties of the Holevo information, it fol-
lows that the TIC is always nonnegative. Another prop-
erty of the TIC is that, as a function of the input state,
it is strictly non-increasing under thermal operations:
Ith (T [ρ]) ≤ Ith (ρ) ∀ρ, ∀ thermal operations T . (3)
Thus, as expected, the TIC is a measure of thermody-
namic resourcefulness of the state ρ, akin to free energy
functions: a thermal operation acting on a given state
can only result in a state with equal or lower TIC. It
vanishes only when ρ = γ, and is positive otherwise.
Note that Ith is the absolute maximum amount of in-
formation that we can encode within M, in a single shot,
without energy expenditure. In particular, we assume no
restriction on the operations required to decode K from
σ(k), either to single-shot processing or by energy consid-
erations. Our primary motivation here is foundational:
this allows us to study the efficacy of the writing process
considered in isolation (e.g. the first step in a Szilard
engine), and relate it to the initial athermality in M.
Nevertheless, Ith has direct operational relevance in the
context of remote probes operating in energy-depleted
environments. Such probes are constrained in their abil-
ity to harness free energy to store the information in their
environment. The readout of this information may not
need to be executed immediately, and may instead be
deferred for more favourable conditions (e.g. after the
probe has returned to a powered central facility). Exam-
ples of such settings arise in quantum sensing, where the
operations that encode environmental data are generally
thermal (e.g. unitary Hamiltonian evolution in metrology
[28, 29], or beamsplitter interactions with a thermal en-
vironment in the case of quantum illumination [30–32]).
Thermodynamic limit. A helpful point to start inves-
tigating the TIC is to consider its thermodynamic limit,
which concerns the average behaviour over a large num-
ber of independent, identically-prepared (i.i.d.) instances.
What is the optimal TIC per copy of a resource state ρ, in
the thermodynamic limit? More precisely, this quantity
is defined as
I∞th (ρ) := lim
m→∞
Ith (ρ
⊗m)
m
. (4)
Apart from its own operational significance, the limiting
i.i.d. value is useful as an upper bound on the single-copy
TIC. While the latter is in general difficult to compute,
the i.i.d. limit can be calculated exactly using the the-
ory of asymptotic equipartition, leading to the following
result.
2
FIG. 2: Bloch visualization of the set of states accessible by
qubit thermal operations from a pure initial state; an infor-
mationally maximal code constructed from the accessible set
comprises the three indicated extremal states as codewords.
Proposition 1. In the thermodynamic limit of infinitely
many, independent and identically distributed (i.i.d.)
copies, the optimal thermal information capacity per copy
of a memory state ρ is given by I∞th = F (ρ), a quantum
non-equilibrium generalization of the Helmholtz free en-
ergy2, defined as the quantum relative entropy of ρ with
respect to the Gibbs state γ:
F (ρ) := S (ρ‖γ) ≡ Tr (ρ log2 ρ)− Tr (ρ log2 γ) . (5)
We provide the proof in section S1 of the Supplemental
Material. Notably, the free energy emerges as the asymp-
totic TIC despite the readout’s being unrestricted. This
is because the optimal asymptotic code consists of pure
eigenstates all equal in energy, and can therefore be read
out by an energy-conserving measurement. Our finding
establishes that the TIC recovers standard notions of free
energy in the thermodynamic limit [24, 33].
We now turn to the study of the TIC in the non-i.i.d.,
or single-shot, regime. The science of general coherent
thermal operations in this regime is nontrivial, but the
special case of two-level systems, or qubits, is relatively
tractable.
2-level memory. Consider a qubit memory M governed
by a (generally non-degenerate) Hamiltonian HM =
E0 |0〉 〈0| + E1 |1〉 〈1| and immersed in an ambient tem-
perature T . Computing the TIC (Definition 1) of a given
initial state ρ entails searching from the set C (ρ) of codes
2 The exact relationship between F (ρ) and the Helmholtz free en-
ergy A is given by F (ρ) = 1
kBT
[A(ρ)−A(γ)], where γ is the
Gibbs state. F (ρ) equals the maximum expected work extracted
in a thermal process acting on initial state ρ, quantified in units
of “work bits”, i.e. single energy-degenerate qubit systems in pure
states [20, 21, 24].
(a) T = 0 (b) T = 0.1∆E/kB (c) T = ∆E/kB
(d) T = 1.5∆E/kB (e) T = 2∆E/kB (f) T →∞
FIG. 3: Thermal information capacity (TIC) over different
blank-memory states in the X+Z section of the Bloch ball,
for a qubit memory (with energy gap ∆E) at various temper-
atures. The TIC of the Gibbs state γ is zero, and is higher for
states further away from γ. The zero-temperature limit be-
haviour persists at temperatures as high as 0.1 ∆E/kB; signif-
icant variation ensues in the O (∆E/kB) temperature range,
while the high-temperature limit resembles the information
landscape of a non–energy-degenerate qubit memory.
accessible from ρ. The concavity of the von Neumann
entropy function implies that codes containing only ex-
treme points of the accessible set will attain the optimum.
This and other simplifications (detailed in section S2 of
the Supplemental Material) lead to our main result:
Theorem 1. For a qubit memory M, an optimal code
accessible thermally from an initial state ρ is of the form
Cq ≡
{(q
2
, ρ
)
,
(q
2
, ZρZ
)
, (1− q, ρ˜)
}
, (6)
where q ∈ [0, 1], Z = |0〉 〈0| − |1〉 〈1|, and ρ˜ is the
state at the tip of the accessible set (Fig. 2). The ther-
mal information capacity (TIC) of ρ can then be deter-
mined by carrying out the single-parameter optimization
Ith(ρ) = max
q∈[0,1]
χ (Cq).
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(a) T = 0.1 ∆E/kB (b) T = ∆E/kB
(c) T = 2 ∆E/kB (d) T →∞
FIG. 4: Scatter plots of the thermal information capacity
vs. non-equilibrium Helmholtz free energy of qubit memory
states: while the two resources are correlated in their state-
dependence, they are distinct, particularly at lower tempera-
tures. In each plot, the top-right point of maximum capacity
corresponds to the initial state ρ = |1〉 〈1|, the pure excited
state. The maxima occurring to the left of this point cor-
respond to initial states along the equator, e.g. ρ = |+〉 〈+|.
In the T → ∞ limit, the two maximal regions get more and
more similar in their free energy, as the latter converges to
the purity (or “negentropy”) of ρ.
This optimization can be easily carried out numeri-
cally. Figure 3 depicts the result: the TIC as a function
of the initial state ρ, at various temperatures measured
in relation to ∆E ≡ E1 − E0. The TIC understandably
vanishes when ρ equals the Gibbs state γ, and increases
with athermality, i.e. the departure of ρ from this state.
The Helmholtz free energy F (ρ) [Eq. (5)] is an opera-
tionally meaningful measure of athermality, and so we
investigate the behaviour of Ith(ρ) in relation to F (ρ)
(Fig. 4). We see that the two resources vary similarly
with ρ, but less so at lower temperatures. In section S3
of the Supplemental Material, we examine the TIC in re-
lation with other resourcefulness measures, namely the
purity and the relative entropy of coherence; we find the
free energy to be better than these other resources as an
indicator of the TIC. This is understandable, given the
asymptotic convergence of the TIC to the free energy
(Proposition 1).
Towards implementation. The thermal operations
framework, which we have used to model the encoding
process, is agnostic about the existence of a practically
feasible auxiliary system A and coupling to realize a de-
sired thermal operation (see [34] for a detailed discus-
sion). Thus, we would like to go beyond the abstrac-
tion of thermal operations and construct a concrete re-
alization. To this end, we now probe an interaction of
the qubit memory M with a bosonic mode bath tuned
to M’s energy gap, interacting with the latter via a
Jaynes–Cummings coupling.
We refer again to Fig. 2 showing the three states con-
stituting an optimal code obtainable from a given ini-
tial state. The initial state itself being one of these, an-
other results from reflecting the initial state about the
Pauli Z axis, while the third lies at the tip of the convex
cone of accessible states. Reflection about Z is repre-
sented by the unitary transformation Z, which can be
effected simply by evolving the memory system under its
free Hamiltonian for a suitable length of time. Trans-
forming to the third codeword state, however, requires
population inversion relative to the initial state, which
cannot be achieved perfectly by a Jaynes–Cummings cou-
pling owing to asynchronicity between the Rabi oscilla-
tions within different memory–bath energy levels. Nev-
ertheless, we found that the optimal capacity can be ap-
proximated arbitrarily well, albeit at the cost of longer
running time (Fig. 5): this mirrors the power–efficiency
tradeoff in the performance of heat engines. The phase
transition–like jumps occur due to the above-mentioned
Rabi oscillations whose collective effect on the qubit’s
marginal state is irregular in time. The degree of pop-
ulation inversion required to meet a given efficiency is
generally achieved at similar times over short ranges of
temperature, but at certain critical temperatures where
it just begins to fail, the irregular time-dependence of the
population inversion leads to a long period of oscillations
where this failure persists, until a sufficient inversion level
is finally reached around a different time regime. This
new inversion level again remains sufficient to meet the
required efficiency, until the next critical temperature is
hit, and so on. The downward dip of some of the curves
with increasing temperature seems counterintuitive. We
conjecture that this is a consequence of the fall in optimal
capacity with increasing temperature, thus rendering it
easier to approach. Technical details about these results
are provided in section S4 of the Supplemental Material.
Discussion. We probed the thermodynamical limita-
tions of the capacity of a quantum system to store infor-
mation. We defined a thermally passive quantum memory
as one which is written onto without access to free energy
sources, and thermal information capacity as the capac-
ity of such a memory. After determining that the thermal
information capacity approaches the non-equilibrium free
energy in the thermodynamic limit, we computed it away
from the thermodynamic limit for a single-qubit memory,
showing it to be distinct from known free energies. We
then described a proposal for approximating the optimal
encoding strategy through a Jaynes–Cummings interac-
tion of the memory with a Bosonic bath.
The connection between information processing and
thermodynamics in general quantum settings has many
4
FIG. 5: Time taken by a Jaynes–Cummings coupling to ap-
proximate the optimal qubit thermal information capacity
to various efficiencies, vs. bath temperature. The speed-effi-
ciency tradeoff is reminiscent of a heat engine’s performance.
facets. Among these, one that has stimulated significant
interest is understanding the role of quantum effects, such
as coherence, in thermodynamic contexts [16, 35–44].
Our work provides a new perspective, in investigating
how quantum coherence improves our capacity to store
information without additional free energy. Furthermore,
passive information storage has operational relevance in
sensing applications where the means through which a
probe encodes environmental information is implicitly
energy-conserving [28, 29, 31, 32]. The thermal infor-
mation capacity then provides an ultimate upper bound
in how much information such a probe can store.
Another natural question that follows from ther-
mally passive encoding is: How can we use the en-
coded information in a way that is also subject to ther-
modynamic constraints? The primary challenge here
is that the direct way to read out encoded informa-
tion—measurement—lies outside the thermal operations
framework, as measurement-induced collapse can drive
systems out of thermal equilibrium. Hence, we need
to explore more sophisticated frameworks, such as ther-
mally passive coupling between the memory and the sys-
tem it is storing information about. Developments in
such directions could enable a full description of general-
ized quantum Szilard engines that take full advantage of
initial memory states that can exist in quantum super-
positions of non-degenerate energy eigenstates.
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Supplemental Material
S1. TIC in the thermodynamic limit
We are interested in determining
I∞th (ρ) := lim
m→∞
Ith (ρ
⊗m)
m
, (S1.1)
under the class of thermal operations (TO) on infinitely many copies of a d-dimensional elementary system with
Hamiltonian H, with the associated Gibbs state γ. For convenience, we assume H has no degeneracy; our arguments
can be easily generalized to degenerate cases.
The result of [1] states that, given two resources ρ and σ, the conversion ρ⊗m ⊗ γ⊗nm 7→ σ⊗nm ⊗ γ⊗m in the limit
m→∞ is possible under TO (allowing a conversion error that vanishes in the limit) at the optimal rate
lim sup
m→∞
nm
m
=
F (ρ)
F (σ)
, (S1.2)
where F (ρ) := S(ρ‖γ) = Tr (ρ log2 ρ)− Tr (ρ log2 γ).
We first convert the given m copies of the general resource ρ to some standard resources with the same amount of
free energy; the asymptotic reversibility mentioned above ensures that the TIC of these standard resources—which
happens to be easier to calculate—is equal to that of the general ones.
The standard resources of our choice are pure states of the form
Ψ (j) ≡
n−1⊗
k=0
|Ejk〉 〈Ejk | , (S1.3)
where j is a collection of (an as-yet-unspecified number) n indices, each chosen from {0, 1 . . . , d − 1}. The energy of
this state is given by
E(j) =
n−1∑
k=0
Ejk . (S1.4)
The number n is expected to be very large, while the possible values for each jk number d. Therefore, j will typically
have repeating indices. Define the vector of frequencies, f , by
fj := |{k ∈ {0, 1 . . . , n− 1}|jk = j}| . (S1.5)
Then, the rank of the degenerate subspace of energy E(j) is given by the multinomial coefficient
µ(f) :=
(
n
f0, f1 . . . , fd−1
)
. (S1.6)
Arbitrary unitaries within this subspace are energy-conserving, and therefore TO. Thus, starting from Ψ(j) (or any
other pure state in this subspace), we can use TO to construct an ensemble of µ(f) equally-probable orthonormal
pure states, which achieves a Holevo rate of log2 µ(f).
We now draw inspiration from the theory of asymptotic equipartition to determine the best choice of f . As an
Ansatz, let us fix n and set fj = gjn. Using Eq. (S1.2), we find the number of initial copies of ρ required for
constructing Ψ(j):
m =
∑
j fjS (|Ej〉 〈Ej | ‖γ)
S (ρ‖γ) = n
∑
j
gj log2
(
Zg−1j
)
S (ρ‖γ) , (S1.7)
where Z =
∑
j gj is the single-system partition function. Using this construction, we can lower-bound the asymptotic
TIC rate defined in Eq. (S1.1):
I∞th (ρ) ≥ lim
m→∞
log2 µ(f)
m
= S (ρ‖γ) ≡ F (ρ). (S1.8)
To see that this is also an upper bound, we note the following. The final memory state contains correlations with the
classical variable, which is itself a thermodynamic resource that can be capitalized to recover copies of the original
resource ρ at precisely the rate F (ρ). If this were not also an upper bound, more of the initial resource could be
reconstructed than we began with, thereby leading to a net creation of resource under TO. Since this is forbidden,
the bound works both ways, establishing Proposition 1 of the main text.
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S2. Technical results for qubit TIC
Here we provide the technical results used in proving Theorem 1 about TIC under qubit TO. We adopt a convenient
shorthand, denoting a general state of the qubit memory M by
η[r, α] :=
(
r α
α∗ 1− r
)
, (S2.1)
where the matrix representation is relative to the energy basis {|0〉 , |1〉}. The Gibbs state is given by γ = η[g, 0],
where g = exp(−βE0)/ [exp(−βE0) + exp(−βE1)]. We also define
λ :=
1− g
g
= exp [β(E0 − E1)] . (S2.2)
Our aim is to compute the TIC, defined as
Ith (ρ) = sup
C∈C (ρ)
χ(C), (S2.3)
where C (ρ) is the set of all codes constructed from codewords contained in the set [call it ϑ(ρ)] of states accessible
by TO from the initial state ρ. The results of Ref. [2] imply that
ϑ(ρ) = {η[s, β] : s ∈ [r, 1− λr] |β| ≤ κs} , (S2.4)
with
κs := |α|
√
[λs+ r − 1] [λr + s− 1]
|(λ+ 1)r − 1| . (S2.5)
Observation S2.1. The optimization in Eq. (S2.3) can be restricted to codes C containing only the extreme points
η[s, κse
iφ] of ϑ(ρ). For, if some code C˜ contains the codeword (p, qσ1 + [1− q]σ2) with p > 0; 0 < q < 1; and σ1 6= σ2
both in ϑ(ρ), we can construct another code C, identical to C˜ except with this codeword replaced by two others, namely
(pq, σ1) and (p[1− q], σ2). By the concavity of the von Neumann entropy, χ(C) > χ
(
C˜
)
.
Lemma S2.2. The optimization in Eq. (S2.3) can be further restricted, to codes consisting solely of pairs(
η[s, κse
iφ], η[s,−κseiφ]
)
of extremal states lying on opposite sides of the Z axis in the Bloch representation, with
both states in a pair of a given s occurring with equal probability. Explicitly, such a code takes the form
C =
{(pj
2
, η
[
sj ,±κsjeiφj
])}
. (S2.6)
Proof. For some code C˜ = {(pj , η [sj , βj ])} constructed from extreme points of ϑS(ρ), the Holevo quantity is given by
χ
(
C˜
)
= S
∑
j
pjη [sj , βj ]
−∑
j
pjS (η [sj , βj ]) . (S2.7)
Now, we will show that the Holevo rate of the corresponding paired code C, as in Eq. (S2.6), is no smaller than χ
(
C˜
)
.
χ(C) = S
∑
j
pj
2
(η [sj , βj ] + η [sj ,−βj ])
−∑
j
pj
2
[S (η [sj , βj ]) + S (η [sj ,−βj ])]
= S
∑
j
pj
2
(η [sj , βj ] + η [sj ,−βj ])
−∑
j
pjS (η [sj , βj ])
≥ 1
2
S
∑
j
pjη [sj , βj ]
+ S
∑
j
pjη [sj ,−βj ]
−∑
j
pjS (η [sj , βj ])
= S
∑
j
pjη [sj , βj ]
−∑
j
pjS (η [sj , βj ]) = χ
(
C˜
)
. (S2.8)
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The second line follows from the unitary relation (namely, through the unitary Z) between the states within each pair,
the third from the concavity of the von Neumann entropy, and the fourth from the existence of a common unitary
(again, Z) connecting corresponding codewords in the two half-codes.
Together with the previous observation, this implies that an extremal code of the paired form (S2.6) will attain the
optimum TIC.
We now note that S
(
η[s, κse
iφ]
)
is independent of φ; it is effectively a function of s, which we denote S(s). The
Holevo information of a paired code such as in Eq. (S2.6) is given by
χ(C) = S
∑
j
pj
(
η[sj , κsje
iφj ] + η[sj ,−κsjeiφj ]
2
)−∑
j
pj
[
S
(
η[sj , κsje
iφj ]
)
+ S
(
η[sj ,−κsjeiφj ]
)
2
]
= S
∑
j
pjη[sj , 0]
−∑
j
pj
[
S
(
η[sj , κsje
iφj ]
)
+ S
(
η[sj ,−κsjeiφj ]
)
2
]
= h
∑
j
pjsj
−∑
j
pjS(sj) =: h (s¯)−
∑
j
pjS(sj), (S2.9)
where we recall that h(·) denotes the binary entropy function. We can now state the optimization in Eq. (S2.3) as
Ith (ρ) = max
s¯∈[r,1−λr]
[h(s¯)− ξ(s¯)] , (S2.10)
where
ξ(s¯) := min
(p,s)|∑j pjsj=s¯
∑
j
pjS(sj). (S2.11)
Here it is to be understood that p is a probability distribution and that the sj are constrained to lie in [r, 1− λr].
Proposition S2.3. S(s) is concave for s ∈ [r, 1− λr].
We will prove this proposition through several steps. We will largely exploit the simplicity of the qubit case, wherein
all spectral properties of a density operator reduce to functions of a single parameter. In particular, consider the von
Neumann entropy S(σ), introduced already, and the determinant, which we shall denote D(σ). They can both be
expressed in terms of a single parameter. One possible choice for this parameter is the smaller of the two eigenvalues
of σ, which we here denote t; note that t ∈ [0, 1/2]. As a function of t, the von Neumann entropy and determinant
are
S(t) = h(t) ≡ −t log2 t− (1− t) log2(1− t);
D(t) = t(1− t). (S2.12)
We note that our use of the symbols S and D here is to refer not to specific functional forms, but rather to the von
Neumann entropy and the determinant treated as variables. When one of these symbols is followed by an argument,
it is then (and only then) intended to convey the behaviour of the variable as a function of the said argument. In
particular, this means that the following functional forms are all distinct, even though they all represent the von
Neumann entropy:
1. S(s) as a function of s (which parametrizes the special family η[s, κse
iφ] of density operators);
2. S(t) as a function of t (the smaller eigenvalue of the density operator);
3. S(σ) as a function of σ (the density operator);
4. S(D) as a function of D (the determinant of the density operator).
Lemma S2.4. Over qubit density operators, the von Neumann entropy S is an invertible function of the determinant
D; specifically, S is a strictly increasing, concave function of D.
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Proof. Recall that both these quantities are effectively functions of the single parameter t ∈ [0, 1/2]. Both functions
are well-defined and continuous in the interior of this region; S(t = 0) can be set to 0 using the limit as t → 0+.
Denoting the total derivative with respect to t by an overhead dot,
S˙(t) = log2
1− t
t
;
D˙(t) = 1− 2t. (S2.13)
These are both well-defined and strictly positive in the interior of the parametric region. In other words, both S(t)
and D(t) are well-defined and strictly increasing in the region. Therefore, S is a strictly increasing function of D. It
remains to show the function’s concavity.
First, using Eqs. (S2.13), we have
S¨(t) = − log2 e
t(1− t) ;
D¨(t) = −2. (S2.14)
Also from Eqs. (S2.13),
dS
dD
∣∣∣∣
t
=
S˙(t)
D˙(t)
=
log2
1−t
t
1− 2t , (S2.15)
admitting the definition
dS
dD
∣∣∣∣
t=1/2
= 2 log2 e (S2.16)
through L’Hoˆpital’s rule and Eqs. (S2.14). Moving on,
d2S
dD2
∣∣∣∣
t
=
1
D˙(t)
d
dt
(
dS
dD
)∣∣∣∣
t
= (− log2 e)
1− 2t− 2t(1− t) ln 1−tt
t(1− t)(1− 2t)3 . (S2.17)
The denominator is nonnegative for t ∈ [0, 1/2]. Now let
f(t) := 1− 2t− 2t(1− t) ln 1− t
t
. (S2.18)
Evidently, f(1/2) = 0, while one may show easily (e.g., using L’Hoˆpital’s rule), that
lim
t→0+
f(t) = 1. (S2.19)
The function is well-defined and smooth in the interior of the region, where
f˙(t) = −2(1− 2t) ln 1− t
t
> 0. (S2.20)
Concavity of S(D) follows from Eq. (S2.17).
Note that this functional relationship holds generally over all qubit states, although we are only interested in the
parametric family η[s, κse
iφ].
Now let us return to our objective of proving Proposition S2.3, which concerns the behaviour of S(s). Note that D
is also effectively a function of s, given by
D(s) = s(1− s)− κ2s = s(1− s)− |α|2
[λs+ r − 1] [λr + s− 1]
[(λ+ 1)r − 1]2 . (S2.21)
Denoting the total derivative with respect to s by an apostrophe, we have
D′(s) = 1− 2s− |α|2 2λs+ λ
2r − λ+ r − 1
[(λ+ 1)r − 1]2 ;
D′′(s) = −2− 2λ |α|
2
[(λ+ 1)r − 1]2 . (S2.22)
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The details of these derivatives are unimportant to us; what is relevant is that they are both well-defined in general,
as well as that D′′(s) is manifestly negative.
Now, exploiting the bijective relationship between S and D, we have
S′(s) = D′(s)
dS
dD
;
S′′(s) = D′′(s)
dS
dD
+ [S′(s)]2
d2S
dD2
. (S2.23)
While D′′(s) < 0 as evident from Eq. (S2.22), Lemma S2.4 establishes that dS/dD > 0 and d2S/dD2 ≤ 0. It follows
that S′′(s) ≤ 0, proving Proposition S2.3.
This leads immediately to
Corollary S2.5. The infimum in Eq. (S2.11) is attained for sj ∈ {r, 1− λr}. Consequently,
ξ(s¯) = qs¯S(r) + (1− qs¯)S(1− λr)
= qs¯S(ρ) + (1− qs¯)h(1− λr), (S2.24)
where qs¯ is the unique number satisfying qs¯r + (1− qs¯)(1− λr) = s¯, namely
qs¯ =
s¯+ λr − 1
(1 + λ)r − 1 . (S2.25)
Note that qs¯ is well-defined except when r = g, which is anyway a trivial and uninteresting case. This brings us to
our main result:
Theorem S2.6 (Theorem 1 of main text). For a qubit memory M with Gibbs state γ = η[g, 0], an optimal code
accessible from an initial state ρ = η[r, α] under qubit TO is
Copt =
{(qs˜
2
, η [r,±α]
)
, (1− qs˜, η [1− λr, 0])
}
, (S2.26)
where λ is as defined in Eq. (S2.2) and qs˜ is determined by s˜ as in Eq. (S2.25), with
s˜ := arg max
s¯∈[r,1−λr]
[h(s¯)− qs¯S(ρ)− (1− qs¯)h(1− λr)] . (S2.27)
The thermal information capacity (TIC) of ρ is given by the Holevo capacity of Copt:
I(ρ) = χ (Dopt) = h(s˜)− qs˜S(ρ)− (1− qs˜)h(1− λr). (S2.28)
The above optimization can easily be carried out numerically, although we have been unable to find a closed
analytical form for it.
S3. The thermal information capacity in relation to other resources
Fig. 4 of the main matter shows a scatter plot of the thermal information capacity (TIC) vs. the Gibbs free energy
for a representative sample of qubit initial states. Why did we choose the Gibbs free energy as a reference against
which to compare the TIC, and not other relevant measures of resourcefulness of the state? An obvious motivation
for this is the asymptotic convergence of these two quantities. Nevertheless, we did also study the TIC’s relation with
two other resourceful aspects of the state, namely its purity (measured by the von Neumann “negentropy”, 1− S[ρ])
and its relative entropy of coherence with respect to the energy eigenbasis, given by
C(ρ) = S (ρ‖ρdiag) , (S3.1)
where ρdiag is the diagonal part of ρ in the energy eigenbasis. Like the Gibbs free energy, both the purity and the
coherence are useful properties in information-processing tasks, and never increase under thermal operations. In the
context of the task of information storage on a memory, the purity exactly measures the information capacity in
the case of an energy-degenerate memory. On the other hand, states with the highest coherence, such as |+〉 〈+|
and |−〉 〈−|, achieve maximum TIC regardless of the temperature and energy levels. Thus, both the purity and
the coherence are ostensibly indicators of the TIC. Indeed, Fig. S1 and Fig. S2 bear this out. However, we see by
comparing these with Fig. 4 that the Gibbs free energy is the resourcefulness measure that is most strongly correlated
with the TIC at all temperatures.
S5
(a) T = 0.1 ∆E/kB (b) T = ∆E/kB (c) T = 2 ∆E/kB (d) T →∞
FIG. S1: Scatter plots of the thermal information capacity, Ith(ρ), vs. purity, 1− S(ρ), for qubit memory states ρ.
(a) T = 0.1 ∆E/kB (b) T = ∆E/kB (c) T = 2 ∆E/kB (d) T →∞
FIG. S2: Scatter plots of the thermal information capacity, Ith(ρ), vs. relative entropy of coherence, C(ρ), for qubit memory
states ρ.
S4. Writing on a two-level thermal memory using Jaynes–Cummings interaction
Denote the free Hamiltonian of the memory M by
HM = E0 |0〉 〈0|+ E1 |1〉 〈1| . (S4.1)
Define ω := ∆E/~, and λ := exp [−∆E/kBT ]. In order to implement the encoding scheme of Theorem 1, we need to
be able to perform two transformations:
ρ ≡ r |0〉 〈0|+ α |0〉 〈1|+ α∗ |1〉 〈0|+ (1− r) |1〉 〈1| 7→ r |0〉 〈0| − α |0〉 〈1| − α∗ |1〉 〈0|+ (1− r) |1〉 〈1| ; (S4.2a)
ρ 7→ (1− λr) |0〉 〈0|+ λr |1〉 〈1| . (S4.2b)
The first, which only entails rotating the phase of the off-diagonal elements of the density operator, can be achieved
simply through local evolution under the memory’s free Hamiltonian.
To approximate the second transformation, we propose to couple the memory to a bosonic mode bath through a
Jaynes–Cummings interaction. The bath B is a single bosonic mode with annihilation operator bˆ and free Hamiltonian
HB = ~ω
(
bˆ†bˆ+
1
2
)
. (S4.3)
We couple the memory with the bath through the Jaynes–Cummings interaction term
HI = Ω
(
|1〉 〈0|M ⊗ bˆB + |0〉 〈1|M ⊗ bˆ†B
)
, (S4.4)
where the coupling strength Ω ∈ R can be chosen according to convenience.
Denoting the n-boson state of B by |bn〉, under the global Hamiltonian
HMB ≡ HM ⊗ 1B +HB ⊗ 1M +HI, (S4.5)
the higher-energy components of the state undergo the well-known Rabi oscillations
|0〉 〈0|M ⊗ |bn+1〉 〈bn+1|B ←→ |1〉 〈1|M ⊗ |bn〉 〈bn|B , (S4.6)
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while the ground state (|0〉 〈0|M ⊗ |b0〉 〈b0|B) component stays invariant.
The thermal state of the bath at temperature T is
γB = (1− λ)
∞∑
n=0
λn |bn〉 〈bn| . (S4.7)
For a general blank tape state ρM ≡ ρ as in Eq. (S4.2a), the initial state of the composite MB is the uncorrelated
product ρM ⊗ γB. The ground-state amplitude of this state is r(1 − λ). As mentioned above, this component
stays invariant, while the higher-energy components oscillate within their degenerate two-dimensional subspaces, as
described in (S4.6).
To achieve the transformation of (S4.2b), the |0〉M components in all of these oscillatory terms must be transformed
to |1〉M and vice versa. But the frequencies of the Rabi oscillations within different energy levels are not relatively
rational, scaling instead as
√
n for integer n, whence the desired transformations within different energy subspaces
do not occur synchronously after any finite time of evolution. Nevertheless, good approximations to the desired
transformation can be implemented in reasonable time. We used numerical computation to find the time taken by
the Jaynes–Cummings interaction to achieve various fractions of the optimal capacity. These ranged between 0.15
and 1.57 in units of Ω−1, where Ω is the strength of the coupling.
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