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Abstract
We investigate the stability of a one-parameter family of periodic solutions of the four-vortex
problem known as ‘leapfrogging’ orbits. These solutions, which consists of two pairs of identical yet
oppositely-signed vortices, were known to W. Gro¨bli (1877) and A. E. H. Love (1883), and can be
parameterized by a dimensionless parameter α related to the geometry of the initial configuration.
Simulations by Acheson (2000) and numerical Floquet analysis by Tophøj and Aref (2012) both
indicate, to many digits, that the bifurcation occurs when 1/α = φ2, where φ is the golden ratio.
This study aims to explain the origin of this remarkable value. Using a trick from the gravitational
two-body problem, we change variables to render the Floquet problem in an explicit form that
is more amenable to analysis. We then implement G. W. Hill’s method of harmonic balance
to high order using computer algebra to construct a rapidly-converging sequence of asymptotic
approximations to the bifurcation value, confirming the value found earlier.
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I. INTRODUCTION
Point-vortex motion arises in the study of concentrated vorticity in an ideal, incom-
pressible fluid described by Euler’s equations. The two-dimensional Euler equations of fluid
mechanics, a partial differential equation (PDE) system, support a solution in which the
vorticity is concentrated at a single point. Helmholtz derived a system of ordinary differen-
tial equations (ODEs) that describe the motion of a set of interacting vortices that behave
as discrete particles, which approximates the fluid motion in the case that the vorticity
is concentrated in very small regions [1]. This system of equations has continued to pro-
vide interesting questions for over 150 years. For a thorough introduction and review see
Refs. [2–4].
Kirchhoff formulated these equations as a Hamiltonian system [3, 5]. This has allowed
researchers to apply to this system a wide repertoire of methods that were developed in the
study of the gravitational N -body problem. In this paper, we consider a configuration of
vortices with vanishing total circulation, which has no analogue in the N -body problem.
As such, many techniques developed for the gravitational problem do not apply to the net-
zero circulation case of the N -vortex problem. Because of this, this case of the N -vortex
problem is relatively less studied, despite its physical importance and mathematical richness,
Ref. [6–8]
Bose-Einstein condensates (BEC), a quantum state of matter that exists at ultra-low
temperatures, have provided an experimental testbed in which point vortices can be studied
in the laboratory. These were first observed experimentally in Ref. [9] in 1995, work that led
to the 2001 Nobel Prize in Physics for Cornell and Wieman. The same group experimentally
demonstrated concentrated vortices in BECs [10]. This has led in the last 20 years to a new
2
flowering of interest in point vortices. In this experimental system, the BEC is confined
using a strong magnetic field that introduces additional terms into the equations of motion.
Ref. [11], for example, shows nicely how experiment and mathematical theory have been
used together to explore these nonlinear phenomena.
The leapfrogging solution to the point-vortex system of equations is built from simple
components. As is well-known, two vortices of equal and of opposite-signed vorticity move
in parallel at a uniform speed with their common velocity inversely proportional to the
distance between them. Two vortices of equal and like-signed vorticity, by contrast, trace a
circular path with a constant rotation rate proportional to the inverse square of the distance
between them, see Fig. 1.
FIG. 1: (a) Opposite-signed vortices move in parallel along straight lines. (b) Like-signed vortices
move along a circular path.
Now consider a system of four vortices of equal strength, arranged collinearly and sym-
metrically at t = 0, with vortices of strength positive one at z+1 and z
+
2 and vortices of
strength negative one at z−1 and z
−
2 ; see Fig. 2. Let the ‘breadths’ of the pairs denote the
distances d1 = |z+1 − z−1 | and d2 = |z+2 − z−2 |> d1 at t = 0. This symmetric collinear state
depends, after a scaling, on only one dimensionless parameter, the ratio of the breadths of
the pairs, α = d1/d2.
This configuration provides the initial condition for a remarkable family of relative peri-
odic orbits known as ‘leapfrogging orbits’, described first by Gro¨bli in 1877 [12] and inde-
pendently by Love (1883) [13]. It can be considered as a simple two-dimensional model of
the phenomenon of two smoke rings passing through each other periodically, first discussed
by Helmholtz in 1858 [1, 14]. Recall that a relative periodic orbit is defined as an orbit that
is periodic modulo a group orbit of a symmetry of the system, in this case translation.
With reference to Fig. 2, the two vortices z+1 and z
−
1 starting closer to the center of
symmetry initially have larger rightward velocity than the outer pair, z+2 and z
−
2 . As the
‘inner pair’ propagates, the distance between them increases, causing them to slow down.
Simultaneously, the distance between the ‘outer pair’ decreases, causing them to speed up.
After half a period, the identities of the inner and outer pairs are interchanged and the
process repeats. This relative periodic motion exists only for a finite range of breadth-ratios
α0 < α < 1 where α0 = 3 − 2
√
2 ≈ 0.171573 As α approaches one, the distance separating
the members of each pair of like-signed vortices becomes small compared to the distance
between the two pairs. Each pair of like-signed vortices rotates quickly in a nearly circular
orbit about its center of vorticity, similar to that of Fig. 1(b). The velocity field due to this
pair is asymptotically close to that of a single vortex of twice the vorticity. Thus each pair of
vortices moves with a velocity approximately given by such a velocity field and the two pairs
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FIG. 2: Motion in physical X − Y space. Average motion is from left to right. Markers are given
every half-period.
move approximately along parallel lines in a motion resembling that depicted in Fig. 1(a).
As the parameter α is decreased, the coupling between the four vortices is stronger, and the
motion can no longer be so elegantly decoupled into two weakly-interacting pairs. This can
lead to instability as the pairs approach each other and interact strongly enough to pull the
pairs apart.
Direct numerical simulations by Acheson suggest that the leapfrogging solution is only
stable only for α > α2 = φ
−2 = 3−
√
5
2
≈ 0.38, where φ is the golden ratio [15]. Acheson
observed that, after an initial period of exponential separation due to linear instability, the
perturbed solutions could transition into one of two behaviors: a bounded orbit he called
‘walkabout’ and an unbounded orbit he called ‘disintegration.’ In the walkabout orbit, two
like-signed vortices couple together and the motion resembles that of a three-vortex system.
In disintegration, four vortices separate into two pairs—each pair consisting one negative and
one positive vortex—that escape to infinity along two transverse rays, see Fig. 3. Acheson
noted that disintegration seemed only to occur only for ratios α < α1 ≈ 0.29.
Tophøj and Aref, having noticed similar behavior in the chaotic scattering of identical
point vortices [16], studied the stability problem further [17]. They examined linearized
perturbations about the periodic orbit, thereby reducing the stability question to a Floquet
problem. They confirm Acheson’s value of α2 via numerical solution of this Floquet problem.
However, their attempt at a more mathematical derivation of the fortuitous value of α2
depends on an ad hoc argument based on ‘freezing’ the time-dependent coefficients at their
value at t = 0, a method that has been known to sometimes produce incorrect results [18, 19].
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FIG. 3: Motion in physical X-Y space. (a) This solution features several bouts of walkabout
motion including one extended period of three consecutive walkabout ‘dances’. (b) In this solution
the last period of walkabout is braided as the two negative (blue) vortices take turns orbiting the
tightly bound pair of positive (red) vortices.(c) A leapfrogging motion that transitions to walkabout
motion before disintegrating. (d) A leapfrogging motion that disintegrates without a walkabout
stage.
In addition, they note from numerical simulations that there does not exist a value of α
precisely separating walkabout from disintegration behavior. Rather, both can occur at the
same value of α depending on the form of the perturbation.
More recently, Whitchurch et al.[20] examined the system through the extensive use of
numerically calculated Poincare´ surfaces of section. They observe that the bifurcation at
α = α2 is of Hamiltonian pitchfork type. They also identify a third type of breakup behavior
in addition to walkabout and disintegration, which they call braiding, see Fig. 3(b). The
existence of such a motion is implicit in the earlier three-vortex work of Rott [21] and the
chaotic scattering work of Tophøj and Aref [16].
No satisfactory analytical explanation for the special value of the bifurcation exists in
the literature. All the attempted explanations have fundamentally been numerical. In the
present work, we rewrite the Floquet system in a form that allows for further analysis and
use this to provide a semi-analytic argument for the bifurcation value.
The remainder of the paper is organized as follows. In Sec. II, we review the equations
of motion for the N -vortex problem and a canonical reduction of the phase space from four
degrees-of-freedom to two. In Sec. III we discuss the leapfrogging solution and summarize
some of its properties. Further, we write down the linearized perturbation equations about
the leapfrog orbit and discuss the relevant Floquet theory needed to understand its stability.
The coefficients in these linearized perturbation equations are, up until this point, not given
in explicit form. In Sec. IV, we introduce canonical polar coordinates and rewrite the
stability equations explicitly in terms of the polar angle variable. We then expand this
solution in terms of a small parameter and introduce a change of variables that further
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simplifies the later analysis. In Sec. V, we first review Hill’s method of harmonic balance.
We then implement it to high order in a computer algebra system, thereby constructing a
systematic and semi-analytic approximation to the bifurcation value. Lastly, in Sec. VI, we
summarize our work and discuss avenues for further study.
II. EQUATIONS OF MOTION
In this section, we will review the Hamiltonian framework for the N -vortex problem and
introduce a canonical transformation introduced by Aref and Eckhard [7] and apply it to the
leapfrogging problem. We use complex coordinates to label the locations of the N vortices
located at zj(t) = xj + iyj and denote their (signed) vorticities by Γj.
The locations of the vortices, given as coordinates in the complex plane, evolve as a
Hamiltonian system with Hamiltonian function.
H = − 1
2pi
∑
1≤i<j≤N
ΓiΓj log |zi − zj|.
Interestingly, when written in real coordinates, the conjugate variables are the x- and y-
components of the motion. In this case, the position space and the phase space coincide.
This gives rise to a system of first order equations of motion.
z˙j = −2i∂H
∂z∗j
,
where
∂
∂z∗
=
1
2
(
∂
∂x
+ i
∂
∂y
)
.
For the leapfrogging problem, it is convenient to label the locations of the four vortices
with the notation z+1 , z
−
1 , z
+
2 , z
−
2 , which are assigned vorticities Γ
+
1,2 = 1 and Γ
−
1,2 = −1 [17].
The canonical transformation
ζ =
1
2
(
z+1 + z
+
2 − z−1 − z−2
)
, ζˆ =
1
2
(
z+1 + z
+
2 + z
−
1 + z
−
2
)
,
Z = 1
2
(
z+1 − z+2 + z−1 − z−2
)
, W = 1
2
(
z+1 − z+2 − z−1 + z−2
)
,
(1)
is useful to reduce the number of degrees-of-freedom from four to two. In these variables
Z is the vector connecting the centers of separations d1 = z+1 −z−1 and d2 = z+2 −z−2 , whereas
W = 1
2
(d1− d2) is half the difference between the two separations. Further ζ = 12(d1 + d2) is
one half the conserved linear impulse of the system and its conjugate ζˆ is twice the centroid.
Following this transformation (1), the Hamiltonian
H = − 1
2pi
log
∣∣∣∣ 1ζ2 −Z2 − 1ζ2 −W2
∣∣∣∣
is cyclic in the variable ζˆ, which implies that ζ is conserved, i.e. ζ(t) = ζ(0) = ζ0.
By making appropriate scalings of both the independent and dependent variables (in the
generic case ζ0 6= 0), we arrive at the two degree-of-freedom Hamiltonian
H˜(Z,W) = −1
2
log
∣∣∣∣ 11 + Z2 − 11 +W2
∣∣∣∣. (2)
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The evolution equations for the (complex-valued) Z, W and the centroid ζˆ are given by
dZ
dt
= iW
(
1
Z2 −W2 +
1
1 +W2
)
,
dW
dt
= iZ
(
1
W2 −Z2 +
1
1 + Z2
)
,
dζˆ
dt
=
1
1 + Z2 +
1
1 +W2 .
Tophøj notes that these are the canonical equations of motion not of Hamiltonian (2) but
of its extension to the complex-valued Hamiltonian
H(Z,W) = −1
2
log
(
1
1 + Z2 −
1
1 +W2
)
, (3)
which has equations of motion
dZ
dt
= i
∂H
∂W ,
dW
dt
= i
∂H
∂Z .
The topic of complex-valued Hamiltonians is not widely known, so we provide a refer-
ence [22].
III. THE LEAPFROGGING SOLUTION AND ITS LINEARIZATION
A. Leapfrogging solutions
At this point we find it preferable to again write the system in terms of real-valued
coordinates and introduce the notation Z = X+ iP andW = Q+ iY . In these coordinates,
(X,Q) is conjugate to (Y, P ). The subspace P = Q = 0 is invariant under the motion,
and corresponds exactly to the family of leapfrogging motions. On this invariant plane, the
Hamiltonian (3) assumes only real values and the coordinates (X, Y ) evolve under the one
degree-of-freedom Hamiltonian system with Hamiltonian,
H˜(X, Y ) = H˜(X, iY ) = −1
2
log
(
1
1− Y 2 −
1
1 +X2
)
. (4)
To simplify the mathematical analysis and allow the use of standard perturbation tech-
niques, we make the following elementary observation. Given a Hamiltonian system with
Hamiltonian H˜(q, p), consider the modified system with Hamiltonian H(q, p) = f ◦ H˜(q, p),
where f ∈ C1 and is monotonic. Then the two systems have the same trajectories and
equivalent dynamics up to a reparameterization of time by a factor of f ′(H˜).
We apply this observation to the Hamiltonian (4) which we note is singular at (X, Y ) =
(0, 0). This is the limit α approaches one, where the like-signed vortices coalesce into a
single vortex with vorticity two. This causes the frequency of nearby oscillations to diverge
to infinity. In order to desingularize the dynamics in this neighborhood, we redefine the
Hamiltonian using
f(H˜) =
1
2
e−2H˜ ,
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FIG. 4: Level sets of the one-degree-of-freedom Hamiltonian (5), including the critical energy level
H = hc (bold) and the separatrix at H = hs =
1
2 (dashed). Unbounded orbits not shown. The
center at the origin corresponds to the state in which the pairs of like-vorticity have coalesced.
Stable orbits foliate the area between this point and the critical energy level.
yielding the nonsingular Hamiltonian
H(X, Y ) =
1
2
e−2H˜(X,Y ) =
1
2
(
1
1− Y 2 −
1
1 +X2
)
. (5)
The Hamiltonian in complex coordinates is regularized in the same manner,
H(Z,W) = 1
2
∣∣∣∣ 11 + Z2 − 11 +W2
∣∣∣∣ . (6)
In the remainder of the paper, we break with prior convention and use the value h of the
Hamiltonian H in (5) to parameterize the family of solutions, rather than using the ratio of
the breadths of the vortex pairs, α, as was done in previous work [13, 15, 17]. With respect
to this parameter, leapfrogging motions occur for 0 < h < hs =
1
2
and the leapfrogging
motion has been found numerically to be stable for 0 < h < hc =
1
8
. The two parameters
are related by h = (1−α)
2
8α
.
The Hamiltonian (5) yields evolution equations
dX
dt
=
Y
(1− Y 2)2 and
dY
dt
= − X
(1 +X2)2
(7)
whose phase plane is shown in Fig. 4. In [12], Gro¨bli integrated the equations of motion (7)
to find an implicit formula for Xh(t), in our notation, given by
t(X) =
1
2h2
√
1− 4h2F
(
sin−1 θ|k)− E (sin−1 θ|k)
− 1 + 2h
2h
√
(1− 2h) (2h (X2 + 1) + 1)
(8)
where θ = X
√
2h−1
2h
, k2 = 4h
2
4h2−1 , and F and E are incomplete elliptic integral of the first
and second kind respectively. To study the stability of these trajectories as solutions to (6),
it would be useful to write them in an explicit closed form. Unfortunately, (8) does not seem
to be invertible to yield an explicit formula for X(t). Nonetheless, in Sec. IV we are able
to proceed with the linear stability analysis without this explicit formulation using a new
parameterization of the evolution parameter.
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B. Floquet theory and the linearized perturbation equations
To analyze the linear stability of the periodic orbit γh(t) = (Xh(t), Yh(t), 0, 0), we perturb
the evolution equations corresponding to Hamiltonian (6) about the leapfrogging solution
(X, Y,Q, P ) = (X(t), Y (t), 0, 0). We introduce perturbation coordinates
Z(t) = X(t) + [ξ+(t) + iη+(t)],
W(t) = iY (t) + [ξ−(t) + iη−(t)].
and expand the ODE system, keeping terms of linear order in . The resulting equations
decouple into two 2× 2 systems,
d
dt
[ξ+, η−]
T = A(X, Y ) [ξ+, η−]
T and (9a)
d
dt
[ξ−, η+]
T = AT(X, Y ) [ξ−, η+]
T. (9b)
where A(X, Y ) is given by
A =
(
XY
(X2+Y 2)(1+X2)(1−Y 2) −3Y
4+X2Y 2+X2−Y 2
2(X2+Y 2)(1−Y 2)3
−3X4+X2Y 2−Y 2+X2
2(X2+Y 2)(1+X2)3
− XY
(X2+Y 2)(1+X2)(1−Y 2)
)
.
Because these two systems depend only on quadratic terms in (X, Y ), the coefficient
matrices have period 1
2
Tleapfrog. Each is a linear Hamiltonian system since the matrix A(t)
on the right-hand side can be written as A = JH where J = ( 0 1−1 0 ) and H is symmetric.
In order to analyze these equations, we need to understand the behavior of solutions to
the linear system with time-periodic coefficients, dependent on a parameter α,
X˙ = A(t;α)X, A(t) = A(t+ T ;α), (10)
which is known as a Floquet problem [18, 23, 24]. To understand the behavior equations of
the form (10), we must review some basic facts from Floquet theory. Define the fundamental
solution operator Φ(t) as the matrix-valued solution to (10) with Φ(0) = I. The monodromy
matrix is defined as the solution operator evaluated at one period M = Φ(T ). The eigen-
values, λ, of M are called the Floquet multipliers. If any multiplier λ satisfies |λ| > 1, then
the solutions of the system of equations (10) include an exponentially growing solution and
the system is considered unstable.
If A(t) is a 2 × 2 Hamiltonian matrix, the Floquet multipliers comes in pairs λ1(α) and
λ2(α) such that λ1λ2 = 1. If λ1,2 have nonzero imaginary part, then the multipliers must
lie on the unit circle and be conjugate. If λ1,2 are real and |λ1|6= 1, then one multiplier lies
inside the unit circle and the other lies outside the unit circle, and the system is unstable.
On the boundary between stability and instability, the two eigenvalues must both lie on the
unit circle and be real-valued, i.e., they must satisfy λ1 = λ2 = ±1.
The Floquet multipliers depend continuously on the parameter α. Therefore, bifurcations,
i.e., changes in stability, can only occur with λ1 = λ2 = ±1 [24]. This corresponds to the
existence of a periodic orbit with period T and an anti-periodic orbit of half-period T . The
stability or instability is easily determined by examining tr(M) = λ1 + λ2, with stability in
the case |tr(M)| < 2 and instability when |tr(M)| > 2. At the bifurcation values, trM = 2
and trM = −2, the system (10) has a periodic orbit or an anti-periodic orbit, respectively.
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We now return to the linearized perturbation equations of the leapfrogging orbit (9). The
coordinates (ξ+, η−) describe perturbations within the family of periodic orbits. As such,
the monodromy matrix for equation (9a) has eigenvalues λ1,2 ≡ 1 which can lead to at
most linear-in-time divergence of trajectories; see [17]. The question of stability is therefore
determined entirely by the second system (9b). Let Z = (ξ−, η+), then (9b) can be written
as
dZ(t)
dt
= A(Xh(t), Yh(t))Z(t), (11)
where
A(t) = A
(
t+
1
2
Tleapfrog(h)
)
.
where the period of the leapfrogging motion, Tleapfrog, can be found from (8) and is given by
Tleapfrog(h) =
8h2
1− h2
(
h2E
(
1
h
)
+
(
1− h2)K (1
h
))
,
where E and K are complete elliptic integrals of the first and second kind respectively.
IV. EXPLICIT FORM OF THE FLOQUET PROBLEM
A. Reformulation in terms of the canonical polar angle
The coordinates Xh and Yh can not be solved in closed form. This is not a problem when
finding the Floquet multipliers numerically, but it will be analytically useful to have an
explicit form of the Floquet problem. To this end, we change the independent variable in a
manner inspired by the proof that bounded solutions to the gravitational two-body problem
are ellipses. Consider the canonical polar coordinates
X =
√
2J cos θ, Y =
√
2J sin θ.
We rewrite (11) as a Floquet problem with the polar angle θ as an independent variable.
With respect to the variables θ and J , the Hamiltonian (5) can be rewritten as
H(J, θ) =
2J
2− J2 − 4J cos 2θ + J2 cos 4θ .
At a given energy level H = h, we can solve for J ,
J± =
1 + 2h cos 2θ ±√1 + 4h2 + 4h cos 2θ
h(cos 4θ − 1) . (12)
Of these two roots, only J− is positive and has no singularities. Thus from here on we set
J = J−(h, θ). Since (IV A) is a canonical transformation, it preserves Hamilton’s equations
of motion. Therefore, θ evolves as
dθ
dt
=
∂H
∂J
=
1
2
(
1 + 4h2 + 4h cos 2θ
+ (1 + 2h cos 2θ)
√
1 + 4h2 + 4h cos 2θ
)
.
(13)
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where we have used (12) to write (13) in terms of h and θ.
In these variables, the Floquet matrix in (11), A(J, θ), is given by
A =
( − sin 2θ
(−1+J+J cos 2θ)(−1−J+J cos 2θ)
(2+6J) cos 2θ−J(5+cos 4θ)
2(−1−J+J cos 2θ)3
(2−6J) cos 2θ−J(5+cos 4θ)
2(−1+J+J cos 2θ)3
sin 2θ
(−1+J+J cos 2θ)(−1−J+J cos 2θ)
)
. (14)
Using (12), J can be eliminated from A(J, θ) and (14) can be written as a function Ah(θ),
depending on the parameter h alone. Since
dZ(θ)
dθ
dθ
dt
= Ah(θ)Z(θ), (15)
equation (13) can be used to write this as
dZ(θ)
dθ
= A˜h(θ)Z(θ) where A˜h(θ) =
(
dθ
dt
)−1
Ah(θ). (16)
In what follows, we drop the tilde from this notation.
In particular, at the apparent bifurcation value h = 1/8, the coefficient matrix is given
by
Ah= 1
8
(θ) =
1
4
√
17 + 8 cos 2θ
(
− sin 2θ 7+12 cos 2θ−4 cos 4θ−3
√
17+8 cos 2θ
2−2 cos 2θ
3−4 cos 2θ−4 cos 4θ−√17+8 cos 2θ
2+2 cos 2θ
sin 2θ
)
.
(17)
An additional benefit is that in this approach, the period is independent of h since Ah(θ) =
Ah(θ + pi).
B. Numerical solution of the Floquet problem
Using this explicit construction, we give two numerical checks for for the critical value
of hc =
1
8
. Let Mh be the monodromy matrix of the system (16), and define the function
f(h) = trMh−2. We used MATLAB’s built in rootfinder, fzero along with the ODE Solver
ode45 with a relative tolerance of 10−13, an absolute tolerance of 10−15 to solve the equation
f(hc) = 0. Using an initial value of h = 0.1, it returned the numerical solution hc = 0.125
to within machine error. Note that constructing f(h) requires the numerical solution of the
Floquet problem. See Fig. 5(a).
Another test, which is more relevant for the approach used in Sec. V is to check that the
solution to (17) has a periodic solution with an initial value of Z(θ) = (1, 0)T. In this formu-
lation only a single system of two ODEs must be integrated. Using arbitrary precision arith-
metic and a 30th order Taylor method using the Julia package TaylorIntegration.jl [25],
to show that the numerical solution satisfies ||Z(pi) − Z(0)||2< 10−120. This is consistent
with the hypothesis that Z has a periodic solution of period pi and hc truly being rational
up to the accuracy of the simulation. See Fig. 5(b).
C. Expansion in h
The method of harmonic balance requires that the Floquet matrix Ah(θ), with explicit
form form (16), be written as a Fourier series. To accomplish this we expand Ah in a
11
FIG. 5: (a) The trace of the monodromy matrix as a function of the energy h. (b) The periodic
orbit at h = 18 .
Maclaurin series in h and find at each order in h a finite Fourier expansion. Letting
Ah(θ) =
∞∑
k=0
hkAk(θ),
the first few terms are given by
A0(θ) =
(− sin 2θ − cos 2θ
− cos 2θ sin 2θ
)
,
A1(θ) =
(
sin 4θ 3 + cos 4θ
3 + cos 4θ − sin 4θ
)
,
A2(θ) =
1
2
(
sin 2θ − 3 sin 6θ −12− 9 cos 2θ − 3 cos 6θ
12 + 9 cos 2θ − 3 cos 6θ − sin 2θ + 3 sin 6θ
)
.
To perform a perturbation expansion, it is preferable that the leading-order term has
constant-valued coefficients. The system can be put in such a form by a θ-dependent change
of variables known as a Lyapunov transformation, which we construct. First note that the
matrix
B(θ) =
(
cos θ − sin θ
sin θ cos θ
)
. (19)
is the fundamental solution matrix of the system
dB
dθ
= A0B.
Under the canonical change of variables W (θ) = B(θ)Z(θ), the system (11) becomes
dW
dθ
=
dB
dθ
Z +B
dZ
dθ
=
dB
dθ
B−1W +BAZ
=
(
dB
dθ
B−1 +BAB−1
)
W.
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Letting
C(θ) =
dB
dθ
B−1 +BAB−1,
then
dW
dθ
= Ch(θ)W, (20)
where the first few terms in the series
Ch(θ) = C0 +
∞∑
k=1
hkCk(θ) (21)
are
C0(θ) =
(
0 −2
0 0
)
,
C1(θ) =
(−2 sin 2θ 4 cos 2θ
4 cos 2θ 2 sin 2θ
)
,
C2(θ) =
(
sin 4θ −8− cos 4θ
4− 4 cos 4θ − sin 4θ
)
,
C3(θ) =
( −5 sin 2θ − sin 6θ 26 cos 2θ + 6 cos 6θ
−6 cos 2θ + 6 cos 6θ 5 sin 2θ + sin 6θ
)
,
including a leading-order term that is independent of θ, as desired.
V. METHOD OF HARMONIC BALANCE AND THE HILL’S DETERMINANT
In this section, we apply the method of harmonic balance (MHB) to the pi-periodic
differential equation (20). As noted in Sec. III B, at parameter values where the system
undergoes a bifurcation, there must exist either a periodic orbit or an anti-periodic orbit. The
idea behind this method is that if such an orbit exists, then it has a convergent Fourier series
which can be found if an approximate solvability condition for its coefficients is satisfied. In
this section, we provide a brief overview of the method. For a complete classical overview,
see [26].
A. Hill’s formula
In his 1886 account of the motion of the lunar perigee, Hill considered what has come to
be known as Hill’s equation
x¨ = gα(t)x(t), where gα(t+ 2pi) = g(t). (22)
This can be put in the standard Floquet form (10) with coefficient matrix A(t, α) =
(
0 1
gα(t) 0
)
.
He formally found a relationship between the trace of the required mondromy matrix Mα and
the coefficients forming the Fourier series of gα(t) [27]. Hill’s result, in a modern notation,
can be summarized as follows. If gα has Fourier expansion,
gα(t) =
∞∑
j=−∞
gk(α)e
ikt, gk ∈ C, (23)
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then the infinite matrix Hα = (hmk(α)) with components
hmk(α) =
k2δmk + gk−m(α)
k2 + 1
, m, k ∈ Z, (24)
where δij is the Kronecker delta, has determinant
|Hα| = tr(Mα)− 2
e2pi + e−2pi − 2 . (25)
Notice that if the system (22) has a periodic orbit at parameter value α, then tr(Mα) = 2
and |H| = 0.
In 1899, Poincare proved the convergence of Hill’s formula and gave a rigorous definition
of the determinant of the infinite matrix Hα [28]. Hill’s infinite determinant can also be
given a variational interpretation as the Hessian of the action functional evaluated at the
critical value given by the periodic orbit. This can provide useful information regarding the
stability of the periodic solution via the Morse index [29, 30].
B. Using Hill’s determinant to detect bifurcations
In the study of bifurcations, the vanishing of Hill’s determinant has the natural inter-
pretation: it is a solvability condition for the values of the parameter α at which there
exists either a periodic orbit or an anti-periodic orbit, which indicates that the system may
undergo a change of stability. The most familiar example of an equation in Hill’s form is
Mathieu’s equation, in which the coefficient takes the form g = c + d cos 2t. Consider the
ansatz where the solution to (22), x(t), is periodic and has Fourier expansion
x(t) =
∞∑
k=−∞
xme
imt, xj ∈ C. (26)
We will seek a solvability condition for the existence of a non-trivial solution, x(t).
Putting (23) and (26) into (22) and collecting harmonics yields the formal series
−x¨(t) + g(t)x(t) =
∞∑
k=−∞
∞∑
m=−∞
(
m2 + gk(α)e
ikt
)
xme
imt
=
∞∑
k,m=−∞
(
k2δmk + gk−m(α)
)
xme
imt
≡
∞∑
k,m=−∞
hmk(α)xme
imt = 0.
(27)
This defines a matrix of infinite order, H(α) = (hkm(α)).
Consider a sequence of finite-dimensional matrices HtruncN obtained by truncating this
system at the Nth harmonic, i.e., only including terms k and m such that −N ≤ k,m ≤ N .
The matrix HtruncN has dimension (2N + 1) × (2N + 1). As N → ∞, roots of the equation|HtruncN (α)| = 0 should converge to the roots of |(α)|[35].
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C. Application of the method
To apply the method of harmonic balance, we write the periodic solution to system (20)
as a Fourier series. The following two observations allow us to simplify the form of this
series. First, we observe that the first component of numerical solution Z(θ) computed in
Sec. IV B is an even function and the second component is an odd function. Second, because
it has period pi, its Fourier series contains only even harmonics. Noting the definition of
W (θ) using (19), this implies that W (θ) has only odd harmonics in its Fourier expansion.
These two facts imply that W (θ) = (ξh, ηh)
T has the following Fourier expansion[36]
ξh(θ) =
∞∑
n=1
an(h) cos (2n− 1) θ and (28a)
ηh(θ) =
∞∑
n=1
bn(h) sin (2n− 1) θ. (28b)
We found using a trigonometric basis here to be more natural than a complex exponential
basis used in (26). Putting this ansatz into the Floquet system (20) and collecting coefficients
of the harmonics formally result in an infinite-dimensional matrix problem M(h)a = 0 where
a = [a1, b1, a3, b3, . . .]
T.
To follow the approach of Hill, we need to truncate the Fourier ansatz (28) to 1 ≤ n ≤ N .
Simultaneously, we truncate the series (21) to 0 ≤ k ≤ N ,
C
(N)
h (θ) = C0 +
N∑
k=1
hkCk(θ).
We therefore consider the sequence of truncated linear systems M (N)aN = 0, where
aN = [a1, b1, a2, b2, . . . , aN , bN ]
T.
This has nontrivial solutions if and only if M (N)(h) is singular, i.e., if
∣∣M (N)(h)∣∣ = 0. We
have automated this procedure in Mathematica [31] and can compute the result at arbitrary
truncation order. The first two such truncated systems are∣∣M (1)∣∣ = ∣∣∣∣−1 + h 2 + 2h−2h 1− h
∣∣∣∣ = −1 + 6h+ 3h2,
∣∣M (2)∣∣ =
∣∣∣∣∣∣∣∣
−1 + h 2 + 2h+ 8h2 −h− h2
2
−2h− 2h2
−2h− 4h2 1− h −2h+ 2h2 −h+ h2
2
h− h2
2
−2h− 2h2 −3 2 + 8h2
−2h+ 2h2 h+ h2
2
−4h2 3
∣∣∣∣∣∣∣∣
= 9− 54h− 109h2 − 210h3 − 977h
4
2
+
1049h5
2
+
75h6
2
+ 1074h7 +
11233h8
16
.
We have numerically calculated the roots for several values of N and have tabulated them
in Table I. By a least-squares fit we find that the error,
∣∣∣h(N)crit − 18 ∣∣∣, decays at a rate of about
4−N .
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N h
(N)
crit
1 0.154700538379256
2 0.125362196172840
3 0.125302181592097
4 0.125039391697053
...
...
17 0.125000000000599
18 0.125000000000145
19 0.125000000000037
20 0.125000000000009
TABLE I: Roots of the truncated Hill determinants.
VI. CONCLUSIONS
The present paper represents our attempt to explain the fortuitous bifurcation value.
Toward that end, we have derived an explicit reformulation of the stability problem, equa-
tion (16). While we had hoped that doing so would provide insight, perhaps in the form of
an exact formula for periodic orbit, we do not yet see how this is possible, given the coeffi-
cients in equation (17). Instead we have used the method of harmonic balance to obtain a
sequence of approximations that appears to converge exponentially to hc.
Acheson’s investigations leave additional questions open regarding the dynamics of the
vortex quartet beyond the linear stability. He claimed the existence of two distinct regimes.
For supercritical h near hc, he only found walkabout and braiding solutions, while for larger h
he found disintegration. Tophøj and Aref, however, found that all three types of behavior are
possible at the same value of h. We have derived a new approximate system of equations,
valid in a neighborhood of the walkabout and braiding solutions and given by a singular
perturbation to a three-vortex system studied by Rott and by Aref [8, 21]. We hope to use
this system to shed additional light on the situation. More generally, braiding and walkabout
solutions arise as intermediate states in the chaotic scattering of vortex dipoles, and we hope
this reduction can be used to study that problem as well [16, 32].
Several generalizations of the leapfrogging solution exist and may be amenable to the
techniques discussed here. First, leapfrogging solutions exist for quartets consisting of two
pairs with vorticities Γ−1 = −Γ+1 and Γ−2 = −Γ+2 . This reduces to the case we have studied
when Γ+1 = Γ
+
2 . In the more general case the critical energy level should now depend on
the ratio of the vorticities. Acheson has investigated this situation numerically [15], but
no analysis has been done. Another generalization is that leapfrogging solutions exist for
a system of 2N vortices with N > 2, half with vorticity +1 and half with vorticity −1.
As the leapfrogging of four vortices models the leapfrogging of two vortex rings, so the
leapfrogging of 2N vortices models the leapfrogging of N vortex rings, a problem that has
been studied experimentally in superfluid helium. The latter system has been studied by
Wacks et al. [33]. While they found the motion to be stable in their numerical simulations,
reduction to an ODE system would allow the exploration of a larger volume of parameter
space and the application of more theoretical tools. A third generalization is to consider a
system of vortices confined to a sphere, in this case, the leapfrogging solution is symmetric
about a great circle. P. Newton has simulated these solutions, but their stability has not
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been analyzed [34].
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