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1. Introduction  
Just like rivers, lakes and seas, subsurface drinking water resources are not safe from human 
impact and pollution. For sustainable development it is imperative to specify the areas 
where and the ways how these resources can be best protected. The aim of this study is to 
present a mathematical method for analysing spatially and temporally dependent data that 
is capable of assisting groundwater protection, by specifying potentially dangerous areas. In 
order to demonstrate the power of the proposed method the results obtained in three 
entirely different geological and hydrogeological environments are presented as case 
studies. 
Natural and anthropogenic activities influence the fluctuation of groundwater level. Clearly, 
the main influencing factor is the precipitation recharging the subsurface water. Artificial 
influencing factors are the communal water withdrawals. If canals and rivers exist in the 
study area, they also control the natural random fluctuations of the groundwater table, they 
either feed or drain the shallow-groundwater depending on their water level. Considering 
the above-mentioned facts a mathematical model is formed on the basis of probability 
theory. Groundwater level data provided by monitoring wells are considered as time 
dependent random quantity, so hydrographs of each well are regarded as realizations of 
stochastic processes. Processes belonging to individual wells are not separate phenomena, 
but the occurrence of the same global natural phenomenon under different local conditions. 
That is why it is natural to treat these processes as the components of one multidimensional 
course, and as a matter of fact these components are probabilistically interdependent. It has 
to be emphasized that this interdependence is related to a spatial structure, and then the 
data is interpreted as the realization of a one-dimensional but space-time dependent 
stochastic process. We do not wish, however, to analyse the dynamics of this spatiotemporal 
process to a full extent. In our approach we suppose that the observed processes at different 
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locations are governed by the same essential impacts, such as the mentioned recharge from 
precipitation, rivers and water withdrawal. It is the intensity of these impacts that depends 
on locality, creating the main aspect of the spatial dependence. So the goal is to identify 
these impacts, and to determine their spatially dependent intensities. In order to decompose 
the hydrograph time series into linear combination of the influencing effects – called factors 
- dynamic factor analysis has been applied. Dynamic factor analysis (DFA) produces factor 
time series and their loadings as an output; then the series must be identified with those 
processes of Nature that influence or drive the analysed phenomenon. The obtained 
loadings represent factor-intensities that provide essential information on the geological 
environment, improving the chance of correct decisions when environmental issues are on 
the agenda. 
It has to be mentioned at this point that the whole factor analysis is scale invariant, and 
therefore, not absolute but only relative intensities can be inferred. These, however, are quite 
sufficient for our purposes, since we only wish to compare locations or subareas as less or 
more vulnerable to contamination. DFA readily provides the value of factor loadings 
belonging to a fixed factor and a fixed hydrograph that is to a fixed monitoring location. 
Since in our model the intensity is the sole source of dependence on location, the spatial 
aspect of interdependence can be revealed by the further analysis of the loadings. 
Consequently, if we wish to investigate a location where no observation is available, it can be 
done by spatially predicting the factor loadings and combining them with the factors; 
ultimately the hydrograph can be predicted. However, from hydrogeological point of view 
factor loadings and corresponding intensities are far more informative than the predicted 
hydrograph itself. At certain locations where no data are available, the loadings provides 
information about the expected intensity of infiltration, water-migration upward or 
downward, leakage effect or depression. Of course the uncertainty of the prediction has to 
be accounted for.  
In the given applications the factors correspond to the infiltration, the water withdrawal and 
the river influence when relevant, hence the intensities appear to be connected to aquifer 
vulnerability. Intensive water withdrawal increases the danger of contamination of an 
aquifer, since overpumping may establish contact with a distant, already polluted storage. 
On the other hand high intensity infiltration increases vulnerability by helping local entry of 
any surface contaminant into the aquifer. Intense river impact may increase the danger of 
infiltrating contaminants carried by the river. Hence, the loadings, the measures of intensity 
can be regarded as important quantitative markers of vulnerability of the aquifer.  
2. Dynamic factor analysis 
Often the statistician encounters measurements of a very complex but well-observable time-
dependent random phenomenon that is induced by only a few basic but unobservable 
(latent) effects of relatively simple dynamic structure. The behaviour of the measured 
phenomenon can be understood much better when these common driving forces are 
identified. In the conventional setup when independent observations are at hand factor 
analysis provides the variables representing the latent effects. As Anderson (1963) alerted, 
this technique can be misleading when applied to multidimensional time series with 
delayed interdependence among its components. Lagged interdependence invalidates the 
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results of conventional factor analysis that has been elaborated for independent 
observations. Correct identification of the governing effects became possible with the 
invention of Dynamic Factor Analysis (DFA), that is capable to take into account the dynamic 
structure of both observations and factor time series.  
The term dynamic factor analysis goes back to the pioneering work of Geweke (1977). 
Shortly after different concepts and procedures had become known as dynamic factor 
analysis, all of them being generalisations of this or that properties of the conventional factor 
model. For example Picci & Pinzoni (1986/1, 1986/2), Van Schuppen & Van Putten (1985) 
generalise the known property that observations are conditionally independent given the 
factors. Others, like Deistler & Scherrer (1991) decompose in every frequency the spectral 
density matrix function as sum of a diagonal and a singular matrix. So, by constructing 
factor spectral densities, they produce realisations of the factor time series on the base of the 
observed realisations. Gourieroux et al. (1995), Gourieroux & Monfort (1997), consider factor 
representations for Markov-processes. These as well as other early contributions to the 
literature on dynamic factor models like Sargent & Sims (1977), Engle & Watson (1981), 
Watson & Engle (1983), Connor & Korajczyk (1993) consider time series mostly with limited 
panel dimensions. Factor models for spatio-temporal processes became also a focus of 
interest, see e.g. Mardia et al. (1998) and Dryden et al. (2005). 
The increasing availability of high-dimensional data sets has intensified the quest for 
computationally efficient estimation methods, leading to a renewed interest in dynamic 
factor analysis. DFA consolidated to state space representations of structural time series 
models. The new wave of literature was headed by Forni et al., (2000), Stock & Watson 
(2002) and Bai (2003). These methods are typically applied to high dimensional panels of 
time series. Exact maximum likelihood methods such as proposed in Watson & Engle (1983) 
have traditionally been dismissed as too computationally intensive. However Jungbacker & 
Koopman (2008) present new results that allow the application of exact maximum likelihood 
methods to large panels. Examples of recent papers employing likelihood-based methods 
for the analysis of dynamic factor models are Doz & Reichlin (2006), and Reis & Watson 
(2007). Alhtough the majority of publications for DFA is concerned with the problems of 
economics, environmental applications are also widespread (Márkus et al., 1999; Kovács et 
al., 2004; Ritter et al., 2007), a few of them assesses water quality (Kovács et al., 2002; Kovács 
et al., 2004; Muñoz-Carpena et al., 2005; Ritter et al., 2006). 
The model, we briefly describe in the present paper, does not differ much of the ones based 
on state space representation, but the algorithmic solution lays on different concept. The 
idea, as we use, originates in Bánkövi et al. (1979), though it also relates to Box & Tiao (1977) 
on canonical transformations of time series vectors. While prescribing an autoregressive 
structure to the factor time series our factor analysis model minimises a cost function, which 
is a linear combination of the conditional variance of the prediction error and the state 
estimation error. The problem of finding the optimal factors leads to a minimisation 
problem on Stiefel manifolds much in the focus of recent investigations in operational 
research (see e.g. Rapcsák, 2002). The theoretical solutions are very complex and difficult to 
give, the explicit solutions hardly go as far as 10 dimensions, falling far short to our case. So 
instead, this optimisation problem can be solved by an iterative method, which relies on the 
maximization algorithm of sums of heterogeneous quadratic forms developed in Bolla et al. 
(1998).  
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Let's consider the usual static factor model equation 
 Y F g? © -A   (1) 
expressing that the observations Y  are described by linear combinations of several latent 
factors F  plus a random uncorrelated noise i . Usually the number of observed variables N 
is significantly higher than that of the factors, M. The crucial difference when dynamic factor 
models are considered is that both observations and factors are empirical time series instead 
of independent samples/measurements of the variables, as is in ordinary models. To 
complete the model the dynamic structure of the factors has to be specified. The linear 
transformation expressed through the A matrix, however, should not depend on time. 
Supposing the observed N-dimensional time series 
* + * + * +* + .Tt0     ,,...,1 ~~|? tYtYtY N  
to be weakly stationary apart from a possible linear trend, and emphasising time 
dependence rewrite (1) as 
 * + * + * +ttFtY g-©? A   (2) 
with the N x M matrix A, the factor time series vector  
* + * + * +* +1 ,..., ,      0 t T,MF t F t F t |? ~ ~  
of M uncorrelated, stationary time series, and the N-dimensional Gaussian white noise 
* + * + * +* + .Tt0     ,,...,1 ~~|? ttt Nggg  
We are aimed at finding optimal, in a certain sense, estimations of the factors: 
* + * + * +* +|? tFtFtF Mˆ,...,ˆˆ 1  
The estimation of our model should focus on the following three natural requirements:  
i. The estimation of the factors should be a time-independent homogeneous linear 
transformation of the observations.  
 * + * +tYtF ©? Bˆ    (3) 
ii. The factor time series components * +tF
j
 should be linearly well predictable from their 
past. It is certainly fulfilled supposing them to be autoregressive processes of order 
jL  
with a constant included in the autoregression:  
 * + * + * +Â
?
-/©-?
jL
k
jjkjjj tktFcctF
1
,0, f   (4) 
where the components of the Gaussian white noise * + * +* +|? ttt Mfff ,...,)( 1  are independent 
from each other and from * +tg . 
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iii. Again, time-independent linear transformation of the factors should provide a ''good'' 
estimation - called factor-estimator - of * +tY , as expressed by equation  
 * + * +tFtY ˆˆ ©? D   (5) 
where the D matrix is in fact the estimation of A.  
The choice of autoregression in (ii) justified not only by its simple dynamic structure, but 
also by the fact that hydrographs of monitoring wells can reliably be modelled by 
autoregressive processes. In the process of model estimation it is supposed that the structure 
prescribed for the unobservable factors is inherited to its estimations. Were the components of 
* + * +* +tFtF Mˆ,...,ˆ1  observable, their best forecast * +  ~ tFj  could be obtained as  
 
* + * +Â
?
/©-?
jL
k
jkjjj ktFcctF
1
,0,
ˆ~     (6) 
In order to relate * + * +tFtF jj     to~  we call * +  ~ tFj  the empirical best forecast * +tFj  of . In other 
words it is just the plug in of the predicted factors into the best forecast of the 
autoregression. As the true values are not known, the coefficients cj,k have to be estimated. 
The optimality of this forecast, guaranteed for a truly autoregressive process with known 
coefficients only, cannot in general be preserved for the plug in. Keeping this in mind we 
will use (6) for the forecast of the estimator * +tFˆ  given its past. Since the observations and 
thus the predictions of the factors can be computed for all Tt0 t, ~~ , it is possible to 
compare the forecast with the estimator itself, and by centring, get an unbiased estimation 
* +tfˆ  of the noise * +tjf  in (4) as  
* + * + * + ] _jjjjj FFtFtFt ˆ~ˆ~ˆ ///?f  
(For any * +tX  X  denotes the average 
 * +Â
?-
T
t
tx
T 01
1 )  
The squared sum * + * +tjd fg ˆ  of   is called the estimated dynamic error: 
* + * +ÂÂ
? ?
?
M
j
T
Lt
j
d
j
ti
1
2fˆ
 
Similarly, * +tYˆ , the factor-estimator of observations in (5), opens the way to estimate * +tg , 
the noise in (2) by taking the centered difference as  
* + * + * + ] _iiiii YYtYtYt ˆˆˆ ///?g , 
the squared sum 
* +sg  of which is called the predicted static error:  
* + * +ÂÂ
? ?
?
N
i
T
t
i
s t
1 0
2gˆg  
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If the importance of this or that observation is to be emphasized, or the precision of the 
forecast of this or that factor is of major concern then weights can be introduced in the 
definition of both dynamic and static errors, to achieve this end. To fulfil the requirement 
given in (iii), the estimation of the model is regarded to be ''good'' if the sum of the 
estimated static and dynamic errors is minimal. This means the minimization of the 
following functional:  
 
* + * + * + * + * +ÂÂ ÂÂ
? ? ? ?
-?-?[
N
i
T
t
M
j
T
t
ji
ds ttT
1 0 1 0
22 ˆˆ fggg
 (7) 
on the constraints,  
 * + MI?Fˆvar  (8) 
stemming from the uncorrelatedness of the factors (IM denotes the M·M unit matrix).  
The real statistical difficulty lays in the estimation of the model parameters, that is the 
matrices B, C, D. Remark, that C is the matrix of cj,k-s from (4) endowed with zeros when 
necessary. 
The usual ML methodology results in very complicated computations, and even though one 
can determine the density function, but it seems rather hopeless to find its place of global 
maximum. In state space models the EM algorithm provides a way to tackle the estimation 
problem. Alternatively, Markov Chain Monte Carlo (MCMC) estimation may also prove to 
be viable. 
Our approach originates in Bánkövi et al. (1979), where instead of finding a direct optimal 
solution to (7) and (8) an iterative approximation by a criss-cross algorithm is suggested. It can 
be developed further by using the optimisation procedure of heterogeneous quadratic forms 
as described in Bolla et al. (1998), where the analysis of the optimisation can also be found. For 
a detailed description see Ziermann and Michaletzky (1995) or Márkus et al. (1999).  
Introducing a new appropriate orthonormal system } ’
Mjj ,...,1?e  as in Márkus et al.(1999), the 
functional, rewritten as 
 Â
?
?[
M
j
jj
T
j
1
eQe   
with the Qj matrices computable from the observations and the C matrix, has exactly the 
same structure - that is the sum of heterogeneous quadratic forms - as the one treated in 
Bolla et al. (1998). By applying Lagrange's multipliers it is easy to obtain a necessary 
condition for the existence of stationary point, namely that equation  
] _ ] _SeeeQeQ MMM ,...,,..., 111 ?  
must hold with S being a symmetric M·M matrix. Specifically the vectors Qjej are included 
in the subspace spanned by e1,...,eM. 
For the place of global maximum S‡0 holds. Introducing the notations ] _ Eee ?M,...,1 , ] _ )(,...,11 EQeQeQ ?MM  and writing the condition formally, we have 
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Q(E)=ES , ETE=IM , S‡0, 
which is nothing, but the polar decomposition of the matrix Q(E). A one to one 
correspondence of the polar, and the singular value decompositions is established in Bolla et 
al. (1998) and a criterion for S‡0 i.e. S being positive semidefinit is also given there. So, the 
actual computations rely on the singular value decomposition instead of the polar one. It 
seems that this is the computationally most demanding step of the algorithm, and 
sometimes it does not converge fast enough.  
Summarising, the algorithm is as follows. For a given ] _MeeEE ,...,11 ??  vector system the 
next one ] _MhhHE ,...,12 ??  is defined from the polar decomposition of Q(E) by 
Q(E)=HS , HTH=IM , S‡0, 
It can be shown - as is in Bolla et al. (1998) - that the algorithm increases the value of the [ 
functional, and the E1, E2,... matrices are getting closer and closer to each other, and so the 
accumulation points of the algorithm are their stationary points as well. The set of 
accumulation points is a connected one. If any point obtained from the algorithm falls ''near'' 
to the place of global maximum then the algorithm will be convergent, and it will converge to 
this place of global maximum. However the algorithm is not necessarily globally convergent, 
because in general there may exist fixpoints of it different from the place of global 
maximum. Every stationary point of the functional is fixpoint of it at the same time. 
After the detailed presentation of the mathematical method we turn to the case studies of 
hydrogeological applications. Although all of the presented applications study groundwater 
levels, the data are registered in three different parts of Hungary (see Fig. 1), and therefore 
the geological and hydrogeological environment is entirely different.  
 
Fig. 1. The three different areas of Hungary, subject to case studies 
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3. Application of dynamic factor analysis in karstic environment 
In Western Hungary the mining industry withdrew a large amount of water from the 
ground in the period of 1950-1990, when intense bauxite and coal mining characterised the 
Transdanubian region. In the south-western side of the Transdanubian Mountains (Bakony, 
Keszthelyi Mountains and Balaton-Highland) especially large quantity of water was 
pumped out from the main Triassic karst aquifer, the water conducting geological layer 
consisting mainly of Triassic dolomite and limestone. Both Bakony and Keszthelyi 
Mountains are built up mainly from this Triassic dolomite and limestone. In the Balaton-
Highland a more various geological structure can be found, the Triassic aquifer consists 
mainly of middle and lower Triassic formations divided by aquitard layers. The Bakony 
and the Balaton-Highland are separated by a deep rift (Lesence-valley) from the 
Keszthelyi Mountains. This rift is filled with impermeable formations, and those hold 
back or slow down considerable part of the water flow. A reverse fault separates the 
Balaton Highland from the Bakony, and this creates an impermeable obstacle for flows 
between them (Fig. 2).  
At its peak the withdrawal continuously exceeded the infiltrated water supply, and as a 
consequence water capacity of some springs declined to the half or one third and some 
others dried out completely. As the deterioration of the environment became more and 
more apparent, a monitoring system has been set up to observe karstwater levels. The 
system was extended over time and observations became more frequent. For our analysis it 
provided the hydrographs, the water levels registered in karstwater monitoring wells in the 
south-western side of the Transdanubian Mountains (Bakony, Keszthelyi Mountains and 
Balaton-Highland).  
 
Fig. 2. Structural elements, hydrostratigraphy, water extraction and karstwater monitoring 
wells in the Transdanubian Mountanis (compiled by Mádlné, SzWnyi J. , GIS: L. Füle, 1998) 
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A hydrograph of a (monitoring) well reflects, on the one hand, all characteristics of the route 
of water from the surface to the observation point, and on the other hand, any kind of 
change of geology along this route. So, information on geological conditions can be obtained 
after water has reached the aquifer, moreover, the basis of this information-providing is just 
the water that completed its migration. This allows for the characterisation of the aquifer 
“bypassing” the direct study of uncertain geological parameters, since every influencing 
effect of the geological setting is already left behind by the water: the final result of roaming 
of water is reflected in the fluctuating level in the monitoring well. Consequently, ours is an 
“upside down” approach: the influence of geological parameters can indirectly be inferred 
by studying the hydrographs. 
The individual hydrographs can be regarded as temporal measurements or samples from 
the above mentioned aggregated phenomenon, the fluctuating karstwater level. Only 64 
monitoring sites provided sufficiently regular readings and even in the period of 1970-1990. 
The scattered areal distribution of the selected 64 monitoring wells can be seen on Fig. 2. The 
sporadic timing of observations forced us to study hydrogeological time series of yearly 
averages, derived from the non time-equidistant raw data. Observations after 1990, though 
available, are not taken into consideration in this study, since the social and economic 
changes taking place at that time in Hungary triggered sharp decline in mining and 
mounting concern towards environmental damages. This led in particular to the closure of 
the mines at the main water withdrawal site. Since recovery processes of nature are usually 
different of human interference, new changes were induced in the karstwater reservoir 
system. Therefore, it seems to be reasonable to exclude this time period from the present 
investigations.  
We applied dynamic factor analysis (as described above) to the data in order to decompose 
the observed empirical time series (the hydrographs) into linear combinations of several 
underlying factors. Since there was no reason to emphasise the behaviour of any particular 
monitoring well, or factor, we used equal unit weights in the static and dynamic error terms. 
On the different possibilities to determine the number of factors as well as the order of 
autoregressions we refer the reader to Márkus & Kovács (2003). In our case three factors 
proved to be sufficient to describe the behaviour of hydrographs by satisfactory precision, 
and among the concurrent models the AR(1) - AR(1) - AR(1) proved to be the easiest and 
most natural to be interpreted. The three effects, that is the corresponding three dynamic 
factors explain about 92% of the overall variance. It has to be noted though that 
generalization of this customary characterization of ordinary factor analysis for the dynamic 
case is not quite straightforward. We were able to identify the first two factors only, and 
conjecture that the third is describing a small territorial variance in infiltration.  
The immediate aim of the application of dynamic factor analysis was to identify the main 
underlying effects shaping the hydrographs, and give spatial prediction of the intensity of 
these effects. The interpretation of the obtained factors reiterate the well known fact that 
infiltration and water withdrawal (where relevant) are the two main effects shaping the 
hydrographs. The more valuable gain from the analysis is that the loadings of the dynamic 
factors serve as measures of the intensity of the effects at a given location and thus 
endowing a certain area with a comprehensive hydrogeological characteristic. 
www.intechopen.com
 
Water Quality Monitoring and Assessment 
 
236 
Remark here, that throughout the considered period monitoring wells near the main mines 
registered about 100 meters drop in karstwater level. Even in wells further away from the 
main site decline could exceed 20 meters. The decline was not uniform, its pace changed with 
time. In the area of study there was one main pumping centre at Nyírád, near several closely 
located bauxite mines, and some other, much smaller water withdrawal sites near coal and 
bauxite mines, furthermore, water has also been withdrawn for community use (Fig. 2). The 
withdrawn amount of water at these latter sites combined, was of considerably smaller 
magnitude than that of the main site at Nyírád. For this reason it seems to be sufficient to use 
the data of the dominating Nyírád withdrawal in the analysis, noting that local withdrawals 
can still play an important role regionally, but the use of these data does not improve 
significantly the identification of the factor. 
However, the water withdrawal data cannot be used without transformations for comparisons 
with the decline in water levels. On the one hand, water withdrawal is partly balanced by the 
decrease in water capacity of springs, and that has to be compensated for in comparisons. On 
the other hand the amount, dynamically supplied to the aquifer, has to be subtracted, because 
only the remaining amount lowers the static water reserve of the aquifer. The detailes of the 
actual computations can be found in Márkus et. al., 1999, Kovács, 2007.  
The result is surprisingly spectacular. In Fig. 3 we compare the graph of the differences of 
the first factor (blue line) with the sum of the registered water withdrawal and the spring 
capacities (red and green lines). In order to present these data on the same graph one has to 
bring them to the same scale; the simplest way - as it is done in Fig 3 - is to standardise 
them. The red and green lines differ in the amount of withdrawn water, the red includes the 
Nyírád withdrawal only, whereas the green takes into account all the registered 
withdrawals in the area. 
 
Fig. 3. Comparison of the differenced 1st factor (blue) with the rescaled water withdrawal at 
Nyírád (red) and Nyírád plus communal (green) withdrawals  
Second dynamic factor represent the overall tendencies in infiltration throughout the whole 
investigated area. In order to prove it, infiltration has to be computed by conventional 
methods. 
Infiltration is a very complex process, because at a given location the amount of infiltrating 
water depends on geomorphology, water conductivity of superficial rocks, air temperature, 
amount, duration and physical state of precipitation, and also vegetation and many other 
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factors. Therefore, the effect of infiltration varies throughout the mountains. Nevertheless, 
the area is not so large that the main tendencies in the yearly amount of infiltrated water 
would differ too heavily among locations. This circumstance allows us to identify only one 
factor (the second) with infiltration and obtain comparable weights (intensities) of the 
infiltration effect in every monitoring well. 
Different empirical methods exist for the computation of the infiltration. When used in the 
analysis, infiltrations are computed by methods developed or refined on the basis of 
observations in Hungary, rather then elsewhere, (cf. e.g. Primault (1963), Dracos (1980), 
Burman and Pochop (1994), Jeannin & Grasso (1995) and references therein), because karstic 
infiltration strongly depends on local characteristics. For comparisons we used four 
methods, called by the names of their creators as Böcker, Kessler, Maucha and Morton.  
The method of Kessler (1954) is based on several decades long observations in the Mecsek 
Mountains. Böcker's method (1974) was evaluated at several different locations. Maucha 
(1990) computes infiltration on the basis of observations in the northern part of Hungary, 
where the karst knowingly has different characteristics (e.g. water conductivity) than the 
one we study. Using Morton's evapotranspiration model (Morton, 1983) Csepregi (1995) 
developed a way to calculate infiltration on monthly basis. As it was pointed out in Márkus 
et al. (1999), the different methods produce pretty different results - especially so in 
temporal dynamics - correlating only 0.5-0.7 among themselves. All the methods mentioned, 
compute infiltrations on the basis of precipitation data, and do not depend on location, or 
local geological structure. On the contrary to this, the factor representing infiltration was 
computed from the hydrograph - that is from the groundwater level data. 
To identify the second factor with the infiltration, it has to be compared to the computed 
conventional ones. We got highly significant correlations (around 0.8) among the factor and 
the conventionally computed infiltrations, for details see Márkus et al., 1999; Kovács, 2007. 
The corresponding graph (Fig. 4) emphasizes the fit further.  
 
Fig. 4. Graphs of factor 2 and standardised Kessler's infiltration computed from the data of 
three different meteorological stations 
The dynamic factor loadings reflect the proportion of the underlying effects in influencing 
the fluctuation of the hydrographs. When these loadings indicate a dominant role among 
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the underlying effects either for withdrawal or infiltration then important conclusions can 
be drawn for the aquifer vulnerability or sensitivity for contamination. 
We would like to present a relationship between the above-mentioned factors and 
vulnerability, in two steps. First we describe a connection between the factors and geological 
parameters influencing hydrographs. Afterwards, factors are considered as influencing effects 
in vulnerability of an aquifer by means of a different scale of groundwater flow regimes. 
To reach this goal it is essential to define vulnerability. The following few approaches can 
help to see essence of the concept despite the lack of a widely accepted definition. 
* "Vulnerability is an intrinsic property of a groundwater system. It depends both on the 
geological and hydrogeological characteristics of an area, and on the sensitivity of groundwater 
system to human and natural impacts." (COST Action 65 Final Report, 1995) 
* "Vulnerability as a system-approached term means the ability of an environmental system 
and it surroundings to compensate human activities." (Mádl-SzWnyi & Füle, 1998) 
* "Intrinsic vulnerability is the term used to define the vulnerability of groundwater to 
contaminants generated by human activities. It takes account of the inherent geological, 
hydrological and hydrogeological characteristics of an area, but is independent of the nature 
of the contaminants." (Daly et al., 2001) 
Briefly: sensitivity expresses a chance of contamination of an aquifer, whereas vulnerability is 
like a summary of conditions (human and/or other factors), that can activate the risk of any 
geological settings into real danger. Nevertheless it is important to take into consideration 
that sensitivity refers to an aquifer as rock-type, while vulnerability concerns a complete 
groundwater providing system, as Alföldi (1994) pointed out. Our opinion is that the 
presented results below refer to vulnerability, since water withdrawal is a kind of human 
activity and infiltration reflects the existing climatical, and other meteorological conditions. 
So neither of them is part of intrinsic attributes of an aquifer. 
Mathematical study of the time series have disclosed two factors which account for more 
than 90% of fluctuations of well-hydrographs. One of them is water withdrawal, the other one 
is infiltration. How to connect these factors to geological parameters and what kind of 
parameters are these? 
1. Water withdrawal. It is a kind of anthropogenic activity, non-geological parameter. 
Nevertheless it provides indirectly information about hydraulic conductivity, karstic 
network, and material of the aquifer. 
2. Infiltration. It is itself an important characteristic of an aquifer, on the other hand it has 
relationships with precipitation, features of cover material (soil, as well), and it is in 
inverse ratio to runoff. 
If the referred parameters are considered, it can be seen that all of them are key parameters 
in one or more vulnerability-assessment methods. To show this table 1. summarizes 6 very 
remarkable methods, in point of view of the used parameters.  
It can be claimed that a close connection exists among the identified factors and the 
geological key parameters of vulnerability-assessment methods. Consequently factors (and 
so the mathematical method, as well) should have an indirect relationship to vulnerability, 
itself. The next point assesses the question, how. 
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Parameter / Method 1 2 3 4 5 6 
Infiltration, recharge and/or its type * * * * * * 
Precipitation, climate    * 
Epikarst (thickness, quality) *    
Deepness of groundwater level (thickness of unsaturated zone) * *     
Run-off  *  * 
Hydraulic conductivity * *  * *  
Karstic network *   * 
Material of unsaturated zone (thickness, quality – [no epikarst 
specifically]) 
* *  * * * 
Topography * *     
Protective cover material, soil (thickness, quality) * * * *  * 
Material of the aquifer (thickness, quality) * *     
Table 1. Parameters of vulnerability assessment methods. The numbers refer to the 
following vulnerability-assessment methods: 1.) DRASTIC (Aller et al., 1985), 2.) SINTACS 
(Civita & Regibus, 1995), 3.) EPIK (Doerfliger, 1996), 4.) PI (Goldscheider et al., 2000), Irish 
method (Daly & Drew, 1998), 6.) European Approach (Daly et al., 2001) 
One of the above mentioned hydrograph-determining factors is water withdrawal. Its effect is 
indirect. If an aquifer is under over-pressure, it means that it is protected against the entry of 
contaminant. The effect of extensive withdrawal decreases the resistance, so entry of 
pollutant may occur by either vertical (local) or horizontal (regional) recharge – as Mádl-
SzWnyi pointed out (1997). Consequently, vulnerability of the aquifer increases in both local 
and regional scales. However, pressure-fluctuation spreads throughout an area faster than 
water or contaminant, decreasing of overpressure by water withdrawal in large, closed or 
quasi-closed aquifers does not mean immediately increasing vulnerability (Alföldi, 1994). 
However our opinion is that it is essential to take into consideration role of time. Dynamic 
factor analysis used data of 21 years, a period that seems long enough to assume that the 
process of decreasing pressure definitely has negative effect on vulnerability. When a 
distant aquifer is contaminated and the available time is long enough for spreading of the 
contaminant a direct connection can be established between extensive water withdrawal 
and increasing regional vulnerability. On the other hand increasing water withdrawal and 
local vulnerability can only be connected indirectly, because in a period when there is no 
significant precipitation to induce remarkable infiltration the medium carrying any soluble 
contaminant is missing. So pollution will not immediately follow the decrease or 
disappearance of overpressure protection of the aquifer. 
The other determining factor is infiltration. In areas of high intensity infiltration a 
contaminant (general, soluble type is assumed) can enter in great quantities into the aquifer, 
directly causing high local vulnerability. At the same time infiltration can generate an 
increase in regional vulnerability when the investigated area has a regional recharge 
function, too (ignoring here dilution, degradation of the contaminant). If the investigated 
area is situated in a non-regional recharge area, fluctuations in hydrographs refer to local 
vulnerability.  
Summarising, it can be stated that the factor of water withdrawal has direct connection with 
regional, but indirect connection with local vulnerability, while factor of infiltration directly 
refers to local and indirectly to regional vulnerability, depending on which hydraulic regime 
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does the pilot area belong to. Observing, that in withdrawal-dominated wells infiltration-
generated fluctuations are covered up by the effect of water-withdrawal, regional vulnerability 
can be described by the factor of water-withdrawal. When infiltration-dominated wells are in non-
regional recharge areas, local vulnerability can be characterized by the factor of infiltration. Both 
statements concern the whole aquifer as the subject of vulnerability assessment.  
As it could be read above, we have revealed a connection between vulnerability and factors 
by dynamic factor analysis, approaching both from basic geological parameters used in 
vulnerability assessments and from groundwater flow regimes in different scales. So a new, 
exact description of vulnerability of an aquifer can arise from this mathematical method. 
4. A case study in an alluvial environment 
The next case study concerns shallow-groundwater in alluvial environment, where the 
influence of surface waters is negligible. The study presents the results of dynamic factor 
analysis on the shallow-groundwater level time series of monitoring wells located in the 
Nyírség and Hajdúság area, which is a somewhat higher elevated plain in the northeastern 
part of the Great Hungarian Plain. The studied area lays between and around two major 
cities of Hungary, Debrecen and Nyíregyháza (with a population of 200,000 and 120,000 
people), and it is surrounded by other plains of lower altitude. The hydrology of the studied 
area is quite complex. Most of the higher elevated Nyírség is a recharge area, while in the 
surrounding lower elevated areas features of discharge indicated for example by the saline 
lakes and soil.  
The Nyírség and its vicinity was part of the Pannonian Sea that separated from the Central-
Paratethys about 5.4 million years ago, and was slowly filled by clastic sediments. Later, due 
to the Pliocene erosion and tectonic events during Pliocene/Pleistocene considerable parts 
of the area lost sedimentation. As a result of vertical plate movements some basin areas, 
including the studied one had subsided 150-700 meters while the surrounding areas 
ascended forming the Carpathian Mountains. During Pleistocene, those basins were filled 
by coarse sediments (gravel, coarse sand) from northeast and northwest (Urbancsek, 1965).  
The layers of alluvial sediments wedge out suddenly, they have lenticular appearance, and 
toward south both frequency and thickness of their occurrence increases. 
During middle Pleistocene, tectonical activity lessened, so the amount of sediment and its 
grain size were decreasing, clay intercalations became more frequent. During late 
Pleistocene, tectonical activity intensified again, and average grain size of the alluvium 
increased. During Holocene, the typical sediment of the study area was sand.  
The Pliocene sediment sequence contains thermal water with high salt and gas contents, so 
it is not suitable for drinking water. The lower Pleistocene sequence is the most favourable 
drinking water aquifer from both qualitative and quantitative point of view; it contains 
water suitable for communal use. 
Middle Pleistocene sediments are poorer aquifers, though the drinking water supply of the 
largest city of the area Debrecen is supplied partially from the sand intercalations of this 
sequence. The hydraulic conductivity of the upper Pleistocene sediments is lower than that 
of lower Pleistocene. Shallow aquifers should also be mentioned though those are not thick 
enough for serving considerable demands (Fig. 5, Virág et al., 2005).  
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Fig. 5. Geological cross-section of Pleistocene sequence in the studied area (based onVirág et 
al., 2005) 
Strata of the studied area suddenly wedge out. These have lenticular appearance. As a 
hydrogeological consequence there can be significant communication between the aquifers 
that is very complex in both levels and directions (Marton & Szanyi, 1997a, 1997b). Regional 
and local flow systems of the area were explored in earlier studies. Water age measurements 
data proved that the Nyírség region is a recharge area and the recharge intensity may reach 
8 to 16 mm/year. On the other hand the margins of the area are the discharge zones of the 
flow system (Fig. 6 & 7) (Deák, 1979; Marton, 1981; Deák et al., 1987; Marton & Szanyi, 2000; 
Székely, 2003, 2006). 
 
Fig. 6. Hydrological cross section (north to south) of Nyírség (Marton, 1981) 
 
Fig. 7. Calculated piezometric head difference (m) between the layers of upper and lower 
Pleistocene, and the location of cross sections based on Székely, 2003  
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In the vicinity of larger cities, significant depressions are formed due to the withdrawal of 
subsurface water. Piezometric levels of the lower Pleistocene main aquifer declined 30 
meters at Debrecen and 7 meters at Nyíregyháza. In the surroundings of Debrecen the 
compaction due to water withdrawal resulted in a 62 cm descent of the surface (Szanyi, 
2004). According to other studies, descent of the shallow groundwater level can reach 1 
meter at certain locations, e.g. at Debrecen. At other, smaller settlements (with a population 
of 20,000-30,000 people) the depressions are shallower, but still of substantial extent. A 
future equilibrium state expected to commence at a 4% decrease in the groundwater supply. 
The decreasing water table causes decreasing evapotranspiration and increasing infiltration 
from surface water flow (Table 2) (Székely, 2003, 2006).  
Replenishment  Percentage 
From small surface flows 30.75 
From rivers 5.87 
Decrease of Evapotranspiration 59.57 
Decline of stored supply 3.81 
Table 2. Replenishment forms related to the 209 m3/day of production plus the 146,000 
m3/day marginal outflow of 2020 (after Székely, 2003) 
Based on hydrogeological models the piezometric water levels predicted to rise due to 
decline of water withdrawal in the early 1990’s. However, due to the increasing number of 
individual, private and often illegal well drilling and the connected water withdrawal, 
shallow groundwater level may decline even further (Székely, 2003, 2006). 
Hydrographs of 215 monitoring wells were at our disposal for the analysis. The period of 
observation varied in time. Observation of some well started in 1933 and lasts up to today. 
The measurement frequencies were variable as well, changing from monthly, to daily. To 
correct for this situation and make the results comparable with other explanatory data we 
had to consider only the annual mean water level as our input data. 
In the period of 1986-2000 122 hydrographs proved to be sufficiently homogeneous in order 
to apply dynamic factor analysis to them. Spatial distribution of the wells was uneven, the 
north part of the study area had less wells.  
To be able to identify the factor time series it is necessary to have the data of the water 
balance. These are the time series of water withdrawal, precipitation and temperature. 
Though water withdrawal data is not registered with sufficient accuracy for the whole area, 
fortunately the communal withdrawal for the largest city at Debrecen Water Works has 
proper representative power (Fig. 8). So, we used it for the comparison. The necessary 
precipitation data were provided by 20 gauge stations and 4 other stations served us with 
daily temperature data. 
So, we were in the position to apply dynamic factor analysis and analyse its results. The 
estimated factor time series were correlated to the mentioned elements of water balance, 
such as precipitation, evapotranspiration and withdrawal. 
The first factor time series identifies the most influential background effect. The estimation 
of reference evapotranspiration (ET) was computed by the Hargreaves method, and then the 
actual evapotranspiration was calculated. The estimation is based on the daily maximum 
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and minimum temperature and the solar radiation values (Allen et al., 1998). This method is 
preferred by a number of authors (Diodato & Geccarelli, 2006; Magliulo, 2003) and is widely 
regarded as a reliable one. The correlation coefficient between time series of the first factor 
and evapotranspiration is 0.73, which indicates that the most important effect is related to 
the evapotranspiration. To obtain a clearer relationship it is worth considering the 
subprocesses of the evapotranspiration as well.  
 
Fig. 8. Water consumption (in thousand m3) from confined aquifers at Debrecen between 
1951 and 1998 (Marton & Szanyi, 2000) 
We employed the soil water characteristic curve to determine the evaporation of the 
shallow-groundwater (Kovács, 1981). The evaporation was computed for the 122 
observation wells, and then the mean values were used to describe the study area. Fig. 9 
displays the time series of evaporation and of factor one. The 0.96 correlation between the 
two time series indicates a very strong relation. Based on the results the first factor is 
identified as the evaporation of shallow-groundwater. 
 
Fig. 9. The evaporation (columns) and the first factor (line) between 1986 and 2000 
The other important element of the water-balance is the infiltrated part of precipitation. We 
compared this time series to the second factor. Because the studied area’s climatic 
conditions, the majority of winter precipitation reaches the water table, while during 
vegetation it is absorbed by plants. The start and end of the vegetation period could shift by 
one or two months. On the long run, however, the sum of precipitation between December 
and March represents best the yearly infiltration. The water supply infiltrating to the 
shallow groundwater was calculated from the precipitation data of 20 gauge stations. It is 
more useful to consider the relation of each observation year to the long time average. For 
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this purpose we created the time series of deviation from that average. The created 
deviation time series has 0.79 correlation with the second factor time series. Fig. 10 also 
underpins the strong relationship. 
 
Fig. 10. Deviation from the mean of infiltrated precipitation (columns) and the second factor 
(line) between 1986 and 2000 
Aside of infiltration, another downward moving effect exsits in water balance; it is the 
leakage effect, due to water withdrawal from deeper (100-150 m deep) layers. Several 
authors (Juhász, 1987; Marton & Szanyi, 2000) draw attention to its significance. For this 
reason we estimated the strength of the relationship between the shallow-groundwater level 
and the communal water withdrawal. Since leakage is a long-term process, the influence of 
the withdrawal will appear in water table with some delay; hence an appropriate time lag 
has to be taken into account. So, the relationship should be represented by cross-correlation. 
Table 3 shows the obtained cross-correlations. The dependence between the shallow-
groundwater level and the withdrawal increases up to two-years lag, then it starts to 
decrease. We found that the second factor has strong relation to water withdrawal that 
reaches its maximum in a two-year lag at 0.89 correlation. 
Time lag (year) 0 1 2 3 4 5 
Groundwater level 0.63 0.68 0.69 0.58 0.39 0.35 
2nd factor 0.83 0.88 0.89 0.85 0.76 0.60 
Table 3. Cross correlation coefficients of water withdrawal with lagged shallow-
groundwater level (first row) and the 2nd factor (second row) 
As it was mentioned earlier, not only the factors themselves but also their loadings contain 
valuable information as they represent the intensity of a given effect in creating the actually 
observed time series, i.e. the hydrographs. The DFA-provided values of factor loadings 
belong to a fixed monitoring location. As we wish to extend the analysis to locations where 
no observation is available, the factor loadings should be spatially predicted by standard 
geostatistical methods, such as kriging etc. To this end the empirical semivariograms has to 
be computed first from the values of the factor loadings given at each observation points. In 
case of first factor the obtained semivariogram has two thresholds, and the corresponding 
ranges are 10 and 25 km-s. This allows us to conclude that the loadings possess a genuine 
spatial structure, that has a finer and a coarser scale, meaning that the effects appear at two 
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different scale. Evaporation depends on the depth of water table, and is affected by two 
impacts. One of them is the local decline of the water level caused by water withdrawal 
from the deeper strata: this may correspond to the finer scale. The other impact may be 
related to topography, since the surface of shallow-groundwater follows the surface 
morphology. Lower values on the map of factor loadings appear in the vicinity of larger 
cities where the water level declined, indeed, by the extensive water withdrawal of the 
cities, thus decreasing evaporation (Fig. 11). Higher values mark the recharge areas and 
surroundings of rivers. 
 
Fig. 11. Map of intensities (loadings) for the first factor 
The loadings of the second factor (Fig. 12) were analysed in a completely similar way. In 
order to characterise the spatial structure of the loadings the empirical semivariogram was 
computed and fitted with a theoretical one. This time, too, we got a two-threshold 
semivariogram and the corresponding ranges were 12 and 35 kilometers. In our opinion the 
appearance of two ranges is the consequence of the existence of two processes that create the 
second factor. 
The increase of the communication of water among strata is a local impact, hence creates a 
smaller range, while the infiltration from precipitation is influenced by the variability of the 
uppermost layers near to the surface, and that is reflected in the appearance of the larger 
range. The smaller range coincides with the one obtained for the first factor, and that is quite 
understandable in view of the generating process, the local decline of shallow-groundwater 
level.  
The monitoring sites are also marked on the map of the loadings of the second factor, and 
notably their distribution is quite uneven. In subareas where observation locations are dense 
we could get an accurate information on the intensity of downward migration of water. On 
elevated ridges, that can be found in recharge areas, factor loadings are larger; here the 
effect of infiltrating precipitation is stronger hence more detectable in the hydrograph. The 
map displays higher loadings in the northeastern edge of the study area, however this does 
not reflect the reality; it is caused by an interpolation error that is the consequence of the 
lack of observation sites. 
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Fig. 12. Map of intensities (loadings) for the second factor (Yellow points indicate the 
monitoring wells.) 
5. Study of a river influenced area 
Our third area of case studies located on the southern part of the West Pannonian Basin, so 
called Kisalföld (Small Hungarian Lowland) at the NW state border of Hungary (Fig. 13). 
The West Pannonian Basin is the second largest alluvial plain of the Carpathian-basin. It is 
located among the Transdanubian Central Range, the Alps and the Western Carpathians 
forming an irregular square depression (Bulla, 1962). Its basin was formed after periods of 
sedimentary deposition and depression surrounded by transversal and edge faults. The 
basin bottom at Northwest is formed from Variscian altered rock on top of which Miocene 
and Pannon-sea sediment was deposited. In the middle and Southeast regions the bottom is 
covered by thick Mesozoic limestone and dolomite beds on top of which Neogene marine 
sediment was deposited. After the Pannonian inland sea recessed the area was first 
occupied by the Pannonian Lake and in the Upper Pliocene fluviocarstic lake system (Bulla, 
1962). 
After the disappearance of the lake system in the beginning of the Pleistocene, the Danube 
and other rivers arriving from the Western-Carpathians passed through the area in a 
southern direction. In the Lower Pleistocene as a result of tectonics the area subsided, on 
which the Danube was able to form an extensive alluvial cone (Pécsi, 1959). At the 
Southwest part of the West Pannonian Basin the Rába and the smaller tributaries (arriving 
from the Alps) created the alluvial cone sequence. In the second part of the Pleistocene at the 
middle of the basin another subsidence was observable resulting in an alluvial cone with a 
diameter of approximately 200 km (Fig. 13) formed by the Danube, arriving from North-
west – across the Gate of Devin (Porta Hungarica) - at that time. This subsidence (which was 
here and there still observable in the Holocene) defined the actual hydrographical picture of 
the Danube and its branches (Mosoni-Duna, Maly Dunaj) and the tributaries. The thickness 
of the Pleistocene and Holocene sediments together is 200-250 m (Don et al., 1993; Góczán, 
1999; Neppel et al., 1999). 
The top capping stratum of the alluvial cone was formed from the deposition of the fine 
grained, muddy river load in the flood plain originating from the Danube’s floods and the 
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branches. The fine grained Holocene top capping is 0-5 m thick and shows diverse regional 
distribution. In the valleys of the Danube’s tributaries it consists of Holocene alluvial 
sediment and in case of the Hanság region it consists of the lacustrine and wetland 
sediments. The NW part of the Small Hungarian Lowland (Kisalföld) is covered by coherent 
Pleistocene sand and pebbles that reaches the Rába in South-east direction in a narrow line. 
In the middle regions spots with alluvial and eolic sand make the surface more diverse. 
 
Fig. 13. Older and younger alluvial cones of the Danube on the West Pannonian Basin 
(based on Pécsi, 1959), with the names of the main geographical units occurring in the text 
The West Pannonian Basin is not only a geographic but a hydrogeological unit as well 
because of the characteristics of the alluvial cones. From south the sandy-pebbly sediments 
of Rába valley connect to the alluvial cone of the Danube in Hungary (Erdélyi, 1979; Góczán, 
1999).  
Central Europe’s largest potable water supply is located at the Kisalföld in its Pleistocene 
porous aquifer alluvial cone. The water coming from the Danube and its branches 
influenced the shallow groundwater level of the alluvial cone. Based on the data obtained 
from the shallow groundwater monitoring wells set up in 1950’s and later, it was possible to 
determine the main direction of the groundwater migration. The direction of the flow was 
confirmed by isotope-hydrological measurements and its speed became measurable as well 
(Szalai, 2008). Further, it was also possible to determine those specific areas where the major 
part of the shallow groundwater supply is provided by the Danube (Erdélyi, 1979; Major, 
1976). This hydrological situation has changed in the early 1990’s.  
In October 1992, on the Slovakian territory at 8unovo a dam was constructed at the 
1851+750 river km, therefore natural fluctuation of the Danube has changed. Since then 
majority of the Danube flow has been diverted to the insulated power-plant channel that 
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rejoins to the original riverbed only at the 1811 river km, at Palkovi9ovo. Therefore, the 
original 2000 m3*s-1 mean discharge dropped drastically in the natural river network. The 
Mosoni-Duna branch had only a flow rate of 10-20 m3 s-1, while the original Danube bed had 
only a flow rate of 250-350 m3 s-1. Consequently, water level in the riverbeds dropped 
several meters, and by 1993, some of the Danube’s branch rivers had dried out. As the 
subsurface aquifer of the area is in a close connection with the surface water network, the 
level of shallow-groundwater also dropped significantly. Since 1995, to improve the 
situation, Slovakia has increased the annual mean water flow to the original Danube bed up 
to 400 m3 s-1. Furthermore, Hungary has built a submerged weir at Dunakiliti with a 
spillover at 123 m a.s.l., so water level increased in the original bed backward 10 km from 
the weir. The uplifted water level supports the artificial recharge of shallow groundwater 
from the rehabilitated riverbed and across the built up channel-system. The water supply to 
Mosoni-Duna branch has been increased to 40 m3 s-1 that has resulted in a slight growth of 
discharge. 
In our approach the observed processes at different locations are supposed to be governed 
by the same essential impacts, such as recharge from precipitation and rivers and water 
withdrawal, while intensity of these impacts depends on locality, creating the main aspect of 
the spatial dependence. 
Our goal was to identify these impacts, and to determine their spatially dependent intensities. 
In order to do this, dynamic factor analysis has been applied to the data, registered from the 
Danube’s diversion (1992) to 2009. A total of 93 shallow groundwater monitoring wells have 
been sampled. Annual averages were formed from the data of each well. For the purpose of 
identifying factor-time series precipitation and Danube water level data were used as well. 
During the analysis three factor-time series have been estimated by DFA.  
The standardised first factor-time series corresponded to the combined deviance of 
precipitation during the period of January-April. These months are known to be the periods 
that determine the major part of the supply for the shallow ground water. The two data 
series showed strong correlation (r=0.79) (Fig. 14). 
 
Fig. 14. Graphs of factor 1 and definitive precipitation 
The isoline map prepared from the factor loadings contain information regarding the 
environmental impacts (Fig.15). Along the Danube the predicted factor loading values are 
small, because the dominant factors are the water levels of the river and the natural and 
manmade water supplementing channels. Higher values are observable North-west near to 
the state border. This particular area is covered by Pleistocene alluvial sand and pebbles, 
and their greater permeability increases infiltration. 
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Fig. 15. Map of intensities (loadings) for the first factor 
Second factor shows strong correlation (r=0.89) with the mean of registered water levels of 
Danube at two gauges, Dunaremete and Rajka (Fig. 16). Because of their location both water 
gauges are indirect indicators of river diversion and water level regulation. In the diagram 
the effect of the underwater weir installed in 1995 is remarkable. With the exception of 
floods this structure fixes the level of the upper water at a nearly constant value which is 
approximately 200-250 cm higher than what was measured immediately after the diversion. 
The increased water level with the recharging facilities make the gravitational recharge of 
underground water possible.  
 
Fig. 16. Rescaled graphs of the factor 2 and water levels of Danube 
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Based on the map prepared from the loadings of the second factor (Fig. 17) the areas 
increasingly vulnerable to the diversion of Danube can be outlined. The highest values i.e. 
highest vulnerabilities were observed in the NW part of the area. In addition to manmade 
influence the reason may lay in the geological setting as well. The high factor loadings S and 
SE from this area are suspected to be indicating the effect of the gravitational recharge and 
the increased runoff of the Mosoni-Duna. 
 
Fig. 17. Map of intensities (loadings) for the second factor 
The third factor shows a relationship with Danube level values measured at Vámosszabadi 
water gauge (r=0.81) (Fig. 18). This gauge is located under the downstream channel of the 
hydroelectric power plant. By the installation of the plant hydraulic relations have radically 
changed. In addition to natural ones, considerable daily water level fluctuations appear 
according to the operation of the power plant. Pressure waves caused by water level 
fluctuations may be beneficial from the point of view of groundwater recharge, but their 
expansion is rather restrained by the fine-grained top capping stratum which is rather thick 
here (Fig. 19). 
 
Fig. 18. Comparison of the third factor with the water level of the Danube at Vámosszabadi 
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Fig. 19. Map of intensities (loadings) for the third factor 
6. Summary 
In the process of complex evaluation of water resources the quantitative and qualitative 
parameters cannot be considered separately. These parameters are influenced by several 
background effects that are variable in both time and space, hence it is dynamic factor 
analysis that makes their estimation mathematically possible. The identification of these 
effects and their intensity provide information on the area characteristics from either 
geological, hydrogeological or environmental point of view. The subject of the application of 
our proposed method is a well observable, measurable, physical parameter, the temporal 
fluctuation of water level at several monitoring sites of the area. Dynamic factor analysis 
decomposes the time series of water levels into the combination of factors that are then 
identified as the various occurrences of the precipitation, water withdrawal, and river 
effects. These effects primarily govern the water quantitatively but may also have an impact 
on the qualitative characteristics, therefore they might be informative and important 
markers on the water quality. That is why the factor loadings represent a quantitative 
measure of vulnerability of the studied areas and the corresponding maps constitute the 
main results of our works. As an extension of the present study, a joint analysis of the 
quantitative and qualitative characteristics can be considered in the sequel. 
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