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Abstract 
The research for this thesis lies within the fieIa of speaker characterisation through the 
acoustic-phonetic analysis of speech. The thesis consists of two parts: 
1. An inv.estigation of the acoustic-phonetic differences between the speech of women 
and men; 
2. An examination of the practicalities of automating the investigation to analyse a 
large speech database. 
The acoustic-phonetic markers of speaker sex examined here are the fundamental fre-
quency, the formant frequencies, and the relative amplitude of the first harmonic. The 
aims of the investigation were, firstly, to establish to what extent these markers differenti-
ate between the sexes, and secondly, to examine the extent of between- and within-speaker 
deviation from the female and male norms, or average values for each sex. 
These points were investigated by an automated acoustic-phonetic analysis of the TIMIT 
database, involving a data set of almost 16,000 segments of speech. An automated method 
was dev~loped to enable the signal processing and statistical analysis of a data set of this 
size. The problems to be encountered in the analysis of a highly variable data source (i.e. 
the acoustic speech waveform) are addressed. 
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Chapter 1 
Introduction 
The research for this thesis lies within the field of speaker characterisation through the 
acoustic-phonetic analysis of speech. The thesis consists of two parts: 
1. An investigation of the acoustic-phonetic differences between the speech of women 
and men; 
2. An examination of the practicalities of automating the investigation to analyse "a 
large speech database. 
The acoustic-phonetic markers of speaker sex examined here are the fundamental fre-
quency, the formant frequencies, and the relative amplitude of the first harmonic. The 
aims of the investigation were, firstly, to establish to what extent these markers differenti-
ate between the sexes, and secondly, to examine the extent of between- and within-speaker 
deviation from the female and male norms, or average values for each sex. 
These points were investigated by an automated acoustic-phonetic analysis of the TIMIT 
database, involving a data set of almost 16,000 segments of speech. An automated method 
was developed to enable the signal processing and statistical analysis of a data set of this 
size. The problems to be encountered in the analysis of a highly variable data source (i.e. 
the acoustic speech waveform) are addressed. 
In the rest of this introduction, the first part, Section 1.1, looks at some of the issues in 
the field of speaker characterisation that are relevant to the research conducted for this 
thesis, in particular the need for large-scale analysis of speech in order to fully characterise 
different speech forms and speaker types. Section 1.2 describes the development of the 
research plan, and outlines the research reported in the thesis. Finally, the chapters of 
the thesis itself are summarised in Section 1.3. 
1.1 Some issues in speaker characterisation 
1.1.1 The integration of speech technology and speaker characterisation 
At present, speech technology lacks the capability to deal efficiently with the diverse 
nature of speaker characteristics, from the differences between the speech of individuals, 
to the differences which signal membership of groups. One of the causes of this is the 
failure to address the inherent variability of speech. The variability that speakers exhibit 
at all levels of speech behaviour has typically been viewed as 'noise' to be filtered out, 
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or igno~ed if possible, in order to reach the linguistic message~ or ·true~ speech signal 
(Nolan 1983:3). It has often seemed to be the case that researchers have assumed that if 
, the linguistic side of speech Wa3 mastered, then the variability associated with different 
spe~k~r~ would somehow cease to be a problem. In effect it is assu~ed that speaker 
VarIabIlIty has a negligible effect on the acoustic' speech signal. Research into automatic 
speech recognition (ASR) has concentrated on improving the recognition technology as it 
stands~ the empha..o;;is being placed upon deciphering the segmental and suprasegmental 
interactions in speech. By ignoring the poorly-understood acoustic differences between 
speakers, the development of ASR systems into a truly speaker-independent technology ha..<; 
been seriously hampered. Speech synthesis on the other hand has tended to concentrate 
on improving the understandability of the linguistic content of the synthesiser output; the 
synthesis of more naturalistic speech has been considered to be far less important. As a 
result, speech output systems are generallv incapable of adopting voice-types which ~ould 
signal identity,' personality or intent. 
In the future, speech technology will benefit from increasingly powerful computers
r 
able 
to integrate many more of the speech signal's layers of complexity. It will be possible to 
accommodate models of particular speaker characteristics to improve the performance of, 
the technology. For instance, ASR systems will be able to identify characteristics from 
the input speech signal and use them to aid the deciphering of the linguistic message, 
for example by adjusting the expectations of the values of the fundamental frequency a 
speaker is likely to attain. Speech output systems will be capable of producing speech 
with a more naturalistic voice, overlaying extralinguistic and paralinguistic information 
onto the linguistic message. In effect, speaker characterisation could be the fine-tuning 
required to enable speech technology to be more flexible and responsive, and for ASR to 
be truly speaker-independent. However, much work needs to be carried out in order to 
understand how speaker characteristics are conveyed in the acoustic speech signal, and 
how we perceive them. 
There are many sources of variability that create recognisable speaker characteristics in 
the acoustic speech signal. From a casual observation of any group of people involved in 
a conversation, it soon becomes clear that there is immense variation in their acoustic 
speech output. This is true at the acoustic-phonetic level, which considers the physical 
properties of individual speech sounds, and at higher levels, involving such factors as the 
intonation contour, speech rate and stress timing. For as well as the literal meaning of the 
words contained within it, the acoustic speech signal carries such information about the 
speaker as her or his sex, social and regional background, personality and emotional state. 
A person's voice identifies them both as an'individual and as a member of particular 
groups. A more' detailed observation of the conversarits would reveal that as well as 
there being considerable variation between different the speakers, there is much within-
speaker variability, to the extent that: "No two repetitions by a single speaker of a given 
phrase spoken at the same tempo are ever fully identical, at the level of articulatory and 
tempor:al microstructure" (Laver 1988:93). This capacity for variation in the acoustic 
speech signal, coupled with the ability of human beings to discount the v~riation in order 
to comprehend the linguistic message, and to perceive the sources of the variation in 
order to describe speakers according to voice type, suggests that one way to improve the 
performance of speech input and output systems would be to exploit this ability. By being 
able to characterise speech according to speaker type, an ASR system could pre-process 
the speech signal to remove the artif~cts of variability, while retaining those compone~ts 
of the signal necessary for comprehension of the linguistic message. In speech syntheSIS, 
by describing the subtle cues that signal the membership of a particular .gr~up o~ t~e 
emotional state of a speaker, it would be possible to create more naturalIstIC artifiCIal 
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VOIces. 
1.1.2 Speaker characterisation and large-scale data analysis 
The issue of speaker variability has only begun to influence the wider speech research 
community in recent years with the rise in the interest in speaker characterisation. Speaker 
characterisation attempts to identify the differences between the speech of individuals or 
of definable groups, for example by discovering the acoustic features which differentiate 
speakers of different ages, angry voices from happy voices, and working class speakers from 
middle, class speakers. Much of the previous work in this area has been done in the field 
of sociolinguistics. 
However, studies investigating the acoustic-phonetic markers of speaker characteristics 
have typically involved small numbers of speakers under particular research conditions. 
At the same time, researchers have often implied, or even explicitly stated, that their small 
samples of speakers are representative of the population as a whole without taking into 
account the influences of between- and within-speaker variability. This has had the effect 
of masking the diversity inherent in the acoustic speech signal. One reason for this is that 
research is generally carried. out on homogeneous groups. While this is to some extent 
necessary in order to control for sources of variability that are not under investigation, 
there is often little acknowledgement that other voice' types may deviate significantly from 
the feature values established for the sample group. Considerations of time and money 
have meant the sample populations are drawn from academia, and thus much research into 
real speech data has centred around white, middle class, often male speakers. A second 
reason is that speakers within any definable group will exhibit great variation in whatever 
feature is being measured, both in terms of their own mean values relative to the' group 
mean for that feature, and in the range of values the speaker attains in different speaking 
conditions. 
This indicates the need for large-scale studies to provide a sound statistical baSis for 
description of the markers of speaker characteristics. The studies should involve sufficient 
speakers to describe the extent of between-speaker variability for a particular parameter, 
and sufficient speech from individuals to gauge how the parameter varies during the course 
of a person's normal 'speech. One of the reasons for the relative lack of interest in this area 
has been the difficulties in acquiring and analysing a sufficient quantity of data. There 
are a number of explanations lying behind ~his difficulty: 
• The collection of speech data is a very expensive task. For instance, considerable 
effort must be put into designing the stimuli for the subjects to utter to ensure a 
sufficient sampling of their normal speaking characteristics. In addition, a compre-
hensive database will invol~e many speakers and many recording sessions. 
• The amount of data contained in a large speech database will be immense, creating 
problems of storage and organisation. Speech must be recorded digitall~ at very h~gh 
sampling rates to ensure the signal is not noticeably degraded. A tYPICal samphng 
rate is 16,000 samples per second; in other words, 16~OQO items of data for every 
second of speech on the database. 
• The data must be organised into a consistent and computer-readable format to 
speed up access to and processing of the data. For example, phonetic transcriptions 
of the speech must be transparent to allow the targetting of specific types of phone. 
Furthermore, for a large-scale analysis, any small delay in a particular sub-process 
will be multiplied many times over in the full analysis. 
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• The processing power of the computers must be sufficient to handle the huge volumes 
of speech data, ,and the analysis of that data. For example, most signal processing 
of sp.eech data Illvolyes some form of frequency analysis. This requires performing 
Founer transforms on the speech, 'a method .which is computationally expensive. 
• The storage power of computers must also be able to cope with the amount of data 
and the output of its analysis. Because computer memory can be a scarce resource 
in research facilities, many databases are now available on CD-ROM. The memory 
saved by using a CD-ROM can be used to store the inevitably vast quantity of data 
generated by the analysis. 
• Methods must be designed to handle the data analysis in an efficient and accurate 
manner. The correct segments of speech must be retrieved from the database, which 
must then be passed through the signal processing and statistical analysis algorithms, 
and finally the output must be coherently stored to enable further data retrieval and 
analysis. 
1.1.3 Characterising speaker sex 
Of the potential so~rces of variation in speech signal arising from the vocal characteristics 
of different speakers, the. particular one examined in this thesis is that of speaker sex. Al-
though the situation is changing, this has been a much-neglected area of research. Speech 
science, like most science, has traditionally been a male-dominated and androcentric area 
of research, dominated by male researchers and centred around investigating the male 
vocal apparatus. Most of our knowledge of speech is actually knowledge of male speech 
characteristics, and is thus sadly lacking in depth. A number of studies have reported that, 
when faced with a woman's voice, some speech recognisers give an inferior performance 
(see Doddington & Schalk 1981, Noyes & Frankish 1989, Waterworth 1984). Most previ-
ous attempts at dealing with variation due to speaker sex have involved simple formant 
and fundamental frequency scaling strategies. But the "analysis .. , of female . .. speech 
involve[sJ more than a mere scaling of fundamental frequency" (Titze 1989a:1699). Rather, 
it is clear that some aspects of the output of the female speech production apparatus are 
radically different to that of the male, and should be treated as such. 
1.1.4 The limitations of analysing, variable data sources 
\ 
Probably the most problematic aspect of research into speech, and in some respects one of 
the most overlooked, is the inherent variability of the acoustic speech waveform. There are 
an immense number of interrelated . factors imposing their own influence and character on 
the speech signal, resulting in a highly variable data source. Thus,. whilst in Section 1.'1.2 
above the need for a sound statistical basis for the description of the parameters of the voice 
has been acknowledged, the thoroughness with which the parameters can be described will 
almost inevitably be compromised by the inability to account for all speaker types in all 
speaking conditions. The results of any study into speech are inevitably constrained by 
the data upon which the analysis was based. 
Thus one of the most important criteria in the investigation of speaker characteristics is a 
recog~ition of the constitution of the analysed speech data. To illustrate t~is point, let ~s 
consider the research reported upon in this thesis. The speech data used III the analysIs 
came from the TIM IT database, and this data imposes two restrictions on the results of 
this characterisation of speaker sex. The method of investigation adopted for this study 
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imposes one further restriction. Firstly, the speakers represented on this database are in 
the main white, middle class, university-educated U.S. citizens aged between 20 and 39 
years (the attributes of the speakers are discussed in more detail in Section 4.1.3). This 
research is therefore an investigation of the acoustic-phonetic characteristics of speaker 
types, and it is insufficient to claim that the results of this study are representative of the 
population as a whole. Secondly, the database consists solely of read sentences, which is 
less dynamic than spontaneous speech. The data is therefore not entirely representative 
of a person's normal speaking patterns. Thirdly, the investigation reported upon in this 
thesis considered only certain vowels. It is possible that important sex-discriminating 
information is carried in other types of speech sounds, and in domains larger than single 
sounds. 
It is therefore important for researchers to describe their data in sufficient detail to allow 
their work to be compared and contrasted with other investigations. Then, rather than 
assuming that, for instance, the characteristics of all female speakers are the same and 
that studies reporting very different results are in some way in error, a more complete and 
richer description of the influences on the acoustic speech signal can emerge. 
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1.2 Outline of the research 
The research reported upon in this thesis co~sists of two distinct themes. The first of 
these is an investigation into the acoustic-phonetic correlates (or markers) of speaker sex. 
The second is a description of a method for the exploitation and analysis of a large-scale 
speech database. These themes will be explored in more detail below, but first it will be 
useful to consider the development of the research plan. 
1.2.1 The development of the research plan 
The original intention of this research was to model the characteristics of speaker sex in 
the acoustic-phonetic domain. However it became clear that the development of such a 
model was beyond the scope of this thesis. There were three principal reasons for this: 
1. The variability imbued in the speech signal as a result of a speaker's sex exists in 
too many dimensions for it to be modelled successfully at present. In other words 
there are too many factors (both biological and psychological) involved in creating 
the percept of 'femaleness' or 'maleness' in the acoustic speech signal. 
2. The academic literature provides insufficient data on the acoustic correlates of speaker 
sex from which a model may be constructed. The implications of the small numbers 
of speakers investigated in research studies have already been discussed. When re-
search studies are compa~ed, they are often inconclusive or contradictory, or throw 
light only on particular types of speakers. In addition, the data is usually reported 
in insufficient detail to gauge the variability of a particular parameter. 
3. Ivlany of the signal processing and parameter measurement algorithms required to 
produce the raw data for analysis are not reliable enough for a multi-speaker in-
vestigation. Algorithms are often developed using a limited range of speakers, and 
are optimised for a set range of values. Thus when they are faced with an anonym-
ous database, containing many more speakers, who exhibit very different behaviour 
in the parameter to be measured, they can fail to produce accurate results. For 
example, formant frequency estimators are notoriously unreliable when faced with 
female speech. As a result, extensive evaluation tasks must be embarked upon to 
validate an algorithm's performance. 
The scope of this research was thus restricted to three of the acoustic-phonetic variables 
which were cited most often in the literature, and which appeared to have especial im-
portance in the signalling of speaker sex. These were the fundamental frequency (Fa), 
the amplitude of the first harmonic relative to the second (H1-H2 ), and the formant 
frequencies (Fl, F2, F3)' The desire was to study these three variables in depth, encom-
passing as many speakers and as much speech as possible, to provide a fuller picture of 
(acoustic-phonetic) speaker sex characteristics and variability. To this end a computer-
readable database of speech was selected to make available a sufficiently large amount of 
ea.sily-accessible data. In addit.ion, the signal processing of the speech to produce the data 
on the acoustic-phonetic variables was automated, this being t.he only way to realistically 
cope with this quantity of dat.a. However, the techniques for the processing of such a 
large set of data were not readily-available, or had not been developed for speech research. 
In consequence, a regrettably large portion of the research time was spent in developing 
such techniques, including the evaluation of the performances of the signal processing 
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algorithms, which left less time for the statistical analysis of the acoustic-phonetic para-
meters under investigation. The statistical survey is therefore less comprehensive than 
was originally intended. 
1.2.2 The investigation of the acoustic-phonetic sex markers 
In order to set the research goals, and to have something to compare the results of this 
study with, a review of the literature on the acoustic-phonetic differences between female 
and male speakers was undertaken (see Chapter 3). From the review, a number of points 
become apparent: 
1. The identification of a person's sex from their speech is perceptually a very easy 
task. 
2. The acoustic-phonetic characteristics of women's speech are, in general, different 
from those of men's. 
3. A speaker's sex is signalled not by a single parameter, such as the fundamental 
frequency usually cited, but by a number of parameters. More importantly, with 
regards to how sex is signalled in the voice, it is this combination of parameters that 
generates the percept of a speaker's sex. 
4. The notion of an 'average' or 'idealised' speaker typifying each of the sexes is at best 
inadequate. While it is possible to compute average parameter values for particular 
categories of speakers, and while a group average may indicate a sex-dependent 
difference between the groups (for example, the average formant frequencies of /aa/ 
for women and men may be sufficiently different to indicate the presence of a sex 
marker), the members of the groups exhibit great variation both relative to the 
group's average, and within their own speech. 
This research has set out to provide substance to the final three points listed here. This 
involved finding out in what ways female speakers as a group differ from male speak-
ers~ through an investigation of the acoustic-phonetic parameters of the fundamental fre-
quency, the relative strength of the first harmonic, and the first three formant frequencies. 
Secondly, it involved an examination of the extent of between- and within-speaker vari-
ation in the measured parameters, to assess the parameter behaviour both within each 
sex group and the overlap between the sex groups. 
1.2.3 The design of a method for the analysis of speech databases 
Four main stages were identified to enable the automatic analysis of speech data, which 
can be summarised as follows: 
1. Preparation of a database of input speech; 
2. Establishment of structures to control the analysis of the data; 
3. Formation of a database of analysed speech; 
4. Statistical analysis of the database of analysed speech. 
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The TIMIT database satisfied the requirement of a computer-readable data source, al-
though the format of the database rendered the speech data less amenable to analysis 
by commercial database software. This necessitated the development of software capable 
of extracting data from the CD-ROM. Structures to control the input, analysis and out-
put of the data had to be designed to enable the complex cross-referencing required in 
the statistical analysis of the output. Algorithms were developed and comprehensively 
tested to measure the fundamental frequency, relative amplitude of the first harmonic and 
formant frequencies of the input vowel phones. The intention to investigate the extent of 
between- and within-speaker variability required the establishment of two output data-
bases of signal-processed speech: one containing the results of the processing of individual 
speech segments, and one containing a summary of the results for individual speakers. 
The software was designed to be flexible, so that it was possible to target any type of 
phone for analysis, and to perform any type of signal processing on the data. 
Finally, the problems associated with automating a~ analysis of a highly variable data 
type such as speech are addressed, particularly the signal processing analysis of speech, 
which can be fraught with difficulties. The speech behaviour of the population as a whole 
can be remarkably varied, and so any automated analysis of a large number of speakers 
must combine flexibility and reliability for there to be any confidence in the results it 
produces. While the algorithms designed to measure fundamental frequency and relative 
amplitude of the first harmonic were shown to be very robust, problems were encountered 
in ensuring the accuracy of the output of the formant frequency estimator. The extent 
of between- and within-speaker variability, and the added difficulties in measuring female 
formant frequencies (see Section 3.1.3 for further discussion of the problems associated 
with the measurement of fem-ale formants), made it very difficult to define a common 
search space to capture the three target formants for all speakers. 
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1.3 Outline of the thesis 
The thesis is divided into four main parts: Chapter 2 consists of an introduction to the 
field of speaker characterisation; Chapter 3 consists of a review of the literature on the 
variability in the acoustic-phonetic parameters of voice due to speaker sex; and Chapter 4 
presents the analytic research carried out for this thesis, while Appendix B describes the 
procedure developed to enable the data analysis. The thesis is described in more detail 
below. 
Chapter 2 presents an overview of speaker variability, or speaker characterisation. It is 
limited in the main to the acoustic-phonetic level, but will also take in some higher level 
effects where necessary (such as the influence of emotional state on prosodic features). 
It emphasises the inherent variability of speech and the problems this poses for speech 
technology research: given that apparently distinct acoustic events can be heard as the 
'same' sound, it indicates that extraction of speaker-specific information from the speech 
signal could be used to improve an automatic speech recogniser's performance; and by 
fully describing aspects of speaker characteristics, it indicates that the output of speech 
synthesis systems can be improved. 
The chapter begins with an introductory section (Section 2.1) that places speaker variabil-
ity within the wider context of the whole speech communication process and illustrates the 
many layers of information present in the speech signal. The speech communication pro-
cess consists of a chain of integrated cognitive, biological and physiological sub-processes 
linking the speaker's and listener's minds. This is briefly illustrated in Section 2.1.1. Sec-
tion 2.1.2 deals with ways of describing the information carried by the speech signal, and 
how this can be used to characterise both individuals and groups of speakers. This consists 
of the conceptual multidimensional space occupied by speakers, and the linguistic, para-
linguistic and extralinguistic information carried in the acoustic speech waveform. Section 
2.1.3 discusses some of the issues in the deciphering of the speech signal's linguistic mes-
sage. Section 2.2 reviews the sources of speaker variability. It begins with a look at the 
categorisation and description of speaker variability sources (Section 2.2.1), and continues 
with a look at how they can be used to classify the between-speaker differences across 
groups and individuals, and the differences inherent in every person's speech (Section 
2.2.2). Some of the consequences of speaker variability for the speech signal are discussed 
in Section 2.2.3). Finally, the sources of the variability are examined in Section 2.2.4. 
Having considered the wider issue of speaker characterisation, Chapter 3 looks at the 
specific variability which arises from the sex of the speaker. In particular there is an 
attempt to discover the acoustic correlates of this variability, of special importance for 
the machine recognition and synthesis of speech. The anatomy and physiology of the 
vocal apparatuses of women and men are the source of the major sex-dependent acoustic 
contrasts between equivalent utterances, as one would expect from the generally smaller 
female frame. However, the differences in acoustic-phonetic output between women and 
men cannot be modelled by a simple scaling of the acoustic speech signal; they instead 
reflect the nonuniform differences in growth patterns between the sexes, and also the con-
sequences of growing up in a world which places fundamental importance in the adoption 
and maintenance of sex roles. While socially-conditioned learned behaviour (accultura-
tion) is more obviously evident in the suprasegmental characteristics such as intonation 
and in the use of language, there is evidence to suggest that acoustic-phonetic factors such 
as the formant frequencies are subject to sex role-determined behaviour. The chapter be-
gins by stating that, as a result of the speech research community being male-dominated, 
relatively little research has been carried out into women's speech characteristics. Thus the 
variability due to speaker sex has been largely neglected in previous research (a statement 
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which is borne out in the performance of speech recognisers when dealing with women~s 
voices. In fact, the history of the research into speech has been that of male speech. res-
ulting in analysis techniques and theoretical models based on assumptions derived from 
the male voice. 
Section 3.1 looks at some of the sex-specific factors that influence the variability at the 
acoustic-phonetic level. The emphasis is on the anatomical and physiological differences 
between women and men in the vocal apparatus, and how they mould the acoustic speech 
waveform into recognisably female and male voices. The acoustic-phonetic parameters 
examined are the fundamental frequency, the relative amplitude of the first harmonic, and 
the formant frequencies (and which are the three parameters investigated in the research 
carried out for this thesis - see Chapter 4). These are generally considered in the literature 
to be the most important acoustic-phonetic cues to speaker sex. The general differences 
in the biology of the vocal apparatus of women and men, and the effects on the values of 
the three acoustic-phonetic parameters, are examined in Sections 3.1.1, 3.1.2 and 3.1.3. 
Looked at another way, Sections 3.1.1 and 3.1.2 look at the influence of the laryngeal 
vocal tract on speaker sex variability, Section 3.1.3 the influence of the supralaryngeal 
vocal tract. The influence of age, height and weight on the acoustic-phonetic parameters 
is looked at in Section 3.1.4. Finally, Section 3.2 considers the perception of speaker sex 
for further clues to the sources of variation. It is shown that the perception of speaker sex 
is a relatively easy task. It is also shown that the perceptual cues are present in all parts 
of the acoustic speech signal, with the result that the percept of speaker sex is extremely 
robust. It is therefore suggested that in order to affect the satisfactory characterisation of 
female and male speech this must be taken into account. 
The research carried out for this thesis is presented in Appendix B, a description of a 
method for the acoustic-phonetic analysis of large speech databases, and in Chapter 4, the 
results of a large-scale study into the acoustic-phonetic markers of speaker sex. Briefly, the 
speech data and the signal processing techniques used to analyse it are described in Section 
4.1, the procedure developed to carry out the investigation is described in Appendix B, 
the results of the analysis are presented in Section 4.2 and are discussed in Section 4.3, 
and the conclusions are presented in Section 4.4. 
Section 4.1 describes the method used in the analysis of the data on the TIMIT database. 
The segments of speech used as input data to the analysis are described in Section 4.1.1. 
The data comprised all instances of the vowel phones jaaj, jaej, jaoj, jiyj, juwj and 
juxj contained on the TIMIT database, a total of nearly 16,000 speech segments. This 
section discusses the reasons why these particular vowels were chosen, the establishment 
of the core data set, and gives some statistics on the lengths of the speech segments and 
the number uttered per speaker. Section 4.1.2 describes the signal processing techniques 
used to analyse the input speech data and measure the values of the acoustic-phonetic 
parameters. Briefly, the fundamental frequency was measured using cepstral analysis; the 
relative amplitude of the first harmonic by locating the first two harmonics and comparing 
their amplitudes; and the formant frequencies using an algorithm developed by the Centre 
for Speech Technology Research (CSTR) at Edinburgh University. Finally, the source of 
the speech data, the TIMIT CD-ROM, is described in full in Section 4.1.3. This consists 
of an outline of the structure of the database held on the CD-ROM, in particular the 
directory structure it uses to organise the speech waveform files; a description of the 
TIMIT notation used to label the phones, and adopted in this thesis; and the information 
it provides about the extralinguistic attributes of the speakers (e.g. age, height). There 
is also a discussion of the limitations imposed on this study by the type of speech data 
available on the database. 
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The results of the study are presented in Section 4.2 for the fundamental frequency, the 
relative amplitude of the first harmonic and the formant frequencies. Where possible the 
results are compared with the relevant data from the literature. The results are reported 
in the following form: an analysis of the overall data, an analysis of the data by phone, and 
an analysis of the data by speaker variable (Le. by' age, dialect, etc.). Particular attention 
is paid to the distribution of the mean and the range of values produced by each speaker 
to facilitate the analysis of between- and within-speaker variability in Section 4.3. Also 
discussed in this section are the sex-differentiating potentials of the three acoustic-phonetic 
measures, and the effects of different speaker variables on the values of the measures. The 
conclusions are presented in Section 4.4, and includes remarks on speaker characterisation 
in general, on the characterisation of speaker sex, and on the automatic analysis of speech 
databases. 
The use of UNIX in the analysis is described in Appendix A. Apart from the signal 
processing programs, which were written in C, nearly all of the software used in the 
extraction and analysis of the speech data was written in the form of UNIX shell scripts. 
Particular use was made of the pattern matching command grep and the pattern matching 
and processing language awk. This section describes the functions of the various UNIX 
commands, and outlines how they were incorporated into the shell scripts. 
Finally, the automated analysis procedure is described in Appendix B. Four main stages 
in the analysis procedure were identified: the preparation of a database of input speech 
(the requirements for which were fulfilled by the TIMIT database); the establishment of 
structures to control the analysis of the data (Sections B.1 to B.2); the formation of a 
database of analysed speech, including the extraction of data from the input database, 
and the signal processing of the data to measure its frequency characteristics (Sections 
B.3 to B.6); and the statistical analysis of the output database (Section B.7). A guide to 
each of the sections follows. 
Section B.1 describes the naming protocols, i.e. the protocols for the naming of speech 
slices~ files and directories and the definition of data structures. These ensure the con-
sistent structuring and storage of the input and output data. Section B.2 describes the 
directory structure for the organisation of data input and output, and the establishment 
of t.he files of labels pointing to the speech slices on the TIlvIIT database. Section B.3 
describes how the speech slices were extracted from the sentence files on the CD-ROM. 
Section B.4 describes the signal processing of the speech slices, or more specifically, the 
implementation of the signal processing algorithms. Section B.5 describes how the frame-
by-frame results from the signal processing are passed through a simple statistical analysis 
to produce the data on the frequency characteristics of each slice. Section B.6 describes 
t.he exhaustive checking of the slice statistics, to ensure the signal processing programs 
performed as intended, and to seek out any unusual results (which may come from, for 
example, unusual articulations of the vowels). This amounts to an evaluation of the al-
gorithms designed to measure the fundamental frequency, relative amplitude of the first 
harmonic and formant frequencies. Finally, Section B.7 describes the procedures for the 
full statistical analysis of the databases of slice and speaker frequency characteristics. The 
procedures allowed for analysis of within- and between speaker variability, and of the 
effects of speaker attributes and phonetic context. 
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Chapter 2 
An Introduction to Speaker 
Variability 
2.1 Introduction 
Walk into any room, and, providing everyone is speaking your language, you· will typ-
ically experience no problems understanding what they are saying. The human speech 
interpretation systems exhibit a remarkable ability to adapt to speakers with vastly dif-
ferent spe·ech characteristics, enabling us to understand the utterances of thickly-accented 
Scousers, squeaky-voiced' children and pipe-smoking drunkards. alike - although some of 
these may prove more difficult than others. Speech communication is evidently an inher-
ently variable process. 
There are many contributing factors to the sources of this variation in the speech signal, 
encompassing aspects of each speaker's anatomy, physiology, culture, personality and the 
situation slhe is in. The variability may take the form of differences between groups 
of people, for example between accent groups such as natives of Scotland and Pakistan; 
between individuals, such as differences in the length of the vocal tract; and within a single 
person because of a change in mood, or simply because an amount of time has elapsed 
between one utterance and another. The remainder of this introduction will explore some 
of the cognitive issues involved in the variability of the speech communication process to 
place speaker variability in context. 
2.1.1 A unified cognitive model of speech communication 
It is perhaps useful to consider a hypothetical situation in which we require a population 
sample to relate the same message. In this way, we can control the linguistic content of 
the utterance and we do not have to deal with any grammatical or semantic differences 
between the speakersl. Thus we can focus on the issue of speaker variability without 
considering the use of language. 
For our hypothetical group of speakers, let us assume that at some higher level the message 
is represented internally in the same way. Before the acoustic signal leaves each persons' 
1 Unfortunately, this analogy imposes the constraint of having this group of speakers use exactly the 
same words. In reality. an important source of variability between speakers (and often, as will be seen, 
within speakers) is the way dialect will cause some words. and indeed word structures, to change. However, 
this analogy is adequate for the purposes of introducing the topic. 
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lips, the utterance passes through a syst~m of cognitive and physical processing, which at 
the various stages imposes a series of changes upon this representation. In other words. 
from the creation of the message within our brains to the signal that is sent from our lips~ 
each speaker imparts a unique voice quality upon -the acoustic speech waveform. Through 
this process, no two waveforms representing ~he 'same' utterance are ever truly the same. 
Laver (1988) places this aspect of the speech communication process within the framework 
of a unified cognitive model, a system consisting of a 'chain' of cognitive, biological and 
physical sub-parts linking the speaker's and listene~'s' minds. Once integrated, the sub-
systems control "the overall process of spoken communication ... from' the ideational 
creation of the message to be transmitted, through the neurolinguistic, neuromuscular 
an4 neurosensory mechanisms of the speaker, through the acoustic characteristics of the 
tr.ansmission phase, to the sensory, perceptual and interpretive mechanisms exploited by 
the listener to reach an understanding of the meSsage . transmitted" (p83-4) . In other 
words, only by considering the system as a whole, by recognising the varied contributions 
of the different sub-systems, can speech behaviour be fully modelled. --
2.1.2 Some concepts in the characterisation of speakers 
The speech signal is not simply a carrier of the bald linguistic message uttered by a speaker. 
It also contains information about the speaker which slhe intends to convey, such as a 
feeling of anger, as well as information which is merely a consequence of ' the speech act -
for instance, cues to the speaker's sex and geographical origins. 
. , 
Lyons (1977:33) drew a distinction between two aspects of the speech signal, dependent 
upon the speaker's intent. A signal is informative "if (regardless of the intentions of the' 
sender) it makes the receiver aware of something of which he was not previously aware"; 
while a signal is communicative "if it is intended by the sender to make the receiver aware 
of something of which he was not previously aware". Of course, it is not ,possible to 
determine whether a signal, or some part of it, is communicative or informative merely by 
inspection. 
We can further distinguish the speech signal by identifying the types of information it 
carries (Laver & Trudgill 1979:6): 
1. Linguistic information. This may be considered as the 'message' the speaker is 
sending in terms of the speech sounds slhe articulates. The form of the linguistic 
information is therefore the semantic and grammatical units which are structured 
to produce meaningful utterances. Thus it is solely coIIlIllunicative in nature. 
2. Paralinguistic information. This is a psychological marker of the speaker's at-
titude or mood, and is generally known as the 'tone' of a voice (e.g. the use of 
whispered speech to convey a conspiratorial intent, or the use of smiling to reassure 
the listener). It tends to exploit features with a relatively long time-base (i.e. whole 
phrase or utterance). While not 'linguistic' in the sense that it is not constructed 
from sequential units, it does carry a communicative message in speech. 
3. Extralinguistic information. Extralinguistic features in speech are those habitual 
qualities of the voice that serve as markers of the speaker's physical and social iden-
tity. They are solely informative. They may be contained in such long-term param-
eters as average fundamental frequency and formant bandwidths (Kunzel 1989: 117) 
, caused by the physiological makeup of her Ihis vocal apparatus, and such short-term 
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Figure 2.1: The relationship between local variables and their marking functio~. From 
Laver & Trudgill (1979:8). 
parameters as the idiosyncratic and linguistically irrelevant inflections of a person's 
accent. 
All three types of information are combined in the speech waveform, exploitmg' many 
of the same phonetic features, and differing mainly in their time-base (Laver 1988:87). 
Their functions and interrelations, as defined by Laver & Trudgill (1979), are summarised 
in Figure 2.1. The paralinguistic and extralinguistic factors have the effect of distorting 
the acoustic speech waveform containing the linguistic communication, For example, the 
paralinguistic act of smiling alters the waveform through the spreading of the lips; while 
a longer term, extralinguistic habitual nasalisation will introduce antiresonances into the 
formant patterns. To recover 'the linguistic message, the listener must perfonil some sort 
of perceptual manipulation of the waveform, at the same time acknowledging the speaker's 
mood, or sex or accent if relevant to the discourse taking place. 
If we imagine a multidimensional space that encompasses all speakers and their attributes, 
and comprises each of the acoustic, perceptual and physiological domains, then we can 
consider each that speaker occupies their own subspace. While a person's anatomy will 
define the boundaries of the subspace an individual can in theory occupy, they will habit-
ually occupy a certain portion of that subspace defined by their culture and personality. 
This is known as the speaker type. The current location of the' speaker within their own 
potential volume is determined by speaker state (the emotional and physical condition 
of the f'peaker at that particular time) and speaker style (the societal c~de of convention 
which controls the use of careful (formal) and casual (informal) speech). 
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2.1.3 Deciphering the linguistic message in the speech signal 
Despite the immense variability of speech and the fact that the acoustic signal contains 
much more non-linguistic inform .... :ion than is necessary to comprehend the meaning it 
carries, we generally do not have difficulty in recognising a word spoken to us, or in 
deciphering the meaning of the message in an utterance. The above classifications of 
speech highlight both this excess of information in terms of the linguistic content, and also 
its richness regarding its capacity for providing a description of the speaker. Fry (1979:129) 
considers that there are two factors mainly responsible for our ability to understand speech. 
The first is redundancy, the ability to more or less predict th~ course followed by an 
utterance from our knowledge of the language, the speaker and the situation. This enables 
the listener to discard much of the information irrelevant to the understanding of the 
speaker's message, and instead concentrate on those aSpects pertinent to the discourse 
taking place. This also has consequences for the speaker, allowing her or him to reduce 
vowels to make them more like the neutral schwa, and even to delete them. The listener has 
a powerful store of phonological, grammatical, semantic and pragmatic knowledge upon 
which to draw in order to make up for these speaker-imposed deficiencies (Koopmans-van 
Beinum & van Bergem 1989:285). This can, for instance, allow the listener to replace ~ 
words that are semantically illogical either because s/he has misheard them or because 
the speaker has mispronounced them. 
The second factor is the ability to select certain acoustic cues or features from the mass of 
information contained within the acoustic speech signal. Thus, if we receive a telephone 
call from a person in, say, an agitated and excited state, essentially babbling a question 
at us, we are able firstly to extract the appropriate cues to recognise both the caller and 
the caller's emotional state, thereby settirig the context in w~ich the utterance is taking 
place, and then to concentrate our attention upon those cues required to understand what 
the speaker is trying to say. 
Given this variahility in the realisation of a particular sound, it is clear that the acoustic 
cues used to make decisions about the identity of sounds must depend upon the relations 
between physical quantities, and not their absolute values (Fry 1979:130)2. For example, 
consider the use of formant frequencies as a cue for vowel recognition: despite the fact that 
a'child's formant frequencies are much higher than those of a man's (see Peterson & Bar-
ney 1952), we have no difficulty in categorising the vowel sounds as the 'same'. We have 
a substantial capacity for discarding a large proportion of this information, instead con-
centrating our perceptive mechanism on a few acoustic cues. And yet speech researchers 
have consistently failed to pinpoint the intricacies involved in human speech perception. 
Remez & Rubin (1990:313) describe two "critical factors about speech" which they say lie 
at the heart of this failure: there does not seem to be a "core set of acoustic cues" for the 
use of the perceptual system (see Liberman & Cooper 1972), and the inherent variability 
of the speech wavefor~ "does not appear to indicate a normal set of acoustic events about 
which variation occurs~' (see Bailey & Summerfield 1980). 
The problem of coarticulation and the overlaying of cues 
In identifying a particular sound, we will generally use several acoustic cues (Fry 1979:130). 
Given that /p/, fbi, /w/ and /m/ are all bilabial consonants, we would not be able to 
distinguish between all of them on the basis of a single piece of acoustic information. 
2 At the acoustic level, the sound waves reaching our ears contain frequencies from 30 to 10000Hz and 
have intensity variations over a range of 30 dB or more, with those frequency and intensity levds changing 
many times a second (Fry 1979:129). 
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Although, with the redundancy present in a message, a single ~oustic Clle may suffice to 
make this distinction. However, the particular cues, or the combinations in which they 
are used, may well be different in different situations: and different speakers may well use 
different cues. There is, says Fry (p130), "substantial evidence that English listeners, for 
instance, do not use all the same cues for a given distinction", although there is a lot 
of consistency between the ~peakers of a language with regard to the cues they do use. 
As Fry (p130) points out, ''the only necessary qualification for an acoustic cue is that it 
should enable the listener to . .. recognise correctly the word that has been spoken." 
. Research into the perception of speech has shown that individual speech. sounds, and 
therefore the acoustic cues ~hat poip.t to the identity of those sounds, are 'squashed to-
gether' during the production of speech, a process Liberman et al. (1967) termed encoding. 
This has the effect of blurring the boundaries of individual segments so that they run into 
each other. For example, consider the production of the word 'bat'. The articulators and 
vocal tract are first positioned to produce the characteristic labial burst for Ibl, but are 
then moved towards the positions that would be necessary to elicit an isolated, steady-
state lae/. This target is never reached in normal speech however, because the speaker 
has already begun to move towards the articulatory configuration for It I .. Thus, to use 
Lieberman & Blumstein's (19~8:145) term, a 'composite' sound has been' formed, into 
which the individual speech sounds comprising the fbi, lacl and It I have 1;>een merged. 
While it is possible to identify the parts of the acoustic signal relating to each phoneme 
through the use of acoustic cues, and even to isolate the segment corresponding to the 
vowel, it is impossible to separate the Ibl or the It I without including at least some 
portion of the vowel. 
, 
The consonants can in fact be shown to be modulations of the formant pattern of the vowel 
(Lieberman & Blumstein 1988:145), manifesting themselves as formant transitions. This, 
can be seen in Figure 2.2, which shows synthetic spectrograms of voiced stops followed by 
various vowels (see Delattre et al. 1955). Both the frequency and dynamics of tlie second 
formant are entirely dependent upon the following vowel, particularly so for the I dV I 
context. Similarly, Liberman (1970) experimented with two-formant approximatioIiS--to' 
the syllables I d iy I and I d uw I . . Heard in isolation, the F2 transitions corresponding to 
the Idl were reported by listeners to be a rising (for the transition spliced from Id iyj) 
or a falling (from Id uwj) frequency modulation. 
The problem of inconsistency in the production of speech sounds 
... 
Considering the second of Remez & Rubins' 'critical factors', there appears to be a lack 
of consistency across speakers as to the articulatory strategies they use to produce pho- ' 
netically the same results (Nolan 1983:55). This is because: "In speech, production of the 
individual phonemes which compose words requires the coordination of intricately-timed 
laryngeal and supralaryngeal gestures" (Monsen & Engebrettson 1977:981). A number of 
studies bear this out. Harshman et al. (1977) used factor analysis of vocal tract cross-
sectional area over a set of vowels to show that different speakers use different proportions 
of the two principal 'movement' factors (possibly as a result of anatomical differences, they 
sugges~). Perkell's (1979) study used direct palatography to show there is considerable 
variation across subjects in tongue-palate contact for particular vowels. Riordan (1977) 
prevented subjects from rounding their lips, but found that they nevertheless lowered 
their formants by lowering their larynxes. Delattre (1967) used x-ray and spectrographic 
evidence to show that some American English speakers achieve a retroflex voice quality, 
not by raising the tongue tip but by bunching the tongue. Perkell (1979:375) suggests that 
his results, along with those of others, show "that each individual does what is necessary 
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Figure 2.2: Synthetic spectrograms of voiced plosives followed by vowels using only Fl 
and F2 information. From Lieberman & Blumstein ~ 1988:144, after Delattre et al. (1955). 
to produce an appropriate acoustic output:~ 
,As well as gross articulatory deviations~ the movements of the articulators, particularly 
in fast speech. are never precisely time-locked; "even though their co-ordination has to 
satisfy some necessary and demanding acoustic and auditory temporal constraints" (Laver 
1988:93). For example, in the production of a nasalised vowel, the timing of the movements 
of the soft palate with respect to the tongue can be observed to differ. Thus, in pursuit 
of an auditory goal , the speaker is free to implement the articulators as best slhe can. 
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2.2 A review of the sources of speaker variability 
This section begins with a look at the categorisation and description of speaker variability 
sources (Section 2.2.1), and continues with a lookat how they can be used to classify the 
between-speaker differences across groups and individuals. and the differences inherent in 
every person's speech (Section 2.2.2). Some of the consequences of speaker variability for 
the speech signal are discussed ic Section 2.2.3. Finally, the sources of the variability are 
examined in Section 2.2.4. 
2.2'.1 Describing speaker variability 
Scherer & Giles (1979:xii) coined the term 'speech markers' as a way of categorising the 
variability speakers exhibit. They intended this descriptor to be applied in a general sense 
to mean those extralinguistic, paralinguistic and linguistic "speech cues that potentially 
provide the receiver with information concerning the sender's biological, psychological 
and social characteristics." This allows us to assign particular speech cues as being of a 
particular type. 
In the same publication, Laver & Trudgill (1979:3) report on a typology proposed by 
I Abercrombie (1967:7-9) which aims to classify speech types. This typology proposes a 
hierarchy allowing people to be characterised according to differences between groups of 
speakers, between individual speakers, and within the speech of a single speaker. They 
posit that within speech there are: group markers, indicating membership of a group (e.g. 
a regional or social group); individuating markers, characterising the individual (e.g. a 
'breathy' voice, or a lisp); and affective markers, chc-..racterising the changing states of 
the speaker. This final category was further defined by Lyons (1977:108) to include "any 
information in a .. , signal which indicates to the receiver that the sender is in a particular 
. state, whether this be an emotional state (fear, anger, sexual arousal or readiness, etc.), 
a state of health (suffering from laryngitis, etc.), a state of intoxication, or whatever." 
Most other descriptions of speaker variability (e.g. Vaissiere 1985:202-3, Laver 1988:107, 
Shevchenko 1989:131) tend to follow this categorisation, adding to their lists what are 
basically subcategories of the above. For the sake of clarity, it would seem appropriate 
to adopt the descriptors outlined by Laver & Trudgill: they allow us to classify speakers 
according to the between-speaker.differences across groups and individuals, and to the 
differences inherent in every person's speech. 
One further, useful descriptor of voice features is the use of the terms intrinsic versus 
extrinsic. They allow us to differentiate between those features outside of the speaker's 
control and those features within it, whether voluntary or not. Laver (1976:57) describes 
them as follows: "Intrinsic features ... derive solely from the invariant absolutely un-
controllable physical foundation of the speaker's vocal apparatus ... extrinsic features 
are made up of all aspects of vocal activity which are under the volitional control of the 
speaker, whether 'consciously' or not.~' 
2.2.2 Between-speaker and within-speaker variability 
The listener brings to bear a wealth of linguistic, paralinguistic and extralinguistic knowl-
edge about the speech waveform to compensate for the relatively impoverished nature of 
the linguistic data it contains. "That distinct acoustic effects can be heard as t~e 'same 
sound' (e.g. the 'same vowel' spoken by a man and a woman) has long been a challenge to 
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perceptual physics': (Nolan 1983:198). However: by treating the production of speech as 
simply the result of highly trained gymnastic routines performed by the vocal apparatus~ 
we obscure the way in which a speaker exploits her Ihis vocal apparatus for a variety of 
communication uses. Bolt et ai. (1979:15) refer to "the lack of a mature scientific discipline 
for analysing speech in terms that characterise the speaker". Within-speaker differences, 
with few exceptions~ have been seen as noise to be filtered out in order to obtain the "true' 
speech data, i.e. the linguistic message. 
Work on the theory and practice of recognising the differences between speakers is now 
increasing and is clearly of relevance in modelling human speech perc~ption and production 
(see~ for example, Hollien & McGlone 1976:39). That objectively different acoustic signals 
from two speakers can be normalised and perceived as the same by a listener, and that 
individuals may use different articulatory strategies to produce equivalent auditory effects, 
are just two of the phenomena which are worthy of more research. "The human perceptual 
system copes with ... inter-speaker and intra-speaker variability very well indeed: in the 
speech technology world, variation within a single speaker is itself a major part of the 
speech recognition task. Adding the acoustic variation that is found between speakers 
to the task of recognising spoken messages from continuous speech at least doubles the 
difficulty of the task, even when no change of accent-community is involved. It is almost 
certain that the problem of successful recognition of continuous speech from a single 
speaker using a large vocabulary will be solved well before the solution is found to the 
problem of adequate automatic adaptation to new speakers of different accents" (Laver 
1988:100). 
Sources of between-speaker variability 
"The acoustical signal contains not only information about the linguistic content of the 
speech, but reflects also the unique properties of the speaker's vocal apparatus and conveys 
information about the speaker himself (his age, sex, identity)" (Vaissiere 1985:202). Laver 
(1988:107) identifies four main types (or layers) of extra- and paralinguistic attributes 
present in the speech signal which contribute to the differences between speakers. These 
are: 
• Physical- differences due to a person's sex, age and individual anatomy 
• Social - socioeconomic, ethnic and regional contributions to accent 
• Psychological - differences due the speaker's personality 
• Situational - changes in the speech patterns due to variations in mood, attitude, 
etc. 
The consequences of between-speaker differences manifest themselves in the same dimen-
sional acoustic space in a complex interaction that affects the perceived speech signal in 
a multitude of ways. Thus any attempt to classify a group of speakers into particular 
representative groups ~ say along the lines of sex or accent - is fraught with difficulties. 
The complex interactions of the between-speaker variations can result in a significant devi-
ation from, for example, the average range of formant frequencies associated with a group. 
These deviations from the group norm must "be taken into account if reference values are 
to allow optimal classification" (W Barry et ai. 1989:356). For example, consider the use 
of vocal tract size to differentiate women, men and children. According to W Barry et 
al. (1989:356): "What is rarely considered in the light of such large group differences is 
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the range of vocal tract variation within the group"~ Thus the classification of a sample 
of speakers into groups ;'can ... be significantly affected unless within-group adjustment 
is undertaken.~: To complicate matters further. all the factors affecting between-speaker 
variability :'exist simultaneously, and to an unknown degree in the signal. and adaptation 
to anyone of these presupposes prior correction for the [othersf (W Barry et ai. 1989:356). 
The sources of between-speaker differences presented above are examined more fully in 
Section 2.2.4. 
Sources of within-speaker variability 
Speakers are unable to reproduce precisely the same speech sound, even when speaking 
in the same conditions. "[H]uman speech is inherently variable - a given speaker will 
never produce the same sound in exactly the same way" (Fallside 1985:49). In fact, the 
consistent perfect reproduction of speech sounds is not required of the speaker for the 
listener to comprehend what is being said. 
Nolan (1983) demonstrated that speaker-dependent information is not encoded in the 
absolute values of particular parameters, but is instead incorporated into a range of values. 
"The way a speaker speaks on a -given occasion is the result of a complex interaction 
between his communicative intent, the language mechanisms he controls and the context 
in which he is speaking'" (Nolan 1983). In other words, the particular parameter values 
used by the speaker on a particular occasion are entirely dependent upon the situation, 
and different situations will yietd different values. 
There are a number of factors affecting the consistency' of the acoustic speech waveform 
from a single speaker. Laver (1988:93-6) identifies four sources of variability: 
1. The movements of the articulators relative to one another are never precisely time-
locked. "[I]n the case of speech, fluent motor execution and a high event rate may 
depend on overlapping movements rather than synchronisation of movements ... 
Synchronous patterning may be a default principle that is overridden by phonetic 
and motor learning to yield the highly-overlapping patterns that characterise rapid, 
fluent motor execution" (Kent 1983:70). This may well be due to the complex 
mechanisms involved in their anatomy and manipulation. 
2. The coarticulatory effect on a given phonological unit varies according to its phono-
logical context. This is governed by biomechanical factors (inertia, elasticity, muscle-. 
geometry) constraining the movements of the articulators and therefore the produc-
tion of a particular sound in a particular phonological context; and phonetic factors 
such as accent governing the pronunciation of a given phonological prime in a. par-
ticular sequence. For example, on some occasions a speaker will release a word final 
stop, and on others will not (Doddington & Schalk 1981:29). 
3. Changes in speaking rate affect the speech patterns in the signal. For a speaking rate 
increase, this can result in such phonological changes as vowels and/or consonants 
being reduced or deleted. Speakers compensate when speaking faster by either de-
creasing articulator movements (and thereby undershooting phonological targets) or 
by increasing articulator velocity. Changes to the speaking rate cause nonconstant 
changes in the acoustic structure of the speech signal. For example, Miller et al. 
(1984 - cited Miller & Volaitis 1989:505) found that interviewees on a radio chat 
show "changed speaking rate frequently and substantially." 29 of the 30 speakers 
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tp-sted changed the average duration of syllables by as much as lOOms. while 20 of 
the 30 changed it by as much as 300ms. ' 
4. Ch?ice of speaking style, i.e. formal or informal. This has implications at the phono-
logIcal level (Laver 1988:96). The more formal the speech style or speaking situation. 
the fewer deletions, reductions and coarticulations occur due to the speaker increas-
ing her/his articulatory effort (van Bergem & Koopmans-van Beinum 1989:285). As 
an illustration, English words have on average two or three reorganised forms for 
use in informal speech (or, for that matter, in speeded-up speech). For example, 
'actually', spoken in a formal situation by an upper class English person, may be 
pronounced /ae k t y uw er I iy/. However, faced with increasing informality, the 
pronunciation may lead through / ae k ch uw e! I iy /, / ae k ch uw I iy /, / ae k ch er 
I iy/, /ae k ch I iy/ and /ae k sh I iy/ to possibly the most informal derivative /ae 
sh I iy / (Laver 1988:95) .. 
In addition to th~se is the (possibly) more minor effect of voice perturbation, fluctuations 
in the speech waveform due to an inability to maintain a steady speech sound (see page 30 
for a more thorough treatment). However, there is evidence that the magnitude of these 
perturbations in people without pathological vocal fold disorders is small (Milenkovic 
1987:529). 
A~ emotional state in the speaker will produce characteristics- patterns of articulatory 
and respiratory movements which playa part in modifying the acoustic speech signal (see 
page 32 for more details). Temporary physiological effects such as colds and drunken 
speech will add to the variation imposed upon the speech signal. Other sources of vari-
ability include increased vocal effort, resulting in an increase in energy in the spectrum 
(Thomas et al. 1989), and idiosyncrasies of speech such as stuttering, lisping, slurring and 
speaker-generated noises such as lip smacks, heavy breath-intake, 'um's and 'er's (Pallett 
1985:373). 
Factors affecting pronunciation and their consequences for ASR systems 
M Cooper (1987; see also reviews by Doddington & Schalk 1981, and Pallett 1985) iden-
tified some of the particular problems of within-speaker differences to automatic speech 
recogniser applications. This has obvious practical applications in that recognisers are in-
tended for use in the workplace away from controlled laboratory conditions. Cooper notes 
that: :'Current speech recognisers rely on consistent pronunciation by the user, [whereas] 
people differ considerably in their ability to speak in a consistent manner" (p85)3. In the 
real wOlld, a number of factors combine to cause significant within-speaker variability in 
performance4: 
• Ambient noise. This impairs the operation of the recogniser and affects the manner 
in which people speak. For example, half the people studied by Rollins (1985) 
spoke very differently when hearing loud industrial noise over headphones than under 
quiet conditions. She also found that if the application was for noisy and quiet 
environments, then training utter<}nces obtained under noisy conditions were better 
for recognition . 
• Stress on speaker. For example, Reed (1985) reported studies by Poock in which 
he found that 'moderate' stress applied to subjects in the laboratory caused recog-
nition accuracy to drop by 23%. See also Hecker et aI. (1968). 
3In speech recogniser terms, people who are consistent in their speech and therefore cause the recogniser 
to perform well are known as 'sheep', while those whose speech is variable between utterance repetitions 
are known as 'goats' (Doddington & Schalk 1981). 
"For more experimental results, see also Loven & Collins (1988). 
24 
• ~hysical work. If a person1s workload is sufficient to affect breathing, then it is 
lIkely to change her/his manner of speaking (M Cooper 1987:84). For example, Visick 
et ai. (1984) reported that the physical work of parcel sorting affected recognition 
accuracy. They suggested this could have been due to movement of the headset 
microphone as well as speech characteristics. 
• Temporal congruence. This refers to the (in)ability of a speaker to reproduce 
the same utterance in the same fashion after a period of time has elapsed' (Thomas 
et al. 1989:409). This has obvious consequences for the performance of speaker-
dependent systems (see Nolan (1983:12) for a discussion of the change in speech 
patterns over different test sessions, and the consequences for machine recognition). 
Dew et ai. (1986) found decreasing recognition rates during test sessions lasting an 
hour. Studies by Waterworth (1984) and Wilpon & Roberts (1986) found a longer 
term drifting effect present in speecL.. The maximum recognition score was obtained 
immediately after training the system, which declined with the passing of time. As 
well as considerations pertinent to the speaker, other factors which can alter the 
speech signal over time include changes in speaking environment (especially when 
noise is introduced) and microphone placement (Doddington & Schalk 1981:29). 
2.2.3 The consequences of speaker variability 
Intrinsic voice features exist due to the extralinguistic voice characteristics imbued by the 
anatomical differences between individuals. These anatomical influences on voice quality 
- due to such factors as vocal tract length, lip, jaw, tongue-, nasal cavity and pharynx 
dimensions, dental characteristics and laryngeal geometry (Abercrombie 1967:92) - impose 
absolute limits (static constraints) on the range of the speaker's acoustic output. By their 
very nature they are permanent and uncontrollable. In addition, dynamic, physiological 
constraints are placed upon the artic~lators due to the inability, for example, of the tongue 
to curl back and touch the soft palate. 
However, the anatomy of the vocal apparatus implies only physiologically determined 
maxima and minima for a speaker's voice features~ Within these limitations, speakers will 
adopt certain voice 'settings', ranging from quasi-permanent extralinguistic features such 
as accent to more fleeting paralinguistic gestures associated with transitory emotions, such 
as anger or happiness. These settings are attained through a varied use of muscular action 
(Laver & Trudgill 1979:14). 
The quasi-permanent settings are the result of learned patterns of behaviour, realised 
as long-term articulatory settings (W Barry et ai. 1989:356), reflecting the speaker's life 
experience as a member of a locality, social class, culture and ethnic group. And as 
such these settings also act as markers, signalling to others the membership of these 
groupings. They are 'quasi-permanent' in the sense that they are subject to outside 
influences: for instance, a working class student at university may have her/his regional 
accent 'watered down' through mixing with the predominantly middle class, RP-sp~aking 
student population. Other long-term characteristics are those markers of personality or 
voice 'type' (e.g. harshness, nasality), the result of a configurational trend in the act:on of 
the vocal apparatus. 
The widely accepted model of between-speaker variation quoted in. the literature consists 
of two parts (Nolan 1983:26): organic (structural) differences - physiological differences 
in the vocal apparatus i.e. shape, size, dynamic limitations, etc.; and learned (functional) 
differences - differences in the manner of speaking from accent, dialect, etc., i.e. stored 
habit patterns. As Nolan (1983:27) says, this is excessively simplistic and belies the 
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impact of within-speaker variation. He introduces the notion of the pla"'~icity of the vocal 
tract~ the ability of speakers to alter their voice quality by adjusting the settings of the 
vocal apparatus - for example, ~aising or lowering the larynx~ or applying a greater or 
lesser degrp.£ of tension on the vocal folds. The consequence of this is that the scope 
for variation in a given set of circumstances (e.g. stress, noise, illness) is considerable, 
only constrained by the physiological limits imposed by the dimensions of the vocal tract 
and the vocal folds. To say that a given speaker has an habitual and consist€nt way of 
speaking is to ignore "the vast core of knowledge the speaker has about the phonetics and 
phonology of his language" (Nolan 1983:28) and the ways in which this may be used to in 
some way alter her/his way of speaking when faced with a given situation. It also ignores 
the different levels of learning, and subseq~ently their susceptibility to alteration by the 
speaker. The complex interactions of the between-speaker variations, combined with those 
of within-speaker variations, can result in a significant deviation from the average range 
of resonance frequencies associated with a group. These deviations from the group norm 
must "be taken into account if reference values are to allow optimal classification" (W 
Barry et al. 1989:356). For example, consider the use of vocal tract size to differentiate 
women, men and children. According to W Barry et al.: "What is rarely considered in the. 
light of such large group differences is the range of vocal tract variation within the group" 
(p356). To complicate matters ~lrther, all the factors affecting inter-speaker variability 
"exist 'simultaneously, and to an unknown degree in the signal, and adaptation to anyone 
of , these presupposes prior correction for the [others]" (p356). In other words, the whole 
issue of speaker variability, encompassing both between- and within-speaker differences, 
must be taken into account when generalising across group,s of speakers. 
-
The above anomaly is highlighted in sociolinguistic studies investigating the- use of lan-
guage in regional and social groups. Labov made the discovery that each speaker has 
control over a range of speech styles for use in different contexts, e.g. in a formal setting, 
or in casual conversation: "As far as we can see, there are no single-style speakers" (Labov 
1972:208). For many sociolinguistic variables - e.g. the use of /n/ vs. /N/ in the- -ing suffix 
in New York (Labov 1966) and Norwich (Trudgill 1974a) - a speaker in a given context 
produces neither 0% nor 100% of the variable. Similarly, there is a range of styles within 
regional accent groups, where a particular'speaker's manifestation of a regional accent may 
lie anywhere between the full regional form and the standard national form (e.g. between 
'Geordie' and RP), and may even contain certain elements of other regional accents. Thus 
the occurrence of the value of a variable in a speech sample cannot be used to reliably 
predict its occurrence throughout a:H of that person's speech in the same context. Labov 
also found that the sociolinguistic stratification (what social/geographic group you belong 
to) and stylistic variation (the use of different modes of speech in different contexts) noted 
above take place along the same dimensions (i.e. with the same variables). Thus "it may 
therefore be difficult to interpret any signal by itself - to distinguish, for example, a casual 
salesman from a careful pipefitter" (Labov 1972:240). This is illustrated schematically in 
Fig. 2.3 adapted from Labov (1972). Each line represents one socioeconomic class. The 
figure shows how speakers will adopt a higher percentage of a prestige form both because 
of membership of a 'higher' social grouping and because of an increase in the formality 
of the context. As a further example, consider Table 2.1, derived from a study by Labov 
(1972:103) concerning the social significance of post-vocalic r-colouring. In one instance, 
bo~h speakers, from different social groups, pronounce the same number of r's while talking 
in different styles. 
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Informal ...... .-----..... Formal 
STYLE 
Figure 2.3: Schematic representation of the use of a prestige value of a sociolinguistic 
variable according to class and role. After Labov (1972). 
Class Casual speech Careful speech 
. upper middle 32 47 
lower middle 0 31 
Table 2.1: Proportion of -T pronounced (post-vocalic r-colouring) by two women of differ-
ent Rocioeconomic class. in informal (casual speech) and formal (careful speech) settings. 
After Labov (1972: 103) . 
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2.2.4 Sources of speaker variability 
This section will aim to gather t<;>gether the s<;mrces of variability exhibited by speakers. 
In keeping with the generality called for by Abercrombie (1967) for such a typology (see 
Section 2.2.1), the sources have been classified into five areas - namely accent markers~ 
physical markers, personality markers, situational markers and emotional markers - while 
still retaining the overall structure defined by Laver & Trudgill (1979). Obviously, this can 
impose some unwelcome constraints. The physical marker of sex would more comfortably 
be considered as a grouping factor rather than an individuating one; and the milieu of 
regional, social, cultural and ethnic group contributions to accent constitute a very indi-
vidual voice, or idiolect (Wells 1982:1). But considerations of clarity demand a structured 
approach, and so the few anomalies will be overlooked. 
Group markers 
Accent 
A person's accent is the result of a learned experience (Vaissiere 1985:203), embodying the 
complex interaction of a number of influences, such as area of upbringing, socioeconomic 
class, and ethnic, educational and cultural background. Diphthongs, glides, r-coloured' 
sounds, tense vowels are particularly susceptible to these influences, especially across di-
alects (see Holbrook & Fairbanks 1962, Sambur 1975, Goldstein 1976). An important 
factor in the makeup of an accent is the history of that accent, specifically its develop-
ment and interaction with other accents (Pallett 1985:373). This can incorporate a..c;;pects 
of parental accent, influences from peer groups, from different social classes, and, for people 
who have moved into a region, the influence of local accents and dialects. 
Regional influences on accent can cause speakers from different localities to use different 
sound systems. This can mean differences in both the number of phonemes used by the 
speaker, and in their. phonetic realisation (W Barry et ai. 1989:355). Audibly, these sources 
of between-speaker variability manifest themselves as differences in phonetic quality, while 
acoustically they can be detected as differences in the time-frequency-energy patterns of 
functionally equivalent utterances. There will also be differences in the occurrence of the 
phonemes in the speaker's lexicon. An accent can cause wide-ranging deviations between 
accent systems (W Barry et ai. 1989:355). For example, Southern British English speakers 
rhyme 'pass' with 'farce', while Northern British English speakers rhyme it with 'gas'; the 
first vowel in 'leisure' is rhymed with 'lesson' for British English speakers, and 'lesion' for 
American English speakers. Table 2.2 shows a number of pairs of words for which some 
accent groups make vowel distinctions. Thus accents do not simply result in a speaker 
pronouncing particular sounds differently, they also significantly alter the speaker's lexicon 
(Nolan 1987:476). These differences apply between all major English accents. 
The influence of social class results in a range of accents being in existence in any given 
locality, from RP at the top of the social scale, down through a milder form of the re-
gional accent in the middle classes, to a much broader form at the bottom, perhaps with 
more dialectal variation (Wells 1982:14). Thus: "A person's social position is reflected in 
the words and constructions he uses, as well as in the way he pronounces them" (Wells 
1982:13). This is generally more applicable in England than elsewhere, although Labov 
(1966) found that variability in the speech of New Yorkers also depends upon the class of 
the speaker. The existence of social stratification in speech is amply demonstrated in the 
data reproduced in Table 2.3~ from a study of speakers in Norwich by Trudgill (1974b), 
where the percentages in each column indicate average deviations from RP. 
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Word pair SBE \,"BE Scot \,"AE 
trap-bath + - - -
foot-strut + - + + 
foot-goose + + - + 
lot-cloth - - - ( +) 
lot-thought + + - (+ ) 
lot-palm :f- + + -
start-palm - - + + 
Table 2.2: Vowel distinctions between gross regional accents (+ = distinction: - = no 
distinction). SBE = Southern British English, NBE = Northern British English, Scot = 
Scottish English, NAE = North American English. Note that the brackets in the NAE 
column indicate that some subgroups do not have such an opposition. From W Barry 
(1987:468), after Wells (1982). 
Class (ng) (t) (h) 
Middle middle 31 41 6 
Lower middle 42 62 14 
Upper working 87 89 40 
Middle working 95 92 59 
Lower working 100 94 61 
Table 2.3: Percentage deviatio!ls from RP of residents of Norwich for: (ng) = Inl VB. 
Ingl in -ing; (t) = Iql VB. It/, as in butter and bet; (h) = absence VB. presence of Ihj, i.e. 
h-dropping. After Trudgill (1974b:48). 
The ethnic background of speakers will also play a role in shaping their speech. For 
instance, Hudson & Holbrook (1981) showed that both female and male young black US 
Americans have on average a lower fundamental frequency than equivalent whites, even if 
the difference is relatively small (6.5Hz for males, 23.9Hz for females). 
Individuating markers 
Physical 
The anatomy of a person's vocal apparatus, and the effects upon this of sex and age. all 
have characteristic effects on the speech signal. 
The length of vocal tract is the main determinant for the dispersion of the resonance 
frequencies (Vaissiere 1985:202): the sh0rter the vocal tract, the higher the resonance 
frequencies of tlle speaker (Peterson & Barney 1952). Formant frequencies for female vo-
cal tracts are about 15% higher than for male vocal tracts, while those of children are 
higher still; while the formant bandwidths for women's vocal tracts are about 50% wider 
(Vaissiere 1985:202). Adult males, adult females and children appear to have proportion-
ately different pharyngeal and oral cavities (Fant 1966). Together with the wide range of 
sizes between speakers of the same sex, this results' in variant distributions of the formant 
frequencies. 
One source of variability often omitted is that of the nasal tract. The physical makeup 
of the nasal tract affects nasal resonances and thus affects the acoustic characteristics of 
nasal and nasalised sounds (Vaissicre 1985:203). 
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One obvious difference between voices is the fundamental frequency of vibration of the 
vocal folds, perceived by listeners- as pitch. According to Johnson (1990b:230): ·,It is 
well documented that hearers are influenced by Fo when they make judgements about 
vowel quality (Miller 1953, Fujisaki & Kawashima 1968, Slawson 1968, Ainsworth 1975, 
Traunmiiller 1981}". Therefore the physical makeup of the vocal folds will affect the 
perceived voice quality. According to the myoelastic aerodynamic theory of phonation, 
the frequency of vocal fold vibration (i.e. the fundamental frequency) is governed by 
the elasticity, tension and mass of the vocal folds5 (Borden & Harris 1984). The more 
elastic the folds, the higher the fundamental because they will tend to bounce back to 
their steady-state quicker. A greater amount of tension in the folds will also raise their 
fundamental frequency. Increased tension is primarily achieved by stretching the folds 
through laryngeal muscular action. And the more massive (longer and thicker) the folds, 
the lower the fundamental. Titze (1989b:901) adds that Fo is also controlled by the 
subglottal pressure6. 
There are other, more physiological, factors which influence the use of the vocal folds. The 
modes of vibration of the vocal folds are known as phonation types. They may be described 
as a deviation from the modal, or normal, type (see Nolan (1983:140) for a descriptio~ 
of modal phonation). The different types may be achieve~ by adjusting the separation 
between the arytenoid cartilages (Klatt & Klatt 1990:821). There are two main phonation 
types which can affect voice quality, depending' upon whether the vocal folds are being 
loosened (for breathy voice) or tightened (for pressed voice)7. With breathy voice the folds 
are not adducted (closed) fully, but are close enough to be vibrated causing continuously 
released air to accompany the sound wave. The glottal source spectrum becomes richer 
in low frequency energy, and noise may be created at the glottis during voiced sounds 
(Vaissiere 1985:203). M Barry (1986:2) identifies three characteristics of breathy voice: 
increased spectral tilt, greater energy in the fundamental, and the presence of noise in the 
spectrum. Laryngealised (or pressed) voice is achieved by tightening the larynx (using the 
arytenoid cartilages) to permit only a small volume velocity pulse through the glottis. It 
is usually accompanied by a lowering of Fo (Kla~t & Klatt 1990:821). The glottal source 
spectrum becomes richer in high frequency energy (Vaissiere 1985:203). An extreme form 
of laryngealisation is creaky voice (or vocal fry), comprised of extremely low vibrations of 
the vocal folds (Borden & Harris 1984). 
It is an accepted fact that during voicing the vocal folds produce a waveform that is 
not entirely periodic. As far back as 1927, Simon concluded that "there are no tones of 
constant pitch in either vocal or instrumental sounds~' (Simon 1927:83 - cited Orlikoff & 
Baken 1990:31); while Titze et al. (1987:252) say: ;'Even the most serious attempt by a 
speaker to produce steady phonation with constant pitch, loudnes~ and quality results in 
perturbations in F 0, amplitude and waveshape of the speech signal". These perturbations 
are fluctuations in the speech waveform due to an inability of the speaker to maintain 
a steady speech sound. There are three main types of voice p~rturbation (Hillenbrand 
1987:448, Titze et ai. 1987:252): jitter (fundamental frequency perturbations) - rapid. and 
generally relatively small, cycle-to-cycle variations in F 0 (see Higgins & Saxman (1989) for 
a more thorough treatment); shimmer (amplitude perturbations) - analogous cycle-to-cycle 
5Xote that each of these factors will have the effect of working against each other. For example, the 
longer the folds are, the greater will be their mass, which will tend to lower Fo; conversely, the longer folds 
will also increase the tension across them, leading to a higher Fo. 
6This is the primary variable in the control of vocal intensity. Fo and intensity are not controlled 
independently of each other: a speaker will tend to raise the pitch of her/his voice when talking more 
loudlv (Titze 19S9b:901). 
'I<:latt & Klatt mention glottal stop as a further phonation type, which which may be considered as an 
even more extreme form of laryngealisation than creaky voice. 
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variations in amplitude; and p~rturbations due to additive nois~ - turbulent airflow through 
the glottis during phonation. Experiments in the synthesis of speech have shown that 
jitter seems to be an essential cue for natural voice quality (Lieberman 1967:36). When 
speech is synthesised using only a smooth glottal waveform, listeners report a :'mechanicar' 
quality to the speech (F Cooper et al. 1957, Kersta et al. 1960). A high degree of jitter. 
probably combined with shimmer, accounts for 'harsh' voice, :'probably caused by extreme 
adductive tension and medial compression [in the vocal foldsr (Nolan 1983:141). 
Pathological disorders of the vocal folds will also have an effect on the output of the glottal 
source, causing distortions to the frequency of vibration and affecting the quasi-periodicity 
of the glottal waveform. There may be irregularities along the edges of the folds due to 
contact ulcers (from too much tension focused in the larynx), nodules (from overuse of the 
voice) or swellings and irritation during colds with laryngitis. This can cause the voice to 
sound hoarse. Permanent damage to the vocal folds requires the listener to bring about 
compensatory action in order to produce vibrations. In the event of the paralysis of one 
of the folds (or the partial paralysis of both of them), one vocal fold can sometimes be 
trained to move more than halfway to meet the paralysed one. Part or all of the larynx 
may have been removed due to cancer, requiring the speaker to learn how to vibrate other 
tissues and muscle masses, such as scar tissue or the cricopharyngeous muscle (Borden & 
Harris 1984). Related to this is another potential source of speaker variability, that of the 
initiation of phonation. Good use of the voice requires that phonation be initiated from 
lightly adducted folds. However, some speakers begin voicing with a glottal attack. The 
folds are tightly adducted prior to vibration, followed by a plosive burst at the glottis. This 
is an affliction suffered by people making heavy use of their voices e.g. singers, teachers 
(Borden & Harris 1984). Also, by varying the timing of the onset of voicing relative 
to supraglottal articulatory movements, prevoiced, voiceless-unaspirated and voiceless-
aspirated consonants can be achieved (Klatt & Klatt 1990:821). One of the effects of old 
age on the vocal folds is that the muscles atrophy, causing the glottis to have a bowed 
appearance (Luchsinger & Arnold 1985). An excess of mucus causing· inefficient-phonation 
combined with the necessity of the exertion of greater effort to bring the folds together 
results in a harsh, whispery voice (Laver & Trudgill 1979:10). 
Long term health problems, such as respiratory diseases due to cigarette smoking, will 
have characteristic effects on the speech signal. For example, Gilbert & Weismer (1974) 
found significant differences between the fundamental frequencies of smokers (163.8Hz) and 
nonsmokers (182.8Hz). Subsequent laryngeal examination discovered vocal fold thickening 
in 87% of smokers as compared to 7% of nonsmokers. W Barry et ai. (1989:356) comments 
on the reduced jaw opening exhibited by inveterate pipe smokers. 
Personality 
A person may have an emotional disposition which causes her/him to speak in a particular 
manner e.g. the quiet-voiced, shy person .. This involves habitual settings of the vocal tract 
and larynx (Laver & Trudgill 1979:14). Other manifestations of this are the voice types 
such as 'nasalised' voice, where the soft palate is habitually lowered during speech, and 
palatalised voice, in which the tongue ha...c;; a tendency to be raised towards the roof of th~ 
mouth (see Laver (1975) for an account of such voice settings). 
Affective markers 
Situational 
A speaker will change the characteristics of h~r /his speech in accordance with the context 
s/he is in (or more precisely, the context the speaker thinks s/he is in) (Nolan 1983:36). 
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Increasing formality tends to cause the speaker (in many urban communities at lea..c;;t·) to 
change the values of sociolinguistic variables in the direction of those people of higher 
status (Labov 1972, Shevchenko 1989). The more formal the speech style or speaking 
situation, the fewer deletions, reductions and coarticulations occur, due to the speaker 
increasing her/his articulatory effort (van Bergem & Koopmans-van Beinum 1989:285). 
For example, Shevchenko (1989) found that: "The degree of deviation from RP norms ... 
increases in spoken dialogue as compared to reading" (p132). 
In other words, more care is taken with pronunciation in formal speech (ilOte that this has 
obvious correlations with speeded-up speech). As an illustration, English words have on 
average two or three reorganised forms for use in informal speech (consider, for example, 
the different realisations of 'actually' on page 24). Shevchenko (1989:133) says that the 
context of increased formality leads to a higher maximum Fo, wider Fo range, greater 
intensity, longer tone groups and shorter pauses. In addition to the above, a speaker may 
'converge' or 'diverge' her/his speech to make it more or less like that of the addressee(s) 
depending upon her/his interpretation of the relative status of the addressee(~)· (see Giles et 
al. 1979). "Increasingly it is being observed that sociolinguistic markers are not invariant, 
but depend on ('the participants' interpretation of) social aspects of the interactional 
context (see e.g. Brown & Levinson 1979)" (Nolan 1983:36). 
A number of studies have looked at the effects of temporary physical and working condi-
tions on the variability of speech, wit.h particular reference to the performance of automatic 
speech recognisers. These studies have shown the detrimental effect on recognition per-
formance of both ambient noise and the imposition of a physical wo:-kload on the speaker 
(see page 24 for a more detailed analysis). Similarly, extreme fatigue can cause the mode 
of phonation to become inefficient, resulting in a whispery voice, or a 'weak, breathy voice 
(Laver & Trudgill 1979:13). 
Scherer (1981a) not~d that the effects of stress on spea}cers are increased Fo, a stronger en-
ergy concentration between 500 and 1000Hz, and possi0ly an increase in intensity. Testing 
the effects of stress, as induced by random electric shocks, on automatic speaker recog-
nition, Hollien & Majewski (1977) found the machine identification rates dropped from 
100% for normal speech to 92% under stress. In a similar experiment, Doherty & Hollien 
(1978) found an even m~re marked reduction in identification, from 100% to 72%. See 
also the effects of stress imposed on speakers on the performance of automatic speech 
recognition systems discussed on pa-e-e 24. 
A number of researchers have noted that: "Many speakers find it difficult to say the same 
word in a similar fashion after a period of time ha..c;; elapsed" (Thomas ct al. 1989:409). 
This lack of temporal congruence, the inability of a speaker to reproduce the ~ame utter-
ance precisely, is present even in the short term (e.g. Dew t:t al. 1986). Using an automatic 
speaker recognition system, Nolan (1983) found that froz;n one set of test stimuli recorded 
at the same time as a reference, and one recorded three months previously, mean identifi-
cation rates dropped dramatically from 53.6% to 34.6% for /1/ and from 61.1 % to 36.3% 
for /r j. See also page 25. 
Emotional 
As well as specific vocalisations, a change in emotional state in the speaker in response 
to particular situations (e.g. anger, joy, fear, surprise) will produce definite patterns of 
articulatory and respiratory movements which modify the acoustic speech signal (for re-
views see Scherer 1981b, Williams & Stevens 1981). Responses to emotional situations 
produce characteristic differe~ces in the Fo con~our, ave.r~ge. spectrum, temporal c~arac­
teristics, precision of articulatIOn and waveform IrregulC!.ntlcs In the glottal pulse traIn (see 
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Williams & Stevens (1972): see also Tartter (1980) for the effects of mood changes. par-
ticularly smiling). However: as Scherer (19S1b:201) says: ;·It has been difficult for speech 
scientists and psychologists to study the effects of emotion on speech empirically . .. In 
spite of the pervasiveness of human emotions, they-are very difficult to capture by means 
of objective research ... [and it is] difficult to produce emotions in the laboratory since 
they are the emergency responses of the organism.~' Thus the number of studies on the 
acoustic correlates of emotional speech has been limited~ often involving simulations by 
actors. However, what results there are show surprising consistency. For example, both 
happiness and anger will induce a higher pitch and larger pitch variation, greater loudness 
and faster tempo, while grief or sadness will have the opposite effects. 
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Chapter 3 
The Variability in the Voice due 
to Speaker Sex 
:'Women and children have been s8mewhat neglected groups in the history of 
speech analysis by machine." (Klatt & Klatt 1990:820) 
'"Much of our knowledge about speech production comes from studies on male 
speakers. In the area of speech acoustics, a half-century of contributions by 
engineers (mostly male) has led to substantial theories about sound generation, 
propagation, and resonation in the vocal tract. Assumptions and simplifica-
tions in these theories were often based on speech samples derived from the 
investigator's own voice, or the voices of his colleagues. One wonders, for ex-
ample, if the source-filter theory of speech production would have taken the 
same course of development if female voices had been the primary model early 
on." (Titze 1989a:1699) 
:'The major part of phonetic studies has been based on research concerning 
male voices. Female voices came somewhat more into the picture rather re-
cently." (Tielen 1989a:127) 
·:It is a commonplace of speech synthesis to observe that the field is markedly 
biased towards the voice of the adult male, and that attempts to synthesise 
the female voice have met with little real success:' (M Barry 1986:1) 
As these citations illustrate, there has been a paucity of research into the female side of the 
speech analysis equation. In all aspects of speech research, most of the work has been based 
around the male vocal apparatus. Much of the pioneering work on the acoustic theory of 
speech production dealt exclusively with the male vocai apparatus (Laver 1988:99, Titze 
1989a:1699). 
This preoccupation with the vocal apparatus of (adult) males may prove to be a major 
block to the advancement of the speech production model. As Laver (1988:99) says, :'a 
major problem that speech technology has inherited from this theoretical 'vork [on the 
source-fiP',er model of speech production] is that a model of speech acoustics has been 
worked out in great detail only for an idealised vocal apparatus", that of a 'typical' male 
speaker with a vocal tract approximately 17cm long. As Titze says ~bove. it is interesting 
to speculate how speech science might have develop{'d had the source-filter theory of speech 
production been modelled on female speakers. 
Summing up, ·'the concentration on an idealised vocal apparatus ha." left us relatively 
ignorant about the acoustic differences between speakers which are due to anatomy'~ (Laver 
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1988:99). This chapter attempts to redress the balance by examining what literature there 
is on variation due to speaker sex~ although principally at the acoustic-phonetic level. The 
first section, Section 3.1, concentrates on the variation at the acoustic-phonetic level due to 
the anatomy and physiology of the vocal apparatus~ and reviews the published data on the 
fundamental frequencies, the relative amplitudes of the first harmonic and the formant 
frequencies of women and men. The perception of speaker sex is examined in Section 
3.2. Important information about the cues to speaker sex perception can be gained from 
looking at speaker sex identification studies, and the high rates of identification using 
different experimental stimuli. Perception of the sex of children is examined in Section 
3.2.1, and of adults in Section 3.2.2. 
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3.1 Variation at the acoustic-phonetic level 
The major differences in the speech signal Letween the sexes are due to the anatomical and 
physiological structuring of the vocal apparatus. This is to be expected~ firstly because 
of the readily-observable average size differences between women and men, and secondly 
because it is the vocal apparatus which imparts acoustic identity onto the speech signal. 
from the strength of airflow from the lungs, to the movements of the vocal folds, to the 
structure and positioning of the resonating chambets of the vocal tract. What follows 
is an review of the literature concerning these differences, with an attempt to relate the 
biological differences to their acoustic consequences. 
The first three parts to this section (3.1.1, 3.1.2 and 3.1.3) examine the variability in the 
three acoustic-phonetic measures investigated In the analytic part of this thesis (see Chap-
ter 4), namely the fundamental frequency, the relative amplitude of the first harmonic, 
and the formant frequencies. These parameters have been considered the most important 
acoustic-phonetic cues to speaker sex in the literature, and therefore offer a sound starting 
point from which to examine the extent of speaker sex variability. Each part examines the 
relevant anatomical and physiological aspects of the vocal apparatus (3.1.1 and 3.1.2 the 
laryngeal tract, and 3.1.3 the supralaryngeal tract), and then reviews the published data 
on the values of the parameters. 
Section 3.1.1 considers the gross anatomy of the vocal folds and Section 3.1.2 considers 
vocal fold dynamics in more detail l : differing vocal fold vibration patterns, the acoustic 
waveform emanating from the glottis, and the acoustic correlates of breathy voice, in 
particular the relative amplitude of the first harmonic. Section 3.1.1 covers the female 
and male group averages for Fo, and more importantly, the range of Fo for groups and 
individuals. Section 3.1.2" reports on those studies measuring the relative amplitude of 
the first harmonic in the frequency spectrum. Section 3.1.3 deals with the biology of the 
supralaryngeal vocal tract: its overall length, and the ratios between the pharynx and 
the oral cavity. It then covers the published data on the formant frequencies of women 
and men for different vowels. Finally.,. Section 3.1.3 also looks at the difficulties to b~ 
encountered in the measurement of female formant frequencies. 
Section 3.1.4 looks at how the vocal apparatus , and the larynx in particular, is affected by 
aging and height and weight. The anatomical ·growth during childhood of the laryngeal 
and supralaryngeal tracts, the differences, if any, between girls and boys, and the effects 
on Fo and the formant frequencies is dealt with in the first part. This is particularly 
important to the issues raised in the review of the child sex perception literature (see 
Section 3.2.1). The survey of Fo studies covered in Section 3.1.1 is expanded upon in the 
second part to this section to consider how Fo changes with age in adulthood. Finally, 
the few studies examining the relation between a person's height and weight and their 
fundamental frequency are looked at. 
lNote that this is a simplified description of the voice source, but one which is nevertheless suitable for 
the purposes of this thesis. 
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3.1.1 The voice source and the fundamental frequency 
The difference in average speaking fundamental frequency (SFF)2 between women and 
men is often quoted as being about one octave (Vaissiere 1985:202, Dauiloff et aI. 1980). 
Luchsinger & Arnold (1965:95,99) even talk about an octave phenomenon, implying some 
significant auditory /perceptuallink betwe~n this sexual dimorphism and the pitch scale. 
However, "analysis and synthesis of female ... speech involves more than a mere scaling 
of [male] fundamental frequency" (Titze 1989a:1699). This is illustrated by studies of the 
average SFF of talkers, and will be investigated below. 
The biology of the voice source 
First, let us consider the anatomy of the vocal folds, and their relation to Fo. Luchsinger 
& Arnold (1965:99) consider it "an elementary fact that the dimensions of the larynx, 
particularly of the vocal folds, determine the vocal range of each individual." Thus a large 
larynx with long, broad vocal cords will allow a range of low tones, while a small larynx 
with short, ,thin vocal cords will allow a range of high tones. The vocal folds of adult 
females are smaller in both mass and length (Lieberman & Blumstein 1988:100) and are 
thinner in cross-section (Daniloff et al. 1980:203) than those of adult males. However, 
the female voice source is not simply a scaled-down version of the male. Reviewing the 
literature on the morphological differences between the female and male larynx, Titze 
(1989a) arrived at the following av~rage size differences: The anterior-posterior dimension 
(roughly, the length) of the male thyroid cartilage is approximately 20% longer than the 
female; the membranous length of the male vocal folds is approximately 16mm, compared 
to 10mm for the female, a difference of 60%; the thickness of the vocal folds is approx-
imately 20-30% greater than the female3. The subsequent effect of these differences on 
the vocal folds' vibratory properties causes significant differences in the acoustic output of 
the voice source (M Barry 1986:1)4. One of the results of this combination of differences 
is that the power of women's and men's voices is similar, in that while the more massive 
male voice source has a greater strength, the female source yibrates at higher frequencies 
(Titze 1989a:1706). This can be illustrated by drawing a comparison with woofers and 
tweeters in loudspeaker design: the woofer has a greater cone surface and so drives more 
air, but the tweeter radiates at higher frequencies, therefore their output power can be 
the same (Titze 1989a:1706). RO Coleman et ai. (1977) found similar ab~olute ranges of 
sound pressure level in twelve female and ten male subjects. 
However, the length and thickness of the vocal folds are not the only influences on a 
person's level of fundamental frequency at any particular moment: sub-glottal pressure 
and tension in the muscles of the larynx are also used. Graddol & Swann (1983:352) 
suggest that the use of laryngeal muscular tension may be even more important than the 
length and thickness of the vocal folds in determining the range of a person's SFF. As a 
general rule, an individual's potential fundamental frequency range is around two to three 
octaves. In measuring the vocal ranges of Germans, Schilling (1929 - cited Luchsinger & 
Arnold 1965:100) found 25% had a range of 1.7-2.0 octaves, 50% had ranges from 2.0-2.5 
octaves, and 15% had a: range greater than 2.5 octaves. RO Coleman et aI. (1977:200) 
2The term speaking fundamental frequency is used to emphasise the fact that we are referring to the 
range of Fo a speaker uses in normal speech, rather than the range the speaker is physiologically capable 
of. 
3The measurements were made on the excised larynges of human cadavers (see the studies by Kahane 
(1978) and Hirano (1983}). . ' . .. . 
"See Titze (1989a) for <I. more detailed analYSIS, some of which WIll be discussed III greater depth III 
Section 3.1.2. 
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Scurce Lang. n Age SFF (SD) Range 
spoken (years) (Hz) (Hz) (st) 
Lass et aI. (1976) US Engl. 10 19-24 224 (29) 186-385 12.6 
. Hollien et aI. (1982) US Engl. 37 18-26 204 - - -
Graddol & Swann (1983) RP 15 26-39 153 - 126-183 6.5 
Deem et aI. (1991) US Engl. 30 18-30 223 - 185-247 5.0 
Table 3.1: Survey of studies of female speakers reporting mean SFF values for isolated 
vowels and vowels in a CVC context. Note: (1) Range values are given in Hertz and 
semi-tones. 
found a range of approximately three octaves for both female and male speakers, and they 
cite a study (Hollien, Dew & Phillips 1971) with almost identical results. Individual ranges 
for their twenty-two speakers went from 2.4-3.7 octaves for the males and 2.5-3.5 for the 
females. However, the usual range of fundamental frequency produced by a speaker lies 
more closely around their average SFF, and is located at the lower end of the range they 
are physically capable of. This is optimal and least· fatiguing according to voice experts, 
and corresponds to the neutral rest position of the larynx (Luchsinger & Arnold 1965:100). 
Graddol & Swann (1983:352) positted three physical restrictions on a person's range of 
SFF, as opposed to the range they are physically capable of: certain frequencies may 
be difficult and uncomfortable to produce; some of the person's vocal mechanisms may 
be more efficient, and therefore less likely to suffer from long-term damage, than others; 
acoustically, certain frequencies will be more efficient than others due to the structure of 
the vocal cavities, and will therefore carry more effectively. 
Mean SFF 
The most obvious difference between women's and men's voice sources arising from the 
biological differences is that women have higher fundamental frequencies, as the heavier 
and longer male vocal folds vibrate more slowly (Daniloff et ai. 1980:203). This is reflected 
in the results reported in the literature, and reproduced in Tables 3.1, 3.2, 3.3 and 3.4, 
from studies investigating the average SFF of female and male speakers. Considering 
particularly the larger sample studies (whose results are summarised in Tables 3.5 and 3.6), 
average SFF for women appears to be in the region 190-220Hz, and 110-130Hz for men, 
suggesting female average SFF is 50-100% greater. If this difference seems rather vague, 
then it merely reflects the wide variety of experimental procedures under which these 
studies were conducted, and, indirectly, the nonuniformity of individual Fo performance 
within apparently homogeneous speaker groups. 
There are a number of experimental factors which render comparisons between these stud-
ies difficult. These i:lclude the choice of stimulus. the number and type of subjects; and 
how the data is ·reported. This theme of disparate experimental procedures will be re-
turned to in subsequent sections. but a number of points are worth making here to try 
to make sense of these data. The type of utterance spoken by subjects is obviously of 
much significance, as this will determine the range of Fo used by each person, and can 
subsequently affect the average SFF. For this reason the data reported for each sex here 
has been split into data derived from vowels (see Table 3.1 for the women's vowel results, 
3.3 for the men's) and from connected speech (see Table 3.2 for the women's connected 
speech results, 3.4 for the men's). The vowd data comes from either a CVC context, or 
from sllstained productions of vowels in isolation. The types of isolated vowels range from 
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Source Lang. n Age SFF (SD) Range 
spoken (years) (Hz) (Hz) (st) 
Snidecor (1951) uS Eng!. 8 Adult 213 . - - *12.5 
8 Adult 213 - - *10.0 
McGlone & Hollien (1963) US Eng!. 10 65-69 196 - - *9.4 
10 80-95 199 - - *8.6 
Hanley & Snidecor (1967) US Eng!. 8 21 204 - - 2.7 
Saxman & Burke (1967) US Engl. 9 30-39 196 - - 4.5 
-g 40-49 189 - - 3.7 
Fitch & Holbrook (1970) US Engl. 100 17-25 217 - 165-255 7.5 
Linke (1973) US Engl. 27 adult 200 - - *9.3 
Gilbert & Weismer (1974) - US Engl. 15 30-54 183 - - 4.7 
15 30-54 164 - - 6.5 
Hudson & Holbrook (1981) US Engl. 100 18-29 193 (19) 139-266 11.1 
Stoicheff (1981) 21 20-29 224 - 192-275 6.2 
18 30-39 213 - 181-241 4.9 
-
US Engl. 21 40-49 221 - 190-273 6.3 
17 50-59 199 - 176-241 5.4 
15 60-69 200 - 143-235 8.6 
19 70-83 202 - 170-249 6.6 
de Pinto & Hollien (1982) Australian 11 52-60 180 - - 3.4 
Graddol & Swann (1983) RP 15 26-39 203 - 174-233 5.1 
RP 15 26-39 208 - 188-238 4.1 
Krook (1988) - 35 20-29 196 - - -
- 100 30-39 195 - - -
- 83 40-49 191 - - -
Swedish 83 50-59 182 - - -
- 85 60-69 181 - - -
- 63 70-79. 188 - - -
/' 11 80-89 188 - - - -
Kunzel (1989) German 78 19-61 211 ( 17) - -
Henton (1990) CS Engl. 5 25-37 180 (25) 156-215 *7.8 
5 25-37 182 (24) 157-216 *7.2 
Table 3.2: Survey of studies of female speakers reporting mean SFF values for connected 
speech. Note: (1) Range values arc given in Hertz and semi-tones: (2) * indicates a 90% 
range. 
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Source Lang.' n Age SFF (SD) Range 
spoken (years) (Hz) (Hz) (st) 
Provonost (1942) US Eng!. 6 18 132 - 122-143 2.8 
1tlysak (1959)+ 15 32-62 113 - - *9.5 
US Eng!. 12 65-79 124 - - *10.0 
12 80-92 141 - - *11.2 
Hollien & Jackson (1973) CS Eng!. 157 adult 129 - 93-178 11.3 
Lass et al. (1976) US Eng!. 10 19-24 111 (14) 88-146. 8.8 
Wilcox & Horii (1980) US Eng!. 20 18-26 124 - 96-141 6.6 
20 60-80 122 - 90-135 7.0 
Horii (1982) US Engl. 20 22-37 127 -. - -
Graddol & Swann (1983) RP 12 26-39 86 - 68-111 8.5 
Deem et al. (1991) US Engl. 30 18-30 120 - 89-147 8.6 
Table 3.3: Survey of studies of male speakers reporting meanSFF values Ior isolated 
vowels and vowels in a eve context. Note: (1) Range values are given in Hertz and 
semi-tones; (2) *- indicates a 90% range; (3) + indicates median scores of 110, 125, 142 
respectively. 
Source Lang. n Age SFF (SD) Range 
spoken (years) (Hz) (Hz) (st) 
Nlysak (1959)* 15 32-62 113 - - *9.4 
US Engl. 12 65-79 124 - - *9.6 
12 80-92 141 - - *11.4 
Fitch & Holbrook (1970) US Eng!. 100 17-25 117 - 85-155 10.4 
Hollien & Jackson (1973)+ US Eng!. 157 adult 129 - 91-165 7.5 
Hudson & Holbrook (1981) US Eng!. 100 18-29 110 (16) 82-159 11.4 
Graddol & Swann (1983) RP 12 26-39 114 - 98-136 5.7 
12 26-39 122 - 111-136 3.5 
Kunzel (1989) German 105 19-61 116 (17) - -
Henton (1990) US Engl. 5 25-37 113 (13) 93-125 *8.3 
5 25-37 116 (14) 96-132 *7.1 
Table 3.4: Survey of studies of male sp~akers reporting mean SFF values for connected 
speech. Note: (1) Range values are given in Hertz and semi-tones; (2) * indicates a 90% 
range; (3) + indicates median scores of 110, 125, 142 respectively. 
Source Lang. n Age SFF (SD) 
spoken (years) (Hz) 
Fitch & Holbrook (1970) US Eng!. 100 17-25 217 -
Hudson & Holbrook (1981) US Engl. 100 18-29 193 (19) 
Stoicheff (1981) US Engl. 111 20-83 211 -
Krook (1988) Swedish 460 20-89 188 -
K unzel ( 1989) German 7e 19-61 211 (17) 
Table 3.5: Summary of large-sample (> 50) studies of female speaker's mean SFF values 
for connected speech. 
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Source Lang. n Age SFF (SD) 
spoken (years) (Hz) 
Fitch & Holbrook (1970) t:S Engl. 100 17-25 117 -
Hollien & Jackson (1973) US Engl. 157 adult 129 -
Hudson & Holbrook (1981) t:S Engl. 100 18-29 110 (16) 
Kunzel (1989) German 105 19-61 116 ( 17) 
Table 3.6: Summary of large-sample (> 50) studies of male speaker's mean SFF values 
for connected speech. 
/aa/ phonated at the speaker's lowest possible pitch (Graddol & Swann 1983) to 5sec pro-
ductions of eight different vowels (Horii 1982). The connected speech measurements were 
taken solely from read passages (as opposed to spontaneous speech). Thepassages read by 
the subjects were either taken from books or other printed media, or were specially con-
structed to force the subjects to use a range of phonemes and/or fundamental frequency. 
The effect of choice of test utterance on Fo and Fo range is immediately apparent: re-
searchers generally ask their subjects to produce a vowel, especially an isolated vowel, with 
'a level tone', i.e. at a steady Fo; a read passage can affect the Fo attained by its length 
(longer sections of speech allow more scope for intonational dynamism) and its content 
(which might be solely declarative, or might contaip, for example, question inflections). A 
number of the U.S. studies reported here (Benjamin 1986; Fitch & Holbrook 1970: Hudson 
& Holbrook 1981; Linke 1973: Saxman & Burke 1967; Stoicheff 1981) used the so-called 
Rainbow Passage, a phonetically-balanced declaradve piece of prose (Fairbank 1960:127; 
see Nolan (1983:167) for a. full transcription of the passage). However, eVEn this source of 
between-study similarity is not as clear-cut as it seems: for example, Linke, Stoicheff and 
Saxman & Burke instructed their subjects to read the passage as though to an audience of 
25 people, while Benjamin had her subjects read it in a conversational manner. A number 
of studies try to control their groups for particular factors, further adding to the hetero-
geneity of these studies. Stoicheff's study looked at the difference in Fo across age groups 
of female non-smokers. Thus her group of subjects consisted of women who had never 
smoked or had not done so for 15 years, and were also from a variety of occupations (e.g. 
secretaries. housewives, nurses, students), although with no indication of socioeconomic 
class. Subjects were rejected if they had any formal voice training. About Linke's group 
we are told only that they are young adult students who were chosen to represent a range 
of effectiveness of voice usage. Similarly, Graddol & Swanns' (1983) group all worked in 
academia nnd were aged' 26-39, but no more information was given. 
It is tempting then to consider only those studies which directly compare female and 
male SFF from controlled groups, and preferably those which mea...:;ured a large number 
of subjects to allow for a better sampling of the intra-sex range of the speakers' mean 
SFFs. Too many studies report the average SFF for the sex as if it applies to all women 
or all men. and in all speaking conditions. One of the most important conclusions to be 
drawn from a cross-study comparison, is that people are very varied in their own average 
SFF. More detailed information must be drawn from individual studies, especially those 
which seek a comparison across controlled groups which may allow us to draw conclusions 
about the effect of particular speaker attributes, e.g. Stoicheff's (1981) study of female 
non-smokers. Kiim7,ers (1989) study of the relation between SFF and height and weight, 
Hudson & Holbrooks' (1981) study of young African Americans. The effects of age, height 
and weight will be discussed in more detail in Section 3.1.4. 
Considering then the female-male direct-comparison studies, in particular the large sample 
-11 c: 
studies by Fitch & Holbrook (1970), Hudson & Holbrook (1081) and Kiinzcl (1989), we can 
revise our estimate of the difference in averageSFF between women and men: The average 
SFF of female speakers is between 193-217Hz, and the average SFF of male speakers is 
between 110-117Hz, suggesting the female average is 75-85% greater than the male. 
Range of SFF 
One oft-repeated claim is that women have greater SFF ranges than men. Henton (1990) 
challenges this claim on the grounds that such views ;'may have been based on incorrect in-
terpretations of the experimental measurements" (p300). The claim is centred on the fact 
that measurements were made using the linear hertz scale. These do indeed show a wider 
fundamental frequency range for women. This, says Henton, is misleading when the ear 
judges Fo range "not by measuring hertz, but by using a logarithmic, or non-linear scale~~ 
(p301). Pitch, the perceptual correlate of fundamental frequency, is perceived on a loga-
rithmic scale related to the structure of the basilar membrane in the ear (Smith 1985:58). 
Such a view is also put forward by Graddol (1986), who argues: "Whenever intervals in 
pitch must be compared at different frequencies, a logaritbinic scale is to be preferred" 
(p228). While absolute measurements of Fo less than 1kHz tend to linearity (Traunmiiller 
1981), the important factor in characterising Fo (and intonation) patterns, says HentQn, 
is the Fo interval, i.e. a rise, a fall, or a broad or narrow range. Thus she argues for con-
verting the measurements of Fo range on the linear hertz scale to "an interval-preserving 
Fo scale using the logarithmic semi tonal scale" (p302), using the relationship 
- . F high sem~tones = 39.6810g 10 --
Flow 
where Fhigh and Flow are the highest and lowest values (Hz) respectively in the range. 
Hudson & Holbrook (1981) took a similar stance in reporting the data for their study of 
young black female and male adults. They reported their Fo ranges in octaves (where an 
octave consists of five tones and two diatonic semitones, i.e. 12 semitones5), and noted 
that: "The frequency difference expressed in hertz represents a linear progression whereas 
the ear responds to this information in a nonlinear fashion" (p 199). 
Following Henton (1990:303), the Fo ranges reported in Tables 3.1, 3.2, 3.3 and 3-4 are 
shown using both the Hertz and semitone scales6 . Nolan (1983) has indicated that at 
least 40 seconds of continuous speech are necessary to obtain reliable measurements of 
fundamental frequency parameters - i.e. to capture the full range of the speaker's funda-
mental - and so the results reported for the vowels in Tables 3.1 and 3.3 are unlikely to be 
5 A doubling of Fo results in a perceived increase in vocal pitch of approximately one octave on the 
ulusical scale (Luchsinger & Arnold 1985 - cited Smith 1985:58). 
6Xote that it is sometimes unclear whether the ranges reported refer to the range of the average SFFs of 
individuals. the average range of SFF produced by individuals, or the range of all fundamental frequencies 
produced. Studies often do not explicitly state the source of their ranges, i.e. whether they are a range of 
means, a mean range, or the total range of Fa produced by that sex. However, the range of average SFFs 
of individuals measured from the TIMIT data (which was also comprised of read speech) was 146-270Hz 
for the women and 82-183Hz for the men. while the mean range limits (i.e. the mean of the minimum and 
maximum Fa produced by each speaker) were 151Hz and 273Hz for the women and 89Hz and 154Hz for 
the men. which are roughly comparable (see Section 4.2.1). They are also roughly comparable to the range 
values cited in the literature (and reproduced in Tables 3.2 and 3.4. for read speech). Thus whatever the 
source of their ranges, the figures serve as a rough guide to both the range of mean SFFs and the mean 
SFF range. The latter is certainly true for the studies of Henton (1990), Hudson & Holbrook (1981), Linke 
(1973) and Snidecor (1951). Furthermore, the lowest and highest Fa s measured from the TI1'lIT data were 
63Hz and 384Hz for the women and 40Hz and 277Hz for the men. implying much greater ranges than 
those reported in the literature. 
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representative of a person's SFF range. This is, in general, borne out by the data, which 
show substantially larger ranges for the read passages. 
It should be noted that a number of authors report the full Fo range of their subjects. 
Henton (1990:304) argues that such data should be treated with caution as they fail to 
eliminate what she terms "rogue extreme values" which may not b~ representative of the 
population. For example, consider the difference reported by Linke (1973:179) between the 
total range of 23.3 semitones and the 90% range of 9.3 semitones. Also, consider the upper 
range of Lass et al.'s (1976) data for women. A fundamental frequency of 385Hz seems 
rather large, but as they published no individual figures then we cannot judge whether 
this reflects the true upper range of women's SFF, whether it was one speaker with a very 
high SFF, or even if it is a misprint. However, a number of the studies measured range 
from a 90% dispersal around the mean, and this is indicated by an asterisk in the final 
columns of the tables. 
Henton (1990:304) points out: "The lack of accessible data for females and males from 
a well-controlled population is a familiar handicap in studying sex-linked phonetic be-
haviour." For instance, Peterson & Barneys' (1952) study involved a large spread of sub-
jects from across the states. So making comparative judgements across heterogeneous 
groups is generally unavoidable. Bearing this in mind, the studies in which women and 
men were recorded. under the same conditions, are obviously of the most interest. What 
the data show is that while the fundamental frequency range for women on the hertz scale 
is greater than that for men, using the semitonality scale it is, if anything, less. While 
not providing irrefutable evidence for such a statement, bearing in mind the variability 
between the groups of speakers, it does at least highlight a significant trend. And so it 
would appear that using a metric more closely related to our perceptions of the funda-
mental frequency, there is in fact little difference between the range of Fo used by women 
and by men. Henton (1990:307) concludes, "it is possible to state that on the basis of this 
evidence females do not employ a greater pitch range in English." Considering all of the 
studies, it is also apparent that speakers in general employ a wide range of Fo, and that 
this is not confined to women. 
There is an apparent inconsistency between the data reviewed by Henton (and repeated 
in Tables 3.1 to 3.4) and her own results, which involved speakers reading two passages. 
The semi tonal ranges for the other studies are calculated from the range of the population 
sample, and so reflect the Fo range used by the entire sex. On the other hand, the' 
semitonal ranges for her data come from an average of the ranges of each subject. Is it 
then the case that on a person by person basis women do have greater Fo ranges than 
men? Fortunately Henton (1990:311) gives us the data for each individual, and this is 
reproduced in Table 3.7. Referring to this table, what is apparent is the wide variety of 
Fo ranges across both sexes with, on the basis of the results of this study at least 7 , men 
having the greater 'range of ranges': from speaker JB's 3.91 semitone spread for his nasa.l 
passage to speaker OG's non-nasal 13.52. 
t:' 
The data also highlight precisely the point Henton made about 'outlier' extreme values. 
Speaker OG's range of 13.52 semitones for the non-nasal passage is vastly different from 
those of the other men in the same speaking condition. Excluding his result causes the 
mean of the ranges to fall from 8.30 semitones to 6.99. SimilaL though less major, effects 
can be seen in the other sets of data in Table 3.7. Such anomalies are only to be expected 
in samples of this size, but at least the data do indicate that Fo ranges, when converted 
7H~nton's experiment is lent credence by the careful selection of subjects for "homogeneity with regard 
to age, accent, race, stature, socia-economic and educational levels" (p305), something which cannot be 
guaranteed in the other studies. 
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1st pa.'isage 2nd passage 
Speaker Sex Av. Fo Range Av. Fo Range 
(Hz) (st) (Hz) (st) 
CB f 161.9 7.11 164.9 4.48 
HC f 173.4 6.59 174.4 5.36 
AJ f 155.5 9.45 157.4 7.00 
GJ f 215.1 8.88 216.3 11.19 
IB f 194.8 7.10 195.2 7.72 
JB m 121.4 5.58 122.6 3.91 
OG m 106.0 13.52 107.6 8.81 
BG m 93.2 6.77 95.7 6.22 
MJ m 125.1 7.77 131.7 9.03 
KE m 119.4 7.84 121.2 7.42 
Table 3.7: Individual semitonal ranges for women and men reading two passages, calcu-
lated from four Standard Deviations around the mean. The first passage contained a high 
proportion of nasalised vowels, while the second passage contained no adjacent vowel and 
nasal segments. After Henton (1990). 
to a tonality scale that approximatE;s the human auditory system~ are fairly well spread 
across the sexes, and as such support Henton's argument. 
Considering now the average range of SFF in Hertz from the large sample studies, and 
being deliberately approximate,- the average range of SFF lies between 150-265Hz for 
female speakers, and 80-160Hz for male speakers. Note that alot of the smaller sample 
studies report smaller ranges, indicating they failed to capture a sufficiently varied sample 
of speakers. More importantly, there is a distinct lack of overlap between the female and 
male averages, although some overlap is evident in the region 140-165Hz. This would 
indicate that an individual's average SFF is an extremely good speaker sex discriminater. 
Furthermore, from the study by Kunzel (1989), there appears to be little overlap in the 
average SFFs of individuals (see Figure 3.1). However, Hudson & Holbrook (1981) state 
that their 100 male subjects produced Fos ranging from 55 to 245Hz, and their 100 female 
subjects from 105 to 345Hz, indicating there is a potentially large overlap in the range of 
speaking fundamental frequency used by each sex as a group. 
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Figure 3.1 : Cumulative distribution of average Fo (Hz) for 78 female (f) and 105 male (m) 
subjects. From Kunzel (1989:121). 
3.1.2 The voice source and the relative amplitude of the first harmonic 
Introd uction 
Three factors may be considered as being responsible for variations in the glottal waveform8 : 
the speaker's sex, the linguistic context of the speech (Nittrouer et al. 1990:774), and the 
mode of phonation (including the use of a soft or loud voice) (Monsen & Engebretson 
1977:991). However, individual speakers exhibit a wide range of variation, encompass-
ing not only the fundamental frequency and RMS intensity,· but also the appearance and 
shape of the glottal wave, the phase spectrum, and the intensity spectrum (Monsen & 
Engebretson 1977:984, see also p984-5). Finally, average values for speakers show great 
variation within each sex group (Nittrouer et al. 1990; Klatt & Klatt 1990). 
Despite the individual' variation, general sexual characteristics can be ascribed to the 
glottal waveform. Examination of the glottal waveforms for female and male speakers 
reveals a number of differences (see~ for example, Monsen & Engebretson 1977:986 and 
Klatt & Klatt 1990:822-3). The female waveform tends to symmetricality and is quasi-
sinusoidal in shape; in other words the opening and closing portions of each period are 
roughly equal. There is also a constant or nearly constant DC airflow through the glottis. 
The male waveform is more asymmetrical, with the frequent appearance of a prominent 
'hump' in the openiIfg portion, and a sharp corner at the end of the glottal pulse. The 
closing portion of the period occupies 20-40% of the total, i.e. there is a fairly rapid closure 
of vocal folds (Monsen & Engebretson 1977:986). Examples of female and mafe glottal 
waveforms obtained by Monsen & Engebretson are shown in Figure 3.2, and schematic 
waveforms are illustrated in the second row of Figure 3.3. 
This differential behaviour of the airflow leaving the glottis is a result of the different 
vocal folrl dynamics in the female and male larynx. Several studies have shown that 
incomplete vocal fold closure in the posterior parts of the glottis is common in women 
tiThe glottal waveform, or the volume velocity wave from the glottis, is a representation of the airfiow 
through the glottis. It is distinct from the speech waveform in that the speech waveform has the acoustics 
of the vocal tract overlaid on top of the glottal waveform. 
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Figure 3.2: Examples of typical glottal waveform~ for normal phonation of /schwa/, from 
Monsen & Engebretson (1977:986). The waveforms for two male subjects are on the left, 
and for two female subjects on the right. The waveforms were obtained using a long 
reflectionless tube, which acts as a pseudoinfinite termination of the vocal tract, thereby 
significantly reducing the vocal tract's resonances (see p981-4 for a full description of the ~ 
experimental details). 
with normal speech (Biever & Bless (1989); Soderston & Lindestad 1990 - cited Soderston 
& Hammarberg 1992:23: Bless et ai. (1986) - cited S6derston & Hammarberg 1992:23 and 
Klatt & Klatt 1990:826: Soderston & Hammarberg 1992). This was observed in 80% of the 
female subjects (and 20% of the males) in the Bless et ai. study, and in all of the female 
subjects in the Soderston & Hammarberg study, even after formal voice training. The 
source of this incomplete closure, or glottal chink, are the arytenoid cartilages at the rear 
of the larynx, which hold open the vocal folds, ensuring the constant airflow. They are 
however snfficiently approximated to create the muscular tension required for phonation 
to occur. As a result, vocal fold closure during phonation is relatively grr\.duaL from the 
front (anterior) to the rear (posterior) of the larynx, and the volume velocity wave from 
the glottis has a rounded corner at closure (Klatt & Klatt 1990:822). 
In male speakers, typical laryngeal behaviour during voicing is for the vocal folds to be 
nearly approximated, producing the type of phonation known as modal or normal. . As 
they are held more closely together at either end, the vocal folds snap shut during the 
dosing phase of phonation, closing simultaneously along their length. This creates the 
sharp corner at the end of the glottal pulse in the volume velocity waveform. There is 
also a suggestion that laryngealisation is used &<; a marker of maleness (Klatt & Klatt 
1990:823). For laryngealised, or 'pressed' voice, the arytenoid cartilages hold the vocal 
folds shut, allowing only a narrow glottal pulse and a small open quotient!). Creak, a more 
extreme form of laryngealisation. has also been cited as a male speech marker. 
It is possible that this differential voice source behaviour is due to diffe~ences in anatomy 
between the female and male larynx. Preliminary data from Hicks (1989 - cited Soderston 
& Hammarberg 1992:26), from the measurement of the dimensions of cricoid cartilages in 
4: 7 female and 43 male larynges. suggested a difference in shape and attitude. The shape 
9The open quotient refers to the ratio of time the glottis is open to the total duration of the period 
during phonation (Klatt & Klatt 1990:838). 
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Figure 3.3: Schematic representation of the glottal configurations for modal and breathy 
phonation. The first row illustrates a cross-section of the larynx at the vocal folds 1 show-
ing the articulatory configurations of the vocal folds (half circles). arytenoid cartilages 
(triangles) and glottis (sho.ded area). The second row shows the volume velocity wave-
forms for these voice sonrce configurations. The third rows shows the frequency domain 
representations of the waveforms. Adaptp.d from Klatt & Klatt (1990:822). 
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of the cricoid cartilage is considered to have an impact on the interarytenoid distance. The 
male cartilages tended to have an oval shape frO-m front-to-back of the larynx, while the 
female cartilages tended to be rounded or were oval-shaped from side-to-side. The latter 
cartilage shape creates a bigger interarytenoid distance to be 'filled' to create complete 
closure during phonation. Thus both the cricoid and arytenoid cartilages in the female 
larynx might be combining to produce the glottal chink. 
In the frequency domain, for male speakers the abrupt cessation of glottal airflow during 
phonation causes a relatively strong excitation of the higher harmonics, and the skewed 
glottal waveform produces a relatively weak fundamental frequency component (Klatt & 
Klatt 1990:822). The slope, or steepness, of the glottal frequency spectrum is usually 
given as a. uniform 12dB/octave. Monsen & Engebretson (1977) maintain that the slope 
typically differs from octave to octave (p991), usually increasing in steepness with each 
successive octave (p986), although their study of glot~-al source characteristics considered 
only five female and five male speakers. The absolute slopes of the female and male spectra 
are roughly equal; but when the slope of the female spectrum is normalised against the 
male for frequency andinterisity - in order to view the harmonic relationships - it is 
typically steeper octave by -octave (p986). 
For female speakers, two main processes can be seen to be in operation during phona-
tion. Firstly, closure of the vocal- folds is propagated along their length, yielding a quasi-
sinusoidal volume velocity waveform from the glottis. The more sinusoidal/symmetricai 
the waveform, the stronger the fundamental component in the frequency domain, and the 
weaker (more attenuated) the higher frequency components. Secondly, because the vocal 
folds are never completely closed -at the rear of the larynx, considerable turbulent aspira-
tion noise is created in the voice source. Although weak in intensity, it may be of sufficient 
strength to replace harmonic excitement of the higher harmonics (Klatt 1986: Ladefoged 
& Antonanzas-Barroso 1985 - both cited Klatt & Klatt 1990:827). This is assumed to 
produce the characteristic breathy voice commonly associated with female speakers (see 
below for a discussion of the perceptual c~es to breathy voice). A number of voice quality 
perception experiments have found breathiness to be a quality of women's voices (e.g. 
Soderston et al. (1989 - cited Soderston & Hammarberg 1992:23)). 
Perceptual cues to breathy voice 
Klatt & Klatt (1990:852) identified a number of potential cues to the perception of breath-
iness in the voice. As already indicated above, two of these cues are the high relative 
strength of the first harmonic, and therefore a greater spectral tiltlO, and the presence of 
aspiration noise, especially at higher frequencies. In addition, the bandwidth of Fl is likely 
to increa..c;e, due to low frequency losses a .. '~ a result of the partially open glottis ll . Also, 
extra poles (formants) and zeros (energy gaps) may appear in the vocal tract transfer 
function because the glottal chink allows interaction with the subglottal cavities (i.e. the 
trachea). 
Breathy phonation is used to form linguistic contrasts in a number of languages. includ-
lOSpectral tilt is defined as the angle of decline of the formant amplitudes with increasing frequency (:\1 
Barry 1986:2; Huber 1989:477). The increased spectral tilt is a consequence of the high amplitude of the 
first harmonic and the attenuation of the higher frequencies. 
llFor the GLOVE text-to-spcech synthesiser designed by KTH, Sweden. the bandwidth of Fl is adjusted 
according to the size of the glottal opening (Carlson et al. 1991:483), which, subjectively, "seems to add 
to the naturalness of the [synthesised] speech". However they cite :--;ord et al. (1986) who failed to find 
a significant perceptual effect. and so the~' wonder whether an average bandwidth would produce just as 
good a perceptual resulL 
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ing many Indo-Aryan languages snch as Gujarati~ Nepali. Marathi and Hindi: Niger-
Kordofanian languages such as Igbo and Tsonga: Sino-Tibetan languages such as Newari; 
Mazatec of Mexico; and !X60 of Southern Africa (Henton & Bladon 1985:221). Some 
evidence for cues to breathiness comes from research into the acoustic-phonetic contrasts 
between breathy and non-breathy vowels in these languages. Klatt & Klatt (1990:823-5) 
surveyed some of this research~ for Gujarati. Hmong and !X6o (Pandit 1957: Fischer-
Jorgensen 1967; Ladefoged 1983; Ladefoged & Antoiianzas-Barroso 1985; Bickley 1982: 
Chasaide 1987; Chasaide & Gobi 1987; Huffman 1987). The most salient cue identified was 
the relative strength of the fundamental component in the frequency spectrum. Other pos-
sible cues were the presence of noise, especially at high frequencies, and an increased first 
formant bandwidth. From a laryngoscopic examination of one subject, Fischer-Jorgensen 
(1967 - cited Klatt & Klatt 1990:823-4) observed a wider opening in the posterior glottis 
for breathy vowels than non-breathy vowels. From an examination of the vowels of seven 
speakers of Gujarati, she also found that the glottal waveforms for breathy vowels showed 
an increased airflow, more sinusoidal waveshape, and greater open quotient. 
Klatt & Klatt (1990:835-7) correlated the results of a perceptual listening test on the 
breathiness of female and male speakers with the values of a number of potential acoustic 
cues. The only correlations of any particular strength were for the relative amplitude of the 
first harmonic, and the presence of noise in the F3 region of the spectrum. Interestingly, 
al though their ten female speakers were ~m average rated more breathy than the six male 
speakers, the difference was very small. There was also a great deal of variation between 
and within speakers: some male speakers rated more breathy than some of the female 
speakers; and for each of the stimuli presented (two sentence types, one excised vowel per 
speaker) individual speakers exhibited considerable variation. 
Other evidence for the potential cues to breathiness in the voice come from attempts to 
improve the voice source model in speech synthesis systems. Klatt & Klatt (1990) used 
the results of their analysis into natural speech to attempt a synthesis of a breathy female 
voice using the Klatt synthesiser. They presented voices synthesised from different com-
binations of the breathiness cues to a panel of listeners for rating. The strongest cue wa..'i 
the amplitude of aspiration noise. However, the sample perceived as most breathy wa..'i 
the one in which all the cues were included: :,It is as if the perceiver is aware of all of 
the systematic changes that go into breathy phonation and uses these expectations during 
perception in such a way that no single cue is as effective as all in combination" (p853). 
As further evidence of this. Klatt & Klatt found that if only the first harmonic amplitude 
was raised then some subjects heard an increase in nasality in the voice, rather than the 
intended breathiness. And yet, when also accompanied by an increase in aspiration noise, 
the synthesised voice is never heard as nasalised. It is "likely that single-cue manipula-
tions can create somewhat unnatural stimuli that result in perceptual ambiguity" (p853). 
For his simulation of vocal fold behaviour, Titze (1989a) introduced a glottal chink for 
synthesised female speech (p1704). During phonation, the folds close relatively abruptly 
at first, "creating a sudden partial closnre [of the anterior glottis),,: the posterior then 
closes more gradually. His model produces a glottal volnme velocity waveform with a 
greater open quotient for the female simulation~ and a small amount of continuous DC 
airflow. This produces a volume velocity waveform that is more symmetrical than for the 
male simulation. The simulated male folds close abruptly rather Ghan qna..'ii-sinusoidally. 
Hermes (1991:497-8) notes that the synthesis of breathiness does not merely entail the 
addition of a stationary noise signal: in listening tests this tends to result in the noise 
source sepai'ating (streaming) out from the speech sound. forming a distinct percept of its 
own. Hermes synthesised breathiness using a simple source-filter modeL with the source 
consisting of a combination of lowpass-filtcred pulses and highpass-filtered noise bursts. 
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Perceptual tests showed that the best synthesis (the most complete integration of the 
pulses and noise into a single percept) occurred when the pulses and noise bursts were 
of equal energy and coincided in time with each other. This ties in with the description 
of the production of breathiness above in that the noise comes from the same source as 
the pulses (i.e. the airstream from the lungs) and its intensity is also controlled to a large 
extent by the opening and closing of the vocal folds. He further found that the perception 
of breathiness increased as the cut-off frequency of the highpassed noise was lowered. 
Analyses of acoustic correlates of breathy voice 
Direct evidence from acoustic analyses of a speaker sex difference in the use of breathy 
voice is fairly scanty. Most studies have assumed that the relative amplitude of the funda-
mental component is a sufficient correlate of breathiness, and have investigated only this 
parameter. Only Klatt & Klatt (1990) have attempted to contrast the aspiration noise 
cue in women's and men's speech, and they conclude that there is a tendency for female 
speakers to have a greater degree of aspiration noise in the region of F3 (p852; see p830-2 
for experimental details). However, Nittrouer et al. (1990:763) dispute this, questioning· 
Klatt & Klatts' use of a subjective rating system to determine the amount of aspiration 
noise. Klatt & Klatt located the position of F3 . visually from a spectrogram, excised the 
third formant with a bandpass filter, and redigitised the waveform; the filtered waveform 
was then rated for nonperiodicity. Nittrouer et al. cite studies by Milenkovic (1987) and 
Yumoto et al. (1982) which found no significant differences in total signal-to-noise and 
harmonic-to-noise ratios respectively between women's and men's speech. However, as 
they point out, these noise measures are weighted towards the lower frequencies, while as-
piration noise is found mainly in the higher frequencies (Nittrouer et al. 1990:7(3). Henton 
& Bladon (1985:222) posit an acoustic measure based on the ratio of harmonic energy to 
noise energy, but did not investigate further. Therefore, in the absence of a better, more 
objective measure of aspiration noise, Klatt & Klatts' result is still interesting; especially 
as it backs up other studies indicating aspiration noise as a potential cue to breathiness. 
Studies examining the relative amplitude of the fundamental component have used the 
difference in amplitude between the first and second harmonics I2 as a measure of this. 
Henton & Bladon (1985:222) adopt an argument of convenience to justify its use, namely 
that it requires no special processing. Klatt & Klatt (1990:828-9) examined this and other 
measures of relative amplitude (HI-relative to AI, and HI relative to RMS amplitude) 
and found that, for group measures, there is little to choose between thenl. Because of 
the difficulties of measuring the others (for example, accurately measuring the amplitude 
of FI) they too chose to use H I-H2 . Both Nittrouer et al. (1990) and Giinzburger (1991) 
used the HI-H2 measure because Henton & Bladon and Klatt & Klatt used it. The issue 
of the choice of measure with which to assess the relative amplitude of the first harmonic 
will be returned to in Section 4.1.2. 
The results from the above-mentioned studies are summarised in Table 3.8. All four 
studies show considerable average differences between the female and male speaker groups 
for the measure H I -H2 (see the final column, labelled -Differences'). Thus, we could 
conclude that female speakers of American English (Klatt & Klatt 1990: Nittrouer et 
al. 1990), of the Dutch equivalent of RP (Giinzburger 1991). and of British RP and 
modified Northern British English (Henton & Bladon 1985) typically have a greater first-
to-second harmonic amplitude difference than men. The result for US English speakers is 
11This measure will be referred to as H I -H2 • where HI is the amplitude of the first harmonic or 
fundamental component. and H2 is the amplitude of the second harmonic. The d.JD.plitude of the first 
forwan t will be referred to as .4. 1 . 
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Source Lang. Speaker Xo. of ~Iean (SD) Difference 
spoken sex speakers (dB) (dB) 
Henton & Bladon MD f 12 7.6 ( - ) 
(1985) English m 13 1.6 ( - ) 6.0 
Henton & Bladon RP f 20 6.4 ( - ) 
(1985) English m 16 0.8 ( - ) 5.6 
Klatt & Klatt US f 10 1.9 (2.3) 
(1990) English m 6 -3.8 (1.9) 5.7 
Nittrouer et al. DS f 4 -0.2 (3.5) 
(1990) English m 4 -4.8 (2.1) 4.6 
Giinzburger :RP' f 13 3.9 (5.2) 
(1991) Dutch m 13 -0.6 (3.9) 4.5 
Table 3.8: Survey of studies comparing measures of HI-H2 (the difference in amplitude 
between the first and second harmonics) for female and male speakers. The ;Difference: 
column gives the difference between the female and male HI-H2 scores. Note: MD = 
Modified Northern; RP = Received Pronunciation; 'RP~ Dutch = Dutch equivalent of RP; 
f = female; m = male. 
supported by the research of Monsen & Engebretson (1977:986-7). However, while there 
are similarities between the female-male difference from the different studies, there is a 
great deal of inconsistency in the mean values of HI-H2, ranging from -0.2dB to 7.6dB for 
. the female speakers, and -4.8dB to 1.6dB for the males. There are a number of possible 
explanations for this, inciu?ing the choice of stimuli, the measurement techniques, the type 
and number of subjects, between- and within-speaker variability, and cultural differences. 
These sources of variability will now be discussed. 
The main criterion for the choice of which vowels to investigate in these studies was that 
the lower harmonics should be relatively free from the influence of Fl· For vowels such 
as liy I and luw I, the first formant is often near, or even below, the second harmonic 
(Ladefoged et al. 1988 - cited -Nittrouer et al. 1990:766), causing its amplitude to be 
increased. Thus the open vowels were used in these studies to measure HI-H2, although 
the different researchers were inconsistent in their choice: the two US studies used I aa/, 
Henton & Bladon used the vowels lae/, lah/, laxl, lerf, while Giinzburger used lae/. 
Examination of the results suggests that the HI-H2 measure is subject to variation due to 
both the vowel uttered, and its consonantal context. Henton & Bladons' data, reproduced 
in Table 3.9, suggest that HI-H2 is dependent upon the vowel uttered, although mainly 
for the female speakers. For instance, the mean HI-H2 for the female RP speakers 
ranged from 3.3-8.4dB across the four vowels in their study, but only 0.2-1.0dB for the 
male RP speakers. Nittrouer et al. investigated the influence of the preceding consonant 
on the relative first harmonic amplitude of laa/. They found a tendency for HI-H2 
to increase in value from the voiced stop (they considered Idl in their study) to the 
voiceless fricative Usl and Ish/) to the voiceiess stop Uti and Ik/) contexts (p774). Of 
the issues surrounding the recording of the stimuli. the recording level is obviously of great 
importance in the measurement of harmonic amplitudes, although the effects of this are 
offset somewhat because we are interested only in relative amplitudes. 
Probably the most compelling reason for treating these results with caution is that the 
between-speaker differences, where reported, are considerable. In the Klatt & Klatt study, 
the mean Hrlh scores for each female speaker ranged from -1.6dB to 7.1dB, and the males 
from -5.4dB to -0.3dB (see Table III. p829). Similarly, the female speakers in Giinzburger's 
study rang~d from -2.5dB to 14.5dB. and the males from -5.0dE to 5.0dE (estimated 
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Accent /I lael lahl laxl jeri /I :vlean I 
RP f 8.4 6.4 6.2 3.3 -
m 1.0 0.8 0.2 0.4 -
cliff. (f-m) 7.4 5.6 6.0 2.9 .5.5 
1IN f 10.6 7.6 - 6.3 -
m 2.4 1.6 - 2.5 -
cliff. (f-m) 7.9 6.0 - 3.8 5.9 
Table 3.9: Female and male HI-H2 data (to nearest O.ldB) for four vowel sounds. The 
two groups of subjects were speakers of the Received Pronunciation (RP) and Modified 
Northern (MN) accents of British English. Also included are the differences between the 
female and male averages. After Henton & Bladon (1985:224). 
froJ.n Figure 2, p64). Breathiness, as meas<1red using HI-H2, does not appear to be a 
consistent feature of speaker sex for either women or men, and some men are dearly more 
breathy than some women. In addition to the between-speaker differences, Klatt & Klatts' 
suggested from their data that while most speakers appear to have reasonably consistent 
levels for HI-H2 in a given situation, some speakers exhibit considerable variation in 
different contexts, even in the declarative-type sentences used in their study (p830). This 
led Klatt & Klatt to conclude that, "within each gender there is much .. , variation in 
acoustic manifestations of breathiness, with some males being more breathy than many 
females. In addition, it is likel~ that any individual is capable of adopting a fairly wide 
range of speaking styles that differ in degree of breathiness" (p852). With regard to the 
comment on speaking styles, Giinzburger found that when her subjects were asked to 
adopt a 'sexy' voice (i.e. breathier than their normal voice), nearly all of them increased 
the relative amplitude of the first harmonic, and the group means for the HI-H2 measure 
rose by 1.5dB for the female speakers and 1. 7 dB for the male speakers. 
It is also worth noting the effect of basing a study on data from a relatively few number of 
speakers (see the fourth column of Table 3.8), particularly the degree of between-subject 
variability in the H 1-H2 measure. The mean H 1-H2 for the thirteen female and thir-
teen male speakers in Giinzburger's study ranged over 17dB and 10dB respectively; while 
Klatt & Klatts' ten female and six male speakers ranged over 8.7dB and 5.1dB respec-
tively. Given such variation, the use of such srnall numbers of subjects can only lessen 
the possibility of a representative population sample. Finally, if a breathy voice quality 
is a learned characteristic, or is affected by acculturation, then it is highly likely that 
we would find noticeable differences between subjects from different countries. and even 
within countries, as evidenced by the differences in H 1-H2 for the speakers of modified 
Northern and R.PEnglish in Henton & Bladons' study (see Table 3.9). Klatt & Klatt 
(1990:826) state that, impressionistically, Swedish women sound less breathy than Amer-
ican women. They quote a study which would appear to back this up, in that only two 
out of the six female subjects exhibited any DC airft.ow in the nominally closed phase 
of the glottal cycle (Karlsson 1985). This indicates that breathiness is not a universal 
marker of women' s speech. In other words it is not a feature that has been adopted by 
women of all cultures. However, a study by Soderston et al. (1989 - cited Soderston & 
Hammarberg 1992:23) found perceived breathiness was common amongst (young) Swedish 
women. while a posterior glottal opening was found by Soderston & Lindestad (1990 -
cited S()derston & Hammarberg 1992:23) to be consistent in Swedish women. 
The experimental differences highlighted above make cruss-study comparisons hazardous. 
but it is clear that there is a tendency for women's voices to display a higher relative 
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first harmonic amplitude than men. And insofar as this measure can be said to be an 
adequate acoustic correlate of breathiness in the voice, then there is also a tendency for 
women to be more breathy-voiced than men. However~ the amount of between-subject 
variability reported in this research~ and the potential for Y/ithin-speaker variability in 
different speaking styles, shows that this should be treated as no 'more than a tendency~ 
and that ;'i t is unwise to make sweeping generalisations with regard to sex typing~ as well 
as the behaviour of particular individuals" (Klatt & Klatt:1990:852). 
Summary 
From the evidence available in the literature, a degree of breathiness appears to be a 
characteristic of the female voice. Voice quality perception studies have indicated that 
women do tend to have a breathy voice; while articulatory studies have fairly convincingly 
pinpointed the mechanisms for its production, namely the presence of an opening in the 
posterior glottis during phonation and its subsequent effects on the voice source. There 
are, however, suggestions that this voice quality is a learned behaviour (Klatt & Klatt 
1990:825). The main acoustic correlates of this breathiness are the high relative amplitude 
of the first harmonic, and the presence of aspiration noise in the higher frequencies. The 
relative strength of the first harmonic is generally considered the most important cue to 
the perception of a breathy voice quality. 
There are claims that breathiness impairs intelligibility and that it is indicative of vocal 
pathology, in that an increase in noise in the voice is considered indicative of laryngeal dis-
order (Nittrouer et ai. 1990:762)13. If this were true, it raises questions of whether women 
are adopting a speech behaviour that not only makes them less likely to be understood, 
but inflicts physical damage on the voice source. However, if a breathy voice quality is 
a vocal marker of the female population then it is unlikely to degrade intelligibility nor 
produce laryngeal disorders. These claims are examined in more detail helow. 
Henton & Bladon (1985:225) claim that breathiness reduces the intelligibility of speech 
and question why women should choose to produce breathy speech if this is the case. 
This is countered by Javkin et al. (1991)~ who tested the intelligibility of synthesised 
breathy speech. They simulated breathiness by controlling the three parameters associated 
with breathy voice production: spectral tilt, open quotient of the glottal pulse, and the 
ampli tude of aspiration noise. From listening tests using different combinations of the 
source parameters they concluded that intelligibility was not affected 14. 
1JXittrouer et al. {1990:762} note that breathiness is usually measured using two different signal char-
acteristics, depending on whether the area of application is clinical or linguistic: "Consequently, it is not 
clear that the label 'breathy' applies to speech signals with the same acoustic (and therefore, articulatory) 
characteristics in clinical and linguistic descriptions." They discuss whether the amount of aspiration noise 
and relative amplitude of the fundamental are dependent upon each other (i.e. greater open quotient. more 
symmetrical waveform), or whether they are independent {noise is a major consequence of many laryngeal 
disorders and greater relative Fo amplitude is cited 1y a number of studies as being the most important 
perceptual cue to breathiness}. According to Soderston & Hammarberg {1992:23}: "Incomplete vocal fold 
closure is one parameter the speech pathologist tries to reduce with vocal exercises in voice therapy ()f 
patients with voice disorders as well as in voice training of normal speakers who need to improve their 
voices to prevent voice problems." However,. when they studied the degree of posterior glottal closure in 
eight young women who were each given forty hours of formal voice training, they found that the degree 
of closure did not decrease with any significance for an~' of the women, whilst the degree of perceived 
breathiness actually increased. Nloreover. Klatt & Klatts' findings argue powerfully for the dependence 
stance {p822-3}. 
140n a cautionary note, Javkin et ai. synthesised a male voi-:e (p543). Also. it is unclear how natural 
the noise compone~t in their synthesised speech was. Although they indicate (p541) that this parameter 
is changed during a word. they give no further details of its dynamics. Hermes (1991) noted that the 
addition of a stationary noise source may result in the noise simply 'streaming out', in other words forming 
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Henton & Bladon (1985:225) make a number of claims as to why breathiness adversely 
affects intelligibility. They say high-pitched breathy voices are unlikely (due to the lower 
longitudinal tension of the vocal cords) and that breathy-voiced speakers ·are liable to 
sound monotonous. However, if breathiness is indeed a feature of women's voices then 
clearly this contention holds little weight. They also cite studies showing that the percep-
tion of speech produced against a background of noise is degraded, stating that this "is 
essentially what is happening when voiced speech is overlaid on a breathy background" 
(p225). This is patently untrue as it ignores the fact that the aspiration noise produced 
during breathy speech results in an excitation of the vocal tract, and is therefore modulated 
by the resonances there (Javkin et al. 1991:540). Javkin et ai. also note that breathiness 
could actually increase intelligibility, particularly for female speakers, in that the noise 
may to some extent 'fill in' the relatively wide spectral spacing between the harmonics 
(p540; see also Klatt & Klatt 1990:822-3). 
Considering the role of breathiness in forming linguistic contrasts in various languages, 
Ladefoged (1983:351 - cited Henton & Bladon 1985:221) claims that breathy voice :'would 
be considered strongly stylistically marked or pathological if used by speakers of English 
[who do not make such a linguistic contrast]". However, while extreme breathiness would 
probably be indicative of pathological speech (Perkins 1971; Hanson & Emanuel 1979 -
both cited Henton & Bladon 1985:221; Giinzburger 1991:62), there is no reason why a 
degree of breathiness should not be used by women paralinguistic ally. 
t He found that a periodic noise source synchronised with the glottal pulses caused the a. separate percep . ..' 
noise component to b~ fully integrated mto a. smgle percept. 
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3.1.3 The vocal tract and the formant frequencies 
The formant frequencies of women and men are generally cited as being between 15% 
(Vaissiere 1985:202) and 18% (Fant 1973:93) greater than those of men. This difference is 
a consequence of the longer male vocal tract~ which results in lower frequency resonances 
being propagated in the supralaryngeal vocal cavity (Daniloff et al. 1980:273). According 
to Chiba & Kajiyama (1941 - cited Fant 1973:46): the average female vocal tract is 15% 
shorter than the male. 
However, the actual difference in formant frequencies is dependent upon both the phoneme 
being articulated and which formant is being considered. The reason for this disparity 
(i.e. of the variability in the female-male difference for different phonemes) is that the male 
vocal tract is not simply a scaled-up version of the female vocal tract (Laver 1988:99). A 
difference has been found between the female and male length-ratios of the pharyngeal 
and oral tracts (Klatt & Klatt 1990:825), although there is scant published evidence for 
this. Fant (1973:88) states that adult males have "a relatively greater pharynx length and 
more pronounced laryngeal cavities': than females, while the oral cavities are about the 
same length in both sexes15 . However, this oft-quoted statement is based solely on data 
supplied by Chiba & Kajiyama (1941:188-93) from a study of very few speakers. Fant 
cites Chiba & Kajiyama as saying the length of the mouth cavity (incisor to pharynx 
wall) of a girl of eight was 30% shorter than an adult female and 56% shorter than an 
adult male. They are also quoted as saying that the relative overall vocal tract lengths 
are 1.0 for males and 0.87 for females (and 0.80 for a boy of nine and 0.70 for a girl of 
eight). This would appear to be flimsy evidence to be basing such a claim on. Hunter & 
Garn (1972) found that the average difference in size of the ramus (a vertical dimension 
at the rear of the" mandible) between women and men is proportionately greater than for 
other facial dimensions. This would appear to indicate a proportionately greater depth to 
the supra-laryngeal tract in men~ more specifically" in the oral cavity. 
The data from measurements of formant frequencies of different vowels tend to substantiate 
the notion of a disproportionate sexual dimorphism in the supralaryngeal vocal tract. If 
such a disproportion does exist~ since a person~s formant frequencies are the product of 
the shape of their vocal tract~ and given that the first two formants in particular 'can 
be variously dependent upon the front and back parts of the vocal tract (i.e. of the oral 
and pharyngeal cavities respectively), we would expect the relative formant frequency 
differences between the sexes to be.inconsistent for different vowels. This effect can be 
seen by referring to Tables 3.10 and 3.11~ which show the scaling factors representing 
the percentage differences between female and male formant frequencies for a number of 
vowels. The scaling factors were calculated as follows: 
, [Fn (fern,ale) 1 00 kn = - 1 x 1 Fn(male) 
where kn indicates the scaling factor for the n-th formant.' Table 3.10 shows the formant 
data derived from Peterson & Barneys' (1952) study on U.S. women and men. Table 
3.11 shows the formant data for the equivalent vovlels derived from Fanfs (1959) stndy 
of Swedish women and men. The mean scaling factors for all formants and all phonemes 
from the two studies are 17% and 15% respectivcly~ i.c. according to these results~ on 
l.5Interestingly, Fant (1973:93) argued that: "The scaling of children's data from female data comes closer 
to a simple factor independl"nt of vowel class." In other words, the configuratiun of women's vocal tracts is 
more like those of children than men's. Fant based this statement on a comparison of the child/male ard 
female/male formant scale factors for different vowels from Peterson & Barners' (1952) data., the graphs of 
which look similar (a.lthough obviously the child/male scale factor is much greater than the female/male) 
(~ee pS9). 
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Formant \I ly ih eh ae aa aw llh uw ah axr II :\lean I 
-
Fl f 310 430 610 860 850 590 470 370 760 500 580 
m 270 390 530 660 730 570 440 300 640 490 500 
;{ cliff. 15 10 15 30 16 4 I 23 19 2 15 
F2 f 2790 2480 2330 2050 1220 920 1160 950 1400 1640 1690 
m 2290 1990 1840 1720 1090 840 1020 870 1190 1350 1420 
% cliff. 22 25 27 19 12 10 14 9 18 21 19 
F3 f 3310 3070 2990 2850 2810 2710 2680 2670 2780 1960 2780 
m 3010 2550 2480 2410 2440 2410 2240 2240 2390 1690 2390 
% cliff. 10 20 21 18 15 12 20 19 16 16 17 
Table 3.10: Formant frequency data. (to nearest 10Hz) for ten vowels articulat-ed by 28 
female (f) and 33 male (m) U.S. English speakers in a /hVd/ context. Also included 
are the percentage differences between the male and female formants and their averages. 
Note that the overall means given in the final column are computed from the vowel means. 
After Peterson & Barney (1952). 
average female formant frequencies are 15-17% greater than male formant frequencies. 
If we consider the scaling factors formant-by-formant and phoneme-by-phoneme. we can 
discern the differences referred to above~ and also tL.1t the disparities can be large. With 
Peterson & Barneys' data, the scaling factors range from 2% (FI of ler/) to 30% (Fi of 
lae/L and with Fant's data they range from -3% (F2 of /uw/ 16) to 30% (Fl of I~el again~ 
and F3 of I uw /). This indicates that only certain formant frequenciLs from certain vowels 
would be of use when seeking to differentiate between female and male speakers. Fant 
(1973:93) summarises the deviations from the average scaling factor across all vowels as 
follows: 
a) the first and second formants of all rounded back vowels have relatively low 
scale factors; 
b) the first formants of any close or highly rounded voweL i.e. high front vowels~ 
also have relatively low scale factors; 
c) the first formant of very open front or back vowels has a substantially higher 
than average scale factor. 
If we now compare the consistency of the phoneme-by-phoneme figures between the two 
studies, we can see a nmnber of discrepancies in that there is agreement on the mean 
frequencies of only some formants. The mean between-study differences are 30Hz for 
female speakers and 20Hz for male speakers for F i , 200Hz and 140Hz for F2 , and 140Hz 
and 40Hz for F3. There are a number of possible explanations for this, the chief one being 
that Fant's phoneme names were derived from matching the F-patterns of his subjects' 
Swedish phonemes with the nearest U.S. English equivalents. Thus even when the 'same' 
vowel phoneme was uttered, the formant frequencies would not necessarily be ~he same due 
to the effects of the Swedish pronunciation. Moreover, Peterson & Barney measured their 
formant frequencies from phonemes uttered in a Ih V dl context, while Fant lS speakers were 
a.-'=;kcd to produce phonemes sustained over four seconds. This would have a significant 
effect on vowel quality, and subsequently on the frequencies of the formants. 
Fant (1960 - cited in Giinzburger & de Vries 1989:143) suggested that the female-male 
difference in formant frequencies was more consistently pronounced for F.3 than for Fl and 
16Thus, for the speakers investigated by Fant. the second formant of /uw / was actually higher on average 
for male speakers than it was for female speakers. This was also true for the first formant of /uh/. 
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I Formant \I ly ih eh aa aw uh uw ah II :\Iean I -
FI f 280 370 550 790 860 520 410 340 570 520 
m 260 330 440 610 680 490 420 310 530 450 
% cliff. 9 10 25 30 27 6 -1 11 8 16 
F2 f 2520 2540 2140 1830 1200 840 1180. 690 1290 1580 
m 2070 2050 1800 1550 1070 830 1070 710 1100 1360 
% cliff. 22 24 19 18 12 2 10 -3 17 16 
F3 f 3460 2960 2860 2920 2920 2840 2710 2900 2750 2920 
m 2960 2510 2390 2450 2520 2560 2320 2230 2430 2490 
% cliff. 17 18 20 19 16 11 17 30 13 17 
Table 3.11: Formant frequency data (to nearest 10Hz) for nine vowels articulated by 
7 female (f) and 7 male (m) Swedish speakers from 4 sec sustained vowel productions. 
Also included are the percentage differences between the male and female formants and 
their averages. Note: (1) The overall means given in the final column are computed 
from the vowel means; (2) Although the vowels uttered were Swedish, the vowel names 
given are comparable U.S. English vowels selected by F-pattern match (Fant 1973:86); 
(3) Fant did not give the figures for the female speakers. These were calculated from the 
male formant frequencies and the female-male percentage difference. After Fant (1973), 
originally published in Fant (1959). 
F2, proposing a possible systematic sex-related difference. Certainly the fe'nale-male F3 
scaling factors reproduced from Fant's 1959 study in Table 3.11 do not fall below 11%, 
while the Fl scaling factors for four phonemes and F2 scaling factors for two phonemes 
are less than 10%. However, Peterson & Barney's data indicate consistently high scaling 
factors for both F2 and F3. Giinzburger & de Vries suggest that further evidence for a 
systematic difference in F3 comes from studies of male-to-female transsexuals, who while 
adopting a female speaking mode caused an upward shift in the third formant while not 
appreciably affecting the first two formants (Giinzburger 1989 - cited in Giinzburger & 
de Vries 1989:143). 
A sex difference has also been reported in the width of the vowel formant bandwidths. 
However, quantitative statements range from male bandwidths being approximately half 
as wide as those for females (Vaissiere 1985:202), to male bandwidths "appear" to be 
narrower (Bladon 1985:30), although neither source provides any empirical evidence or 
reference to such. 
Measuring the formant frequencies of female speakers 
One factor contributing to the lack of research into women~s speech is that it has tra-
ditionally been regarded as difficult to measure. The main reason for this is that most 
acoustic studies tend to focus on the formant frequencies as cues to phonetic contrasts; 
but the higher fundamental frequencies of women (and children) make it more difficult 
to estimate formant frequency locations (Karlsson 1991:113-4, Klatt & Kla.tt 1990:820). 
Automatic formant tracking can be "particularly difficult for female voices (Klatt & Klatt; 
1990:825, Vaissiere 1985:196). 
Due to the high Fo produced by women (80-90% higher than men), the harmonics of their 
fundamental in the frequency spectrum are more widely spaced. There is subsequently less 
chance that a. harmonic will fall within the bandwidth of a formant. and less chance that 
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the harmonic will excite the formant - therefore the formants will be less well specified 
(Karlsson 1991:114). Or, to put it another way, "male vowels have ... a lower fundamental 
frequency which leads to a denser sampling of the spectrum by more partials" (Bladon 
1985:30). Thus spectrograms of female speakers tend to be more difficult to decipher than 
male speakers. This is particularly troublesome for women's articulations of high vowels 
and voiced consonants: PI is often very close to the fundamental making the first formant 
difficult to measure (Karlsson 1991:114) (see Section 4.1.2 for a more detailed look at these 
points). Furthermore, if, as has been suggested in Section 3.1.2, one aspect oLthe female 
voice is a degree of breathiness, then the consequences of breathy voice for the frequency 
spectrum render the formant frequencies even more difficult to measure, e.g. a stronger 
first harmonic may be confused for PI, an increase in the bandwidth of PI could make it 
harder to locate (1 local maximum, and coupling with the trachea can produce extra peaks 
(Klatt & Klatt 1990:853) .. 
And yet, women's speech is no less intelligible than men's. For example, Tielen measured 
the intelligibility of female and male voices under different noise conditions and found no 
differences between the sex groups. Strange et ai. (1976) found that, for vowels spoken 
in isolation, women's vowels were identified accurately 74% of the time, against 67% for 
men. Indeed, Margulies (1979 - cited Klatt & Klatt 1990:825) found female speakers to 
be significantly more intelligible than male speakers. Comparing the intelligibility of five 
female and five male speakers in various noise conditions, the women achieved an average 
score of 73%, against 56% for the men. Clearly human beings do not experience the same 
problems in perceiving women's speech. 
This begs the question, are we missing something? Or perhaps we should be more 
forthright, and ask if we are fundamentally mistaken in trying to apply to female speech 
the models of speech production derived from research into the male voice. Certainly, some 
researchers have suggested that formants are not as important as has been assumed in the 
human perception of speech, and that we should look to improving our understanding of 
how the auditory system deals with the acoustic speech signal (e.g. Bladon 198Z). There is 
without doubt room for improvement in the male-orientated model of speech production, 
in that it could take int.o account the acoustic consequences of the female vocal apparatus. 
For example, from some informal observations Klatt & Klatt (1990:820) noted there is a 
"possibility that vowel spectra obtained from women's voices do not conform as well to 
an all-pole model, due perhaps to tracheal coupling and source/tract interactions (Fant 
1985, Klatt 1986)". This can result in spurious poles and zeros entering into the vocal 
tract transfer function. Furthermore, the nonuniform differences in laryngeal anatomy 
found by Titze (1989a) (see Section 3.1.1) suggest there are significant differences in vocal 
source characteristics. The sexual dimorphism in the length-ratios of the vocal tracts' 
cavities cause a particular problem. "The prognosis for solving [the speaker sex} problem 
looked bleak in 1975 when Fant demonstrated that . .. formant frequency differences are 
not consistent from vowel to vowel, nor from formant to formant" (Bladon 1985:29). Pre-
vious attempts to account for the female-male differences have relied on simple scaling 
techniques, such as multiplying the formants by a factor of 1.175 (and the fundamental by 
1.7) (Huber 1989:477). When these parameters were incorporated into speech synthesis 
algorithms, the results were not very convincing (see Klatt 1987:746-7). 
Summary 
There is nnfortunately very little quantitative data on the formant frequencies in the lit-
erature, particularly for female speakers. There have been a number of studies of speakers 
of different languages, but only of male 5peakers - fur (~xample, Fant's (1973) study of 24 
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Swedish men, Fischer-.T0rgenson1s (1972) study of Danish men, .J0rgcnson's (1969) study 
of 6 German men, and Pols et al.s 1 (1973) study of 50 Dutch men. This. makes it very 
difficult to establish patterns in the differences between the sexes for different vowel types, 
for example to substantiate the between-vowel deviations from the average scaling factor 
summarised by Fant. Furthermore, it is almost impossible to gauge the variability in the 
formant frequencies between speakers. If the average female-male difference for the first 
three formants taken together is approximately 15%, then there is likely to be a great 
deaL of overlap in the values attained by individual women and men. However, given the 
differences reported in the scaling factors in both the Peterson & Barney and Fant studies, 
it is probable that the formant frequency behaviour of women and men is very different 
for some vowels, and very similar for others. 
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3.1.4 The vocal apparatus and the effects of aging, height and weight 
The vocal apparatus and the effects cf aging in childhood 
A. The larynx and fundamental frequency 
Studies of the anatomy of children indicate there arc no significant anatomical differences 
between girls and boys until they reach puberty (e.g. Crelin 1973 - cited Lieberman & 
Blumstein 1988: 131) 17. More specifically, anatomical r.p.easurements of the larynges of pre-
pubescent boys and girls show the larynges are likely tp have the same dimensions, given 
the same overall height and weight (Kirchner 1970; Negus 1962 - both cited Ingrisano et 
al. 1980:62; Kahane 1975 - cited Bennett 1983:139). In addition, using the circumference 
of the throat as an indicator/correlate of larynx size, Giinzberger et al. (1987:50) found 
no significant sex differentiation in this measure for 17 seven and eight year-olds. 
Therefore, given the lack of anatomical distinction, we would expect there to be no system-
atic differences in the fundamental frequency' of pre-pubescent children matched for height 
and weight (Sachs 1975 - cited Smith 1985:59; Robb & Saxman 1985 - cited Lieberman 
& Blumstein 1988:131). However, from the studies of children's fundamental frequency 
characteristics, it is extremely difficult to come to any firm conclusion about this, as the 
reported differences between girls and boys create an ambiguous picture. For example, 
the average SFF of girls is variously given as being greater than that of boys (Hasek et al. 
1980: Ingrisano et ai. 1980), less than that of boys (Fairbanks et al. 1949a,b; Sachs et al. 
1973), or roughly the same (Bennett 1983: Giinzburger et al. 1987: Weinberg & Bennett 
1971a: Vuorenkoski et ai. 1978). Furthermore, from an examination of Tables 3.12 and 
3.13, there is clearly great disparity in the mean SFFs reported for each age group. 
It is actually extremely difficult to assess the degree of sex differentiation. if any, that 
exists in the SFFs of children. One of the biggest problems is deciding what groups of 
children should be compared, as children, even of the same age, will be at varying stages 
of physical and mental development. One solution to this problem would be to pair off 
girls and boys whose heights and weights match, a strategy adopted by Sachs et al. (1973). 
From a group of children of mixed ages they matched nine pairs of girls and boys and 
measured the fundamental frequency of sustained productions of the vowels / aa/, /iy / and 
/uw j, and found the boys Fo to be significantly higher than the girls. Another strategy 
would be to compare the fundamental frequencies of children whose sex was perceived 
accurately (or indeed inaccurately) from their speech, a method used by Giinzburger ct 
al. (1987), Ingrisano et al. (1980) and Weinberg & Bennett (1971a). Weinberg & Bennett 
(1971a:1210,1211L measuring Fo from 30 seconds of spontaneo11s speech from 66 five 
and six year-olds, found the group means and ranges of speaking Fo to be very similar 
(if anything, the five year-old boys were slightly higher). Giinzberger et d. (1987:51) 
measured the fundamental of 17 children, both for sustained productions of the vowels 
/ aaj, /iy / and /uw / and for sentences. As with Weinberg & Bennett they found great 
similarity in the group averages, and the boys' average Fo in sentences was higher than 
the girls, though not at a level of significance. Further, both Weinberg & Bennett (1971a) 
and Giinzberger ct al. (1987) found an extensive overlap in the Fo distributions of the 
children whose sex was accurately and consistently identified (see Section 3.2.1 on child 
sex perception for more details). However. in contrast to this, Ingrisano et al. (1980:66- 7) 
~elected a group of four to five year-old children whose sex was corj:ectly identified more 
than 90% of the time (see Section 3.2.1) and found the girls' group average Fo was higher 
17Tanner (1978 - cited Smith 1985:59) states that boys on average are slightly larger than girls from 
birth. However, while these slight differences in average size may result in correspondingly small differences 
in average Fa, the data reported upon here indicate that this is not significant. 
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Source Age n Lang. ~Iedian ).1ean SD Range 
(yrs) spoken Fo (Hz) Fo (Hz) (Hz) (st) (Hz) 
Cornut et al. (1971) 5 - I 279 - - -Cornut et al. (1971) 5 - - - 283 - - -
Weinberg & Bennett (1971a) 5 18 US Engl. - -248 
- 2.9 212-295 
Hasek et al. (1980) 5 15 US Engl. - 258 28.7 - 202-306 
Ingrisano et al. (1980) 5 3 US Engl. - 286 - - 233-323 
Cornut et al. (1971) - 6 - - - 276 - - -
Cornut et al. (1971) 6 - - - 272 - - -
Weinberg & Bennett (1971a) 6 19 US Eng!. - 247 - 3.3 218-274 
McGlone & McGlone (1972) 6 10 US Engl. - 249 - - -
Bennett & Weinberg (1979) 6 30 US Engl. - 245 - 27.5 - -
Hasek et al. (1980) 6 15 US Engl. - 254 22.7 - 210-313 
Herbert (1942) 7 - US Engl. - 273 - - -
Fairbanks et al. (1949a) 7 15 US Engl. - 281 - - -
Cornut et al. (1971) 7 - - - 293 - - -
Cornut et al. (1971) 7 - - - 278 - - -
Hasek et al. (1980) 7 15 US Engl. - 262 35.8 - 1S5-3D.3 
Hammond (1947) 8 - US Engl. - 287 - - -
Fairbanks et al. (1949a) 8 15 US Engl. - 288 - - -
Cornut etal. (1971) 8 - - - 294 - - -
Cornut et al. (1971) 8 - - - 281 - - -
McGlone & McGlone (1972) 8 10 US Engl. - 276 - 0.6 -
Vuorenkoski et al. (1978) 8 22 - - 253 - - -
Hasek et al. (1980) 8 15 US Engl. - 264 24.6 - 215-306 
Bennett (1983) 8 10 US Engl. - 235 12.;3 - 221-258 
Giinzburger et ai. (1987) 8 6 Dutch - 243 - - -
Giinzburger et aI. (1987) 8 6 Dutch - 245 - - -
Hasek et aI. (1980) 9 15 US Engl. - 247 22.4 - 210-281 
Bennett (1983) 9 10 CS Engl. - 222 8.3 - 209-236 
Vuorenkoski et ai. (1978) 10 28 - - 252 - - -
Hasek et ai. (1980) 10 15 US Engl. - 254 19.8 - 234-303 
Bennett (1983) 10 10 CS Engl. - 228 9.4 - 215-239 
Duffy (1970) 11 6 US Engl. 266 266 - - -
Bennett (1983) 11 10 US Engl. - 221 13.4 - 200-2.t.t 
Duffy (1970) 13 6 US Eng!. 264 260 - - -
Duffy (1970) 13 6 US Engl. 250 245 - - -
Michel et aI. (1966) 15 44 CS Engl. - 208 - - 159-260 
Hollien & Paul (1969) 15 89 US Engl. - 216 - 1.5 159-260 
Duffy (1970) 15 6 1:S Eng!. 238 237 - - -
~Iichel et al. (1966) 16 115 US Engl. - 207 - - 144-255 
Hollien & Paul (1969) 16 185 "US Engl. - 214 - 1.5 154-256 
Michel et al. (1966) 17 148 US Engl. - 208 - - 127-263 
Hollien & Paul (1969) 17 193 "US Eng!. - 212 - 1.7 127-263 
Table 3.12: Survey by age of studies reporting girls: mean SFF values. 
61 
Source Age n Lang. Median ~lean SD Range 
(yrs) spoken Fo (Hz) Fo (Hz) (Hz) (st) (Hz) 
vVeinberg & Bennett (1971a) 5 15 US Engl. - 252 - 2.9 217-293 
Hasek et al. (1980) 5 15 US Eng!. - 248 27.9 - 186-313 
Ingrisano et al. (1980) 5 4 US Engl. - 273 - - 246-273 
Weinberg & Bennett (1971a) 6 14 US Eng!. - 247 - 2.9 204-274 
Bennett & Weinberg (1979) 6 23 US Engl. - 238 19.9 - -
Hasek et al. (1980) 6 15 US Engl. - 263 31.1 - 228-332 
Fairbanks et al. (1949b) 7 15 US Engl. - 294 - - -
Hasek et al. (1980) 7 15 US Engl. - 234 17.9 - 199-264 
Fairbanks et al. (1949b) 8 15 US Engl. - 297 - - -
Vuorenkoski et al. (1978) 8 28 - - 259 - - -
Hasek et al. (1980) 8 15 US Engl. - 236 28.5 - 195-313 
Bennett (1983) 8 15 US Engl. - 234 19.8 - 204-270 
Giinzburger et aI. (1987) 8 11 Dutch - 246 - - -. 
Giinzburger et al. (1987) 8 11 Dutch - 260 - - -
Hasek et al. (1980) 9 15 US Engl. - 230 13.1 - 211-254 
Bennett (1983) 9 15 US Engl. - 226 16.4 - 198-263 
Curry (1940) 10 - - 269 263 - - -
Hollien & :NIalick (1962) 10 6 US Engl. 223 210 - - -
Hollien et al. (1965) 10 6 "US Engl. 247 235 - - , -
Hollien & Malick (1967) 10 6 CS Engl. 237 226 - - -
Vuorenkoski et al. (1978) 10 32 - - 247 - - -
Ha..<;ek et al. (1980) 10 15 US Engl. - 229 33.8 - 173-293 
Bennett (1983) 10 15 US Engl. - 224 14.7 - 208-259 
Bennett (1983) 11 15 US Engl. - 216 15.0 - 195-259 
Curry.(1940) 14 - - 241 232 - - -
Hollien & :vlalick (1962) 14 - CS Engl. 162 158 - - -
Hollien et al. (1965) 14 - 1]S Engl. 199 185 -- - -
Hollien & Malick (1967) 14 - US Engl. 184 189 - - -
Curry (1940) 18 - - 137 133 - - -
Hollien et al. (1965) 18 - US Engl. - 115 - - -
Hollien & Malick (1962) 18 - CS Engl. - 121 - - -
Table 3.13: Survey by age of studies reporting boysl mean SFF values. 
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than the boys', while the boys' range of Fa was more restricted. This trend was also 
observed in intonation curves. HoweveL their sample was very small. consisting of onl.\' 
three girls and four boys18. . 
Further causes of the variable SFFs reported for children lie wi th the different research 
methodologies pursued in these studies, the numbers of children comprising the sample 
groups, and the unpredictable responses of the children, who may feel variously intimi-
dated, bored or playful depending upon the experimental situation 19. In order to compare 
and' contrast the research reported upon in Tables 3.12 and 3.13, a summary giving details 
of the experimental conditions under which the fundamental frequency data was obtained 
is produced below: 
• Bennett (1983) - longitudinal study; children wore headset-m01mted microphone; 
generally one utterance of 12 syllable declarative sentence, giving a sample of sev-
eral vowels and diphthongs; also measured were voiced. consonants, vowel/consonant 
transitions, sentence-final Fo fall. Average age, when study began: girls 8:1 (7:2 to 
8:11); boys 8:3 (7:5 to 8:9). 
• Bennett & Weinberg (1979) - 9 syllable declarative sentence. Age range: 6:1 to 7:10. 
• Cornut et al. (1971) - Children asked to repeat sentences after researcheL 
• Duffy (1970) - Portion of the Rainbow passage; subjects in anechoic room. Average 
ages (±1 11l0nth): 11:1, 13 (at least 6 months prior to menarche), 13:1 (mean of 8 
months' after menarche), 1 {: 11. 
• Fairbanks et ai. (1949a,b) - Recording made in researcher's laboratory; subjects read 
simple passage, middle portion of which was recorded (53 syllables); children prac-
ti.sed passage, with resec.rchers correcting words, then passage read twice. Average 
age: girls 7:0 (6:10 GO 7:2), 7:11 (7:9 to 8:1); boys 7:0 (6:10 to 7:2), 8:0 (7:10 to 8:1). 
• Giinzburger ct al. (1987) - Experiment 1: sustained vowels faa/, /iy/, /uwj. Ex-
periment 2: sentence. Average ages: 7:6 to 8:9. 
• Hasek et ai. (1980) - 5 second production of single vowel; practice given. 
• Hollien & Paul (1969) - Rainbow passage; subjects consisted of the 307 girls from 
Michel et ai.s' (1966) study, plus an extra 160 girls; Fo sampled every 33 msec. 
Average ages (overall range: 15:1 to 17:11): 15:6,16:6,17:6. 
• Hollien & Malick (1962) - Rainbow passage; African American boys. 
• Hollicn & Malick (1967) - Rainbow passage; Northern U.S. white boys. 
• Hollien et al. (1965) - Rainbow passage; Southern U.S. white boys. 
• Ingrisano ct al. (1980) - Children chosen were those best identified (over 90%) in 
a speaker sex identification task: children imitated a recording of a trainnd female 
speaker readillg six sentences (of the declarative grammatical type). four of which 
were used in the analysis; Fo measurements from syllabic nuclei. Average ages: cl:8 
(cl to 5). 
ISThey also cite Kaida and Eguchi & Hirsh (1969) as providing some f'vidence that boys' Fo is lower 
than girls'. . 
19Researchers with experience of eliciting the speech of adults may argue that thIS does not apply solely 
to children. 
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• McGlone & McGlone (972) - Experiment 1: one-word identification of each of set 
of :leven pictures. Average age: 6:0 (5:1 to 6:10). Experiment 2: saOle passage as 
FaIrbanks et ai. (1949a,b), recordings made individually in researcher's laboratory 
with one researcher present. Average age: 8:0 (7:6 to 8:6). 
• Michel et al. (1966) - subjects taken from cheerleading conference; Rainbow passage 
read in a room ("prior to any cheering" , p4 7): presumably all voiced parts analysed 
for Fo. Average age of all subjects: 16:4. 
• Vuorenkoski et al. (1978) =- Single, isolated, sustained vowel. Note, values given for 
Fo in table (from Bennett (1983)) are different from those given in Hasek et al. VIZ. 
for girls 256, 256; boys 261, 247 . 
• Weinberg & Bennett (1971a) - 30 seconds of spontaneous speech. 
This represents a very mixed bag of experimental methodologies used by different re-
searchers and vocal responses elicited from the children. It therefore comes as no surprise 
when comparing the results within each age group that there is such disparity in average 
Fo· For example, the average 'Fo of eight-year olds is given as being between 234Hz and 
297Hz for girls, and between 235Hz and 294Hz for boys. Given this lack of agreement 
between studies, and the very wide range in reported average Fo, it is likely that there 
exist no systematic differences between pre-pubescent girls and boys. 
Kent (1976:423) tentatively illustrated the developmental course of the mean fundamental 
frequency of both sexes from birth to adulthood using a number of sources of data (see 
Figure 3.4). He assumed there was no differentiation between pre-pubescent girls and boys 
and concluded there was a gradual decrease in SFF from approximately 300Hz to 260Hz 
between the age of three and puberty. The data show that a sex difference is apparent in 
average fundamental frequency only from the age of 13 onwards (Kent 1976:423)20, with 
the average fundamental frequency for girls continuing its gradual decrease into puberty, 
and a much more rapid decrease for boys. During puberty, the male vocal apparatus 
matures much more rapidly than the female, the larynx expanding and the vocal folds 
lengthening (Luchsinger & Arnold 1965; Alexander 1971:249), causing boys to have much 
longer vocal tracts overall than girls (Smith 1985:63). In boys, the vocal cords grow by 
approximately jOmm, while in girls, this is only about 3-4mm. This sudden maturation 
accounts for th~ drop in Fo experienced by boys (Kent 1976:423)21. 
B. The supra-laryngeal tract and the formant frequencies 
Anatomical measurements of the lower face appear to indicate that there are no system-
atic differences in the supra-laryngeal vocal tracts of pre-pubescent girls and boys. For 
example, Krogman (1962 - cited Hunter & Garn 1972) says disproportionate sexual di-
morphism in the face is postpubertal. In a study of the dimensions of the mandible in 
over 800 children, Walker & Kowalski (1972) found that upto about the age of twelve 
"mandibular morphology a.nd growth in the two sexes exhibit remarkable parallelism" 
(pl16)22. This indicates there is no disproportionate sexual dimorphism in the oral cavity. 
However, Bennett & Weinberg (1979:188) contend there is evidence, albeit indirect, for 
lO~inor differences may exist before then, especially given that girls mature earlier than boys. and given 
that children in general will begin puberty at different ages. 
21The cause of the voice 'breaking' or 'cracking' is that the vocal folds often expand unevenly (Alexander 
1971 : ~49-50). 
12While their studY involved white children of European descent from a single US city. it is probably 
not unreasonable to ~uppose that this holds true for children in general. 
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Figure 3.4: Developmental course of the mean fundamental frequency of both sexes from 
birth to adulthood. From Kent (1976:423). 
sexual dimorphism in the lower part of children's vocal tracts. They re-examined cephalo-
metric (i.e. head dimension) data from a study by King (1952) and found the pharynx in 
boys was on average 2-8% longer than in girls, between the ages of one year and ten years. 
As with the results reported for children's fundamental frequency, the few studies detailing 
girls' and boys' formant frequency characteristics do not reveal a dear picture. From a 
group of seventeen children, Giinzberger et aI. (1987:51) found no systematic differences 
between the formants of the girls and boys for the three sustained vowels I aa/, liy I and 
luw I. Concern was expressed, however, over the ability of the analysis technique (LPC) to 
accurately measure vowels with a high Fo and low Fl. In contrast, Sachs et al. (1973:77-
8) found that boys' formants were significantly lower than girls for sustained liy I and 
luw I vowels. More importantly, this result was obtained from their group of 9 pairs of 
children matched for height and weight. Assuming a direct correlation between general 
body size and the size of the vocal tract. and assuming there is no sexual dimorphism in 
vocal tract size. it is possible to conclude that either the girls or the boys, or both, arc 
deliberately altering their formant frequency charactf'ristics. Ingrisano ct al. (1980:67), 
in their study, noted a tendency for the boys' first and second formants to be lower than 
the gir18. Furthermore. the girls exhibited greater variability in their formants. However. 
they did not report the frequency values and carried out no statistical testing of their 
findings. I3ennett & Weinberg (1979:182) found the boys: averages for Fl and F2 (950Hz 
and 2250Hz) were much lower than the girls' averages (1040Hz and 2350Hz) for five lael 
vowels taken from a spoken sentence23. However, the standard deviations for either sex 
were well over 100Hz. 
As stated above. there is a rapid maturation of the vocal apparatus amongst boys when 
puberty is reached. Anatomical measurements have indicated that the disproportionate 
s(~xual dimorphism found in the growth of the larynx is a feature of the supralaryngeal tract 
as well. Despite the pubertal growth spurt occuring earlier for girls (at about the age of 
23They measured the formants of 30 girls and 23 boys aged between 6:1- 7:10 years. 
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twelve, compared to fourteen for boys), the changes in the male vocal apparatns are much 
more marked: the average male vocal apparatus increases 10cm in length, while that of 
girls increases by only 3-4cm (Smith 1985:63-4)24. Furthermore. from their re-examination 
of King's (1952) data, Bennett & Weinberg (1979:182) fonnd that at sixteen years. i.e. 
well into puberty for most children, the difference in pharynx lengths between girls and 
boys was approximately 13%. However, a study by Boerman (1967 - cited Hunter & Garn 
1972) of fifteen to seventeen year-olds showed no disproportionate sexual dimorphism in 
the ramus (a vertical dimension at the rear of the mandible). Given that Hunter & Garn 
(1972) found the average difference in size of the ramus between women and men to be 
proportionately greater than for other facial dimensions, this result appears unusual in 
that the children in Boerman's study were old enough for the majority of them to have 
entered puberty and should be showing some evidence of this disproportion in their vocal 
apparatus. It is therefore possible that the increase in size of the ramus is greater for male 
speakers, but that this growth occurs in late puberty. 
In summary, while there is no systematic difference in the dimensions of oral cavities 
of pre-pubertal girls and boys (as indicated by the size of the mandible), it is possible 
there is a sexual dimorphism in the pharyngeal cavity. It is reasonable to assume that 
these anatomical differences are translated into formant frequency differences. Indeed, on 
balance the formant frequencies of boys have been shown to be lower in general than girls. 
One other explanation for this, which will be explored in more detail in an examination 
of the perception of the sex of children in Section 3.2.1, is that children position their 
articulators to deliberately accentuate the sexual differences hetween them, i.e. girls want 
to sound 'more like girls', and boys want to sound 'more like boys'. 
The vocal apparatus and the effects of aging in adulthood 
Stoicheff (1981) reported that the average female SFF was relatively steady for speakers 
in their twenties, thirties and 'forties, and from the age of fifty onwards, with a drop in 
SFF inbetween. This finding is essentially in agreement with an unpublished study by 
Kelley (1977 - cited Stoicheff 1981:439), and with the studies by Benjamin (1986) and 
Krook (1988)25 (see Table 3.14). Stoicheff examined this relationship further, looking 
at the influence of the menopause on average SFF. Her subjects reported whether they 
were premenopausal, were experiencing the menopause or had completed the menopause, 
and were grouped accordingly (see Table 3.15). Looking at women aged 40 to 59 years, 
she found that. while the average SFFs of premenopausal and menopausal women were 
. . 
approximately the same, for postmenopausal women it was substantially lower. Given that 
the average SFFs of pre- and postmenopausal women of all ages were roughly equivalent 
to the those in the smaller 40-59 year age group, implying that SFF is relatively steady 
before and after menopause completion, Stoicheff concluded that "it is not chronologie age 
but the age of menopause completion that influences the SFF" (p439). If we consider the 
SFF data reported by Benjamin and Krook, as well as that of Stoicheff. it would appear 
that the menopause is at least partly responsible for a drop of 15-20Hz in the SFF of 
women. 
The physical effect of aging on the vocal apparatus produces changes such as ossifica-
tion and calcification of laryngeal cartilages, thinning of mucosa, loss of tissue elasticity, 
muscle atrophy, reduced collagenous connective tissue, and reduced secretory function 
(see Kahane (1981) and Kent & Burkart (19E1) for a review of the physiological changes 
HSmith says this results in average lengths of 23cm for adult males and licm for adult women. 
15Note that Krook's data show an increase in average SFF with advanced age, i.e. from the age of 70 
onwards. 
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Source II 20-29 30-39 40-49 50-59 60-69 70-79 80+ 
Benjamin (1986) 197 - - - - 180 -
Krook (1988) 196 195 191 182 181 188 188 
McGlone & Hollien (1963) - - - - 196 - 199 
Saxman & Burke (1967) - 196 189 - - - -
Stoicheff (1981) 224 213 221 199 200 202 -
Table 3.14: Survey of longitudinal studies reporting mean SFF (Hz) by age for female 
speakers. Note some adjustment of the reported age ranges has been made in some cases 
to conform to the age ranges in this table layout - see Table 3.2 for the exact ranges. 
Pre- :Nfenopausal Post-
Age n SFF n SFF n SFF 
40-59 years 14 216 14 220 10 193 
All ages 53 218 14 220 44 199 
Table 3.15: Mean SFF (Hz) for premenopausal, menopausal and postmenopausal women 
aged between 40 and 59 years (from Stoicheff 1981:439). The figures given for speakers of 
all ages are for comparison. All women in their twenties and thirties were premenopausal. 
while all women 60 and above were postmenopausal. 
associated with aging). Howe v;r, as well as these typical results of aging, the vocal ap-
paratus of female speakers is also affected by the hormonal changes associated with the 
menopause, bringing about an "abrupt physical change" (Benjamin 1986:41). Gilbert & 
Weismer (1974 - cited Stoicheff1981:440) suggested that the fall in SFF associated with 
the menopause is due to an increase in the testosterone-estrogen ratio which. may alter 
the tissue of the vocal folds. Honjo & Isshiki (1980 - cited Stoicheff 1981:440) observed 
edema26 of the vocal folds in 74% of women aged 69-85 years, which they suggested was 
caused by general endocrine change during the menopause. They posited that it is the re-
sulting increase in vocal fold mass which causes the low:ering of the fundamental frequency 
III women. 
Stoicheff (1981:440) also suggests that the menopause is the cause of an age-related increase 
in SFF variability. She found the average standard deviation was significantly greater for 
the postmenopausal group (p < 0.05). She suggests this could be due to "decreased control 
over laryngeal adjustments for frequency of vibration of the vocal folds" (p440), perhaps 
arising ou~ of the increase in vocal fold mass observed by Honjo & Isshiki. However, the 
general relationship between Fo variability and age, for women and men, is less clear. 
The previous studies (Charlip 1968; Endres et al. 1971: McGlone & Hollien 1963: Mysak 
1959: Wilcox & Horii 1980 - all cited Benjamin 1986:35-6) have produced conflicting 
results. Benjamin suggests this may be due to the different tasks and different measures 
of variability used. 
The course of SFF change with age for male speakers is less clear than it is for female 
speakers (see Table 3.16). On the one hand, both Mysak (1959) and Hollien & Shipp 
(1972) fonnd a substantial increase in mean SFF with advanced age (i.e. over 70 years). 
On the other hand, Wilcox & Horii (1980) found little difference between the mean SFFs 
of speakers in their early twenties and speakers in their sixties and seventies. Meanwhile, 
I3enjamin (1986) fOllnd a slight decrease in mean SFF for speakers in their seventies. 
26Edema is an excess accumulation of fluid in tissue or cavity. 
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Source II 20-29 30-39 40-49 50-59 60 69 "'0 79 80+ - I -
Benjamin (1986) 110 - - - - I 103 -
~lysak (1959) - 113 124 141 
Wilcox & Horii (1980) 124 - - - 122 -
Hollien & Shipp (1972) 120 112 107 118 112 I 132 146 
Table 3.16: Survey of longitudinal studies reporting mean SFF (Hz) by age for male 
speakers. Note some adjustment of the reported age ranges has been made in some cases 
to conform to the age ranges in this table layout - see Tables 3.3 and 3.4 for the exact 
ranges. 
A number of studies have demonstrated that listeners are capable of relatively precise 
,estimations of speaker age (Mysak 1959; Charlip 1968; Hollien & Shipp 1972: Shipp & 
Hollien 1969; Ptacek & Sander 1966; Ptacek et al. 1966; Hartman & Danhauer 1976: 
Helfrich 1979 - cited KiinzeI1989:118), suggesting that age-relevant information 'is carried 
by the acoustic speech signal. Given the studies reported above, it would seem that Fo is 
not used as a cue in determining a speaker's age, unless it is to differentiate between pre-
and postmenopausal women, and perhaps younger and older men. 
The vocal apparatus and the effects of height and weight 
One might assume that physical attributes of a person such as their height and weight 
are well represented in the acoustic speech signal: in other words that general anatomical 
characteristics are in some way correlated with the physical size of thp- vocal apparatus, 
and are represented in the speech signal as discernible extralinguistic features. Laver & 
Trudgill (1979) concluded as much: ~'A tall, well-built man will tend to have a long vocal 
tract and large vocal folds. His voice quality will reflect the length of his vocai tract by 
having conespondingly low ranges of formant frequencies. and his voice dynamic features 
will indicate the dimensions and mass of his vocal folds by a correspondingly low range 
of fundamental frequencies" (p9 - cited KiinzeI1989:118). However, the results of studies 
investigating the identification of speaker height and weight do not necessarily support 
this conclusion. 
A number of speaker height and weight identification studies carried out by Norman 
Lass and his colleagues appeared to show that listeners were capable of relatively accurate 
estimates of height and weight, to within 1.4 inches and 4lb respectively (Lass et ai. 197830, 
197930, 1979b, 1980b, 1980c; Lass & Davis 1976 - all cited Graddol & Swann 1983:353). 
However, Cohen et ai. (1980) demonstrated that Lass' promising results were a result of 
a twofold averaging process. The results were achieved by comparing the mean of the 
measured heiq.hts and weights of the speakers with the mean of the listener estimates. 
The identification performance of individual listeners was not considered. In fact, only 
four out of fourteen weight judgements deviated by less than 10lb from the measured 
physical data (cited in Kiinzel 1989:118). Graddol & Swann (1983:353) say that when 
the actual heights and weights were rearranged in ascending order. it was clear the sizes 
of tall or heavy speakers were underestimated and those of short or light speakers were 
overestimated (cited in Graddol & Swann 1983:353)27, Gunter & Manning (1982) used 
isolated vowels as stimuli (cited in Graddol & Swann 1983:353), thus excluding potential 
C1les to identification. and found their listeners could not perceive speaker height' and 
27 See also a reply by :.; orman Lass (Lass 1981). 
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weight accurately (cited in Kiinzel 1989: 118 )28. However, it remains possible that we are 
able to gauge general body size from the acoustic speech signal. Great accuracy has been 
observed in the ability of listeners to assign one of three characteristic body types to 
speakers (Bonaventura 1935: Fay & Middleton 19.40: Moses 1940, 1941 - all cited Laver 
& Trudgill 1979:9). 
Is there simply insufficient correlation between body size and the structure of the vocal 
apparatus, thereby imparting too few cues to the acoustic speech signal? Some height 
and weight identification studies have used stimuli with parts of the frequency spectrum 
filtered out to suppress potential cues, with significant effects on identification scores 
(Gunter & Manning 1982; Lass et al. 1980c, 1980d - cited Kiinzel 1989:118). A number 
of investigators have found no relationship between height and weight and SFF for either 
female or male speakers (Lass & Brown 1978; Majewski et al. 1972 - both cited Graddol & 
Swann 1983:353; KiinzeI1989). Graddol & Swann (1983) found a correlation between male 
average SFF and height, ,although this was not particularly strong. Their results suggest 
the strength of this relationship is increased by more dynamic intonational characteristics. 
One of the stimuli they used was an isolated vowel phonated at the "lowest possible pitch" 
(p355), which they hoped would be a good indicator of the physical constraints of the. 
larynx and therefore be related to body size. The male speakers showed a slight but 
significant correlation between this Fo measure and height, whereas the female speakers 
did not, suggesting that the "women were not using a SFF that reflected the size of their 
vocal apparatus" (p364). 
In summary, firstly there is little evidence that listeners can identify the height or weight 
of speakers of either sex; and-secondly, there is not much evidence of any sex-related 
differences in how height and weight affect the acoustic speech signal, in particular for 
SFF. This latter conclusion is somewhat surprising, in that one might assume that the 
sexual dimorphism in height presumably would have great bearing on the size of the 
female and male vocal apparatus. This suggests that factors other than physical size play 
a significant role in shaping a person's SFF. 
2S According to Kiinzel. tht'y found deviations from the measurements of upto 19lbs and 3 inches 
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3.2 The perception of speaker sex 
Intuition tells us that the perception of the sex of a particular speaker is due to the 
perceived average pitch of that person~s voice. Giinzburger & de Vries (1989:143) cite 
fundamental frequency, and its perceptual counterpart pitch~ as the main cue for distin-
guishing between speaker sex, the next most important cue being the formant frequencies 
(which have been investigated mainly for Fi and F2)' However. little is known about the 
acoustic cues used by listeners to decide whether they are hearing a girl or a boy (Bennett 
& Weinberg 1979:179); while, as was shown in the earlier sections of this chapter. Fo is 
not the only cue that has the potential to be sex-differentiating. 
What follows is a look at two distinct group~ of speakers - children before the effects of 
puberty, and mature adults - in an attempt to seek out the cues used in the perception 
of speaker sex. In Section 3.2.1 the apparent biological similarity of the vocal apparatus 
of children of different sexes is contrasted with the relatively high rates of accurate sex 
identification reported in the literature. Adult sex perception is looked at in Section 3.2.2. 
In both sections explanations of biology and acculturation are examined to explain the 
consistently high rates of speaker sex identification. 
3.2.1 Pre-pubescent speaker sex recognition 
Important clues to the mechanisms used for the successful perception of speaker sex come 
from studies into the identification of the sex of pre-pubescent child29 speakers (Lieberman 
& Blumstein 1988). The justification for this statement arises out of the relatively high 
rates of accurate sex identification, despite the anatomy and physiology of girls and boys 
being very similar before the advent of puberty. While the identification rates are much 
lower than for adults, it would seem prudent to look closely at the reClEons for why it is 
possible to tell girls from boys on the basis of their speech alone. 
As was shown in Section 3.1.4, until the onset of puberty there are no significant differences 
in anatomy or physiology between children of similar ages30 . Thus when they are matched 
for height and weight, we would expect girls and boys to exhibit no systernatic differences in 
either average fundamental frequency or average formant frequencies (Sachs 1975: Robb & 
Saxman 1985 - cited Lieberman & Blumstein 1988:131). Consequently, one may presume 
that it would not be possible to accurately identify the sex of a child from her or his speech 
alone. However, as has already been stated, this proves not to be the case. 
Overall, the studies suggest a child's sex can be determined from her/his voice with an 
accuracy of around 70-80%, far: more than chance. This indicates that. for some chil-
dren at ler.t.St, their speech contains characteristics apparently in contradiction with their 
anatomical and physiological development, which "could point in the direction of cul-
turally determined differences in men's and women's speech habits, which probably have 
taken root at an early age" (Giinzberger et al. 1987:48). 
Below, we will first review the child sex identification studies that have appeared in the 
literature. and follow this with a consideration of some of the possible factors accounting 
for the high rates of accnrate identification. 
19From now on, we will refer to prepubescent children simply as children (or girls or boys). 
JOAlthough there was a suggestion that the pharynx is longer in length in boys than in girls. 
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Source Age range Lang. Sex n :\Iean ID Pooled 
(years) spoken score (%) score (%) 
Bennett & \Veinberg (1979) 6:1 7:10 CS Engl. f 31 63 65 
( 1) Phonated vowel m 26 68 
Bennett & \Veinberg (1979) 6:1-7:10 CS Engl. f 31 65 66 
(2) \Vhispered vowel m 26 67 
Giinzberger et al. (1987) 7:6-8:9 Dutch f 6 52 55 
(I) ~ ormally-sighted listeners m 11 .57 
Giinzberger et aI. (1987) 7:6-8:9 Dutch f 6 66 60 
(2) Visually-impaired listeners m 11 54 
Sachs (1975) 4:0-10:4 GS Engl. f 9 72 66 
4:0-11:10 m 9 59 
Table 3.17: Survey of studies on the identification of the sex of pre-pubescent child speakers 
using isolated- vowels as stimuli. The pooled score in the final column represents the 
combined female and male identification rates. More information about each study's 
experimental conditions is summarised in Table 3.18. 
Review of identification studies 
We will now examine the studies into the perception of the sex of child speakers. The 
review is split into two parts, the first dealing with those studies which used isolated vowels 
as stimuli, the second part with studies which used longer sections of connected speech. 
The use of isolated vowels as stimuli is of interest because typically the only cues available 
to the speaker's sex are relatively steady-state fundamental and formant frequencies. It 
is possible that some sex-dependent phonetic variation will be present in the vowel, but 
most studies try to control for this (e.g. by having practice sessions, or having phoneticians 
screen the stimuli - see for example Bennett & Weinberg 1979:180). Moreover, the length 
(l a vowel stimulus is very short: even for the sustained vowels experimenters generally 
elicit from their subjects, the stimulus is only 0.5 to 1 second long. Thus the listener has 
only a short period of time in which to pick up on the (few) available cues. 
The majority of studies. however, have used longer sections of speech, generally periods 
of spontaneous speech elicited in some way from the children, or sentences the children 
are prompted into reading. As well as containing more cues to the speaker's SFF and for-
mant frequencies, connected speech contains many suprasegmental features which could 
act as cues to the speaker's sex, e.g. intonation patterns, formant transitions, syllable rate. 
Again, there are methods for controlling certain a..<:;pects of the stimuli the experimenter 
may wish to enhance or remove, depending upon the focus of the investigation. For in-
stance, Ingrisano et aI. (1980:63) had their child subjects imitate prerecorded sentences 
that were controlled for the prosodic features of time, stress and Fo, thereby hoping to 
minimise any sex-identifying prosodic cues in the stimuli they presented to their listeners. 
A. Studies using isolated vowels as stimuli 
The results of the child sex identification studies which used vowels as stimuli are presented 
in Table 3.17. The mean rates of child sex identification range from the 52% reported by 
Giinzberger rt aI. (1987) for 6 girls. to the 72% reported by Sachs (1975) for 9 girls. 
Giinzberger ct ai. (1987) used two groups of listeners. the 1irst group formed of normally-
sighted adults, and the second of visually-impaired teenagers who were presumed to have 
above average auditory abilities (p52). The pooled results (i.e. the combined identification 
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Source .:\ o. of Age Forced Type of stimuli 
listeners (years) choice'? elicited from each subject 
Bennett & Weinberg (1979) 29 f 17-24 ! Yes Phonated and whispered JaeJ 
(1) and (2) ( . .\v. 20:6) normal and monotone sentence 
Giinzberger et al. (1987) 38 adult Yes 5 sentences, 
(1) ~ ormally-sighted listeners 3 sustained vowels 
Giinzberger et al. (1987) 14 14:6-19:5 Yes 5 sentences, 
(2) Visually-impaired listeners 3 sustained vowels 
Ingrisano et al. (1980) 76 f adult Yes 4 sentences 
48m 
Meditch (1975) 209 f 18-23 - Spontaneous speech 
183 m 18-23 (approx. 2 min ) 
Murry et al. (1975) 8f adult Yes 6 x 15sec of crying 
(pain, startled, hunger) 
Sachs et al. (1973) 83 young - Short sentence 
adult (approx. 5sec) 
Sachs (1975) 56 f young Yes (1) 3 sustained vowels 
(1) and (2) 19 m adult (2) backwards sentences from 
Sachs et al. (1973) (approx. 5sec) 
Weinberg & Bennett (1971b) 61 adult - Spontaneous speech 
(approx. 30sec) 
Table 3.18: Experimental information related to Tables 3.17 and 3.19 - specificallYI in-
formation about the listeners (all listeners were speakers of U.S. English, apart from the 
Dutch listeners in Giinzberger et al.s' study), the type of testl and the type of stimuli used 
in the test. A dash (-) indicates the information was not given. 
rate for girls and boys) from both groups of listeners reached statistical significance (p < 
0.05), although the rates for girls listened to by the first group and boys by the second 
group did not (p51,53). Sachs (1975) took eighteen of the children from the Sachs ct 
al. (1973) study and formed them into nine pairs matched for height and weight. thus 
hoping to control for general size differences as their subjects ranged so much in age. The 
pooled identification rate of 66% was significantly greater than chance (p < 0.01) (pI57). 
While Bennett & Weinberg (1979) did not report the results of any statistical testing I the 
pooled identification scores from eXReriments using both phonated and whispered vowels 
were comparable to Sachs (1975), and involved a much larger sample of children. The 
identification scores from. these studies suggest that we are able to perceive of the sex 
of children from vowel stimuli at a slightly better than chance level. However the group 
scores for girls and boys showed great between-study inconsistency. For examplel in the 
Sachs study, the boys were far more likely to be identified accurately (72%) than the girls 
(59%); in the Giinzberger et ai. study, only the girls mean identification score reached the 
level of significance for the visually-handicapped listeners, and only the boys score did for 
the normally-sighted listeners. 
The major cue used in the identification appears to be the formant frequencies. Bennett & 
Weinberg presented two types of vowel stimuli to their listeners: whispered vowels. which 
have no fundamental frequency present. and normally phonated vowels. They found no 
difference between the identification scores for the two vowel types, which suggests that 
the vowel formant frequencies provided the major cues to the sex identification, while the 
fundamental frequency had little bearing (Bennett & Weinberg 1979:183). Moreover, no 
systematic relationship was found between individual children's Fo and listeners' correct 
identifications in Giinzberger et al.s' (1987:51,53) study. They also found that the me~.n 
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Fo of the children ~ s vowels was almost the same for girls and boys (243Hz and 246Hz). 
While it is apparent that the sex of children can be perceived from isolated vowel stimuli 
at a level greater than chance~ the group identification scores discussed above are quite 
low and :'mask potentially large variations in the prominence of sexual vocal attributes 
among individual children" (Bennett & Weinberg 1979:187). A closer examination of the 
individual identification rates reveals that some children have a very well-developed vocal 
sexual identity from a very young age, while other children remain sexually ambiguous, 
and still other children are consistently mistaken for the opposite sex. For instance~ Sachs 
(1975) reported that six out of nine boys and four out of nine girls were correctly and 
consistently identified, while two boys and four girls were consistently thought to be of 
the opposite sex. The fact that the taller children (regardless of sex) were identified as 
boys and the shorter children as girls, suggests that the listeners ;'may have been influ-
enced primarily by vocal tract size ... or by some other correlate of age of child in their 
decisions about the sex of the child" (p158). Bennett & Weinberg found nearly three-
quarters of the girls and more than half of the boys were identically classed in each of the 
two vowel experiments. Given that the similarity between the girls' and boys' mean Fos, 
it would seem that Fo did not playa significant part in identifying the sex of those children. 
B. Studies using connected speech as stimuli 
Whereas the mean rates of child sex identification using vowels were in the range 55% to 
70%, the rates if identification for connected speech ranged from 70% to 80% (the results 
of the studies are presented in Table 3.19). Clearly it is easier to identify the sex of children 
from connected speech than from isolated vowels, an unsurprising result given the variety 
of potential cues available and fhe greater number of speech sounds from which to make 
a judgement. 
In a study using recorded samples of 30 seconds of spontaneous speech from 66 five- and 
six-year-old girls and boys (whose mean fundamentals were very similar), Weinberg & 
Bennett (1971b) reported a correct sex identification rate from 61 adult listeners of 74%. 
From sentences read"by six gir18 and eleven boys, Giinzberger et al. (1987) found a correct 
identifica.tion rate of 74% for their group of normally-sighted listeners, although the rate 
for their visually-impaired listeners was somewhat less at 65%. Both Weinberg & Bennett 
and Giinzberger et ai. reported little difference in the Fo mean of either sex. Sachs ct 
al. (1973) found an even higher rate using 12 girls and 14 boys aged between four and 
fourteen. From the same sentence spoken by each child, listeners accurately identified the 
child's sex 81 % of the time. In their sample, the boys' average Fo was significantly higher 
than that of the girls', indicating that Fo was not used as a perceptual cue. 
Sachs (1975) attempted to show that the cues to the identification of speaker sex were 
not limited simply to vowel formant patterns, and that perception is perhaps l~nked to 
an amalgamation of a range of cues spread over a child's utterance. It is possible that 
the sex-identifying cues in a child's voice lie in the suprasegmental information found in 
a whole utterance (e.g. intonation contour, formant frequency range, or in the temporal 
information associated with intonation, speaking rate), which could have been a factor in 
the Weinberg & Bennett and Sachs et ai. studies, each of whom used stimuli that were of 
at least sentence length. Thus Sachs used the sentence recordings used by Sachs et al.. but 
presented them backwards to a new group of listeners to try t.o confuse the temporal cues. 
This resulted in the accuracy of identification dropping to 59%. It is however' possible 
that the confusing nature of backwards speech renders any conclusions drawn from this 
experiment about the dominance of intonational or speaking rate cues o,rer segmental ones 
somewhat contentious. 
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Source Age range Lang. Sex n Mean ID Pooled 
(years) spoken score (%) score (%) 
Murry et al. (1975) 0:3-0:5 US Engl. f 4 - 51 
m 4 -
Nleditch (1975) 3:0-5:0 US Engl. f 6 74 79 
m 5 85 
Ingrisano e tal. ( 1980) 4:0--5:0 US Engl. f 19 - 71 
(Av. 4:8) m 17 -
Weinberg & Bennett (1971b) 5:0--6:0 US Engl. f 29 71 74 
m 37 78 
Bennett & Weinberg (1979) 6:1-7:10 US Engl. f 30 69 70 
(1) Normal sentence m 23 71 
Bennett & Weinberg (1979) 6:1-7:10 US Engl. f 30 63 72 
. (2) Monotone sentence m 23 81 
Giinz~erger et al. (1987) 7:6-8:9 Dutch f 6 76 74 
(1) ~ ormally-sighted listeners m 11 71 
Giinzberger et al. (1987) 7:6-8:9 Dutch f 6 70 65 
(2) Visually-impaired listeners m 11 60 
Sachs et al. (1973) 4:0-10:4 US Engl. f 12 - 81 
4:0-11:10 m 14 -
Sachs (1975) 4:0-10:4 uS Engl. f 9 69 59 
(backwards sentences) 4:0-11:10 m 9 49 
Table 3.19: Survey of studies on the identification of the sex of pre-pubescent child speakers 
using connected speech (sentences or spontaneous speech) as stimuli. The pooled score 
in the final column represents the combined female and male identification rates. More 
information about each study's experimental conditions is summarised in Table 3.18. 
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I3ennett & Weinberg (1979) presented listeners with normally-phonated and monotone 
sentences elicited from their sample of children and found that 73% of the girls and 87% 
of the boys were identically classed for the two sentence-types. Such high rates of con-
sistency provide compelling evidence that the listeners were not relying on intonation 
patterns to convey the primary information about the children's sex. They also found 
that the girls were significantly better identified from the normally-phonated sentences as 
opposed to the monotone sentences, while for the boys it was the other way round. Taking 
into account the fact that on average the boys were much more accurately identified in 
the monotone condition than the girls, and the fact that "the presence of monotonicity 
brought about a small but significant increase in the number of male judgements in re-
sponse to both boys and girls", it appears that a decrease in Po variation adds to the 
perception of a male voice quality. In other words, a less animated intonation could have 
been perceived as being more consistent with 'maleness'. 
B. An explanation of the high rates of accurate identification 
The size of the vocal tract cavities is highly correlated with the overall size of children 
(Smith 1985:60), and so Weinberg & Bennett, noting that tlle boys in their study tended 
to be larger on average (although the differences in size were small), inferred that the 
boys had larger vocal tracts. Thus they speculated that differences between the formant 
frequencies of girls and boys arise out of the boys having larger vocal tract dimensions 
(p1212), and may explain why children's sex can be perceived in their voices. However, 
there is evidence that listeners may be basing their judgements on perceived notions of 
femininity and masculinity, and identifying deeper-voiced children as boys. Sachs et al. 
(1973) paired off nine sets of girls and boys who were matched for height and weight and 
measured P l and F2 for three vowels produced by each of them. They found that, in 
general, the most 'boy'-like voices (i.e. the best identified boys and worst identified girls) 
had lower formant frequencies, and the most 'girl'-like voices (i.e. the best identified girls 
and worst identified boys) had higher formant frequencies31 (p79). Furthermore, Sachs 
(1975), using the same nine pairs of children, found that the taller (or older) children 
tended to be heard as boys, and the shorter (or younger) children tended to be heard as 
girls (p157-60). Sachs suggests that the wide range of children in the sample (from four to 
twelve years) may have guided the listeners' judgements, leading them to mislabel young 
children as girls, and old children as boys. Subjective evaluations of the vocal aspects of 
sex in adults have classified the female voice as 'immature' and 'child-like\ and the male 
voice as 'mature' (see Meditch (1975:433) for references). Thus listeners may compare 
;'the individual children's speech to an 'ideal type', their conception of the masculine and 
feminine speech patterns. Because adult males and females evaluate the male-associated 
pattern ct." being more 'mature', [the listeners] may have been listening for speech which 
was the least 'childlike' to label 'male'. They were listening for an absence of child speech 
features" (p433). 
Sachs ct al. argue that anatomical factors do not account for their finding that the boys 
from their nine matched pairs on average had lower formant frequencies than the girls 
(p77 -8). Moreover, they argue that if sex differentiation is based solely on formants as 
related to head size, then all small children would be labelled girls, while all large children 
would be labelled boys (p155-6). They note that two of the girls in their sample who were 
consistently identified as boys, and who had formant frequencies close to the boys average, 
were neither the tallest nor the heaviest of the children. One of the girls was described 
by a neighbour as "athletic, strong, and competitive"', and the other as "a tomboy, very 
sports-minded, a real tough kid but well liked~' (p79), the inference being that the girls' 
llColluter-intuitiveiy, the 'bc.y'-like voices had the highest Fos, while the 'girl'-like voices had the lowest. 
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personalities were more 'boy'-like, leading them to adopt vocal characteristics associated 
with masculinity. These two girls were also misidentified as boys in both test conditions 
in the Sachs (1975:168) study. Sachs (1975) also noted a middle-sized range of children 
of either sex who were consistently and correctly identified (p158). Thus Sachs et ai. 
concluded that the formant frequency differences between girls and boys are accentuated 
by modifications to the vocal tract, either by pronouncing vowels with phonetic variations. 
or by altering the configuration of the lips. It is well known that the resonating chambers 
of the vocal tract can be altered in size and shape by moving the head, throat, jaws. lips 
and tongue. . 
Lieberman & Blumstein (1988:131) repeat Sachs et ai.s' assertion, adding that boys ;'au-
tomise a set of speech motor patterns in which they round their lips to drive their formant 
frequencies lower". Certainly research by Mattingly (1966) suggests that adults delib-
erately alter their formant values. He reanalysed Peterson & Barneys' (1952) formant 
frequency data (see Table 3.10) and found that the degree of separation between the for-
maJ.lts of adult women and men was greater than would be expected from vocal tract size 
alone. Children may be "modelling their behaviour on the average difference that exists 
between adult males and females" (Lieberman & Blumstein 1988:131). The proposition 
is that children undergo a process of gender conditioning which shapes their vocal char-
acteristics as they mature, even before anatomical development takes this out of their 
hands. Smith (1985:61-2) considers that: "On the basis of what is currently known, it 
is at least ... plausible to hypothesise that pre-pubescent children are encouraged to 
conform to sex-associated behavioural norms,' which encompass speech behaviour among 
many other things." Sexual stereotyping and conditioning imposes behavioural norms on 
children from a very young age, almost from birth (see Smith 1985:62-3 for :t review of this 
area), defining their status as girl or boy. This affects a variety of behaviours, including 
speech characteristics. Children are aware of both the sex-related differences in speech, 
from their contact with adults, and the apparent importance of the gender roles they are 
expected to conform to. It is therefore entirely possible that they will adjust their voice 
quali ty accordingly. 
Conclusions 
The major acoustic cue to the identification of the sex of children appears to be the 
formant frequencies. The formants are the over-riding factor in sex identification from 
isolated vowels, although it is likely"that other (suprasegmental) cues are also used when 
identifying sex from connected speech. The level of fundamental frequency does not ap-
pear to be a sex-identifying cue in children's voices. In most of the studies reviewed here. 
the mean Fos of the girls and boys were very similar, and in one case the girls' mean 
Fo was significantly higher than the boys'. This is consistent with the conclusions of ~he 
review of the studies of children's fundamental frequencies in Section 3.1.4. "Regardless 
of which position is taken on the relationship of average Fo in male and female children, 
the extensive overlap in Fo values across suggests that alternative explanations for iden-
tification accuracy should be explored" (Ingrisano et ai. 1980:65). Direct backing for this 
statement comes from Weinberg & Bennett (1971b:1211), who found that the distributions 
of the mean Fos of the twenty-five girls and twenty boys consistently identified correctly 
overlapped extensiveiy. The intonation contour does not appe3I to be a primary cue, as 
the comparison of identification rates for monotone and normally-phonated sentences by 
Bennett & Weinberg (1979) shows. 
However. the drawing of conclusions was not clear-cut. Significant factors clouding the 
outcome of the identification studies were the influence of sexual stereotypes on the adults 
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who were required to identify the sex of the c.hildren. a.nd the extent of anatomical and 
social development of the children used as subjects. Looking at the identification scores 
for individual children, the sexual identity of some children is as prominent a...<; it is in 
adults~ while on the other hand, "the voices of many [children] do not yet evidence the 
pronounced sexual dimorphism that is so evident among adult men and women" (Bennett 
& Weinberg 1979:187). It is therefore more fruitful to examine the identification scores of 
individual children (particularly the consistently well-identified and misidentified children) 
to find the acoustic and biological correlates of sexual identity. 
Finally, it was suggested that children alter their speech patterns in order to conform to 
gender stereotypes. As children are aware from a very early age of the given importance 
of males acting like 'men' and females acting like 'women'. it is likely they will attempt 
to adopt gender-specific vocal characteristics in order to 'fit in'. The results reported 
here indicate that this happens as early as the age of three or four (see the identification 
scores from Meditch (1975) and Ingrisano et al. (1980) in Table 3.19). It is also likely 
that a number of acoustic cues are used in combination when deciding the sex of a child, 
although while children may learn from adults some of the prosodic differences applied by 
women and men, the results of the sex identification studies reported here suggest that the 
most significant alterations are in the formant frequencies. The general lack of anatomical 
sexual dimorphism in children means that it is only by making adjustments to the shape 
of their vocal tracts that they can attempt to mimic the formant frequency differences 
between women and men. Consequently, while speaker sex ID by children exceeds c.hance. 
the levels of accurate identification are not as impressive as those from the identification 
of the sex of adults (Ingrisano ei al. 1980:62). 
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3.2.2 Post-pubescent speaker sex recognition 
In adults then l there are very obvious sex-n~lated differences in the size and shape of 
the vocal folds and vocal tract~ resulting in approximate average differences of 90% be-
tween fundamental frequencies and 17% between formants (see Section 3.1). With the 
onset of the maturation of the vocal apparatus, so the accuracy of speaker sex identifica-
tion increases such that near perfect scores are witnessed in most studies involving adult 
speakers. Sachs (1975) showed that the perception of speaker sex from isolated vowels 
spoken by children (see above) is little better than chance; contrast this with the findings 
of Schwartz (1968), Ingeman (1968), Schwartz & Rine (1968)~ RO Coleman (1971) and 
Lass et al. (1976, 1978b) below, which show very accurate identification of the sex of adult 
speakers from such isolated stimuli, and the importance of the anatomical differences be-
tween adult females and males becomes apparent. In fact, even when the speech signal is 
altered significantly, the accuracy of identification is retained. which would tend to show 
the durability of speaker sex cues (see Coleman (1971) and Lass et al. (1978b, 1980a) 
below). 
It is likely then that once humans pass into adulthood, then the anatomical divergence 
caused by puberty allows some of the perceptual cues used to determine that speaker's 
sex to become more pronounced and others, especially pitch, to have effect. A number 
of researchers have attempted to ascertain the nature of these sex-differentiating cues to 
determine which ones are necessary and sufficient for correct identification. What follows 
is a review of the literature on such studies. To leave the text relatively uncluttered, the 
experimental details pertaining to each study - i.e. number, sexl age and geographical 
location of speakers and listeners, and the type of auditory stimulus used - have been 
placed in Table 3.20. 
While perceived pitch is probably the most important cue, it is by no means the only 
one. and indeed 'is not even a necessary one. Both Schwartz (1968) and Ingeman (1968) 
recorded women and men articulating voiceless fricatives for use as auditory stimuli in 
their identification experiments (see Table 3.20 for experimental details). Despite the 
absence of the fundamental (due to the voiceless nature of these speech sounds), speaker 
sex identification was close to 100% accurate for certain of the fricatives in both studies, 
showing that Fo is not a necessary cue for identification. Their results are summarised in 
Table 3.21. Schwartz carried out a statistical analysis on his datal which revealed that only 
the identifications for lsi and Ishl were greater than chance. Both Schwartz and Ingeman 
considered that a diminished formant structure caused the accuracy of identification to 
drop for certain of the fricatives, although the smallness of their samples mitigate against 
any binding conclusions. Schwartz posited that the relatively fiat and broadband spectra 
for If I and Ithl were responsible for the failure to perceive clear-cut sex differences; 
Ingeman goes further, noting that accurate identification is reduced as the proportion of 
the vocal tract in front of the constriction diminishes - thus Ihl is most easily identified. 
Schwartz & Rine (1968) and Coleman (1971) also presented findings supporting this con-
clusion. Schwartz & Rine had listeners identify sex from two whispered vowels, liy I and 
laal (see Table 3.20 for experimental details). In whispered speech the fundamental is 
again absent, the excitation of the vocal tract being caused by the flow of air through 
t.he open glottis. Pronunciations of I aal and liy I produced correct identification of sex 
100% and 95% of the time respectively. Coleman had female and male speakers produce 
liy/. Inwl and a prose passage llsing a laryngeal vibrator. through which the fundamental 
wa...., maintained at a constant 85Hz for all speakers. Sex identification was in excess of 
80% a.ccurate, even though the artificial (and presumably highly intrusive) Fo was nearly 
a third of that normally produced by women. Interestingly, the judgements of speaker 
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Source No. of Age of ~o. of Age of Stimuli 
" speakers speakers listeners listeners· 
Schwartz (1968) 9 female young 10 - 4 isolated voiceless 
9 male adults fricatives 
Schwartz & 5 female - 8 young 2 isolated vowels: 
Rine (1968) 5 male adults whispered 
Ingeman (1968) 6 female - 5 female - 9 isolated voiceless 
8 male 5 male fricatives 
Weinberg & 15 female - 18 - , -
Bennett (1971a) 18 male 
Lass et al. (1976) 10 female 19 - 24 15 - 6 isolated vowels: 
10 male normal, filtered, whispered 
Lass et al. (1978b) 5 black female 30 white 4 sentences: . 
5 black male - female - played forwards, 
5 white 'female backwards, 
5 white male time-compressed 
Lass et al. (1979c) 5 black female 10 female 4 isolated vowels, 
5 black male - 10 male - 4 monosyllabic words, 
5 white female 4 bisyllabic words, 
5 white male 4 sentences 
Lass et al. (1980a) 5 black female 14 female 18 -28 4 sentences: 
5 black male - 14 male unfiltered, low-pass 
5 white female filtered, high-pass 
5 white male filtered 
Table 3.20: Summary of experimental conditions ill variOUS speaker sex identification 
studies. 
Source II /h/ I /sh/ I /s/ I /z/ I /zh/ I /th/ I /ch/ I /dh/ I /f/ I 
Schwartz (1968) 90 93 69 74 
Ingeman (1968) 91 77 75 73 67 61 60 55 54 
Table 3.21: Speaker sex identification rates (percentages) from presentations of isolated 
voiceless fricatives. 
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sex correlated highly (r = 0.70) with the speaker's average vocal tract resonances. In 
fact. the higher the formant frequencies~ the more female-like the voice was judged to 
be~ and vice versa. These findings, which bypass the perceptual information imparted by 
the fundamental frequency, show that a speaker's vocal tract characteristics are potent 
determinants of her jhis sex. 
Further evidence is supplied by a study using female and male adult esop'hageal speakers 
by Weinberg & Bennett (1971a). Their group of listeners correctly identified the speakers' 
sex 90% of the time. Using a correlation matrix they discovered that neither Fo, phonation 
time nor phonation rate accounted for this accuracy, rather that: ~'Spectral characteristics 
... were highly related to the recognition performance of the listeners, suggesting that the 
judgements may have been related to some measure of vocal tract size" (pI47). 
The studies of RO Coleman (1976) and Lass et al. (1976) purport to show the greater 
importance of perceived pitch in judgements of speaker sex. In the first of two experiments, 
Coleman presented backwards the prose recordings of 20 female and 20 male speakers to 
his subjects. In this way he hoped to reduce the influence of any sex-related differences 
in rate, juncture and inflection, so that judgements would be made solely on vocal tract 
resonance and Fo information. By means of rank-order correlation coefficients computed 
between measures of formant values, Fo and judgements of the degree of femaleness and 
maleness in the voices (with degree of correlation indicative of the contribution of each of 
the vocal characteristics to listener judgements), he concluded that "listeners were basing 
their judgements of the degree of maleness or femaleness in the voice on the frequency 
of the laryngeal fundamental" (p 173-4). ~owever, his ranking scheme appears to have 
been based on incrementally ordering each person's fundamental, formant values and 
sex judgements from 1 to 40, with similar values being accorded the same rank. Thus 
no indication of the measure's absolute value is conveyed, merely a position in the that 
measure~s 'league table'. 
For his second experiment, Coleman chose 5 each of the female and male speakers to rep-
resent extremes in vocal tract resonances. Each then spoke a five second passage using 
a laryngeal vibrator, once with the frequency set at 120Hz -(a typical male value) and 
another at 240Hz (a typical female value). Forced-choice sex identifications were then 
obtained from 18 female and 7 male listeners, the premise being that "consciously or un-
consciously, [the listeners would] give preference to the more perceptuallY prominent of 
the two vocal cues~' (p169). For the situation in which the low formant values (i.e. from 
the male speakers) were combined with the low Fo, and the high formant values with the 
high Fo, not unexpectedly the speakers were consistently identified as male and female 
respectively. However, the combinations of low formant values with high Fo, and high 
formant- values with low Fo showed that the male characteristics dominated in both ca..c;;es. 
It may well be that the laryngeal vibrator used, designed for the male larynx, failed to 
produce a sufficiently natural sounding female fundamental which reduced its perceptual 
prominence. Coleman also noted the possibility of a sex-dependent listening behaviour 
on the female-dominated panel. With the combination of male Fo and female vocal tract, 
the women labelled the voice male 80% of the time, compared to 45% for the men. Cer-
tainly, Coleman's conclusion that "in natural speech, the degree of male and female voice 
quality in the voice is a function of the frequency of the laryngeal fundamentar', and that 
·'individual vocal tract characteristics ... contribute little or nothing to the perception 
of this particular voice quality~' (p179) is somewhat r.ontentious, especially in the light of 
the earlier experiments by Schwartz (1968), Ingeman (1968), Schwartz & Rine (1968) and 
Coleman (1971) and later ones by Lass et aL. (1980a). 
80 
Lass32 et ai. (l9!6~ had .10 ~omen and 10 men articulate the vowels /iy( /err /ae( /aa/, 
/aw/ and /uw/ III IsolatIOn III both normal (voiced) and whispered speaking conditions. A 
third set of stimuli was created by low pass filtering the speech at 255Hz to remove as much 
of the formant information as possible33 (see Table. 3.20 for experimental details). In this 
way they hoped to present stimuli in which either the vocal tract resonance characteristics 
or the fundamental frequency were absent so that their relative importance could be 
assessed. The fifteen listeners reported accurate identifications of 96% for the voiced 
condition, 91% for the filtered condition~ and 75% for the whispered condition. The 
listeners were also required to indicate· their confidence in making their judgements by 
means of a seven-point rating scale (Coleman 1971), ranging from 1 for a guess to 7 
for complete confidence. Their mean confidence ratings were 5.6~ 5.4 and 3.0 for the 
voiced, filtered and whispered tapes respectively. Lass et al. concluded that ~'the laryngeal 
fundamental appears to be a more important acoustic cue for speaker sex identification 
than the speaker's resonance characteristics" (p678). However, this contrasts sharply with 
the results reported by Schwartz & Rine (1968). Tartter (1989:1678) suggests that the 
differences in identification rates between whispered and phonated vowels may be in part 
due to the lack of experience in listening to whispered speech. Simple familiarity with the 
type of production might be an important factor in vowel identification (Broad 1976 -
cited Kallail & Emanuel 1985). Nevertheless, Lass et ai. used a much larger data set than 
Schwartz & Rine (1800 separate stimuli against 160). However, another argument that 
might be used against Lass et al.s' conclusion is that the quality of whispered speech is 
particularly degraded, and in particular the fact that the fundamental frequency is not the 
only intrinsic information removed from the vowel. Nolan (1983:125) says about whispered 
speech (in relation to the importance of Fo in speaker recognition tasks), "clearly ... 
characteristic source-spectrum features, and possibly vocal tract transmission information, 
are .. , being lost." Whispered speech spectra are flatter and have less overall power than 
normal ones (Tartter 1989:1678), and so many of the cues from the vocal tract Illay be 
lost.34 
Of more interest then is the study by Lass et ai. (1980a) which investigated the effects on 
spe~ker sex (and race) judgements of filtering portions of the broadband speech spectnlm. 
The 20 speakers recorded a total of four sentences each, from which three master tapes 
were constructed: an unfiltered tape, a 255 Hz low-pass filtered tape and a 255 Hz high-
pass filtered tape (see Table 3.20 for experimental details). Lass et ai. found that sex 
identification was both high and consistent for all three conditions: the mean was 96.25%, 
with a range of 95.36% (for the low-pass filtered tape) to 97.01% (for the unfiltered tape). 
A similar, statistically insignificant range of differences was found for the female and male 
identification figures taken separately. And listener confidence in their decisions (based 
on t.he same seven-point scale outlined above), very nearly 7.0 in all cases. The test-retest 
32Xorman Lass carried out a number of experiments during the seventies to try to find the specific 
acoustic cues for the identification of speaker sex, as well.as such factors as the race. height and weight of 
speakers. He has provided us with data on the effects on sex identification of whispered speech (Lass et al. 
1976), filtered speech (Lass et al. 1976, 1980a), temporal speech alterations (Lass et al. 1978b), phonetic 
complexity (Lass et al. 1979c), and the race of the speaker (Lass et al. 1978b, 1979c, 1980a). 
33This decision was based on the information provided by Peterson & Barney (1952), which showed 
that. for their population set, the lowest average value for Fl is for a male liy I and occurs at 270Hz. One 
obvious criticism of such a decision is that an average value covers a range of different speakers. some 
of whom will be below and some above this level, and that this will apply to vowels other than liy I as 
well. In other words. formant information would be included in the stimulus. However. comparing the 
scores for liy I against vowels with much higher first formants, this would not appear to have affected the 
identification rates. 
H Although not mentioned in the paper, Smith (1985:65) says the listeners were all female. Figure 2 in 
Lass et ai. 's paper shows that male vowels were identified more accurately than female. Could this be an 
indication of sex-related listening behaviour? 
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agreements were also consistently high. Lass et ai. conclude that these results indicate 
:'that sex identification can be made accurately from acoustic information available m 
different portions of the broadband speech sp !ctrum~: (pllO). 
Lass et ai. (1978b - cited Smith 1985:65-6) played three tapes of ten women and ten 
men each speaking four short sentences. Even though one tape was time-compressed to 
. 40% of the original recording time and another was played backwards. (the final tape was 
heard unaltered), speaker sex identification was nearly perfect under all three conditions 
(d. the backwards condition in Sachs' (1975) experiment with childrens' voices). Lass 
et ai. concluded that these results tend "to support the hypothesis that a perceptually 
realistic signal [i.e. one that at least approximates natural speech] is not esse~tial for ... 
sex identification" (p289). 
In an investigation of the effects of phonetic complexity on speaker race and sex identifi-
cations, ,Lass et ai. (1979c) presented four kinds of auditory stimuli spoken by 20 speakers 
(see Table 3.20): isolated vowels, monosyllabic words, bisyllabic words and sentences. The 
10 female and ten male listeners judged each stimulus for the sex and race of the speaker 
and rated the confidence in their decision using the same seven-point scale mentioned 
above. Lass et ai. found no relation between identification rates and phonetic complexity, 
the scores being consistently high in every case. Overall, the mean identification rate was 
97.6%, with little variation across the different types of stimuli. One might tentatively 
conclude that all the necessary cues for the identification of speaker sex are contained 
within a single segment. In addition, listener confidence in making the identifications was 
6.90 across all four levels of phonetic complexity, ranging from 6.70 to 7.00. A proportion 
of the stimuli were retested to check for listener reliability, resulting in a 98% test-retest 
agreement. 
Included in Lass's studies on .the cues important to the perception of speaker sex were 
experiments on the cues for speaker race perception (Lass et ai. 1978b, 1979c, 1980a). 
All three studies show that the fact that a .speaker is black or white has no effect on the 
perception of 1)peaker sex. 
Smith (1985:66-7) raises a pertinent point about the manner in which the results of these 
studies have been reported, namely that in the majority of cases we are told only of the 
numbers of correct judgements. This can have the effect of obscuring "consensual listener 
judgements~' (p66), those identifications the listeners consistently make, whether in error 
or not. While accuracy scores are .useful from the point of view of enabling us to see 
the overlap between actual sex differences and vocal types, we are unable to discover 
the precise nature of vocal sex stereotypes causing incorrect identification. Obviously. the 
higher the accuracy score, the greater the degree of (accurate) consensus of judgement and 
reflection of true sex-identifying vocal features: and in a number of the studies reported 
here this is the cas·e. However. the diminished scores reported by Sachs (1975) and Lass 
et ai. (1976) "cannot automatically be interpreted a..." being due to the absence of sex 
stereotypes for these variables. Reliable patterns of sex classification that were inaccurate 
would have gone undetected" (Smith 1985:67). For example, the 75% reported by Lass et 
ai. for the whispered condition indicates at least this much consensus among the listeners; 
but they could have been responding with 100% agreement as to what they perceived was 
the sex of the speaker if they each followed the same stereotypical vocal cue. 
Summing up, the data show that speaker sex identification is an extremely accurate pro-
cess. especially for adult speakers. But while there is significant anatomical stratification 
in a.dults, the data of Mattingly (1966) and the ability of humans to differentiate between 
the sex of children suggest that anatomy is not the only factor enabling us to perceive the 
sex of the person talking to us. Lieberman & Blumstein (1988:131) contend that while 
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English, RP 1.20 
French 0.97 
English, ),tIiddle Xorthern British 0.90 
English, General American 0.88 
Swedish (long vowels) 0.73 
Dutch, standard 0.63 
Dutch, Utrecht dialect 0.56 
Table 3.22: Average normalising displacement (Bark) for female/male speakers. based on 
reported Fi and F2 values. The displacement factor represents the shift applied to the 
Bark-scaled female spectrum to bring it in line with the male spectrum. 
adult males have, on average, longer vocal tracts than females, "this group difference does 
not necessarily typify an individual who wants to sound male. Boys and many adult men 
who have short supralaryngeal vocal tracts . " learn to round their lips and execute other 
articulatory manoeuvres that yield lower formant frequencies (Mattingly, personal com-
munication [to the authors]; Goldstein 1980).:' Thus, they believe there is a significant 
amount of social conditioning that defines the sexuality in our voices, such that gender 
is conveyed in the speech signal through these learned manoeuvres that shift the formant 
frequencies35 . 
Further evidence for the influence of social conditioning affecting our speech patterns 
comes, indirectly, from Bladon)1985). For his speaker sex normalisation experiment he 
gathered data from a number of speech communities. He found that the normalising dis-
placement factor necessary to map female onto male speech differed across both language 
communities and socioeconomic groups - see Table 3.22. In other words, putting aside the 
possibility that vocal apparatus differs across adjacent countries and socioeconomic class, 
there is clearly a factor other than anatomical differences shaping vocal characteristics. 
On the basis of this, Bladon considers it "inescapable that we must implicate a sex-linked, 
socially motivated, learned characteristic in some communities males speak more like (or, 
more unlike) females than considerations of sexual dimorphism alone would predicf' (p36). 
Edwards (1979 - cited Smith 1985:67-8) provides a more disciplined examination. He 
recorded 20 working class and 20 middle class ten-year-old girls and boys reading the 
same short pa..",sage. Overall accuracy of 83.6% correct sex identification was reported for 
the 14 student teacher listeners, but the errors in identification prove more interesting. The 
working class girls and the middle cla..",s boys were inaccurately identified more consistently 
than the other speech groups: we may infer that something about the speech of the 
working cla..",s group caused it to be perceived a..", more masculine, while the middle class 
group appeared more feminine. In a separate experiment, five of the listeners rated the 
voices according to some subjective speech-related criteria: they classified the working 
cla..",s children as having lower, rougher and more masculine voices overall. If we can 
assume that a regional accent is an indica.tion of a more working class background, then 
this is borue out by the data in Table 3.22 which shows the distance between female 
and male speech is less for the Middle Northern British accent than it is for RP. Several 
researchers have commented on the tough masculine feel of so-called working class speech 
(e.g. Trudgill 1975). With regard to Edwards' study, it is perhaps possible that a degree of 
stereotyping wa..", being used by the (probably) middle class student teachers, and whether 
J5Thev 3.ctuallv state that: "There is considerable overlap in the average fundamental frequencies of 
phonati~n for ad~lt male and female speakers (Lieberman 1967)" (p131). Having searched through this 
reference there appears to be no trace of evidence backing up this claim. However. the data of Hudson & 
Holbrook (1981) (see Section 3.1) show that. during the normal course of speaking, this is so. 
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this obscures the sex perception issue. When using utterances as large as short passages 
the researcher has less control over the medium when trying to test a specific speech cue: 
the speaker has more obvious voluntary control over how the passage is read~ bringing in 
more class-related speech inflections. As perceived by a middle class person, the speech 
of a working class child may well appear 'rougher~ in comparison with her/his own. 
On a different tack, but still related to the issue of learned speech patterns~ is the study 
of Spencer (1988) into the ability of male-to-female transsexuals (MTS) to adopt female 
speech characteristics. The voices of 8 MTS and two control groups of 7 women and 7 men 
reading the first two sentences of the Rainbow Passage were played to 46 listeners, who 
were asked to identify the sex of each speaker, and to rate the 'femaleness' and 'maleness' 
of the voice on a seven-point scale. While the sex of the speakers in both control groups 
was identified correctly 100% of the time, the categorisation of MTS as female or male 
depended upon the fundamental being greater or lower than 160Hz, respectively. More-
over, there was a broadly linear relationship between the subjective ratings of voice sex 
quality and Fo, i.e. the greater the fundamental, the greater the perception of 'femaleness' 
in the voice36 . Two points of interest arise from this. Firstly, it is apparent that consistent 
gender assignments can be made even when the scale "ratings indicate a lack of the correct 
sex vocal quality. As Spencer says: "Evidently, a voice need not be entirely representative 
of males or females in general to elicit a particular sex judgement" (p38). 
Secondly, as Spencer says: '"If vocal fundamental frequency were the only cue used by 
this panel of listeners, all speakers having vocal fundamental frequencies of 160Hz or 
higher would have been perceived to have highly representative female voices~' (p38). It 
would appear then that merely raising the pitch of the voice is not sufficient to convey 
'femaleness', probably because of the information about sex transmitted by the larger male 
vocal tract cavities. Spencer notes that the four MTS speakers identified as female were all 
under 5 ft. 8 in. in height, indicating they have shorter vocal tracts: it is possible that this 
may have been combined with manipulation of the vocal tract shape (cf Mattingly 1966). 
They had also attempted to adopt what they felt was a female intonation pattern. Finally, 
despite professing to be satisfied with their female voices, it is clear that "not every male 
who wants to sound female is able to effect the change to a satisfactory degree" (p40). 
3.3 Conclusions 
The data reported npon in this chapter suggest there is more to the acoustic-phonetic 
chara.cterisation of the female voice than an increase in fundamental frequency alone. It 
is clear from anatOInical and acoustic measurements (see Section 3.1) that a number of 
voice source and vocal tract charq.cteristics differ significantly between women and men. 
For example, Titze (1989a) suggests differential scaling factors for both the fundamental 
frequency and the mean glottal airflow, sound power, glottal efficiency and amplitude 
of vibration, while Fant (1975) suggests that the differences between female and male 
formant frequencies are dependent upon the vowel being articulated. It is also clear 
(see Section 3.2) that there is a socially-conditioned effect upon the speech signal that 
is intended to accentuate the differences between female and male speech. We learn to 
a.l t('r our vocal characteristics to conform to voc3.l sex stereotypes - women to sound 
more 'feminine'. men to sound more 'masculine'. The degree of sexual dimorphism, or 
the distinguishability of women's and men's voices, and how it pervades all aspects of the 
acoustic speech signal. is attested to by the consistently high rates of correct identification, 
J6From a visual inspection of Figure 1 (Spencer 1988:37), this relationship would not, in general, appear 
to apply to the control groups, i.e. perception of 'femaleness' and . maleness' is only loosely related to Fo. 
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whatever the experimental stimuli used~ in sex perception tests (see Section 3.2). 
It was shown in Section 3.1.4 that a number of physiological factors effect the acoustic-
phonetic parameters of the voice. Smokers have been found to have significantly lower 
SFFs than non-smokers. In a comparison of 15 smokers and 15 non-smokers aged 30-54 
years~ Gilbert & Weismer (1974 - cited Stoicheff 1981:437) found the average SFF of 
the smokers was 164Hz, compared to 183Hz for the non-smokers. Furthermore. laryngeal 
examinations found vocal fold thickening in thirteen of the smokers~ but only one of the 
non-smokers. 
And yet the speech re~~arch community ha..'3 failed to come to grips with this issue. It 
is clear from attempts at synthesis that a model of femaleness in the voice - i.e. the 
production of a naturally sounding female voice - has not been fuliy described. Discussing 
his speech synthesiser) Klattalk, Klatt (1987:756) says "in spite of an ability to modify 
[the synthesis parameters of] average Fo, Fo range) spectral tilt~ glottal open quotient 1 and 
breathiness [as well as scaling formant frequencies for different vocal tract sizes]' a truly 
feminine voice quality remains elusive." 
Similarly, automatic speech recognisers often perform poorly in the recognition of women's 
voices when compared to men's. Several studies have reported inferior recognition rates 
for women's voices. In the first o"f two experiments) Noyes & Frankish (1989) found a 
statistically significant difference between the recognition scores for females and males 
for a simple digit string recognition task. Their second experiment involved the more 
complex task of i'1putting destinations for parcels: again, poorer recognition rates for 
women were reported. Waterworth (1984) reported two studies in which female speakers' 
recognition scores were significantly below those of males. Doddington & Schalk (1981) 
reported that 6 out of the 7 recognisers they tested exhibited this same problem of reduced 
recognition rates for women. Pallett (1985:373) makes a telling remark: :'Some speech 
recognition systems employ features that may have been optimised for ... adult males." 
In other words. these recognisers may have incorporated models of male laryngeal and 
sllpralaryngeal characteristics into their algorithms. Noyes & Frankish (1989:112) note 
pessimistically that: ;'Since the existence of a gender difference is now well-established, 
perhaps future speaker-dependent systems will have to be designed so that they recognise 
only male or only female speech, in order to achieve greater accuracy." 
Thus while it is clear that we experience few difficulties in understanding the speech of 
either sex (see Section 3.1.3L and perceive with ease the sex of the speaker, the field of 
speech synthesis has failed to capture the essence of that difference and the field of speech 
recognition has failed to iron out the difference, one of the reasons being the lack of study 
into the effects of between- and within-sperLker variability. This chapter has indicated the 
need for a more complex approach to the variability in the voice due to speaker sex. 
To sum up: 
1. The combined effects of biology and acculturation have ensured that there is a 
unique femaleness in women's voices, and a unique maleness in men's voices. In 
other words, Lhe acoustic-phonetic characteristics of the female voice are, in general. 
different from those of the male. This ensures that the perception of speaker sex is 
a very easy task: and could even be described as a trivial task. 
2. However, and somewhat in contrast to the first point, there is no simpi(' relationship 
between the characteristics of female and male voices. The female vocal apparatus 
is not a scaled down version of the male vocal apparatus. There appear to be 
fundamental differences in the anatomy of both the voice source and vocal tract. 
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In addition, there is evidence that the vocal apparatlls is used in different ways by 
women and men, principally to accentuate the acollstic-phonetic differences between 
them. Thus a speaker's sex is signalled in the voice by a number of parameters. 
3. The notion of an 'average' or 'ideal' speaker typifying each sex is at best inadequate. 
Individual speakers do not conform to group averages. The group averages quoted 
in the literature are highly misleading, disguising as they do: 
• the wide range of values individuals utilise during everyday speech: 
• the different ranges of values adopted by individuals in response to different 
situations (speaking at a committee meeting, becoming animated on meeting 
a well-loved friend, responding to a stimulus from a computer); 
• the fact that while an individual may be close to their sex's average for one 
sex-differentiating parameter, they may be close to the opposite sex's group 
average for another. 
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Chapter 4 
An Analysis of the 
Acoustic-Phonetic Markers of 
Speaker Sex 
This chapter presents: 
1. A method for the automated acoustic-phonetic and statistical analysis of a large 
speech database: and 
2. The results of a large-scale study of the acom;tic-phonetic markers of speaker sex. 
The study used vowel phone data from the TIMIT CD-ROM~ and investigated the acoustic-
phonetic measures of fundamental frequency~ the relative amplitude of the first harmonic 
and the formant frequencies for their correlations with speaker sex and their variability 
both between- ana within'-speakers. Also investigated are the practicalities of a large-scale 
analysis. 
The method of investigation is discussed in Section 4.1. Here the choice of speech data 
is examined~ and the data described: the signal processing techniques used to analyse the 
data and measure the valnes of the acoustic-phonetic measures are described: and the 
structure and contents of the TIMIT database are described in detail. The automated 
analysis procedure is described in Appendix B. Briefly, four main stages were involved in 
the analysis procedure: the preparation of a databa..c;;e of input speech (the requirements 
for which are fulfilled by the TIMIT databa..c;;e): the establishment of structures to control 
the analysis of the data: the formation of a database of analysed speech, inel uding the 
extraction of data from the input database, and the signal processing of the data to 
measnre its frequency characteristics: and the statistical analysis of the output database. 
Also included in the description of the third stage is an evaluation of the algorithms 
designed to measure the fundamental frequency, relative amplitude of the first harmonic 
and formant frequencies. 
The results of the study are presented in Section 4.2 for the fundamental frequency. the 
relative amplitude of the first harmonic and the formant frequencies. Regrettably, only 
the fundamental frequency and relative first harmonic amplitude were subjected to a 
thorough analysis. A lack of time. combined wi~h a lack of confidence in the results, led 
to a less thorough examination of the formant freqnencies. Where possible the results 
are compared with the relevant data from the literature. The results are reported in the 
following form: an analysis of the overall data, an analysis of the clata by phone. and an 
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analysis of the data by speaker variable (i.e. by age;. dialect. etc). Particular attention 
is paid to the distribution of the mean and the range of values produced by each speaker 
to facilitate the analysis of bctween- and within-speaker variability in Section --1.3. Also 
discussed in this section are the sex-differentiating potentials of the three acoustic-phonetic 
mea..')ures. The conclusions are presented in Section 4.4. which includes remarks on speaker 
characterisation in general. on the characterisation of speaker sex. and on the automatic 
analysis of speech databases. 
Note that throughout this chapter reference is made to SPEAKER MEANS and SLICE MEANS. 
where a SPEAKER MEAN is the mean value produced by a particular speaker for a particular 
acoustic-phonetic measure, and a SLICE MEAN is the mean value of an individual speech 
slice for a particular acoustic-phonetic measure. 
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4.1 Method 
This section describes the method used in the analysis of the data on the TIMIT database. 
The database consists of recordings of ten read sentcnces~ from each of 420 speakers. The 
digitised acoustic waveform of each sentence is stored~ together with its phonetic and 
orthographic transcriptions~ in its own directory under a hierarchical directory structure. 
The analysis required the extraction Q,nd acoustic-phonetic analysis of particular vowel 
phones from the speech waveform files. The procedure developed to achieve this is detailed 
in Appendix B, while this section describes the background to the analysis of the data. 
The segments of speech used as input data to the analysis are described in Sectil)n 4.1.1. 
The data comprised all instances of the vowel phones /aa( /ae/, /ao( /iy/, /uw/ and 
/ux/ contained in the TIMIT database~ a total of nearly 16,000 speech segments. This 
section discusses the reasons why these particular vowels were chosen, the establishment 
of the core data set, and gives some statistics on the lengths of the speech segments and 
the number uttered per speaker. Section 4.1.2 describes the signal processing techniques 
used to analyse the input speech data and measure the values of the acoustic-phonetic 
parameters. Briefly, the fundamental frequency was measured using cepstral analysis; the 
relative amplitude of the first harmonic by locating the first two harmonics and comparing 
their amplitudes; and the formant frequencies using' an algorithm developed by the Centre 
for Speech Technology Research (CSTR) at Edinburgh University. Finally, the source 
of the speech data, the TIMIT CD-ROM, is described in full in Section 4.1.3. The first 
part to this section consists of an outline of the structure of the database held on the 
CD-ROM, in particular the directory structure it uses to organise the speech waveform 
files; a description of the TIM IT notation used to label the phones, and adopted in this 
thesis; and the information it provides about the extralinguistic attributes of the speakers 
(e.g. age, height). There is also a discussion of why the type of speech data available on 
the database unavoidably limits the scope of the conclusions this thesis is able to draw. 
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4.1.1 Discussion of the speech data used in the analysis 
A. An examination of the choice of data 
The speech data chosen for this study were the vowels /aaj, /ae/, /ao/, /iy/, /uw/ and 
/ux;' There were two principal reasons for this choice of data, centered around the use of 
vowels, and the use of long segments, or slices, of speech. 
The use of vowel phones as input data 
The acoustic-phonetic parameters investigated in this study are. all features of the fre-
quency domain, and vowels tend to have more readily measurable frequency character-
istics. The particular relevance of vowel phonation to the ease of measurement is that , 
on the one hand, the quasi-periodic vibration of the vocal folds provides a strong funda-
mental frequency component and prominent harmonic structure in the frequency domain, 
and secondly, the subsequent excitation of the vocal tract produces prominent resonances, 
realised as the formant frequencies. The frequency characteristics of vowels therefore are 
more easily accessible, and would tlius present fewer problems of accurate measurement 
to an automated parameter estimation procedure. 
Furthermore, for reasons which are explained below, the particular subset of vowels chosen 
for analysis were all relatively longer in duration. The criterion used in the selection of 
these vowels was that the large majority of segments should be over 1000 samples in 
length. The other vowels represented on the database tended to be much shorter, and 
were therefore deemed unsuitable for the large-scale analysis. 
It should be noted that /ao/ is actually a diphthong, and as such its inclusion in the 
data set must be called into question. Unfortunately, it was only at a very late stage 
that the author realised its true nature. Diphthong formant frequency characteristics are 
much more dynamic than- those of monophthongal vowels because diphthongs involve ~'a 
change in quality within the one vowel, ... [although, as] a matter of convenience they 
can be described as movements from one vowel to another" (Ladefoged 1975:69). They 
may also be described as movements from a vowel to a glide (Lieberman & Blumstein 
1988:223). One would expect, therefore, that it would not be possible to find a centraL 
steady-state portion of the diphthong from which to measure a representative, 'average' 
formant frequency. Furthermore, one would expect this intra-vowel frequency dynamism 
to be reflected in the s.d.s of the formant frequencies for each measured segment. However. 
relatively large s.d.s were not found in the formant frequency measurements of the /ao/ 
segments. Part of the explanation for this may lie in the fact that the second element of a 
diphthol'lg :'is often so brief and transitory that it is difficult to determine its exact qual-
ity" (Ladefoged 1975:69). It would appear possible then that the measurement window 
applied to each segment to capture its steady-state characteristics (see below) excluded 
this second. transitory element. In the light of this it was decided to retain the results for 
/ao/, rather than recalculate the data without them. 
The use of long speech slices as input data 
It was decided to sample a range of points throughout each vowel phone's length to provide 
a mean value representative of the phone's overall frequency characteristics. rather than 
sample a single value from the centre of the phone. There are a number of potential errors 
a....-;sociated with the sampling of only the midpoint of a phone: 
• R.eal-life phonation is full of perturbations, or fluctuations, in the nominally periodic 
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vibration of the vocal folds. Using single sample values means the measurement of 
the parameters is vulnerable to the frequency characteristics of the perturbation. 
Parameter values could therefore be unrepresentative of the phone as a whole. Jitter 
(fluctuations in the period of phonation) and diplophonia (a double glottal pulse 
where during phonation two pulses have appeared together) would cause problems 
of this type . 
• Even in a segment of speech as small as a phone, the fundamental frequency is never, 
or rarely, single-valued. Intonation characteristics change rapidly during the course 
of a sentence, causing sudden or gradual rises and falls in Fo within phones. 
• A preliminary investigation of the TIMIT data revealed that a number of the phones 
began and ended with different but relatively steady values of Fo, with a rapid 
transition between the two values taking place in the middle of the phone. A sample 
from the midpoint of the phone could reflect any point in the transition phase, 
whereas sampling a number of points would be more likely to include the peripheral 
steady-states. Furthermore, this would yield a large s.d. for the phone's Fo, enabling 
such phones to be more easily detected. 
The type of signal processing analysis used in this study required segments of speech of at 
least 1000 samples to satisfy the windowing constraints. Particularly for the analysis of 
fundamental frequency, which was based on performing cepstra, longer sections of speech 
include more waveform periods. This greater amount of information about the waveform's 
frequency characteristics causes-more prominent, and therefore more ea..;;ily measurable, 
features from the signal processing. For example, for the fundamental frequency analysis, 
this results in prominent cepstral Fo peaks in the quefrency domain. The requirement for 
speech slices of this length is discussed in more detail in Appendix B.4. 
It was further decided to include only the 'steady-state' middle portions of the vowel 
sounds in the analysis, i.e. to omit the beginnings and ends of the phones, in an attempt 
to reduce the coarticulation effects from adjacent phones in the sentences l . While it is 
unlikely that any vowel phone in connected speech is completely free of the influences 
of adjacent speech sounds, due to the positioning of the articulators in the formation of 
the preceding phones and the anticipatory movements of the articulators to produce the 
following phones, a preliminary analysis showed that the edges of phones were often so 
corrupted that the signal processing algorithms had great difficulty producing accurate 
results. For instance, a voiceless fricative can interfere with the voicing of the initial 
portion of a following vowel sound. The use of long speech segments enabled the relatively 
steady-state values from the middle of the phones to be measured. 
B. Establishment of the core data set 
Here we describe the removal of some of the speech slices from the analysis, either because 
t.heir lengths were considered to be too short, or because the signal processing algorithms 
could not cope with them due to insufficient periodirity in their wavelengths2• 
lit should be noted that coarticulation effects are not necessarily limited to the initial or closing portions 
of speech sounds. and that the effects of articulating a phone are not necessarily limited to the phones it 
is adjacent to. 
2~ote that a further amendment to the core data set resulted from the shortening of slices with partially-
corrupted wavelengths. A description of the procedure used in selecting which slices were to be reduced 
in length, and the numbers of slices involved, is given in Appendix B.6. 
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FE:vL'\LE )'lALE 
Phone No. slices No. slices Total ~o. slices ;';0. slices Total 
removed. analysed removed analysed 
/aa/ 15 (1.7) 844 (98.3) 859 35 (1.9) 1818 (98.1) 1853 
/ae/ 3 (0.3) 1126 (99.7) 1129 19 (0.8) 2468 (99.2) 2487 
/ao/ 43 (5.2) 782 (94.8) 825 90 (4.5) 1918 (95.5) 2008 /iy/ . 417 (19.5) 1720 (80.5) 2137 982 (21.2) 3643 (78.8) 4625 
/uw/ 23 (13.1) 153 (86.9) 176 72 (16.2) 372 (83.8) 444 
/ux/ 84 (18.5) 371 (81.5) 455 223 (21.4) 818 (78.6) 1041 
TOTALS 585 (10.5) 4996 (89.5) 5581 1421 (11.4) 11037 (88.6) 12458 
Table 4.1: Summary of the number (and percentage) of female and male speech slices 
removed and the number (and percentage) analysed for each vowel. The columns headed 
'No. slices removed' list the slices removed from the analysis because th~y were considered 
to be too small (i.e. contained less than 1000 samples). The columns headed 'No. slices 
analysed' list the total number of slices considered for study. The columns headed 'Total' 
give the total number of slices on the data base for each vowel phone. 
Removal of short slices 
For the six vowel phones, the total number of slices available on the database was 18039, 
of which 30.9% were from female speakers and 69.1 % from male speakers. Thus there were 
2.2 male slices for every female slice. However, in an attempt to keep the above-mentioned 
coarticlliation effects to a minimum, the shorter. productions of the vowel phones were re-
moved from the analysis. The procedure for the automatic removal of short speech slices 
is described in Appendix B.2. A fairly arbitrary cut-off length of 1000 samples was chosen 
for the rejection of the shorter vowels, although it was one that allowed a steady-state of 
sufficient length. to be relatively free from coarticulation effects3 . A digital sampling rate 
of 16000 samples/second wa..'l used for the TIMIT CD-ROM, with the result that vowels 
had to be at least 62.5msec in length. For a (female) Fo of 200Hz, this meant at least 
12.5 periods were available for signal processing. A (male) Fo of 120Hz yields at least 
7.5 periods. The numbers and percentages of slices removed and slices thus available for 
analysis are given in Table 4.1. A total of 2006 slices (or 11.1% of the total) were removed 
from the analysis. 
Rejection of analysed slices 
In addition to the slices removed because of their small length, a number of slices were re-
jected because they were unsuitable for signal processing. After the extraction of acoustic-
phonetic parameters had been performed on the speech data, the output was thoroughly 
checked to ensure the signal processing software had performed its job properly (the check-
ing procedure is described in Appendix B.6). This highlighted a number of phones which 
were judged to be insufficiently periodic to produce meaningful frequency characteristics, 
and which the analysis software failed to cope with. A total of 295 slices (or 1.6% of the 
total) were removed from the analysis. Table 4.2 lists the number of slices rejected, the 
total nnmber of slices removed (i.e. the slices removed because of their length plus the 
rejected slices), and the total number of slices left to make up the core data set. Thus 
the core set of speech data, or the data used in the acoustic-phonetic analysis, consisted 
of a total of 15738 slices. of which 31.1 % were from female speakers and 68.9% from male 
J~ote that a number of slices from the original pilot study consisting of slightly less than 1000 samples 
were nevertheless included. From a visual inspection of their waveforms, they appeared to suffer negligible 
coarticulation. Thus 14 additional female and 43 additional male laal phon~s were included in the analysis. 
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FE~IALE :\IALE 
Phone ~o. slices Total no. Total no. :\0. slices Total no. Total no. 
removed removed analysed removed removed analysed 
/aa/ 14 (1.6) 29 (3.4) 830 (96.6) 24 (1.3) 59 (3.2) 1794 (96.8) 
/ae/ 30 (2.7) 33 (2.9) 1096 (97.1) 56 (2.3) 75 (3.0) 2412 (97.0) 
/ao/ 15 (1.8) 58 (7.0) 767 (93.0) 46 (2.3) 136 (6.8) 1872 (93.2) 
/iy/ 32 (1.5) 449 (21.0) 1688 (79.0) 58 ( 1.3) 1040 (22.5) 3585 (77.5) 
/uw/ 2 (1.1) 25 (14.2) 151 (85.8) 1 (0.2) 73 (16.4) 371 (83.6) 
/ux/ 5 (1.1) 89 (19.6) 366 (80.4) 12 ( 1.2) 235 (22.6) 806 (77.4) 
TOTALS 98 (1.8) 683 (12.2) 4898 (87.9) 197 (1.6) 1618 (13.0) 10840 (87.0) 
Table 4.2: Summary of the number (and percentage) of female and male speech slices 
removed and the number analysed for each vowel. Note the percentages given are of the 
total number of slices on the database. The columns headed 'No. slices removed' list 
the slices rejected because their waveforms were considered unsuitable for the acoustic 
analysis. The columns headed 'Total no. removed' list the total number of slices not used 
in the acoustic analysis (i.e. the number considered too small plus the number rejected). 
The columns headed 'Total no. analysed' give the total number of slices forming the core 
data set. 
speakers. Hence 2.2 male slices were analysed for every female slice. 
C. A description of the slices in the core data set 
Here we give details of the mean lengths of the phones, and the numbers and types of 
phone uttered per speaker. 
Length of the slices 
Table 4.3 summarises the lengths of female and male speech slices in the core data set, and 
Figure 4.1 gives a visual representation. There was little difference between the lengths of 
female and male productions of the various phones, although in general the female slices 
were slightly longer. The shortest phone under consideration was /iy /, with an overall 
mean length of 97msec. This was reflected in the number of short /iy I phones removed. 
The longest phone was lae/, with an overall mean of 149msec. The mean lengths of the 
other phones were similar, with a mean for these four phones of 125msec. 
N umber of phones uttered per speaker 
Table 4.4 gives the number of phones of each type per speaker in the core data set. 
These observations are important for the statistics carried out on the acoustic-phonetic 
parameter means for each speaker. 3..<:; it gives some idea of the numerical basis for the 
means. The table shows there was little difference between the average numbers of each 
phone uttered by the female and male speakers, and that on average the /uw I and lux/ 
phones were not well-represented per speaker. Moreover, only 64% of the speakers used 
t.he luw I phone in their read speech. Interestingly, while this did not appear to be linked 
t,o dialect region (insofar as the regions can be considered heterogeneous). nine of the ten 
black female and all of the twelve black male speakers used /uw I, while only 60% of the 
white speakers did. 
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~\Iean slice length (s.d.) 
Phone FE?vIALE :YIALE 
/aa/ 129 (43) 123 (38) 
/ae/ 152 (46) 147 (42) 
/ao/ 131 ( 43) 125 (40) 
/iy/ 99 (34) 96 (31) 
/uw/ 116 (46) 120 (48) 
/ux/ 126 (47) 119 (44) 
TOTALS 123 (46) 120 (43) 
Table 4.3: Summary of the lengths of speech slices (in msec) used in the analysis by vowel 
phone. Note this is for the core data set only, i.e. it includes only samples of 62.5msec or 
morc. 
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Figure 4.1: Lengths of analysed slices for female (asterisks) and male (squares) speakers. 
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FE~IALE ~IALE 
Phone n :VIean (s.d.) Range n ~Iean (s.d.) Range 
/aa/ 130 6.4 (2.2) 2-12 290 6.2 (2.3) 1-14 
/ae/ 130 8.4 (2.5) 3-16 290 8.3 (2.4) 3-16 
/ao/ 130 5.9 (2.4) 1-11 290 6.5 (2.2) 2-14 
/iy/ 130 13.0 (3.6) 6-28 290 12.4 (3.9) 3-28 
/uw/ 76 2.0 (1.3) 0-7 186 2.0 (1.2 ) 0-7 
/ux/ 128 2.9 (1.4) 0-7 280 2.9 0.4) 0-7 
ALL 130 37.7 (5.8) 24-55 290 37.4 (5.7) 22-54 
Table 4.4: Summary of the number and type of phones uttered per speaker on the TIMIT 
database. The column headed in' lists the number of speakers who spoke at least one 
instance of the phone. The column headed 'Mean' lists the mean number of each phone 
uttered per speaker. The column headed 'Range' lists the smallest and largest number of 
each phone uttered per speaker. 
4.1.2 Techniques for measuring the acoustic-phonetic parameters 
This section outlines the signal processing techniques used in the measurement of the 
acoustic-phonetic parameters. The fundamental frequency was measured using cepstral 
analysis. A cepstrogram was produced for each slice, and a simple peak-picking algo-
ri thm located the cepstral Fo peaks in the quefrency domain. The Fo peak represents the 
slice's fundamental frequency. The relative amplitude of the first harmonic was measured 
by locating the peaks of the first two harmonics in the frequency domain, again via a 
simple peak-picking algorithm, and subtracting the amplitude of the first harmonic from 
the second. The formant frequencies were measured using a formant frequency estimator 
developed at the Centre for Speech Technology Research (CSTR), at the University of 
Edinburgh. The implementation of these techniques into automated parameter measure-
ment software is described in Appendix B.4. and an evaluation of the software's accuracy 
is presented in Appendix B.6. 
A. Cepstral analysis 
A definition of the cepstrum 
In Autumn 1959, while researching into seismology, Bogert observed qua'li-periodic ripples 
in the spectrograms of seismic signals. and noted that this wa.'l characteristic of any signal's 
spectrum and its echo. Tukey then suggested that by taking the inverse spectrum of the log 
of the spectrum. the 'frequenci of the ripples could be determined. To provide a name to 
describe this procedure, he flipped round the first fonr letters of 'spectrum', and came up 
with the term 'cepstrum'. In the paper they subsequently published (Bogert et al. 1963). 
they also coined the terms 'quefrency', 'saphe', and 'rahmonic' to describe the cepstrum's 
parameters. While they found this technique unsuitable for seismic signals, Schroeder 
read the paper and realised that the spectra of voiced speech also contained ripples. Then 
Noll (1964) published a paper detailing his proposal for an algorithm utilising cepstral 
analysis for the detection of voiced and unvoiced segments of speech (see Noll 1967). 
The ba.."ic model of voiced speech proouction consists of an acoustic chamber (the vocal 
tract) excited by a qua..'li-periodic i,rain of pulses (the waveform emanating from the voice 
sonl',/:) I. This interaction of two. systems is reflected in the. frequency domain. whereby 
"Note that for unvoiced speech production. the vocal tract is excited by random noise. 
95 
110 
100 
- 90 CD 
-c 
- 80 
70 
60 
50 
40 
30 
o 1000 2000 3000 4000 5000 
FREQUENCY (Hz) 
6000 7000 8000 
Figure 4.2: Spectrum 'of a segment of voiced speech (from the centre of one of speaker 
fcltO's productions of an laol vowel). The fundamental frequency for this segment IS 
approximately 250Hz. Size of analysis window is 1024 samples (64msec). 
the harmonics of the fundamental frequency (arising from the vibrating vocal folds) are 
superimposed onto the spectral envelope (or frequency characteristics) of the vocal tract 
(which is formed from the vocal tract's resonant frequencies). If we consider the spectrum 
of a segment of voiced speech shown in Figure 4.2, we can see that the harmonics create 
ripples along the frequency axis with a 'period' equal to the fundamental frequency, which 
in this case is approximately 250Hz. The rippling effect is particularly evident in the first 
fiw~ harmonics, upto 1250Hz. The 'frequency' of these ripples is known as the quefrency 
(whose units are those of time), and is equal to the period of Fo. Nolrs hypothesis was 
that the 'periodicity' of the harmonic structure would allow the two elements of the speech 
production system to be separated out using cepstral analysis. 
Mathematically, voiced speech sounds may be considered as being the result of a con-
volution of the voice source with the vocal tract response. Thus their separation is a 
deconvolution of these two signals. If h(t) is the impulse response of the vocal tract and 
,/ 
g(t) the quasi-periodic glottal source signal, then the convolution of these terms to produce 
the output speech signal 8( t) is expressed as: 
8(t) = L: hCr)g(t - r)dr 
and the frequency domain representation is: 
S(f) = H(f)G(f) (4.1 ) 
Computing the cepstrum of a voiced speech segment carries out the separation, a technique 
more generally described as homomorphic deconvolution5 . The cepstrum is derived from 
5Theoretically, homomorphic systems obey a generalised principle of superposition. wh'~reby the prin-
ciple of superposition obeyed by linear systems is applied to nonlinear systems (see Oppenheim (1967; 
for a detailed discussion of generalised superposition). A homomorphic system for deconvolution takes in-
puts defined hy convolution and transforms them into an additive combination of corresponding outputs. 
thereby achieving the required separation of components. Oppenheim & Schafer (1968) and Oppenheim 
d ai. (1968) cover the mathematics required for the application of this technique to speech signals, while 
Rabiner & Schafer (1978:335-85) provide a thorough summary. 
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Figure 4.3: Cepst.rum of a segment of voiced speech. 
Equation 4.1 by first taking the magnitude and logarithm: 
log I S(f) 1= log I H(f) I + log I G(f) I 
and finally by performing an inverse Fourier transform to yield: 
30 
I 
I 
1 
I 
( 4.2) 
where GS(T) is the cepstrum of the speech signal 8(t)~ and GH(T) and GC(T) are the 
cepstra of the vocal tract impulse response and glottal source respectively. 
The cepstrum of the speech depicted in Figure 4.2 is shown in Figure 4.3. The slowly 
varying envelope of the spectrum (roughly, its formant structure) has been transformed 
into the low quefrency peaks at the extreme left hand end of the cepstrum (G H ( T) in 
Equation 4.2). In contrast, the rapidly varying ha.rmonic structnre of the spectrum has 
been transformed into a single, easily isolated peak (GG(T) in Equation 4.2) at a que-
frency of approximately 4msec. The quefrency of this peak is equivalent to the pE;riod of 
the fundamental frequency, and therefore Po is simply its inverse. 
Advantages of using the cepstrum 
For a long time~ cepstral analysis has been one of the best methods for determining Po 
(Hermes 1002:4; Parsons 1086). This is primarily due to the soundness of the speech 
production rnodeillpon which it is based: in general, the ripples caused by the harmonics 
of the fundamental frequency behave in a sufficiently periodic way to produce a strong Po 
peak in the cepstral domain. 
For relatively noise-free speech, an Po tracking algorithm bas~d on cepstral analysis is 
fairly easy to implement on a computer, using the Fast Fourier Transform (FFT) algorithm 
developed by Cooley & Tukey (1065). Voiced speech recorded in noise-free environments. 
such as that contained on the TIMIT database, yields a strong, easily detected cepstral 
Fa peak. This can be located by a simple peak picking algorithm6 . Obviously. computing 
cepstra is expensive in terms of processing time, as two FFTs have to be performed. but 
the rohustness of the method is more of an advantage than its slowness is a disadvantage. 
°:';011 (1967) claimed that cepstral analysis is resistant to noise. arguing that a.dditive narrowband noise 
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B. Measurement of the relative amplitude of the first harmonic 
Choice of an acoustic correlate of breathiness 
Studies examining the degree of breathiness in speech have used the relative amplitude of 
the fundamental component in the frequency spectrum as a mea.."llre, or acoustic correlate. 
of this. More specifically~ they have used the difference in amplitude between the first and 
second harmonics 7 . Klatt & Klatt (1990:828-9) examined this and other measures of 
relative amplitude (HI relative to AI," and HI relative to overall rms amplitude of the 
spectrum) and found that, for group measures~ there is little to choose between them. 
There are of course problems in using any of these measures: H 2 is partly dependent upon 
the location of zeroes in the source spectrum; A 1 is hard to estimate because there is no 
guarantee that the formant will be defined by a harmonic centred on the formant frequency; 
the rms amplitude is primarily dependent upon the amplitude of PI and therefore suffers 
from the same unpredictable variability (Klatt & Klatt 1990:854). However~ Klatt & 
Klatt (1990:828-9) consider that the difficulties of obtaining accurate measurements of H2 
outweigh the difficulties of measuring Al or the overall rms amplitude. Further backing 
for the use of HI-H2 comes from Bickley (1982 - cited Henton & Bladon 1985:222), who 
found that the firs~ harmonic amplitude was consistently enhanced relative to the other 
harmonics' when comparing breathy and non-breathy vowels in Gujarati. Perceptual tests 
showed the salience of this acoustic correlate. .. 
Since all four studies from the literature examining breathiness (see Section 3.1.2) used 
the HI-H2 measure to assess the relative amplitude of the first harmonic (and therefore to 
compare the incidence of breathy voice in women and men), it seemed pertinent to follow 
suit. Thus software was developed to locate and measure the amplitudes of the first two 
harmonics, involving a simple peak-picking algorithm. 
Choice of vowels for analysis 
Only the open vowels, /aar /aer /aor were used for the harmonic amplitude difference 
analysis, the reason being that only in the open vowels is the frequency of the first formant 
high enough to avoid interfering with the lower harmonics (Henton & Bladon 1985:223). 
Indeed, in some vowels PI can even lie below the second harmonic (Ladefoged et ai. 
1988 - cited Nittrouer et al. 1990:766). The three other vowels, /iy/~ /uwr /uxJ~ were 
omitted from the analysis as it was possible that interaction with PI would increase the 
amplitudes of the first two harmonics. This is in line with the previous studies of relative 
first harmonic amplitude: Henton & Bladon (1985:223) used jaer jah/, /axJ, JerJ: Klatt 
& Klatt (1990:826) used /aaJ; Giinzberger (1991:63) used laej; and Nittrouer et aI. (1990: 
7(6) used /3.<'1j. 
obscures only a few spectral peaks, while lower levels of additive noise have the effect of filling in the 
gaps between the peaks. not destroying them. However, Parsons (1986) argues that additive noise (i.e. 
noise from a source other than the speaker's vocal apparatus) causes the performance of the cepstrum 
to deteriorate rapidly. as the signal now being analysed is H(f)G(f) + N(f) (c.f. Equation 4.1), where 
XU) is the noise spectrum. In other words, the multiplicative spectral property upon which the cepstrum 
depends has been lost. The low-lying portions of the spectra of noisy speech are filled with noise, limiting 
periodicity. and the cepstral Fo peak will be broadened and corrupted. 
7 As before. this measure will be referred to as the relative amplitude of the first harmonic or H I -H2 , 
where HI is the amplitude of the first harmonic or fundamental component. and H2 is the amplitude of 
t he second harmonic. The amplitude of the first formant will be referred to as :-\.t. 
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C. Formant frequency estimator 
For the measurement of the formant frequencies, an automatic estimator (version 1.2. 
dated 27-4-90) designed by Alan Crowe and colleagues at the Centre for Speech Technol-
ogy Research (CSTR), University of Edinburgh, U.K., was used. The principles behind 
the estimator are briefly described below (see Crowe 1988 for more details). 
A description of the principles behind the CSTR formant frequency estimator 
Contrary to the impression often given in the textbooks, the construction of a formant 
frequency estimator is not easy (Crowe 1988:683). Although the spectral analysis of a 
segment of speech will often reveal three distinct peaks representing the first three formant 
frequencies, generally the situation is much more complex. Spurious peaks are likely to 
appear, due to, for example, the harmonics of the fundamental frequency or from nasal 
resonances, while a common occurrence is for two formants to be so close together that 
they merge into one peak. Linear prediction spectra or cepstrally smoothed spectra can 
be used to reduce the effects of spurious peaks, but these naturally reduce the resolution 
of the spectrum and make the problem of merged formants worse. 
The CSTR formant frequency estimator performs its task in three stages: spectral estima-
tion, transformation from continuous to discrete data, and tracking8 . Crowe considered 
that the transformation stage used in other estimators was inadequate. Generally the 
transformation involves simply locating the (smoothed) spectrum's local maxima, leaving 
the spectral estimaticn and tracking stages to compensate for the inadequacies of this 
(for example, the spectrum can De adaptively smoothed to reduce the number of spurious 
peaks before the local maxima are found). Crowe tried a different approach to the trans-
formation using the principle of nonlocality, whereby human beings are able to decide 
whether a particular local maximum is a spurious peak, a true formant, or indeed two 
merged formants, by considering the layout of the spectrum as a whole. This is tackled 
in the estimator by using a technique called generalised centroids, where the spectra un-
der analysis are treated as multi-modal distributions, and where individual local spectral 
maxima can be considered as being composed of more than one peak. 
Evaluating the performance of the formant frequency estimator 
No formal evaluation of the formant estimator's performance has been carried out, al-
though it appeared to be reasonabry insensitive to the FFT parameter settings!) (Alan 
Crowe, personal communication). While its performance was checked for two male speak-
ers, producing 'plausible looking' formant tracks, it performed badly on the one woman's 
speech examined. Clearly there was a need to assess the estimator's performance under 
different conditions, particularly its reaction to different phones and to female speech. 
This is discussed below, while the evaluation exercise is reported in Appendix B.6. 
The estimator allows the user to define a search space, consisting of lower and upper 
frequency bounds, within which it will locate its three best choices for F1, F2 and F.3· 
However, different phones produce a range of formant frequencies, and so care must be 
taken to set the bounds of the search space so that only the first three formants are 
included. For example, the iowest Fl value from Peterson & Barneys' (1952) data is 
8:\ote that here, ·tracking' does not imply that the computations are based on information about 
formant locations from previous frames. The CSTR estimator calculates its formant frequencies on a 
frame-by-frame basis, so that the estimator can respond to rapid transitions. Here. tracking refers to the 
search for the true formants in a single analysis frame. 
9The settings used were a pre-emphasis of the speech waveform (6dB/octave), followed by a 512-sample 
Hamming-window. 
270Hz for males, and the highest F3 value is 3310Hz for females (see Table 3.10). If the 
lower limit is too low, the search space may include the first harmonic (i.e. the fundamental 
frequency component of the spectrum), especially if the input speech has a high Fo; if the 
upper limit is set too high, the search space· may include F4. If either situation occurs, 
the estimator may become confused, for example computing as FI an amalgamation of 
Fo and FI, or picking out F4 as F3. Furthermore, if the bounds of the search space are 
set such that one of the target formants is excluded - i.e. FI at the lower end, or F3 at 
the upper end - then the estimator· will be forced to .select a spectral feature other than 
a formant, perhaps a prominent harmonic. Therefore some compromise must be reached 
which takes into account the varied formant frequencies of the different phones. 
There are two particular problems to be .dealt with in the measurement of the formant fre-
quencies of women's speech, both of which involve the relatively high female SFF. Firstly, 
for phones with a low FI , such as /iy / and /uw /, a high Fo can interfere with the ampli-
tude and apparent location of the first formant. Secondly, the widely-spaced harmonics 
arising from the relatively high Fo ensure that the formants of female speakers are sam-
pled less frequently thC:lll they would be by the harmonics produced by the lower male Fo. 
Consequently the female formants may have insufficient definition to be recognisable by 
the estimator, or the estimator might skew the formant to one side to fit the peak of the 
harmonic rather than that of the formant. 
These two problems cause ·great difficulties for any automatic analysis of formant fre-
quencies, and the situation is made worse by the varied formant frequencies attained by 
individual speakers. For example, if the mean frequency of the third formant of /iy / is 
given as 3300Hz, then assuming a roughly Normal distribution of formant frequency values 
we can expect approximately half the F3 values to be in excess of this value. We must 
therefore set the upper bound of the search space high en?ugh to encompass the full range 
of frequencies used by speakers, yet at the same time avoiding the inclusion of Pi in the 
search space. However, any third formants with frequencies in excess of the upper search 
limit will be underestimated by the estimator, while any speakers with a particularly low 
F3 may find their F4 being measured instead. While the results of a small-scale study can 
be checked individually, this is less feasible for a study involving many speakers and/or 
a large quantity of speech data. Thus an analysis of between- and/or within-speaker for-
mant frequency variability will almost inevitably compromised, unless steps are taken to 
assess the results thoroughly. 
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4.1.3 The TIMIT database 
The speech data used for this study came from the National Institute of Standards and 
Technology (NIST) production of the DARPA TIivnT Acoustic-Phonetic Speech Database 
Training Set 10 , held on CD-RO M. The TIMIT database was designed for the development 
and evaluation of automatic spech recognition systems. The Training Set, as opposed to 
the Testing Set released on a subsequent CD-RO M 1 is for use as system training material. 
The database holds read speech data from a total of 130 female and 290 male speakers 
from eight major dialect regions of the USA. The speech was recorded using a Sennheiser 
head-mounted microphone in a quiet environment, and was digitised at a 20kHz sampling 
rate, before being downsampled to 16kHz for distribution. 
The design of the text corpus was handled by the Massachusetts Institute of Technology 
(MIT), S.R.I. International (SRI), and Texas Instruments, Inc. (TI). The speech data was 
recorded at TI, and was transcribed at MIT and verified by NIST. The CD-ROM was 
prepared for production by NIST. 
The rest of this section describes the structure of the TIMIT database, and discusses the 
limitations placed on any conclusions this study is able to reach due to the type of speech 
material and speakers represented on the database. 
The Structure Of The Database 
This section is divided into five 'parts, and describes the make-up of the speech data and 
how the data is organised on the database. The first part describes the directory and file 
structure of the database, including the way the directories are divided by dialect region, 
sex. speaker and sentence, and the sentence files which store the speech data and its tran-
scriptions. The second part looks at the file storage format of the speech data. In the 
third part, the notation used to name the phones is described. The fourth part lists the 
types of sentence spoken by the subjects. Finally, the fifth part covers the information 
provided on the database about the speakers, including speaker sex, age, height, ethnic 
group, educational background and dialect region. 
A. The directory hierarchy 
The speech data from the 420 speakers is stored in a hierarchical directory structure on 
a CD-ROM (see Figure 4.4 for a visual representation). The directory structure will now 
be described from the top down, with reference to the figure. 
The speakers are ordered into eight dialect regions covering the whole of the USA. The 
dialect regions (with their TIMIT identification code) are: New England (drI), Northern 
(dr2), North Midland (dr3), South Midland (dr4). Southern (dr5), New York City (dr6), 
Western (dr7) and Army Brat (dr8). The final 'region', dr8, covers those people who moved 
around during their childhood, and who are therefore more likely to have a mixture of 
dialects represented in their voices. The numbers of speakers comprisjng the sample for 
each dialect are listed in Table 4.5. The dialect regions also serve to divide the speakers 
into directories in the database (row 1 in Figure 4.4). Thus the directory dr3 contains all 
the speech data for the North Midland region. 
Each speaker is given a unique identification code which acts as the name of their directory 
(row 2 in Figure 4.4). The first letter in the code gives the sex of the speaker (i.e. for m): 
the next three letters are the initials of the speaker's name; and the number on the end 
IOFrom now on the database will be referred to as either the TIMIT database or the TI:-'IIT CD-ROM. 
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-~ 
fabO "'-fdac-' -, I fdawO I • • • 
Figure 4.4: 'The TIMIT CD-ROM directory structure. The top level shows the dialed 
directories; the second level the speaker directories; the third level the sentence directories: 
and the bottom level the sentence data files. 
allows for any speakers whose initials are identical (a '0' indicates the first speaker with 
a given set of initials, a '1' for the second, etc.). For example, fdacl is a female speaker 
who is the second person on the database with the initials D.A.C. The directory fdacl 
contains the ten sentences uttered by that speaker. 
Each sentence is also given a unique identification code~ although some sentences are 
spoken by more than one person. Again the identification number is also the name of the 
directory containing the relevant speech data (row 3 in Figure 4.4). The first two letters 
of the identification code indicate the sentence type, followed by the sentence number. 
Finally, within each sentence directory are three files (row 4 in Figure 4.4). If we take the 
sentence si2104 as an example, the files contain the following data: 
e si2104.adc - The digitised speech waveform. 
e si2104.phn - A phonetic transcription of the sentence, as spoken by that speaker. 
Each phone in the tran~cription is accompanied by the sample numbers of where it 
starts and ends in si2104.adc. See Figure 4.5. 
esi2104.txt - An orthographic version of the sentence (from the original prompt 
to the speakers), together with the first and last sample numbers of the speech 
waveform in si2104.adc. See Figure 4.6. 
From now on, these files will be referred to as adc, phn and txt files. Note that although 
this sentence may be spoken by other speakers. for obvious reasons the files si2104.adc 
and si2104.phn are unique to the speakers, in this case to speaker fdacl. The file 
si2104.txt will be the same for all speakers who say this sentence. 
B. The speech data file format 
The digitised speech data in the adc files is stored in VAX binary representation preceded 
~y header giving information on sampling rate. number of samples in the file, etc. A 
utility written by Dr. Martin Cooke at the department of Computer Science, University 
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o 2680 h# 
2680 5013 aa 
5013 6480 hh 
6480 12520 aa 
12520 14560 hh 
14560 16120 iy 
16120 18900 th 
18900 23144 ao 
23144 25107 tel 
25107 25433 q 
25433 27697 ey 
27697 28324 del 
28324 29953 1 
29953 32880 ah 
32880 36060 sh 
36060 37651 del 
37651 37890 d 
37890 39094 ix 
39094 40609 v 
40609 42787 ao 
42787 43970 r 
43970 47480 s 
47480 51387 iy 
51387 56664 pau 
56664 57273 q 
57273 58739 ae 
58739 59951 q 
59951 61538 1 
61538 66230 ae 
66230 69560 s 
69560 70920 tel 
70920 71609 t 
71609 73520 h# 
Figure 4.5: The contents of the file dr1/fdac1/si2104/si2104.phn on the TIMIT CD-
HOM 1 a phonetic transcription of the sentence si2104 a...;; spoken by fdacl. Each line 
contains the start and finish sample numbers from the sentence si2104.adc 1 and the 
identifier of the phone being uttered (see Table 4.7 for the full list of phone identifiers). 
o 73626 Ahah, he thought, a lush divorcee at last. 
Figure ·1.6: The contents of the file dr1/fdac1/si2104/si2104.txt on the TIMIT CD-
HOM. an orthographic transcription of the sentence si2104 as spoken by fdacl. The two 
numbers represent the first and final sample numbers of the sentence si2104.adc~ making 
this sentence 4.6 spconds long. 
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of Sheffield~ called get-rep~ converts the speech data into ASCII format. For a given 
sentence~ get-rep extracts the sentence from the TIMIT database~ removes the header. 
and applies the fonnat conversion. The conversion was necessary because the processing 
of the speech data was carried out in ASCII. 
C. The phone notation 
The transcriptions held in the phn files are fairly narrow and are acoustically-orientated. 
Therefore the speech sounds will be referred to from now on as phones rather than 
phonemes. The notation used to represent the standard IP A phonetic symbols is the 
ASCII CMU / ARPA het (see Figure 4.7). 
D. A description of the sentences 
The speakers on the TIM IT database each read a total of ten sentences~ which were divided 
into three sentence-types. The identification codes and descriptions of the sentence-types 
are as follows: 
• sa - SRI dialect calibration (shibboleth) sentence (2 per speaker). Designed to allow 
comparison between the dialect regions represented on the data base. 
• si - TI random contextual variant sentence (3 per speaker). Designed to provide 
examples of phones in all possible left and right contexts . 
• sx - MIT phonetically compact sentence (5 per speaker). Chosen to provide alter-
native contexts and multiple occurrences of the same phonetic sequence in different 
word sequences. 
The full identification code for each sentence consists of the two letter sentence-type code 
followed by the number of the sentence. Thus the example used above, si2l04, is number 
2104 of the random contextual variant type. Every speaker read the same two calibration 
sentences, the orthographic transcription forms of which are: 
sal "She had your dark suit in greasy wash water all year" 
sa2 "Don't ask me to carry an oily rag like that" 
Obviously, each person's realisation of the sentences could diffcr greatly. The other sen-
tences were chosen at random for each speaker. For the si sentences there were 1890 
possible choices (si453 to si2342); and for the sx sentences. there were 450 choices (sx3 
to sx452). 
E. The speaker information 
The TIMIT database holds a total of 130 female and 290 male speakers from all over 
the USA. The numbers of speakers of each sex representing the eight dialects are li~ted 
in Table 4.5. As can be seen from column 7, the male speakers outnumbered the female 
speakers by more than 2 to 1. 
Also held on the TIMIT CD-ROM is a file of information about the attributes of the 
speakers, trnspkr.log, a portion of which is reproduced in Figure 4.8. The information 
consists of, for each speaker: 
J04 
Phone I Example II Phone I Example I 
Iy beat en button 
ih bit ng (eng) sIng 
eh bet m (em) mom 
ae bat n (nx) non 
IX roses hh (hv) hay 
ax the b bob 
ah butt d dad 
uw (ux) boot dx butter 
uh book g gag 
ao about p pop 
aa cot t tot 
er (axr) bird k kick 
ay bite z zoo 
oy boy zh measure 
aw 
-
bough v very 
ow boat f fief 
ey bait th thief 
w wet s SlS 
r red sh shoe 
y yet dh they 
1 led ch church 
el bottle jh judge 
I I Phone I Allophones Description 
cl pcl, teL kcL qcl unvoiced closure 
vcl bcL dcL gcl voiced closure 
epl - epinthetic closure 
q - glottal closure 
sil - silence 
pau - between silence 
h# - begin/ end silence 
Figure 4.7: List of phones used in the TIMIT database, from Lee and Ron. The phones in 
brackets in the upper table are allophones. Note this is the 'collapsed set': Lee and Ron 
decided the original set of phones was too detailed, and that HMMs would not be able to 
distinguish the phones quite so well. 
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Dialect region :.; o. female :\0. male Ratio Total no. 
speakers (%) speakers (%) f: m speakers (%) 
dr1 New England 15 ( 40.5) 22 (59.5) 1 : 1.5 37 (8.8) 
dr2 Northern 18 (27.7) 47 (72.3) 1 : 2.6 65 (15.5) 
dr3 North Midland 15 (22.7) 51 (77.3) 1: 3.4 66 (15.7) 
dr4 South :Midland 19 (29.2) 46 (70.8) 1 : 2.4 65 (15.5) 
dr5 Southern 26 ( 40.0) 39 (60.0) 1 : 1.5 65 (15.5) 
dr6 New York City 11 (34.4) 21 (65.6) 1: 1.9 32 (7.6) 
dr7 Western 18 (27.3) 48 (72.7) 1 : 2.7 66 (15.7) 
dr8 Moved around 3 (33.3) 16 (66.7) 1 : 2.0 24 (5.7) 
TOTALS 130 (31.0) 290 (69.0) 1 : 2.2 420 (100.0) 
Table 4.5: The number (and percentage) of speakers by dialect region and sex represented 
on the TIM IT CD-ROM. The percentages given in columns 4 and 6 are the female and 
male representation for that dialect (i.e. not of the total number of speakers). The ratio 
of female to male speakers for each dialect region is given in column 7. The figures in the 
final column are the percentages of the total number of speakers for each dialect. 
• An identification number. 
• The speaker' s initials (three letters for each speaker). 
• The date of the recording session for the speaker's sentences (in the U.S. style, i.e. 
month / day / year) . 
• The speaker's sex. 
• The speaker's dialect region. 
• The original recording session number. 
• The speaker's birthdate (month/day/year). 
• The speaker's height (feet and inches). 
• The speaker's ethnic groupll. 
• The speaker's highest level of formal education. 
Thus it was possible to define certain variables with which to analysis speaker charac-
teristics. These variables were age, height. ethnic group, dialect region and education. 
The variables could then be used to separate the speakers into distinct groups. For ex-
ample. in the data analysis the age variable consists of six groups: 20-29 years, 30-39 
years, 40-49 years, 50-59 years, and 60 years and over. While it is possible to tabulate 
the information into speaker groups by ha.nd, for 420 speakers this would be extremely 
tedious. Thus UNIX shell ficripts were written to analyse the information for the different 
variables automatically. This produced the following data on the speakers: 
Age of speakers The 130 female speakers had a mean age of 29.9 years (s.d. 9.6), 
ranging from 21 to 85 years. The 290 male speakers had a mean age of 29.6 years (s.d. 7.3), 
ranging from 20 to 85 years. The numbers of speakers in each age group are summarised 
llThe description used on the TIMIT CD-ROM is speaker 'race' (see the header for the TIMIT file 
trnspkr.log reproduced in Figure 4.8). 'Ethnic group' is the preferred term here. Similarly, the categori-
sation of speakers in groups labelled white, black. Hispanic, Spanish. oriental and native American is that 
used b~' TIMIT. 
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*ID Init RDate Sex DR RS BDate Ht Race £DU 
*-- ------- -------- -----
1 CMM 1/09/86 F 2 1X 01/30/60 5'2" WHT HS 
2 EDW 1/15/86 F 4 1X 01/17/60 5'7" BLK HS 
3 JDM1 3/7/86 M 4 37 05/17/61 6'0" WHT BS 
4 ALK 1/28/86 F 3 11B 07/23/38 5'6" WHT HS 
5 GXP 2/3/86 M 4 15 05/15/50 5'8" BLK BS 
6 CRH 1/17/86 F 4 1X 02/24/58 5'4" BLK HS 
7 MWH 1/16/86 M 3 1X 06/28/59 6'0" WHT BS 
8 HPG 1/17/86 M 3 1X 9/19/47 5'9" WHT ' BS 
9 KCL 2/13/86 M 4 21 01/12/47 5'6" WHT BS 
10 CRC 1/31/86 M 5 14B 08/06/47 5'7" WHT MS 
11 RTK 1/14/86 M 3 1X 8/08/58 6'0" WHT MS 
12 CMJ 1/16/86 M 6 1X 2/06/58 5'7" WHT MS 
13 EFG 1/16/86 M 2 1X 2/26/56 5'8" WHT BS 
14 JLS 1/17/86 M 4 1X 6/01/60 5'9J1 WHT BS 
15 PRK 1/17/86 M 4 1X 3/10/58 5'11" WHT MS 
16 SKP 1/20/86 F 5 5 12/15/61· 5'8" WHT BS 
17 PGL 1/20/86 M 2 5 6/29/61 6'0" WHT BS 
18 KJL 1/20/86 M 7 5 11/18/55 6'1" WHT MS 
19 EXM 1/20/86 F 5 5 12/03/54 5'4" BLK MS 
20 RWS 1/20/86 M 1 5 3/10/59 6'2" WHT BS 
Figure 4.8: Part of the contents of the file trnspkr .log, showing the speaker inform~tion 
for the first twenty speakers on the "cD-ROM. The column headed 'ID' lists the speaker"s 
identification number; 'Init' the speaker"s initials; 'RDate' the recording date; 'Sex' the 
speaker's sex; 'DR' the speaker's dialect region: 'RS' the recording session number: 'BDate' 
the speaker's birth date: 'Ht' the speaker's height (in feet and inches); 'Race' the speaker's 
ethnic gr0up; and 'EDU' the speaker's highest formal educational level. Note the dates 
given in columns 3 and 7 use the U.S. convention, i.e. month/day/year. 
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Age Xo. female ~o. male Ratio Total no. (years) speakers (%) speakers (%) f: m speakers (%) 
20 29 82 (30.9) 183 (69.1) 1 : 2.2 265 (63.1) 
30 - 39 32 (27.1) 86 (72.9) 1 : 2.7 118 (28.1) 
40 - 49 10 (43.5) 13 (56.5) 1 : 1.3 23 (5.5) 
50 - 59 4 (36.4) 7 (63.6) 1 : 1.8 11 (2.6), 
~ 60 2 (66.7) . 1 (33.3) 1 : 0.5 3 (0.7) 
TOTALS 130 (31.0) 290 (69.0) 1 : 2.2 420 (100.0) 
Table 4.6: The distribution of the ages of the speakers on the TIMIT CD-ROM. The 
percentages given in columns 4 and 6 are the female and male representation for that age 
range (i.e. not of the total number of speakers). The ratio of female to male speakers for 
each age range is given in column 7. The figures in the final column are the percentages 
of the total number of speakers for each age range. Note: Of the speakers aged over 60 
years, the two females are 67 and 85, while the male is 85. 
in Table 4.6. Note that in the sixty years and over age groups, the two female speakers 
are 67 and 85 years old, and the single male speaker is 85 years old. 
Height of speakers The 130 female speakers had a mean height of 5ft 5.2in (s.d. 
2.Sin), ranging from 5ft to 6ft. The 290 male speakers had a mean height of 5ft 10.8in 
(s.d. 2.8in), ranging from Sft 2in to 6ft 8in. The numbers of speakers in each height group 
are summarised in Table 4.7. 
Ethnic group of speakers 22 speakers were described as black, 10 of them female 
and 12 male. 376 speakers were described as white, 117 of them female and 259 male. 
Of the other speakers, 2 males were described as Hispanic, 1 male as Spanish, 2 males 
as native Americans, 2 males as oriental, 1 male as 'OTH'; the rest, including the three 
remaining females, had no designation. Only the black and white speakers were used in 
the variable analysis of ethnic group, realising a total of 398 speakers. The numbers of 
speakers in each category are summarised in Table 4.8. 
Educational level of speakers The categories of highest educational level attained 
by the speakers were: high schooL associate degree, bachelor's degree, master's degree and 
doctorate degree. No educational information was given for eight speakers. The numbers 
of speakers at each level are summarised in Table 4.9. 
The limitations of the data 
This section looks briefly at the limitations placed upon any conclusions this study is 
able to reach a...;; a result of the type of speech material and speakers represented on the 
database. The T~MIT database was chosen as the source of speech data for this study 
because of its size, structure and availability, not for how accurately it samples the world 
population of femak and male speakers. It therefore suffers from all the limitations of a 
restricted sample. 
From the data supplied with the TIMIT database, and analysed above, it is possible 
to say that the majority of the speakers represented on the TIMIT database are aged 
between 20 and 3D years (88% of the women and 93% of the men are in their twenties 
and thirties), are white (90% of the women and 8D% of the men are white), and have 
b(~(~n educated to degree level (73% of the women and 88% of the men hold an associate, 
bachelor's. master's or doctorate degree). The latter statistic, referring to the speakers' 
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Height ~o. female ~o. male Ratio Total no. 
(ft, in) speakers (%) speakers (%) f: m speakers (%) 
~ 5'1" 7 (100.0) - (U.O) - 7 (1. 7) 
5'2" - 5'3" 25 (96.2) 1 (3.8) 1 : 0.0 26 (6.2) 
5'4" - 5'5" 37 (92.5) 3 (7.5) 1 : 0.1 40 (9.5) 
5'6" - 5'7" 32 (55.2) 26 ( 44.8) 1 : 0.8 58 (13.8) 
5'8" - 5'9" 24 (27.6) 63 (72.4) 1 : 2.6 87 (20.,) 
5'10" - 5'11" 4 ( 4.9) 77 (95.1) 1 : 19.3 81 (19.3) 
6'0" - 6'1" 1 (1.5) 67 (98.5) 1 : 67.0 68 (16.2) 
6'2" - 6'3" - (0.0) 42 (100.0) - 42 (10.0) 
6'4" - 6'5" - (0.0) 7 (100.0) - 7 (1. 7) 
> 6'6" - (0.0) 4 (100.0) - 4 (1.0) 
TOTALS 130 (31.0) 290 (69.0) 1 : 2.2 420 (100.0) 
Table 4.7: The distribution of the heights of the speakers on the TIM IT CD-ROM. The 
percentages given in columns 4 and 6 are the female and male representation for that height 
range (i.e. not of the total number of speakers). The ratio of female to male speakers for 
each height range is given in column 7. The figures in the final column are the percentages 
of the total number of speakers for each height range. 
Ethnic ~o. female ~o. male Ratio Total no. 
-
group speakers (%) speakers (%) f: m speakers (%) 
Black 10 (45.5 ) 12 (54.5) 1 : 1.2 22 (5.5 ) 
White 117 (31.1) 259 (68.9) 1 : 2.2 376 (94.5 ) 
TOTALS 127 (31.9) 281 (68.1) 1 : 2.2 398 ( 100.0) 
Table 4.8: The distribution of the black and white speakers on the TIMIT CD-ROM. 
The percentages given in columns 4 and 6 are the female and male representation for 
that ethnic group (i.e. not of the total number of speakers). The ratio of female to male 
speakers for each ethnic group is given in column 7. The figures in the final column are 
the percentages of the total number of speakers for each ethnic group. 
Educational ~o. female ~o. male Ratio Total no. 
level speakers (%) sp eakers (%) f: m speakers (%) 
~ 0 designation 1 (12.5) - (87.5) 1 : 7.0 8 ( 1.3) I 
High School 34 (54.8) 28 ( 45.2) 1 : 0.8 62 (14.8) 
Associate Degree 6 ( 42.9) 8 (57.1) 1 : 1.3 14 (2.3) 
Bachelor's Degree 62 (27.8) 161 (72.2) 1 : 2.6 223 (36.0) 
Master's Degree 24 (24:0) 76 (76.0) 1 : 3.2 100 (16.1 ) 
Doctorate Degree 3 (23.1) 10 (76.9) 1 : 3.3 13 (2.1) 
TOTALS 130 (31.0) 290 (69.0) 1 : 2.2 420 (100.0) 
Table ,-1.9: The distribution of the educational levels of the speakers on the TIMIT CD-
ROM. The percentages given in columns 4 and 6 are the female and male representation for 
that level (i.e. not of the total number of speakers). The ratio of female to male speakers 
for each level is given in column 7. The figures in the final column are the percentages of 
the total number of speakers for each level. 
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educational backg~ound, also implies that the socioeconomic background of the speakers 
is predominately middle class. Furthermore, 91% of the women ranged in height from 5'2" 
to 5'9", and 95% of the men ranged between 5'6" and 6'3". Clearly, the TIMIT database is 
only truly representative of one section of population; namely, U.S. citizens who are, in the 
main, white, middle class, university educated. and relatively young. Furthermore, male 
representation on the database is substantially greater than that for women, such that 
the male speakers outnumber the female speakers by two to one. As a result, this thesis 
cannot claim to be more than a study of that particular subset of the world's population. 
Furthermore, the database consists solely of read sentences, which tend to possess a less 
dynamic intonation contour than spontaneous speech. The frequency characteristics mea-
sured from read speech will therefore not be truly representative of that person's normal 
speaking patterns. 
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4.2 Results 
This section presents the results of the analysis of the acoustic-phonetic markers of speaker 
sex. The first three parts to this section report- the results for each marker in depth: 
the fundamental frequency. in Section 4.2.1, the relative amplitude of the first harmonic 
in Section 4.2.2, and the formant frequencies in Section 4.2.3. The final part, 4.2.4, 
summarises the results. 
The in-depth reporting of the results takes the following form: an analysis of the overall 
data, an analysis of data by phone, and an analysis of data by speaker variable. Where 
possible the results are compared with the relevant data from the literature. Particular 
attention is paid to the distribution of the mean and the range of values produced by each 
speaker to facilitate an analysis of between- and within-speaker variability. 
Note about significance testing of the results 
Partly to do with a lack of time, the results which follow in this section have not been 
tested for statistical significance. However, the main reason for this is due to doubts 
over the applicability of significance testing itself. For a comprehensive critique of the 
use of significance testing, see Atkins & Jarrett (1979)1. Briefly, while significance tests 
are intended to be an objective way of "drawing conclusions from [small samples of] 
quantitative data" (Atkins & Jarrett 1979:87), all too often the tests are applied without 
considering whether the sample satisfies the rather strict conditions required by the test, 
particularly the requirement for a Normal distribution of the sample and that the sample 
is truly representative of the overall population. Moreover, results found to reach the 
rather arbitrary levels of significance set by researchers are often reported as if they are 
in themselves scientifically valid, whereas the most a test can realistically achieve is to 
indicate the possibility of a significant result. 
1 Atkins L, Jarrett D (1979) "The significance of significance tests." In Irvine J, :vliles I, Evans J 
(1979:87-109) Demystifying Social Statistics. Pluto Press: London. 
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Sex n :vIean (s.d.) ~'Iin Q1 Q2 Q3 ~Iax 
f 130 208 . (23) 146 193 206 220 270 
m 290 120 (17) 82 108 118 129 183 
Table 4.10: Female and male mean SFF d{lota (to nearest 1Hz). Note that this data is 
computed from the SPEAKER MEANS. 
4.2.1 Fundamental frequency 
Analysis of overall data. 
The mean SFF12 for the female speakers was 208Hz (with a s.d. of 23Hz); for the male 
speakers it was 120Hz (17Hz) (see Table 4.10). Thus, the mean female SFF was 73% 
greater than the male. The median SFFs were 206Hz and 118Hz respectively. These 
results compare favourably with those reported in the literature. 
A. Distribution of SFF 
The s.d.s reported above indicate that the mean SFFs of women and men are. in general, 
very different. This will now be examined in more detail. The SPEAKER MEANS (i.e. each 
individual's mean SFF) ranged from 146Hz to 270Ez for the female speakers, and from 
82Hz to 183Hz for the males. The distribution of the SPEAKER MEANS is illustrated in 
histogram form in Figure 4.9. It is clear from the histogram that there is very little overlap 
in mean SFF between the sexes. The overlap region, stretching from 146-183Hz as defined 
by the lowest female mean SFF and highest male mean SFF, consists of 11.5% (15) of 
female and 6.9% (20) of male speakers. The number and percentage of speakers whose 
mean SFF fell within the overlap region is as follows: 
r- Mean SFF (Hz) 
140-45 145-50 150-55 155-60 160-65 165-70 170-75 175-80 180-85 185-90 
f n 0 1 1 1 2 1 3 4 5 5 
% 0.0 0.8 0.8 0.8 1.5 0.8 2.3 3.1 3.8 3.8 
m n 12 10 4 1 3 3 0 1 2 0 
% 4.1 3.4 1.4 0.3 1.0 1.0 0.0 0.3 0.7 0.0 
If we define an arbitrary cut-off of 170Hz in order to differentiate between the sexes, we 
find there is an even greater distinction: only 4.6% (6) of the female speakers are below 
the cnt-off, and only 1.0% (3) of the male speakers are above it. By placing the cut-off at 
165Hz. these figures become 3.8% (5) and 2.1% (6) respectively. 
Another way of looking at the distribution of SFF is to consider the SLICE MEANS (i.e. 
the mean Fo of single speech segments). In this way we can take into account the actual 
frequencies attained by the speakers rather than their overall averages. The mean SFFs 
compnted from the SLICE MEANS were, not surprisingly, the same as from the SPEAKER 
MEANS, but with larger s.d.s of 36Hz and 23Hz respectively, indicating that female and 
m(\le nse of SFF is, in general, very different. The histogram in Figure 4.10 illustrates 
the distribution of SFF, with the female speakers ranging from 63Hz to 384Hz. and the 
male speakers from 40Hz to 277Hz. Again there was very little overlap between the sexes, 
t'ven though the histogram is more representative of the range of SFF used by women and 
men. The following table examines the region of greatest overlap in more detail, with the 
nnmber and percentage of SLICE MEANS at 5Hz intervals: 
IlThis mean was computed from the SPEAKER MEANS. i.e. it was the mean of each individual's mean 
SFF. 
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Figure 4.9: Distribution of Fo SPEAKER MEANS for female (solid line, diamonds) and male 
(broken line. plusses) speakers. The bars of the hi:,;togram represent a 10Hz interval. The 
y-axis represents the proportion of speakers of one sex having a particular mean SFF. The 
data used to produce the histogram is given in Table 4.11. The overall mean SFFs for 
each sex are shown as single, vertical lines. 
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SFF Female :"Iale 
(Hz) n % n % 
80-90 - - 4 1.4 . 
90-100 - - 27 9.3 
100-110 - - 59 20.3 
110-120 - - 69 23.8 
120-130 - - 63 21.7 
130-140 - - 32 11.0 
140-150 1 0.8 22 7.6 
150-160 2 1.5 5 1.7 
160-170 3 2.3 6 2.1 
170-180 7 5.4 1 0.3 
180-190 10 7.7 2 0.7 
190-200 23 17.7 - -
200-210 23 17.7 - -
210-220 28 21.5 - -
220-230 12 9.2 - -
230-240 9 6.9 - -
240-250 6 4.6 - -
250-260 3 2.3 - -
260-270 3 2.3 - -
Table 4.11: Number and percentage of female and male SFF SPEAKER MEANS at 10Hz 
intervals. A dash (-) indicates there were no speakers with a mean SFF in that interval. 
This data was used to plot the histogram in Figure 4.9. 
:VIean SFF (Hz) 
185-90 I 140-45 145-50 150-55 155-60 160-65 165-70 170-75 17E'-80 180-85 
f n 33 42 63 84 95 134 193 224 248 256 
% 0.7 0.9 1.3 1.7 1.9 2.7 3.9 4.6 5.1 5.2 
III n 441 338 264 213 127 116 91 73 48 35 
% 4.1 3.1 2.4 2.0 1.2 1.1 0.8 0.7 0.4 0.3 
If we consider the 170Hz cut-off again, 11.4% (559) of the segments uttered by female 
speakers are below it l and 3.2% (345) of the male segments are above it. The 165Hz cut-
off yields figures of 8.7% (427) and 4.4% (463) respectively. However, from Figure 4.10 
it is clear that a better cut-off point would be 160Hz, which yields 6.5% (318) of female 
segments and 5.6% (612) of male segments. Applying this new cut-off to the SPEAKER 
MEANS l we find 2.3% (3) of female speakers have a mean SFF below the cllt-off. and 3.1% 
(9) of male speakers are above it. 
However, the 318 female segments below the 160Hz cut-off were uttered by 50.8% (66) of 
the women, and the 612 male segments by 36.2% (105) of the men. It is clear then that 
despite the lack of overlap between tile SFFs of women and men, a large proportion of 
the speakers here at least occasionally use a SFF on the other side of the cut-off. Taking 
this further, the 2.2% (l09) of female slices below 140Hz were uttered by 26.2% (34) of 
the speakers. and the 1.7% (182) of male slices above 180Hz uttered by 13.8% (40) of the 
speakers. 
B. Range of SFF 
The mean range of SFF. computed from the mean of each speaker's range, was 10.6st 
U.5st) for the female speakers, and 9.7st (3.8st) for the male speakers. The Hertz equiv -
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Figure 4.10: Distribution of SLICE MEANS for female (solid line~ diamonds) and male 
(broken line, plusses) speakers. The bars of the histogram represent a 10Hz interval. The 
y-axis represents the proportion of speakers of one sex having a particular mean SFF. The 
dat.a llsed to produce the histogram is given in Table 4.12. The overall mean SFFs for each 
sex are shown as single, vertical lines. Note: Some of the SLICE MEANS are not represented 
by a. histogram bar as there were iI1sufficient means to register on the histogram: for the 
female speakers, there two slices at 70-80Hz. two at 360-70Hz, and one at 380-90Hz: for 
the male speakers, there were one slice at 30-40Hz, four at 220-30Hz. four at 230-40Hz. 
t.wo a.t 240-50Hz, and one at 270-280Hz. 
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SFF Female :\;lale 
(Hz) n % n % 
40-50 - - 13 0.1 
50--60 - - 15 0.1 
60-70 4 0.1 31 0.3 
70-80 2 0.0 125 1.2 
80-90 6 0.1 537 5.0 
90-100 11 0.2 1313 12.1 
100-110 14 0.3 1898 17.5 
110-120 10 0.2 1956 18.0 
120-130 18 0.4 1811 16.7· 
130-140 45 0.9 1297 12.0 
140-150 75 1.5 779 7.2 
150-160 147 3.0 477 4.4 
160-170 229 4.7 243 2.2 
170-180 417 8.5 164 1.5 
180-190 504 10.3 83 0.8 
190-200 666 13.6 48 0.4 
200-210 595 12.1 23 0.2 
210-220 553 11.3 16 0.1 
220-230 427 8.7 4 0.0 
230-240 345 7.0 4 0.0 
240-250 284 5.8 2 0.0 
250-260 157 3.2 - -
260-270 133 2.7 - -
270-280 80 1.6 1 0.0 
280-290 60 1.2 - -
290-300 45 0.9 - -
300-310 30 0.6 - -
310-320 16 0.3 - -
320-330 11 0.2 - -
330-340 8 0.2 - -
340-350 3 0.1 - -
350-360 - - - -
360-370 2 0.0 - -
370-380 - - - -
380-390 1 0.0 - -
Table 4.12: Number and percentage of female and male Fo SLICE MEANS at 10Hz intervals. 
A dash (-) indicates there were no slices with a Fo in that interval. This data was used 
to plot the histogram in Figure 4.10. 
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Figure 4.11: Distribution of SFF range for female (solid line, diamonds) and male (broken 
line, plusses) speakers. The data points represent the proportion of ranges in a 1st interval, 
and are plotted at the midpoint of the interval, The y-axis represents the proportion of 
speakers of one sex having a particular mean SFF. The data used to produce the histogram 
is given in Table 4.13. The mean SFF ranges are shown as single, vertical lines: 
alents were 122Hz (40Hz) and 66Hz (24Hz) respectively13. Although the female mean 
range in Hertz is almost twice that of the male mean range, comparing the values on the 
semitone (st) scale reveals that on average the women in this study had similar SFF ranges 
to the men. 
The range of SFF used by individuals will now be investigated further, with a look at. the 
distribution of SFF ranges, illustrated in histogram form in Figure 4.11. The figure reveals 
that the distribution of ranges is highly-skewed, with most of the speakers of both sexes 
having a range less than 12st. Numerically. this is 76% (100) of the women and 81.4% 
(236) of the men. 2.3% (3) of the female and 4.5% (13) of the male speakels had SFF 
r?.nges lower than 5st, with the smallest female range at 4.8st (58Hz). and the smallest 
male range at ,tOst (26Hz), indicating rather more men than women had very restricted 
SFF ranges. Of the speakers with ranges greater than 12st. they were spread fairly evenly 
npto the maximum range for both sexes of '24.7st (equivalent to 227Hz for the female 
speaker, and 141Hz for the male). 
These dc1.ta show that when the range is measured in semitones, there was a slight tendency 
for male speakers to have a smaller range of SFF t~an fema.le speakers. 3.." evidenced by 
13Computing the mean SFF range by subtracting the mean range minimum from the mean range maxi-
mum gave ranges of lO.2st or 122Hz, and 9.4st or 65Hz. respectively. The mean range minima and maxima 
were 15l-273Hz for the female speakers. and 80-154Hz for the male speakers. 
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Range Female ~Iale 
(st) n % n % 
4-5 3 2.3 13 4 .. 5 
5--6 8 6.2 16 5.5 
6-7 14 10.8 35 12.1 
7-8 17 13.1 51 17.6 
8-9 20 15.4 39 13.4 
9-10 15 11.5 30 10.3 
10-11 12 9.2 31 10.7 
11-12 12 9.2 24 8.3 
12-13 2 1.5 11 3.8 
13-14 2 1.5 6 2.1 
14-15 3 2.3 5 1.7 
15-16 - - 5 1.7 
16-17 5 3.8 4 1.4 
17-18 3 2.3 7 2.4 
18-19 4 3.1 2 0.7 
19-20 4 3.1 2 0.7 
20-21 - ~ 3 1.0 
21-22 3 2.3 1 0.3 
22-23 - - 2 0.7 
23-24 2' 1.5 1 0.3 
24-25 1 0.8 2 0.7 
Table 4.13: Number and percentage of female and male SFF ranges at 1st intervals. A 
dash (-) indicates there were no speakers with an SFF range in that interval. This data 
was used to plot the histogram in Figure 4.11. 
the lower mean and the mode (see Figure 4.11)14. Having said thatl there is also much 
similarity between the two sexes. 
As reported above 1 in the discussion on the distribution of SFF, the average SFF ranges 
in terms of Hertz of female and male speakers were quite distinct. Consider the following 
table showing the mean limits to the range of SFF used by women and men: 
Range limits (Hz) 
~vIinimum ~Iaximum 
f 151 (35) 273 (35) 
m 89 (19) 154 (27) 
This provides further proof that on average there was little overlap between the sexes 
in their use of SFF. In addition 1 bearing in mind that these are the mean range limits. 
the similarity of the female maximum and male minimum serves to illustrate again the 
existence of a band of frequencies used occasionally by both female and male speakers. 
Analysis of data by phone. 
Examining the mean SFFs 15 for each phone, we find they follow very similar patterns for 
(~ach sex: the lowest mean SFF was measured for jao( followed by jaal a..Tld lae/. then 
Ulf we consider intervals of O.5st, as opposed to the 1st intervals in the histogram, the female mode 
becomes S.5-9st, while the male mode is 7.o-Sst. 
15The statistics given in this section were computed from the SPEAKER MEANS, as opposed to the SLICE 
MEANS. 
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Phone n :VIeari (s.d.) ~Iin Q1 Q2 Q3 :\;Iax 
laal 130 203 (23) 131 190 201 215 256 
lael 130 204 (25) 135 ·190 204 219 273 
laol 130 195 (27) 93 182 196 211 261 
liYI 130 215 (24) 151 199 215 229 286 
luwl 76 219 (35) 153 191 217 242 310 
luxl 128 215 (27) 145 197 217 230 281 
TOTALS 130 208 (23) 146 193 206 220 270 
Table 4.14: Female mean SFF data (to nearest 1Hz) by vowel phone. Note that all the 
means are computed from the SPEAKER MEANS. 
Phone n Mean (s.d.) Min Q1 Q2 Q3 Max 
laal 290 119 (17) 78 108 116 128 179 
lael 290 118 (17) 83 106 116 128 182 
laol 290 115 (17) 72 103 113 124 193 
liYI 290 122 -(18) 84 109 120 132 191 
luwl 186 126 (24) 76 109 124 138 206 
luxl 280 126 (21) 88 112 124 135 223 
TOTALS 290 120 (17) 82 108 118 129 183 
Table 4.15: Male mean SFF data (to nearest 1Hz) by vowel phone. Note that all the 
means are computed from the SP~AKER MEANS. 
liy/, and finally luw and luxl (see Tables 4.14 and 4.15 for the figures. and Figure 4.12 
for a visual representation). The difference between laa/, lae/, laol and liyj, luw/, 
IllXI was more pronounced for the female speakers. This data suggests that SFF is to 
some extent dependent upon the vowel phone being spoken, with a difference between the 
lowest and highest female mean SFFs of 24Hz, and 11Hz for the male mean SFFs. 
For both sexes, the s.d. for each phone was also similar, indicating that the distribution 
of SPEAKER MEANS around a phone was similar. For the female speakers, most of their 
mean SFFs for a particular phone were clustered within 25Hz of the overall mean for 
that phone, and within 18Hz for the males. Figure 4.12 shows a clear separation between 
the sexes of the s.d. intervals, providing further evidence for a diffe.rence in female and 
male use of SFF. The exception in s.d. for both sexes was luw I, which had a noticeably 
larger s.d. than the other phones. This cause of this, a wider distribution of SFF SPEAKER 
MEANS. can be seen in Figure 4.13, which compares the distribution of female SPEAKER 
MEANS for laa/. luwl and for all phones. The histogram shows how the SPEAKER MEANS 
for all phones were clustered around. the female group mean SFF of 208Hz. as evidenced 
by the relatively tall and thin profile. This pattern wa..~ broadly repeated for laa/, with 
the profile shifted to the left to reflect the lower mean SFF. Howev~r. the profile for /uw/ 
is wider and flatter. showing how its SPEAKER MEANS are more widely distributed. The 
('xplanation may lie in the relatively few number of /uw / phones spoken per speaker. On 
average. only two phones were spoken per speaker (see Table 4AL with the consequence 
that the computation of most of the SPEAKER MEANS for /uw / were based on very few 
valnes. Thus for some speakers, the value of their mean SFF would have been based upon 
a single phone at. say. the beginning or end of a sentence; given the effects of the intonation 
contour. this may have been the root of the wide distribution of SPEAKER MEANS for /uw /. 
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Age n .Mean (s.d.) . }'Iin Q1 Q2 Q3 :\flax 
20 29 82 211 (21) 172 196 209 221 270 
30 - 39 32 210 (21) 155 198 211 220 256 
40 - 49 10 189 (22) 151 173 191 201 228 
50 - 59 4 184 (46) 146 154 169 213 249 
> 60 2 187 (37) 161 - 187 - 213 
Table 4.16: Female mean SFF data (to nearest 1Hz) by age. 
Age n Mean (s.d.) Min Q1 Q2 Q3 Max 
20 - 29 183 120 . (17) 82 108 118 129 183 
30 - 39 86 119 (15) 91 108 117 128 168 
40 - 49 13 114 (22) 86 99 114 123 166 
50 - 59 7 129 (31) Ij 100 103 115 149 180 I >60 1 130 (-) - - 130 - -
Table 4.17: Male mean SFF data (to nearest 1Hz) by age. 
Analysis of data by speaker variable. 
Note that the means in each analysis variable group were computed from the SPEAKER 
MEANS (as opposed to the SLICE MEANS)." 
A. Analysis by age: 
For both sexes, the age groups 20-29 and 30-39 each produced almost identical mean SFFs 
(and s.d.s) (see Tables 4.16 and 4.17 and Figure 4.14). As would be expected, these means 
are almost identical to the overall mean SFF, since it was the speakers in these age groups 
who made up the bulk of the sample. There is then a substantial drop in mean SFF for 
female speakers in their forties, and a small drop for men of the same age. It is difficult to 
draw any conclusions about SFF for speakers aged 50 and above as their representation 
in the sample was so small. 
The means for the female speakers appear to follow the pattern of SFF change with 
age reported in the literature, if not the values16 . The drop in the SFF of middle-aged 
women found by Stoicheff (1981) and others is in evidence here, and is of the same order 
(i.e. 20Hz). However, the figures here suggest this decrease occurs to women in their 
forties, rather than their fifties (see Section 3.1.4). Stoicheff linked the drop in SFF to the 
cOl!lpletion of the menopause; if this is the case, then the female TIMIT speakers were 
experiencing the menopause at an earlier age than Stoicheff's group of subjects. Cprtainly, 
the number of women with a relatively low SFF is much greater in the 40-49 age group 
than in the younger women. Thus, for the women aged 20-29 and 30-39, only 12% and 
13% of the speakers have mean SFFs less than 190Hz; while the figure is 50Figure 4.15. 
which shows the mean SFFs of the sixteen women aged over 40 years. Only four of these 
women are above the overall mean SFF. However, the drawing of conclusions is severely 
hampered by the few speakers in this study over the age of 40 years, and furthermore 
there is no information on menopause completion for the TIM IT speakers. Consequently, 
while the large drop in mean SFF between the 30-39 and 40-49 ag~ groups may indeed be 
16Given the wide range of values for the mean female SFF reported in the literature. this is perhaps to 
be expected. The TIMIT data may instead provide 'iupport for the age-related trend in SFF. 
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menopause-related, there may be other factors involved. 
The pattern of SFF change with age for the male spealcers indicates SFF is steady through 
the 20s and 30s1 drops slightly in the 40s1 and rises in the fifties. However. again there 
were few speakers over 40 years to lend these statistics much weight. Figure 4.1G shows 
the mean SFFs of the twenty-two men aged over 40 years. The men in their 40s show 
a tendency for low"er SFFs 1 with two-thirds of theD celow the overall male mean SFF. 
However1 if we consider the seven male speakers in the age group 50-59. we can see how 
the lack of data can leave a confused picture. Although the mean SFF for·this age group 
is 129Hz 1 we find this is composed of SPEAKER MEANS of 100Hz1 101Hz. 108Hz. 115Hz. 
148Hz, 149Hz and 180Hz, i.e. over half of these speakers have a mean SFF that is actually 
below the overall male mean SFF of 120Hz. Thus, although the group mean indicates an 
upwards trend in SFF at this age, closer inspection of the data reveals that there is no 
trend. 
B. Analysis by height: 
From an examination of Figure 4.171 showing the mean SFFs (and s.d. intervals) for the 
different height groups. there appears to be some correlation between height and SFF 
for both female and male speakers. However. the small numbers of speakers representing 
some of the height groups renders trends based on these groups unreliable. If we consider 
only those height groups composed of more than ten speakers - leaving us with the four 
female groups in the range 5'2"-5'9" (see Table 4.18) and the five male groups in the 
range 5 'G" -G'3" (see Table 4.19) - then the mean SFF for the male speakers remained 
fairly constant with increasing speaker height, while there was a noticeable drop for the 
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Height n :\lean (s.d.) :\Iin Q1 Q2 Q3 :\Iax 
< 5'1" 7 222 (37) 161 201 224 250 270 
5'2" - 5'3" 25 210 (22) 151- 201 215 221 246 
5'4" - 5'5" 37 212 (20) 166 200 212 228 264 
5'6" - 5'7" 32 206 (25) 146 192 202 215 266 
5'8" - 5'9" 24 197 (17) 172 183 197 2()9 236 
5'10" - 5'11" 4 212 (28) 183 193 207 231 251 
6'0" - 6'1" 1 172 (-) - - 172 - -
Table 4~18: Female mean SFF data (to nearest 1Hz) by height. 
Height n 1'Iean (s.d.) Min Q1 Q2 Q3 :.vIax 
5 '2" - 5 '3" 1 137 (-) - - 137 - -
5'4" - 5'5" 3 134 (26) 111 - 123 - 161 
5 '6" - 5 '7" ·26 123 ( 17) 96 114 121 130 183 
5'8" - 5'9" 63 119 (16) 82 107 118 129 166 
5'10" - 5'11" 77 121 (20) 86 108 118 131 180 
6'0" - 6'1" 67 120 (16) 92 108 118 132 166 
6'2" - 6'3" 42 117 (15) 96 106 116 125 168 
6'4" - 6'5" 7 112 (16) 91 99 112 124 135 
2:: 6'6" 4 112 (5) 107 109 111 114 118 
Table 4.19: Male mean SFF data (to nearest 1Hz) by height. 
~ . 
female speakers. These height groups will now be examined in more detail. 
Figure 4.18 shows the distribution of SPEAKER MEANS for the four height groups covering 
the majority of female speakers. The Figure shows that speakers in the height groups 
5'2"-5'3" and 5',f'-5'5" had a similar distribution of SFF, with the greater proportion of 
t.hem having a mean SFF of 200-220Hz. For speakers with heights between 5'6" and 5'9", 
t.here wa..c;; clearly a trend for lower mean SFFs (i.e. 180-200Hz), although nearly as large 
a proportion had mean SFFs of 200-220Hz. 
Figure 4.19 shows the distribution of mean SFF for male speakers in the height groups 
between 5'6" and 6'3". While the distributions for the five height groups are generally 
similar, a comparison of the profiles for the groups 5'5" -5'6" and 6'2" -6'3" indicates the 
existence of a downward trend in mean SFF with increasing speaker height. This down-
ward trend is further suggested by the mean SFFs of the male speakers in the tallest 
height groups, as only two out of the seven speakers in the 6'4"-6'5" group and none of 
the speakers in the >6'6" group had a m«:>an SFF greater than the overall male mean17. 
C. Analysis by ethnic group : 
There is little difference between the mean SFFs of black and white women and men, ai-
thongh the means for the black women and men were both slightly lower than for the white 
(see Tables 4.20 and 4.21). This is in agreement with the findings of Hitch & Holbrook 
(1981). The only major difference between the speaker groups is that the black women had 
a much smaller distribution of SFF SPEAKER MEANS than the white women (see the s.d.s 
in Table cl.20). However. as the black women's means were distributed evenly between 
l80-225Hz, the same region in which 79% uf the white women's means were concentrated, 
1 ~ Of the smaller heights. there was only one speaker representing the group 5'2" -5 '3". and in the 5'4"-
;) '5'" group the SPEAKER: MEANS were 111Hz, 123Hz and 161Hz. 
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Figure 4.18: Distribution of SFF SPEAKER MF;ANS (Hz) for female speakers for the height 
groups 5 '2'~ -5 '3" (solid line, diamonds)' 5 ~ 4" -5 '5" (dashed line, plusses), 5 'G" -5 '1" (da..<;hed 
line, squares) and 5 '8" -5 'g" (dotted line, crosses). The data points represent the proportion 
of SPEAKER MEANS in a 20Hz interval for that height group, and are plotted a.t the 
midpoint of the interval. 
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Ethnic group n :\lean (s.d.) :\;lin Q1 Q2 Q3 :\lax 
black 10 201 (14) 183 192 199 216 222 
white 117 208 (24) 146 193 208 221 270 
Table 4.20: Female mean SFF data (to nearest 1Hz) by ethnic group. 
Ethnic group n l1ean (s.d.) ?\Ilin Q1 Q2 Q3 ~lax 
black 12 117 (17) 95 101 116 129 146 
white 259 120 (17) 82 108 118 129 183 
Table 4.21: Male mean SFF data (to nearest 1Hz) by ethnic group. 
the explanation for the smaller s~d. probably lies in there only being ten speakers in the 
sample, i.e. the sample of black female speakers was insufficient to produce a wide range 
of SPEAKER MEANS. 
D. Analysis by dialect : 
For the female speakers, the means for the dialect regions ranged from 198Hz to 218Hz 
(see Table 4.22, and Figure 4.20). By way of contrasting the different distributions of 
SFF SPEAKER MEANS within the dialect regions, the following table lists the numbers of 
SPEAKER MEANS at 10Hz intervals for the dialect regions which produced the lowest and 
highest mean SFFs: 
SFF dr3 dr4 
150-160 - 1 
160-170 - -
170-180 4 -
180-190 2 -
190-200 1 2 
200-210 4 3 
210-220 2 5 
220-230 1 2 
230-240 - 3 
240-250 1 1 
250-260 - 1 
260-270 - 1 
While the representation of speakers in each dialect group was relatively small (as the 130 
female speakers were spread across eight dialect regions), they are of a sufficient number 
to indicate that female speakers from different dialect regions can be expected to differ in 
mean SFF. Thus, if we consider the regions dr3 a.nd dr4, three-quarters of the speakers 
from dr3 had a mean SFF less than 210Hz, compared to only a third of the speakers from 
dr4. 
There wa..'l little difference between the dialects for the male speakers (see Table 4.23). 
The mean SFFs ranged from 117Hz to 125Hz. although for dr8, the group comprised of 
speakers who moved around the country during chi!dhood. the mean was 112Hz. 
For both sexes, dr4 produced the highest mean SFF, while dr3 produced the lowest female 
SFF and joint lowest male SFF (discounting dr8). Otherwise~ the dialects did not produce 
a pattern of SFF repeated across the sexes 
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Dialect n ~\lean (s.d.) :\Iin Q1 Q2 Q3 :"Iax 
dr1 15 204 (29) 146 187 210 219 264 
dr2 18 202 (21) 155 192 201 210 266 
dr3 15 198 (20) 172 181 201 210 242 
dr4 19 218 (26) 151 206 216 234 270 
drS 26 210 (22) 166 194 208 220 256 
dr6 11 207 (22) 176 192 198 225 245 
dr7 18 208 (22) 162 196 207 218 251 
dr8 8 216 (20) 192 197 216 229 248 
Table 4.22: Female mean SFF data (to nearest 1Hz) by dialect. 
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Figure 4.20: Mean SFF (Hz) by dialect for female (diamond) and male (cross) speakers. 
The s.d.s are represented by vertical lines around the mean. The mean for all speakers is 
on the right. 
Dialect n Mean (s.d.) :YEn Q1 Q2 Q3 :\Iax 
dr1 22 124 (16) 101 111 122 133 166 
dr2 47 123 (19) 95 108 120 133 180 
dr3 51 117 (17) 86 106 116 125 177 
dr4 46 125 (19) 92 110 119 137 183 
dr5 39 118 (14) 92 110 117 125 146 
dr6 ~1 121 (18) 92 108 120 130 168 
drt 48 117 (15) 82 106 118 126 155 
dr8 16 ~12 (11) 98 104 110 121 135 
Table 4.23: Male mean SFF data (to nearest 1Hz) by dialect. 
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Sex n ).Jlean (s.d.) ).J1in Q1 Q2 Q3 11ax 
f 130 -4.8 (2.3) -9.1 -6.3 -.5.1 
-3.7 1.8 
m 290 -6.1 (2.0) ·-11.7 -7.·5 -6.4 -5.0 0.8 
Table 4.24: Female and male mean H I-H2 data (to nearest O.ldB). Note that this data is 
computed from the SPEAKER MEANS. 
4.2.2 Relative amplitude of the first harmonic 
Analysis of overall data 
The mean HI-H2 for the female speakers was -4.8dB (2.3dB); for the male speakers it was 
-6.1dB (2.0dB) (see Table 4.24. The figures are substantially different to those reported 
in the literature: being both much lower and much closer in value. The closest figures 
are, interestingly, from those studies using U.S. English speakers as subjects (Klatt & 
Klatt 1990, Nittrouer et al. 1990 - see Table 3.8), and then only for the male speakers. 
In contrast to the previous studies, most of which reported a positive value for the female 
mean HI-H2, the analysis of the TIMIT data produced values which were very much 
negative values. In other words, for the vast majority of speakers measured for this study, 
the amplitude of their first harmonic was on average less than their second. What is most 
interesting is that the female-male difference in HI-H2 of 1.4dI3 is much less, indicat.ing a 
much smaller tendency for women's speech to be breathier than men's than has previously 
been reported in the literature. 
A. Distribution of HI-H2 
The distribution of individual mean HI-H2 scores is illustrated in histogram form in 
Figure 4.21. with the female speakers ranged from -9.1dB to 1.8dB, and the males from 
-11.7dB to 0.8dB. The histogram reveals a substantial overlap between the female and 
male SPEAKER MEANS, much more so than reported in the literature. 78.5% of the female 
speakers and 76.9% of the male speakers had a mean HI-H2 value within the range -8dB 
to -3dB. However, male speakers were more likely to have a more negative mean H 1-H2: 
57.9% (168) of the men produced a mean HI-H2 less than -6dB, while only 31.5% (41) 
of the women did. Furthermore: if we define an arbitrary division between breathy and 
non-breathy speakers, given by the mean Ih-H2 for all speakers of -5.5dB 18 , then we find 
56.9% (74) of the female speakers and 31. 7% (92) of the male speakers were 'breathy'. 
The observations made about the distribution of the SPEAKER MEANS also hold for the 
SLICE MEANS. The mean H 1-H2 values for female and male speakers computed from the 
SLICE MEANS were slightly closer at -4.9dB.(3.6dB) and -6.ldB (2.7dB) respectively. The 
histogram produced in Figure 4.22 illustrates the tendency the female speakers showed 
for a more positive H I-H2' Applying the non-breathy/breathy 'division' of -5.5dB to the 
SLICE MEANS. we find 54.3% (1463) of the female segments and 36.6% (2227) of the male 
segments were in excess of it. While the bulk of the segments had a H 1-H2 in the central 
overlap region (60.0% (1616) of the female and 65.8% (4002) of the male scores were in 
the region -8dB < HI-H2 < -3dB), the female speakers were more likely to produce ex-
treme values. While this was to be expected at the more positive end of the distribution 
(see the right-hand side of Figure 4.22 and the lower portion of Table 4.26). this was also 
18To account for the greater male representation in this sample of speakers. this overall mean is formed 
from the mean of the female and male means. If the mean was computed from all 420 H 1-H2 SPEAKER 
MEANS. it would be weighted rather more towards the overall male mean. 
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Figure 4.21: Distribution of H 1-H2 SPEAKER MEANS for female (solid line, diamonds) 
and male (broken Ene, plusses) speakers. The data points represent the proportion of 
SPEAKER MEANS in a IdB interval, and are plotted at the midpoint of the interval. The 
y-axis represents the proportion of speakers of one sex having a particular mean Hl-H2 . 
The data used to produce the histogram is given in Table 4.25. The overall mean H 1-H2 
scores for each sex are shown as single, vertical lines. 
H 1-H2 Female Male 
(dB) n % n % 
-12 - -11 - - 1 0.3 
-11 - -10 - - 1 0.3 
-10 - -9 1 0.8 15 5.2 
-9 - -8 6 4.6 34 11.7 
-8 --7 17 13.1 56 19.3 
-7 - -6 22 16.9 70 24.1 
-6 - -5 23 17.7 41 14.1 
-5 --4 26 20.0 32 11.0 
-4 --3 14 10.8 24 8.3 
-3 --2 4 3.1 8 2.8 
-2 - -1 7 5.4 1 0.3 
-1 - 0 6 4.6 4 1.4 
0-1 3 2.3 3 1.0 
1 - 2 1 0.8 - -
Table 4.25: Number and percentage of female and male HI--H2 SPEAKER MEANS at 1dB 
intervals. A dash (-) indicates there were no speakers with a mean SFF in that interval. 
This data was llsed to plot the histogram in Figure 4.21. 
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Figure 4.22: Distribution of Hl-H2 SLICE MEANS for female (solid line~ diamonds) ar~d 
male (broken line, plusses) speakers. The data points represent the proportion of SLICE 
MEANS in a 1dB interval, and are plotted at the midpoint of the interval. The y-axis 
represents the proportion of speakers of one sex having a particular mean H l-H2' Note: 
of the slices outside the range of this histogram, 18 female and 7 male slices had a mean 
HI-H2 less than -15dB, and 15 female and 2 male slices were greater than 7dB. The data 
llsed to produce the histogram is given in Table 4.26. The overall mean Hl-H2 scores for 
each sex are shown as single, vertical lines. 
the case for more negative values. Considering the positive extreme first. 8.5% (228) of 
female slices had a positive value for Hl-H2: compared to only 2.3% (137) of male slices. 
Furthermore, the proportions of slices with a HI-H2 in excess of 3dB were 2.6% (71) and 
0.3% (27) for the female and male speakers respectively. The more interesting result is at 
the more negative end of the distribution, where for each 1dB division of the histogram in 
Figure 4.22 less than -lldB, there are a proportionately greater number of female slices 
than there are male slices; indeed, 3.4% (91) of female slices and 2.0% (119) of male slices 
are less th3.n -lldB. Positive values of Hl-H2 were attained by 47.7% (62) of the women, 
but only 15.9% (46) of the men; while the extreme negative values were spoken by 41.5% 
(54) of the women, but, only 22.8% (66) of the men. This appears to indicate that the 
women tended to be much more varied in their use of Hl-H2' 
B. Distribution of Hi and H2 
We will now consider the data concerning the amplitudes of the first and second harmonics 
(see Tables 4:.2.7 and 4:.28). As has been seen from the examination of the H l -H2 data, a 
speaker's first harmonic generally has a lower amplitude than their second harmonic. This 
is illustrated in Figure 4:.23 for Hi and H2 , which reveals a tendency for women's speech 
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HI-H2 Female .\Jale 
(dB) n % n % 
-29 - -28 1 0.0 - -
-28 - -27 - - -
-
-27 - -26 - - -
-
-26 - -25 - -
- -
-25 - -24 - - -
-
-24 - -23 - - - -
-23 - -22 - - 1 0.0 
-22 - -21 - -
- -
-21 - -20 1 0.0 - -
-20 - -19 1 0.0 1 0.0 
-19 - -18 3 0.1 - -
-18 - -17 3 0.1 1 0.0 
-17--16 3 0.1 1 0.0 
-16--15 6 0.2 3 0.0 
-15 - -14 5 0.2 7 0.1 
-14 - -13 13 0.5 8 0.1 
-13 - -12 14 0.5 23 0.4 
-12 - -11 42 1.6 74 1.2 
-11 - -10 50 1.9 191 3.1 
-10 - -9 82 3.0 395 6.5 
-9 --8 173 6.4 691 11.4 
-8 - -7 289 10.7 986 16.2 
-7 --6 367 13.6 1006 16.6 
-6 - -5 341 12.7 888 14.6 
-5 --4 352 13.1 689 11.3 
-4 --3 268 10.0 436 7.2 
-3 - -2 199 7.4 256 4.2 
-2 - -1 146 5.4 186 3.1 
-1 - 0 108 4.0 98 1.6 
0-1 70 2.6 68 1.1 
1 - 2 49 1.8 28 0.5 
2 - 3 36 1.3 14 0.2 
3-4 27 1.0 9 0.1 
4 - 5 19 0.7 8 0.1 
.5 - 6 7 0.3 5 0.1 
6-7 2 0.1 3 0.0 
7 - 8 6 0.2 - -
8-9 3 0.1 1 0.0 
9 - 10 3 0.1 - -
10 - 11 1 0.0 1 0.0 
11 - 12 2 0.1 - -
12 - 13 - - - -
13 - 14 - - - -
14 - 15 - - - -
15 - 16 1 0.0 - -
Table 4.26: Number and percentage of female and male HI-H2 SPEAKER MEANS at 1dB 
intervals. A dash (-) indicates there were no speakers with a mean SFF in that interval. 
This data was used to plot the histogram in Figure 4.22. 
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Sex n yIean (s.d.) )'1in Q1 Q2 Q3 1fax 
f 130 90.4 (3.J) 81.7 88.5 90.5 93.1 98.3 
m 290 85.2 (3.7) 73.2 83.0 84.9 87.4 96.7 
Table 4.27: Female and male mean HI data (to nearest O.ldB). Note that this data is 
computed from the SPEAKER MEANS. 
Sex n :YIean (s.d.) Min Q1 Q2 Q3 Max 
f 130 95.3 (3.7) 87.4 92.6 95.3 98.1 103.9 
m 290 91.2 ( 4.0) 79.2 88.9 91.3 93.7 104.7 
Table 4.28: Female and male mean H2 data (to nearest O.ldB). Note that this data is 
computed from the SPEAKER MEANS. 
to contain higher first and second harmonic amplitudes than men's. While the s.d.s of Hi 
and H 2 are very similar (for both sexes), the smaller difference between the female and 
male H2 means indicate this tendency was greater for the amplitude of the first harmonic. 
The extent of these tendencies will now be examined in more detail. 
The histogram of the Hi SPEAKER MEANS in Figure 4.24 shows quite a separation between 
the female and male SPEAKER MEANS. If we set a cut-off point to separate the sexes at 
88dB, we find 21.5% (28) of female speakers had a first harmonic amplitude below it, and 
21.7% (63) of male speakers were above it. If we do the same for H2 (see Figure 4.25), 
we can see much more of an overlap in the histogram than was the case for Hi. This, 
inevitably, leads to a less decisive cut-off. For a cut-off at 93dB, 29.2% (38) of female 
speakers were below it, while 31.7% (92) of male speakers were above it. If we now turn 
our attention to the SLICE MEANS, to see how the harmonic amplitude data for individual 
speech segments affects the cut-off figures, we find the separation between women's and 
men's speech to be not so distinctive (see the histograms in Figures 4.26 and 4.27). Using 
the 88dB cut-off for H1, 28.6% (771) of the female segments were below it. and 28.6% 
(1738) of the male segments were above it. While this looks like a promising result, the 771 
female segments were spoken by 90.8% (118) of the women, and the 1738 male segments 
by 82.8% (240) of the men. Similarly, using a cut-off set at 93.45dB for H2 19 , we find 
35.7% (961) of female segments were below it and 35.1% (2136) of male segments were 
above it. These segments were spoken by 96.9% (126) of the women and 84.5% (245) of 
the men. The result of this is that while there was a tendency for female speakers to have 
higher amplitude harmonics than male speakers, it is clear that the range of amplitudes 
at.tained by the vast majority of these speakers overlapped. 
C. Range of H(-H2 
The purpose here is to investigate whether speakers maintain the relative amplitude of 
their first harmonic at a consistent level, either as a result of their anatomical makeup or 
as a paralinguistic signal of personality. Two indicators of range will be considered, the 
speaker's entire range of H1-H21 and the s.d. of their HI-H2 values. 
The mean range of H1-H2 (i.e. the mean of each speaker's range) was 10.8dB (4.5dB) for 
19This figure is the mean of the female and male group H2 Illeans, and was used in place of the earlier 
!J3dB cut-off because it gave greater equality between the female scores below and male scores above the 
cut-off. For the 93dB cut-off. 32.3% (869) of female slices were below it. 38.2% (2324) of male slices were 
above it. 
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Figure 4.23: Mean Hl and H2 (dB) for female (diamonds) and male (plusses) speakers. 
The s.d.s are represented by vertical lines around the mean. 
the' female speakers and 7.0dB (2.9dB) for the males. This indicates a substantial trend 
for female speakers to be more varied in their use of HI - H2. However, as can be seen 
from Figure 4.21, the female speaKers showed greater diversity in the range of H J-H2 
they employed. While there were a few men with relatively large H 1-H2 ranges, the 
overwhelming majority (90.3% or 262) had a range less than 10dB, compared to 50.8% 
(66) of women. The men were also far more likely to have a restricted range (22.1 % (64) 
had a range less than 6dB, compared to only 5.4% (7) of the women). Interestingly, a 
large n.umber of female speakers had similar HI-H'2 ranges to the males. In fact. 48.5% of 
the female speakers had a range within 1 s.d. of the male mean HI-H2 range (an interval 
which contained 78.6% (228) of male speakers). Where the women differed from the men 
wa..<; in the number of speakers who employed a large range of H 1-H2, with almost half of 
the female speakers having a range of lOdE or more, compared to less than a tenth of the 
males. As is illustrated in Figure 4.21, the bulk (42.3% or 55) of these female speakers 
had a range between 10dB and 17dB (compared to only 7.9% (23) of the male speakers). 
Another way of looking at the range of H rl-h is to consider the s.d.s of the H rf-h SPEAKER 
MEANS. This has the effect of allowing us to examine where the bulk of a speaker's HI-H2 
SLICE MEANS lay, and it also removes the possibility that the large female ranges were 
due to single, rogue values (although a 90% range would perhaps be better at this). The 
histogram of s.d.s produced in Figure 4.29 confirms the observations based on the full 
H1-H'.!. ranges, with the female speakers much more likely to have a large s.d. of HJ-H2 
than the malL speakers. 33.8% (44) of female speakers had a s.d. greater than 3dB, yet 
only 3.4% (10) of the males did. Looked at another way, the overwhelming majority of 
the male speakers had a s.d. less than 2.5 dB (90.7% or 263, compared to 45.4% or 59 
I)f the female speakers). The mean s.d.s were 2.7dB (1,OdB) for the female speakers, and 
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1.7dB (0.6dB) for the males. 
Analysis of data by phone 
The female speakers exhibited sorrie- variation in mp.an HI-H2 between phones. although 
this was fairly limited (see Table 4.29). The mean and s.d. for jaaj were exactly the 
same as those for all three phones, while the biggest contrast was between jaej and ao;' 
This pattern was reflected in the distributions of SPEAKER MEANS for the phones (see 
the histogram in Figure 4.30), which also shows the similarity between the distributions 
for jaaj and jae;' There was a slight tendency for the female speakers to have a more 
negative HI-H2 for jaoj than for the other two phones - the proportions of speakers with 
a mean H 1-H2 of less than -8dB were 4.6% (6 speakers) for jaa/, 3.9% (5) for jae/, 20.6% 
(27) for jaoj, and 14.7% (396) for all phones. Furthermore, jao/ was the source of the 
bulk of the extreme negative HI -H2 SLICE MEANS - of the 91 slices with a HI-H2 less 
than -lIdB, 70.3% (64) came from the jaoj20, In contra.'it, for the male speakers there 
were no appreciable differences between either the means or the distributions of H 1-H2 
for each phone (see Table 4.30). 
20 As a proportion of the total number of each phone. 1.2% (10) were from / aa/, 1.6% (17) were from 
/ae/, and 8,3% (64) were from /ao/. 
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Phone n :\Iean (s.d.) . :\Iin Q1 Q2 Q3 :\lax 
/aa/ 130 -4.8 (2.3) -9.6 -6.6 -·5.3 -3.-;- 3.5 
/ae/ 130 -4.2 (2.5) -10.0 -6.1 -4.3 -2.9 3.2 
/ao/ 130 -5.7 (2.8) -12.6 -7.4 -5.9 -4.2 1.1 
all 130 -4.8 (2.3) -9.1 -6.3 -.5.1 -3.7 1.8 
Table 4.29: Female mean HI-H2 data (to nearest O.ldB) by vowel phone. Note that all 
the means are computed from the SPEAKER MEANS. 
Phone n }Vlean (s.d.) Min Q1 Q2 Q3 :\flax 
/aa/ 290 -6.1 (2.0) -11.4 -7.4 -6.3 -5.0 0.8 
/ae/ 290 -6.0 (2.1) -10.4 -7.4 -6.2 -4.6 2.2 
/ao/ 290 -6.4 (2.2) -13.9 -7.7 -6.6 -5.1 0.8 
all 290 -6.1 (2.0) -11.7 -7.5 -6.4 -5.0 0.8 
Table 4.30: Male mean HI-H2 data (to nearest O.ldB) by vowel phone. Note that all the 
means are computed from the SPEAKER MEANS. 
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Age n \lean (s.d.) \1in Ql Q2 (~.3 , \Iax 
20 29 82 -4.8 (2.2 ) -9.1 -6.1 -·5.1 -:3 . .s 0.5 
30 - 39 32 -4.8 (2.7) -8.5 -7.0 -4.8 -3.5 1.8 ! 
40 - 49 10 -.5.0 (1.8) -7.3 -7.0 -4 .. 5 -4.1 -1.7 I I I 
.50 - 59 4 .. - (0.9) -.). I -6.3 -6.2 -6.1 
- .) I -4.3 -.).~ , 
> 60 2 -5.2 (0.1) -.5.2 - -.5.2 -S.l i 
Table 4.31: Female mean H 1-H2 data (to nearest O.ldB) by age. 
Age n. Mean (s.d.) :\lin Ql Q2 Q3 :\lax 
20 29 183 -6.3 (1.9) -10.2 -7.5 -6.4 -5.2 0.8 
30 - 39 86 -6.2 (2.1 ) -11.7 -7.6 -6.6 -4.9 0.3 
40 - 49 13 -5.1 (2.2) -8.3 -6.7 -5.4 -3.3 -0.9 
50 - 59 7 -4.7 (2.0) -7.0 -6.7 ---1. 1 -2.9 -2.3 
> 60 1 -3.4 (-) - - -3.4 - -
Table 4.32: Male mean Hl-H2 data (to nearest O.IdB) by age. 
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Height n .\tlean (s.d.) 1Iin Q1 Q2 Q3 1Iax 
~.5'1" 7 -5.1 (3.0) -8.6 -7.8 -.5.1 -2.8 -0.3 
5'2" - 5'3" 25 -4.5 (2.3) -7.7 -6.1 -4.8 -3.4 0.1 
5'4" - 5'5" 37 -4.8 (2.4) -9.1 -6.4 -4.7 -3.9 1.8 
5'6" - 5'7" 32 -4.9 (2.3) -8.9 -6.1 -5.3 -3.9 0.5 
5'8" - 5'9" 24 -·5.1 (1.9) -8.4 -6.9 -5.1 -3.9 -1.1 
5'10" - 5'11" 4 -5.2 (1.9) -7.5 -6.7 -4.8 -3.6 -3.4 
6'0" - 6'1" 1 -5.7 - - - -5.7 - -
Table 4.33: Female mean HI-H2 data (to nearest O.ldB) by height. 
Height n .\tfean (s.d.) 11in Q1 Q2 Q3 .\tfax 
5'2" - 5'3" 1 ~9.3 - - - -9.3 - -
5'4" - 5'5" 3 -6.5 (1.7) -8.1 - -6.7 - -4.7 
5'6" - 5'7" -26 -5.8 (1.9) -9.7 -7.4 -5.7 -4.2 -1.9 
5'8" - 5'9" 63 -6.2 (2.4) -11.7 -7.8 -6.4 -4.7 0.2 
5'10" - 5'11" 77 -6.3 (1.8) -10.2 -7.5 -6.5 -5.2 -2.3 
6'0" - 6'1" 67 -6.2 (2.0) -9.1 -7.5 -6.6 -5.1- 0.8 
6'2" - 6'3" 42 -6.0 (1.9) -9.2 -7.2 -6.0 -5.2 0.3 
6'4" - 6'5" 7 -5.8 (1.3) -7.6 -6.8 -5.8 -5.1 -3.8 
2::6'6" 4 -5.6 (1.4) -7.7 -6.5 -5.0 -4.8 -4.6 
Table 4.34: Male mean H 1-H2 data (to nearest O.ldB) by height. 
of speakers measured. 
B. Analysis by height : 
While there is a hint of a trend of falling Hl-H2 with increasing height for the female 
speakers l and of rising HI-H2 for the male speakers (see Tables 4.33 and 4.34, and Fig-
ure 4.35) l the small numbers of speakers representing some of the height groups renders 
trends based on these groups somewhat unreliable. If we consider only those height groups 
composed of more than ten speakers - leaving us with the four female groups in the range 
5'2"-5'9" and the five male groups in the range 5'6"-6'3" - we find that for both women 
and men the difference in mean Hl-H2 between the height groups is very small. Further-
m0re, there were no reliable trends between the distributions of HI-H2 SPEAKER MEANS 
in these height groups. 
C. Analysis by ethnic group: 
The black female and male speakers and the white male speakers all have very similar 
means (and s.d.s) for H 1-H2 (see Tables 4.35 and 4.36 l and Figure 4.36. However, the 
white females' mean HI-H2 is over IdB higher. Put another way, the black speakers of 
either sex hq.d silnilar mean HI-H2 values, while the means for the female and male white 
speakers mirrored the overall female and male group means (which was to be expected, as 
the VCl.."t majority of the speakers on the TIMIT database were white). The distribution 
of H,-H,] means for the black speakers is given in Table 4.37. 
D. Analysis by dialect : 
For the female s}>eakers, the group means for the eight dialect regions ranged from a high 
of -·LOdD for dr4 to a low of -5.4dB for dr5 and dr8. and appeared to fall into two groups. 
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Ethnic group n ~lean (s.d.) Min Q1 Q2 Q3 Max 
black 10 -6.0 (1.8) -8.2 -7.0 -6.4 -5.9 -1.7 
white 117 -4.8 (2.2) -9.1 -6.1 -.5.1 -3.6 1.8 
Table 4.35: Female mean H 1-H2 data (to nearest O.ldB) by ethnic group. 
Ethnic group n ~Iean (s.d.) ~in Ql Q2 Q3 ~Iax 
black 12 -6.3 (2.4) -9.3 -7.5 -6.6 -5.5 -0.4 
white 259 -6.2 (2.0) -11., -7.5 -6.4 -4.9 0.8 
Tac!e 4.36: Male lnean H 1-H2 data (to nearest O.ldB) by ethnic group. 
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Figure 4.36: Mean H 1-H2 (dB) by ethnic group for female (diamond) and male (cross) 
speakers. The s.d.s are represented by vertical lines around the mean. The mean for all 
speakers is on the right. 
Hl-H2 Female :vlale 
-10 - -9 - 2 
-9 --8 1 -
-8 --7 2 3 
-7 - -6 4 3 
-6 --5 1 2 
-5 --4 1 1 
-4 - -3 - -
-3 --2 - -
-2 - -1 1 -
-1 - 0 - 1 
Table -1.37: Number of black female and male H 1-H2 SPEAKER MEANS at IdE intervals. 
:-\ da...;;h (-) indicates there were no speakers with a mean H 1-H2 in that interval. 
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Dialect n :\fJean (s.d.) :'v1in Q1 Q2 Q3 :\flax 
dr1 15 -4.5 (2.3) -9.1 -5.2 -.5.1 -4.0 -0.1 
dr2 18 -4.1 (2.4) -8.9 -6.1 -3.6 -3.0 0.0 
dr3 15 -5.2 (2.3) -8.5 -6.9 -5.4 -4.2 -0.3 
dr4 19 '-4.0 (2.9) -8.6 -6.1 -4.4 -2.5 1.8 
dr5 26 -5.4 (1.8) -8.2 -6.8 -6.0 -4.3 -1.1 
dr6 11 -5.2 (2.1) -7.9 -6.7 -5.9 -4.2 -1.5 
dr7 18 -5.2 (1.3) -7.5 -6.0 -5.0 -4.1 -3.1 
dr8 8 -5.4 (2.7) -8.2 -7.7 -5.5 -4.5 0.3 
Table 4.38: Female mean HI-H2 data (to nearest O.ldB) by dialect. 
Dialect n Mean (s.d.) Min Q1 Q2 Q3 Max 
dr1 22 -6.7 (1.9) -11.7 -7.7 -7.1 -5.4 -3.7 
dr2 47 -5.9 (2.0) -9.2 -7.3 -6.3 -4.5 -0.4 
dr3 51 -6.0 (2.3) -9.7 -7.8 -6.4 -4.3 0.8 
dr4 46 -6.1 (1.7) -9.8 -7.3 -6.3 -5.2 -2.6 
dr5 39 -6.3 (1.9) -9.3 -7.4 -6.6 ,-5.4 0.3 
dr6 21 -5.9 (1.9) -9.2 -6.8 -6.4 -5.0 -0.9 
dr7 48 -6.5 (1.9) -10.2 -7.7 -6.6 -5.7 0.2 
dr8 16 -5.6 (2.1) -9.1 -7.0 -5.5 -3.8 -1.9 
Table 4.39: Male mean HI-H2 data (to nearest O.1dB) by dialect. 
The regions dr1~ dr2 and dr4 had mean Hl-H2S of between -4.0dB and -4.5dB: the regions 
dr3, dr5, dr6, dr7 and dr8 had means between -5.2 and -5.4dB (see Table 4.38). For the 
male speakers, the group means were spread fairly evenly between the -5.6dB measured 
for dr8 and the -6.7dB for drl (see Table 4.39). The means for the dialect regions. together 
with intervals representing their s.d.s, are illustrated in Figure 4.37. 
While no particular trends were observed between the sexes, the means for dr8 (-5.4dB 
and -5.6dB for women and men respectively) were almost the same. 
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4.2.3 Formant frequency 
Reported below are the overall group means for F!. F!. (md F.3 for both sexes. and an 
, analysis of the formants by phone. These re8ults are compared with the formant frequcnn' 
data reported in the literature. 
The analysis of the formant frequency data is limited in scope due to t he lack of confidence 
in the output of the formant frequency estimator. and due to insufficient time to carr~' 
out a complete investigation. The reasons for this are discussed. 
Analysis of overall data 
The overall group means for first, second and third formant frequencies are given in Table 
4.40, and are illustrated in Figure 4.38. The scaling factors rangE'd from 9-20% for Fl. 
12-20% for F2 and 5-19% for F3 , with overall factors for the formants of 1G%. IS'/;" and 
11 % respectively. This produces a general scaling factor of approximately 15%. which 
means that on average the female speakers' formant frequencies were 15% greater than 
the male speakers'. This figure is comparable with the female-male differences reported 
in the literature. Now due to the different types of phones measurerl. the overall formant 
scaling factors given in this study are to some extent incompatible with those given in 
Tables 3.10 and 3.11 for the Peterson & Barney (1952) and Fant (1959) sturlies. However. 
we can directly compare the phones common to each sturly. namely I aa/. I ae I. I iy I anrl 
luwl (and lux/. an allophone of luw/, from the TIMIT data), and are given below. 
By recalculating overall formant frequency means 1lsing only the figures for these four 
phones:2l, we can also compare the overall formant scaling factors for the three studies'!'2: 
all "PB I FIT 
Fl f II 600 JiO 6~0 
m 490 4iO 540 
% diff. 22 ~1 15 
F2 f 1150 1,560 1820 
m 1490 1350 15iO 
% diff, 17 16 16 
F3 f ~910 3050 ~i30 
m 2530 ~5iO ~420 
% diff, 15 19 13 
The resnlts from the TIMIT study arc most similar to Peterson &: Barn(:~rs' result.s. espe-
cially for Fl and F2, although the female-male difference is somewhat less for F l , Fant's 
resnits rtre noticeably different. csppcially for F'2 and Fl' However. Fant's results are also 
rat.her different t.o Peterson &: Barneys' results. in particular for F!. and the female F l , 
The main rea...'mn for this is probably that. Fant's subjects weI'(: Sweo.ish. nttcring SVv'e(iish 
phonemes (see also Section 3.1.3), He derived his vowel phoneme names by finding rill' 
nearest equivalent U.S. English phoneme through F -pattern matching, Thi .... indicat.es t~lat 
these Sweo.ish phonemes are not. always a gooo. match for the l' ,S, phonemes, The Im-
plication is that in the rlired. vowel comparisons. more weight should b" atta~heo. to ,t he 
. 'th th~ P~tnl'son ~ Barnev o.ata There is however further cansI' tor ('alltlOIl, ('lllnpanson WI ,e L .", L <, • " , ' 
Peterson &: Barney rnea...sureo. their formant freqneIlcies from \,()\vds spoken III a slInpk 
'ITl P t r. B ne,' and Fant nleans wpre computed bv averaging the means for the four phones 
• 11" t> ersoll.x ar -.-
i "d t' n Tlle 'T- I'lIT lwera.llmeans also include the figures for lux/. Iln( er cons I era. 10, - .\ _ ' 
221n the following tables. unless sta.ted otherwise the column headed 'PD' refers to Peterson &: Barnt'~'~ 
(1952) stud", 'F' refers tn Fant's (1959) ~tud\', and 'r refers t,) this study of the TI:\lIT ,iata, The formant 
frequencies are rounded to the nearest 10Hz, 
lS5 
II laal I lael I laol I livl I luwl I luxl II :VIean I v . 
FI f 810 800 730 500 500 480 660 
m 690 670 610 460 440 420 570 
% cliff. 17 19 20 9 14 14 16 
F2 f 1320 1980 1120 2440 1390 1980 1870 
m 1180 1650 960 2080 1240 1680 1580 
% cliff. 12 20 17 17 12 18 18 
F3 f 2430 2860 2570 2990 2660 2700 2770 
m 2310 2410 2300 2790 2290 2320 2490 
% cliff. 5 19 12 7 16 16 11 
Table 4.40: Female and male formant frequency data (to nearest 10Hz) for six phones 
from the TIMIT database. The figures quoted as percentage differences were computed 
according to Fant's female-male formant scaling factor equation - fOr example, the Table 
shows that the second formant of /iy /, the mean for the female spe~ers was 17% greater 
than the males. 
/h V d/ context, in contrast to the vowels from the TIMIT database, which came from 
read sentences. Speakers are likely to articulate their vowels more precisely when asked 
to produce them one after another in isolated stimuli, and are therefore more likely to 
ach~eve the vowel formant frequency targets. In connected speech, vowels a.re prone to 
reduction, as well as the coarticulatory effects of different phonetic contexts. 
Analysis of the data by phone. 
Below, in part A, we will compare the formant frequency data for laa/, lae/, /iy/, luwl 
and lux/ from the present study with the studies of Peterson & Barney (1952) and Fant 
(1959), looking at each of the phones individually. In part B, the distribution of formant 
frequencies is briefly discussed. 
However, we will consider first the variation between the scaling factors for the TIMIT 
elata, with reference to Table 4.40. The first thing to note is the lack of any clear trends: the 
scaling factors typically differ between formants and between phones. However, comparing 
with the previous studies, the values of the scaling factors are more consistent here: there 
were no values over 20%, and none under 5%. This suggests the female-male differences 
in formant frequency are somewhat less varied than has been found in previous research. 
For example, the scaling factors in Peterson & Barneys' study ranged from 2% to 30%. 
and from -3% to 30% in Fant's. Furthermore, both studies reported a number of factors 
over 20%, while the results from the TIMIT data suggest the female-male difference does 
not reach such an extreme. 
Comparing the scaling factors across the formants, those of F2 are the most consistent. 
while those of F3 are the least. This is at odds with Fant's (1960) suggestion that the 
female-male difference was more consistent and more pronounccd for F3· The TIMIT 
results suggest there is more likely to be a difference between the sexes for Fl and F2 than 
for F3. Finally, comparing the scaling factors across the lJhones. we find that for some 
phones the scaling factors show marked consistency for the three formants, e.g. those for 
I ae / are all approximately 20%, and the factors for I uw I and I uxl are all approximately 
1-1% and 16% respectively (although they are less consistent in value). For other phones 
there is less consistency, e.g. for laal the factors range from 5% for F3 to 17% for Fl· 
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Figure 4.38: Mean FI, F2 and F3 (Hz) by phone for female (diamond) and male (cross) 
speakers. The means for all the phones are on the right. 
As well as showing the most consistent female-male difference, lael also has the largest 
overall difference. The average scaling factors for each phone place them in the following 
order of increasing female-male differentiation: I aal and liy I (11 %), I uw I (14%), lao I 
and luxl (16%), and lael (19%). 
A. Comparison of the data with other studies 
A comparison of the results for laal is given below: 
/aa/ " PB 1FT 
Fl f 850 860 810 
m 730 680 690 
% cliff. 16 ')...., -, 17 
F2 f 1220 1200 1320 
m 1090 1070 1180 
% cliff. 12 12 12 
F3 f 2810 2920 2430 
m 2440 2520 2310 
% cliff. 15 16 5 
While the TIMIT results for FI are similar to both other studies, and are about 100Hz 
higher for F2, there is a major discrepancy in the figures for F.3, particularly for the female 
speakers. The female F3 mean is nearly 400Hz less than the Peterson & Barney result. 
and 500Hz less than the Fant. Similarly, the TIM IT FI and F2 scaling factors are much 
the same as those from the other studies (although Fant's Fl factor is greater), but the 
F3 f~ctor is a third of the others. 
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In contrast. the results from all three studies for lael are very similar: 
I / ae/ " PB 1FT 
FI f 860 790 800 
m 660 610 670 
% cliff. 30 30 19 
F2 f 2050 1830 1980 
m '1720 1550 1650 
% cliff. 19 18 20 
F3 f 2850 2920 2860 
m 2410 2450 2410 
% cliff. 18 19 19 
While the TIMIT F2 means are lOO-150Hz higher than the Fant means 1 the only discrep-
ancy in the scaling factors is for Fl. 
The TIMIT results for liy I are, however: very different, with FI much higher and F3 much 
lower than the other results: 
/iy/ II PB I FIT 
FI f 310 280 500 
m 270 260 460 
% cliff. ' 15 9 9 
~2' f 2790 2520 2440 
m 2290 2070 2080 
% cliff. 22 22 17 
F3 f 3310 3460 2990 
• m 3010 2960 2790 
% cliff. 10 17 7 
The only real similarities the other studies show to the TIMIT data are with Fant's F2 
data. which are themselves over 200Hz less than the Peterson & Barney data for both 
female and male speakers. However, the scaling factors are all of a similar order, showing 
the difference between the female and male F2 means to be greater than for the other 
formants. 
The comparison for the phone /uw I will be presented in a slightly different way due to the 
inclusion in the TIMIT study of its allophone, lux/. In the following table, the columns 
headed 'PB' and 'F' contain the results for /uw/ from the Peterson & Barney and Pant 
studies, 'Tl' and 'T2' refer to the results for /uw / and /ux/ from the TIMIT data, and 
'T3' refers to the combined means for juw/ and /ux/: 
. I /uw/ II PB I F I T1 I T2 T3 
FI f 370 340 '500 480 490 
III 300 310 440 420 430 
% cliff. 23 11 14 14 14 
F2 f 950 690 1390 1980 1760 
m 870 710 1240 1680 1500 
% cliff. 9 -3 12 18 17 
F3 f 2670 2900 2660 2700 2690 
III 2240 2230 2290 2320 2310 
% diff. 19 30 16 16 16 
Bec:mse of the acoustic sImilarities between allophones, one would expect their formant 
patterns to be very similar. This is indeed the ca.."c for the two allophones from the TIMIT 
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II F J 
/aa/ f 810 (60) 1320 (110) 2430 (190) 
m 690 (40) 1180 - (90) 2310 (200) 
/ae/ f 800 (60) 1980 (150) 2860 (140) 
m 670 (40) 1650 (100) 2410 (110) 
/ao/ f 730 (60) 1120 (100) 2570 (260) 
m 610 (40) 960 (70) 2300 (200) 
. /iy/ f 500 (40) 2440 (150) 2990 (130) 
m 460 (80) 2080 (120) 2790 (150) 
/uw/ f 500 (70) 1390 (290) 2660 (280) 
m 440 (50) 1240 (180) 2290 (170) 
/ux/ f 480 (40) 1980 (210) 2700 (140) 
m 420 (30) 1680 (170) 2320 (120) 
TOTAL f 660 (40) 1870 (120) 2770 (120) 
m 570 (40) 1580 (100) 2490 (120) 
Table 4.41: Female and male formant frequency data (to nearest 10Hz), with s.d.s in 
brackets, for six phones from the TIMIT database. 
data, which had almost identical group means for FI and F3. The acoustic differences be-
tween /uw/ and /ux/ are reflected in very different values for F2. If we now compare the 
TIMIT means with Peterson & Barneys' results, we find that only with F3 is there any 
agreement in formant values. W-hile the TIMIT means for FI are approximately 100Hz 
higher, the data for F2 for both /uw / and /ux/ are very different to the Peterson & Barney 
F2 mean. At this point we could assume that Peterson & Barney included any allophones 
of their target phonemes in their measurements, although it is of course possible they 
coached their subjects to produce only the relevant phones. If we do this for the TIMIT 
allophones, however, the combined F2 mean is still way in excess of both the Peterson & 
Barney and Fant F2 means. 
B. Distribution of the formant frequencies 
We will now consider the distribution of the SPEAKER MEANS for the six phones from the 
TIMIT data. This will tell us how speakers' mean formant frequencies differed between the 
sexes. To this end the formant frequency group means for the phones are reproduced in 
Table 4.41 with their s.d.s, and are illustrated in Figures 4.39, 4.40 and 4.41 for F l , F2 and 
F3 respectively. What is immediately apparent from the Figures is the number of instances 
where the s.d. intervals around the female and male means do not cross, indicating that 
in these ca.."es the female speakers' mean formant frequencies were on average different to 
the means of the male speakers. However, this was not the case for every formant, and 
certainly not for every phone. The only phone showing this degree of dissimilari:y for all 
three formants was /ae/. The other instances were the first formant of /aa/ and lao/. 
the second formant of /iy/ (and almost /ao/), and the third formant of /ux/ (and almost 
/uw/). 
Closer examination of each speaker's forrnant frequencies highlighted the problems antic-
ipated by the evaluation of the CSTR estimator. The evaluation. reported in Appendix 
B.G. found that it wa.." imp03sible to define a search space for the estimator that could 
take into account within- and between-speaker deviation from the expected range of for-
mant values. A minor consequence of this is an over- or underestimation of the formant 
frequencies, especially of F3. More serious is the tendency of the estimator to track spec-
tral features other than th(' first three formants, particularly when Fo or F", are included 
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in the search spa~e. The evaluation showed that speakers produce a very wide range of 
formant frequencies (for example, the mean F3 of lael for speakers fsemO and fcdr! 
were hand-measured at 3200Hz and 2300Hz respectively). Without checking at least some 
of the output for every speaker, it was not possible to be confident about assessing the 
distribution of the formant frequencies. 
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4.2.4 A Summary of the results 
A. Fundamental frequency 
Group means: The mean female and male SFFs were measured at 208Hz and 120Hz 
respectively. Thus the female group mean was 73% greater than the male. 
Distribution of SFF : There was very little overlap between either the mean SFFs of 
individual women and men, or the fundamental frequencies of individual speech segments. 
Thus it can be stated with some confidence that in the majority of their speech, the women 
and men in this study used distinct SFFs. 
A small proportion of.speakers habitually used a SFF that was atypical for their sex, i.e. 
women whose meanSFF was relatively low for female speakers, and men whose mean SFF 
We)'" r~latively high for male speakers. Howf'ver, the SFFs of even these speakers did not 
approach the group mean of the opposite sex: the lowest mean SFF for a female speaker 
was measured at 146Hz, compared to the overall male mean of 120Hz: and the highest 
mean SFF for a male speaker was 183Hz, compared to the overall female mean of 208Hz. 
In addition, the lowest female mean SFF was still higher than, the vast majority of male 
means (93)% (270) of the male speakers had a mean SFF below 146Hz), and vice versa 
for the highest male mean SFF (88.5% (115) of the female speakers had a mean SFF above 
183Hz). 
The lowest female mean SFF and highest male mean SFF can be used to define a band 
of frequencies employed by speakers of both sexes during the course of normal speech, i.e. 
146-183Hz. Most women (86.9% or 113) uttered at least one vowel phone whose Fa lay 
within this region, while rather less nlen (57.9% or 168) did. We can however define a 
value which effectively separates female from male SFFs. Thus, only 2.3% of the female 
speakers had a mean SFF less than 160Hz, while only 3.1% of the male mean SFFs were 
in excess of t.his value. Similarly, only 6.5% of the segments of speech uttered by female 
speakers were under 160Hz, and only 5.6% of the male segments were above it. One word 
of caution however regarding the extent of the separation of SFF, over half the women 
and over a third of the men uttered at least one segment whose Fa lay the other side of 
this cut-off value, indicating at least some degree of overlap. 
Range of SFF : When measured in semitones (st), the mean range of SFF used by 
women and men were, at 10.6st (122Hz) and 9.7st (66Hz) respectively, very similar. A 
slight trend was observed for the male speakers to have smaller ranges than the females. 
The male speakers were twice as likely to have a very restricted range of SFF (less than 
5st)23. Of the larger SFF ranges (i.e. greater than 12st), the distribution of female and 
male ranges was very similar, indicating that the female and male speakers were equally 
likely to have a large range of SFF. 
B. Relative amplitude of first harmonic 
Group means: The mean female and male HI-H2 group mear.1S were measured at -4.8dB 
and -6.2dB respectively, giving a female-male difference of l.4dB. Thus for the majority of 
23 It is worth noting that the proportions of female and male speakers whose ranges were less than 6st 
Wf"re 8.5% (11) and 10.0% (29) respectively; and the proportions whose ranges were less than 1St were 
19.3% (25) and 22.1% (64) respectively. In other words, it was only for speakers with very restricted ranges 
that differential behaviour between the sexes Wa5 found. 
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speakers, the amplitude of their first harmonic was less than the amplitude of their second. 
Distribution of H rH2 : There was a substantial overlap between both the mean HI-H2 s 
of individual women and men, and the HI-H2 values for individual speech segments. Over 
three-quarters of all speakers had a mean HI-H2 between -8dB and -3dB; moreover. three-
fifths of all speech segments had a HI-H2 i~ the same region. It would appear then th~t 
the HI-H2 measure does not clearly discriminate between the sexes. 
That said, there was a noticeable trend for the female speakers to have a more positive 
HI-H2, and they were more varied in their use of H I-H2. Examining the first pOInt, and 
using the midpoint between the female and male group means as a guide, 56.9% (74) of 
the female speakers had a mean H 1-H2 greater than -5.5dB, compared to 31.7% (92) of 
the male speakers. If we now consider the more extreme ends of the distribution of means 
for individuals (see Figure 4.22 and Table 4.26), the differential behaviour of the sexes 
becomes more apparent. The proportion of female speakers with a mean H I -H2 greater 
than -2dB (13.1% or 17 speakers) far outnumbered the proportion of males (2.7% or 8 
speakers). Similarly, the proportion of male speakers with a mean H 1-H2 less than -9dB 
was 5.8% (17), compared to 0.8% (1) of female speakers. In contrast, female use of H I-H2 
was more varied than male use, in that the women were more likely to produce extreme 
negative and positive values of Hl-:H2 during the course of their speech. 
Distribution of HI and H2 --: The female and male group means were 90.4dB and 
85.2dB for HI, and 95.3dB and 91.4dB for H2. This gives us female-male differences of 
5.2dB for HI, and 3.9dB for H2. When we consider the mean harmonic amplitudes for 
individual speakers, the figures suggest a significant trend for women to speak with higher 
first and second harmonic amplitudes. However, when we take into account the harmonic 
amplitudes of individual speech segments, the division between female and male speakers 
is less clear cut, with the vast majority of speakers using a range of harmonic amplitudes 
that overlap considerably. Overall though, there is still a tendency for the harmonic am-
plitudes of women to be greater than those of men, and to a greater extent for the first 
harmonic than the second. 
Range of HI-H2 : The mean ranges of HI-H2 were 10.8dB for women and 7.0dB for men. 
On the whole, the female and male speakers exhibited differential behaviour in the range 
of HI-H2 they each used, in that the women were far more likely to have a more dynamic 
range. Overwhelmingly the men had more restricted ranges, with 90% having ranges less 
than 10dB, and over 20% having ranges less than 6dB (the corresponding figures for the 
women being 50% and 5%). In contrast, t.wo fifths of the women employed HI-H2 ranges 
of between 10dB and 17dB (compared to less than 8% of the men). This was reflected in 
the number of women producing more extreme values for HI-H2: three times as many 
female speakers as male produced at least one segment in which the HI-H2 was positive 
(i.e. in which the first harmonic had a higher arnplitude than the second); and at the other 
end of the scale. where one would expect the male speakers to predominate, nearly t.wice 
a..'l many female speakers producer! at least one segment in which the HI-H2 was less than 
-l1dD. 
C. Formant frequencies 
The purpose in comparing overall female and male formant frequency means, when the 
means for different phones are so varied, is to gauge the extent to which female speakers 
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differ on average from male speakers. The means for the different phones are examined 
below. 
Group means : On average, the formant frequencies of the female speakers were ap-
proximately 15% greater than the male speakers'. The mean frequencies for the female 
and male formants from six vowels were measured at 660Hz and 570Hz for FI , 1870Hz 
and 1580Hz for F2, and 2770Hz and 2490Hz for F.J. This gave female-male scaling factors 
for the three formants of 16%, 18% and 11% respectively. However, the scaling factors 
differed for each phone, ranging from 9-20% for F I , 12-20% for F2 and 5-19% for F3. The 
formant with the most consistent, and also largest, scaling factors was F2, closely followed 
by Fl. 
D. Analysis by phone 
There appeared to be some correlation between the phone being spoken and the level of 
Fo within that phone. For both sexes, the mean Fos of the phones placed them in the 
following order of ascending Fo: /ao/, /aa/ and /ae/, and /iy/, lux/ and /uwj24. The 
difference between the group mean Fos of /ao/ and /uw/ was 24Hz for the female and 
11Hz for the male speakers. This has implications for the investigation of the SFF of 
different speaker groups, in that the results could be dependent upon the proportions of 
the phones being used to measure the SFF. For this study, /uw / and its allophone /ux/ 
comprised less than 11% of the total number of speech slices examined. Furthermore, only 
two-thirds of the speakers actually used /uw / in their speech. This raises the interesting 
question of whether by including more instances of these phones the overall female and 
male group means could have been raised. 
While the group means of the phones were noticeably different, the distributions of mean 
SFFs of individual speakers were very similar in range for the phones25 . This equality in 
distribution implies a consistency in Po dynamics across speakers when uttering different 
phones. In other words, while the values attained may be different, speakers may follow 
a set pattern of lowering and raising their SFF when uttering different phones. Thus 
speakers may lower their fundamental frequency (relative to their own mean SFF) by 
a set amount for /ao/, and raise it for /uwj. The reason for this may be physical, 
in that the manoeuvring of the articulators in the supralaryngeal vocal tract to form the 
different phones could cause an interaction with the muscles of the laryngeal tract, thereby 
affecting the fundamental frequency. It is likely that while speakers' SFFs can differ, there 
is similarity in the control of their vocal musculature, resulting in similar SFF dynamics 
across different phones. 
Only the female speakers showed any sign of a correlation between the phone spoken and 
their mean Hl-H2 . They were most likely to have a more negative Hl ~H2 for laol, 
"'There is always the possibility that this may'have been due to the positioning of the pnones within 
the carrier sentences. In declarative sentences, which were used as stimuli for the TIMIT database, Fa 
tends to fall through the sentence; thus, due to some sta.tistical anomaly, there may have been a greater 
proportion of /ao! phones in the latter halves of sentences and /uw/ phones in sentence-initial positions. 
This anomaly may have arisen from the inclusion of phones from the TIMIT test sentences in this data 
analysis, i.e. from the two sentences spoken by all the subjects. Whereas the other sentences were chosen 
at random, presumably yielding a fairly random distribution of sentence positions, this may have resulted 
in a certain percentage of each phone type occurring in particular sentence posi tions. This may have been 
sufficient tv skew the group Fa means for the phones. especially for those means based on small numbers of 
phones uttered per speaker. such as /uw/ and /ux/. enfortunately, time t:onsiderations precluded further 
investigation of this point, 
nThe exception, for both sexes, was /uw/, which had a wider distribution of means than the other 
phoues, although this may have been an artifact of the few instances of this phone used per speaker. 
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and most likcly to have a more positive HI - H2 for I ael ~ although the differcnces in 
the distribution of SPEAKER MEANS between lael and laal were relatively minor. The 
male speakers showed no appreciable differences in mean HI-H2 across the three phones. 
although as for the women, the relative first harmonic amplitude was slightly less in laol 
phones. 
This tendency for the female speakers to prod nee different HI - H 2 values for the three 
phones meant that the female-male difference was not the same for all phones. Thus while 
the distributions of individual female and male means for laol were similar (although the 
female speakers had a slight tendency to have a more positive mean HI-H2)' the phone 
evidencing the greatest contrast between the sexes was lae/. By way of an illustration. 
45.4% (59 speakers) of the women had a mean HI-H2 more than -4dB for lael, compared 
to 15.2% (44) of the men. In contrast, the figures for women and men for laal were 28.5% 
(37) and 13.1% (38); for laol they were 22.3% (29) and 12.4% (36); and for all three 
phones they were 26.9% (35) and 13.8% (40). 
Considering all three formants together, the phone having the largest female-male differ-
ence was lael at 19%, with laal and liYI having the least at 11%. However, the size of the 
difference depended upon the formant, and could stretch over a large range. For example, 
the scaling factors for laal ranged from 5% for F3 to 17% for Fl. For some phones, the 
scaling factors for some phones were relatively consistent across the three formants: e.g. 
the factors for lael were 19%, 20% and 19%. 
E. Analysis by speaker variable 
Due to uncertainties about the accuracy of the formant frequency data, only the funda-
mental frequency and rel~tive first harmonic amplitude were analysed by speaker variable. 
The speaker variables considered were those of age, height, ethnic group and dialect region. 
(i) Speaker age 
Mean SFF was steady for speakers of both sexes in their 20s and 30s. The mean SFFs for 
these two age groups were approximately 210Hz for the female speakers and 120Hz for the 
male speakers. That these figures are the same as the overall means for each sex comes 
as no surprise, as the majority of speakers examined for this study (88% of the women 
and 93% of the men) were aged between 20 and 39 years. For female speakers over the 
age of 40, there was a substantial drop in SFF, possibly caused by women completing the 
menopause (the mean SFFs for the age groups 40-49 and 50-59 were 189Hz and 184Hz 
respectively). There were no discernible trends for tIle older men, as the few speakers 
representing the older age groups had a wide range of mean SFFs. 
The mean relative first harmonic amplitude was also steady for speakers of both sexes 
in their 20s and 30s (and almost the same for female speakers in their 40s). There was 
some indication that for speakers over the age of 40 HI-H2 fell for women and rose for 
men. to the extent that the group mean for men in their 50s was actually greater than 
the women's group mean. Thus th~se results suggest that older men have a more breathy 
voice quality than older women (insofar as the relative amplitude of the first harmonic is 
;m adequate correlate of the perceptual voice quality of breathiness). It is possible that 
this is due to a~ing in the vocal processes, although it is odd that older men should end up 
having a greater relative first harmonic amplitude. If however social conditioning plays a 
significant part in dichotomising this parameter along sexual lines. it is also possible that 
as we get ()lrler we attach less importance to sounding as different as possible to the other 
sex. In other words, men may not feel so inclined t.o sound less breathy than women. and 
women ma.y feel less inclined t.o use breathiness as a marker of their sex. 
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(ii) Speaker height 
There were clear trends for decreasing SFF with increasing speaker height for both sexes, 
although these were difficult to quantify with any certainty. There were two reasons for 
this, the first being that the speakers displayed a wide range of mean SFFs ~ithin their 
height groups, resulting in a large overlap between adjacent height groups. Secondly, 
only the height groups close to the average height for each sex were well-represented on 
the TIMIT database, specifically women between 5'2~' and 5'9" l and men between 5'6~' 
and 6'3". Thus while the means for these height groups indicated a downward trend in 
SFF, it was difficult to extrapolate for shorter or taller people. However, the profiles of 
the distributions of individual SFF means compared across these groups did indicate a 
general downward shift in SFF. This conclusion appeals to intuition, in that one would 
expect taller speakers to have larger vocal folds, and therefore be more likely to produce 
a lower SFF. However, the wide range of SFFs measured for these speakers attests to the 
fact that speaker height is only one factor influencing vocal fold size (others being body 
mass, acculturation, etc.). 
No reliable trends were detected between speaker height and HI-H2, for either sex. 
(iii) Ethnic group of speaker 
There were no significant differences in SFF between black and white speakers. 
On the other hand, both female and male black speakers exhibited similar use of H 1-H2, 
which in turn was similar to white male use. In other words, the black speakers did not ap-
pear to use H rlh as a sex marker. However, black speakers were under-represented on the 
TIMIT database, the ten female and twelve male black speakers comprising only 5% of the 
total number of speakers. In contrast, the white speakers accounted for 90% of the sample. 
(iv) Speaker dialect region 
There was a substantial difference in SFF behaviour between the female speakers com-
prising the dialect regions of North and South Midlands, the regions showing the lowest 
(198Hz) and highest (218Hz) mean ,SFFs. In the absence of explanations due to, for ex-
ample, disproportionate numbers of short people representing the North Midlands dialect 
region, this indicates a large acculturation effect defining regional background in these 
speakers' voices. While the differences between the regions for male speakers were largely 
negligible, the group means running from 125Hz for dr4 down to 117Hz for dr3 and dr7, 
the 'region' comprised of speakers who moved around during childhood had a mean of 
112Hz. 
For H 1-H2, the women again showed great variability across the dialect regions. and the 
men less so. The group means for the women fell into two ranges of H 1-H2: -4.0dB to 
-4.5dB, and -5.2dB to -5.4dB. The male group means were spread fairly evenly between 
-5.6dB and -6.7dB. 
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4.3 Discussion Of Results 
In this section, the results reported in Section 4.2,. and summarised in Section 4.2.4, are 
discussed by examining the main conclusions of the literature review of the acoustic-
phonetic characterisation of speaker sex, namely: 
1. The acoustic-phonetic characteristics of women's speech are, in general, 
different to those of men's. This is examined by comparing the female and male 
group averages for each of the acoustic-phonetic measures investigated. 
2. Speaker sex is signalled by a number of acoustic-phonetic parameters. 
Check if there are any correlations between the APV s, e.g. does a female speaker 
have to have a high Po, breathy voice and high formants? 
3. There is no such thing as an average speaker for each sex. Show the variation 
in APV values due to between-speaker differences (compare speaker means with the 
average for the entire sex) and within-speaker differences (compare a speaker's slice 
means with their speaker mean). Also look at effect of speaker height/age/etc. 
Regretta.bly, only the fundamental frequency and relative first harmonic amplitude were 
subjected to a thorough analysis. A lack of confidence in the results produced by the 
estimator, combined with insufficient time with which to carry out a more thorough inves-
tigation, led to a less thorough analysis of the formant frequencies (see Part D of Appendix 
B.6). Consequently, the discussioQ of the effects of between- and within-speaJrer differences 
focusses on fundamental frequency and the relative amplitude of the first harmonic. 
1. Are the acoustic-phonetic characteristics of women's speech different to 
those of men's? 
.Judged on their group behaviour, the female and male speakers on the TIMIT database 
displayed a sexual dichotomy for each of the three acoustic-phonetic measures investigated, 
although the degree to which this dichotomy was in evidence was dependent upon the 
measure. The greatest difference was found in SFF. Not only was the average female SFF 
73% greater than the male, but a comparison of the distributions of the average SFFs of 
individual speakers showed there was- very little overlap between the sexes. Furthermore, 
even when taking into account the range of Po used by individuals. the female and male 
speakers rarely attained similar values. A value of Po set at 160Hz illustrates the strength 
of the dichotomy: fully 98% of the female speakers' mean SFFs were in excess of this 
value. and 97% of the male mean SFFs were below it; even more surprisingly, 94% of the 
Fos of individual speech segments from female ~peakers were greater than 160Hz, while 
94% of the instances of male speech were less than it. 
The marker with the least capability for differentiating between the sexes was the relative 
amplitude of the first harmonic. The difference between the female and male group means 
for HI-H2 was measured at 1.4dB, considerably less than has been reported in the litera-
tUff~. However, a tendency did exist for female speech to have a higher HI-H~~ than male 
speech, although there was a substantial overlap in the value of this measure ff'alised in the 
voices of individual women and men. Furthermore, female and male speakers exhibited 
differential behavionr in the range of HI-H2 they produced. The men overwhelmingly had 
. restricted ranges, while the distribution of ranges the women produced was much wider. 
On average, the formant frequencies of women were 15% greater than those of men, al-
t.hough a.c:; has been reported previously in the literature. the female-male difference in 
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formant frequencies was dependent upon both the phone being uttered and the formant 
b(~in~ measured. The difference in group means ranged from 5% for F3 of laal to 20% 
for PI of laol and F2 of lae/· While the overall female-male difference is 3imilar to that 
reported by both Peterson & Barney (1952) and Fant (1959L the differences for individ-
ual phones and formants were less varied, with the majority lying between 9% and 20%. 
Both the Peterson & Barney and Fant studies reported a number of differences below 
9% and above 20%, indicating that the female-male dichotomy in the formant frequencies 
. was more consistent for the TIM IT data. This was particularly true for FI and F2~ and 
the formants of lael, laol, luwl and lux/· The phone showing the greatest degree of 
difference between the sexes was lae/: the female-male differences for F I , F2 and F3 were 
19%, 20% and 19% respectively, and the separation between the s.d.s of each sex for the 
three formants indicated that female and male speakers rarely attained the same frequency 
values. 
In summary, the acoustic-phonetic characteristics of women's speech examined in this 
study were in general different to those of men's. For each of the three frequency measures~ 
at least a general tendency was found for female speakers to attain different values to male 
speakers. 
2. Is speaker sex is signalled by a number of acoustic-phonetic parameters? 
As has already been stated, the most powerful sex-differentiating acoustic-phonetic marker 
was the SFF. There was very little overlap between the mean SFFs of individual women 
and those of men, or even between the Fos of individual speech segments. While a small 
number of speakers had a SFF atypical of their sex, in that some women had a mean SFF 
that was relatively low and some men had a relatively high mean SFF, even the SFFs of 
these speakers did not approach the opposite sex's group mean. These results indicate that 
SFF is probably the major signaller of sex in the voice. However, the results could give a 
false impression of the degree of the sexual dichotomy - i.e. of the lack of overlap in SFF 
between female and male speech - as the input data consisted solely of read speech. The 
less dynamic intonaticn associated with read speech would have restricted the range of 
SFF employed by the subjects when their speech was being recorded. Furthermore, while 
it has been stated that the recording conditions were relatively stress-free, they may have 
sufficiently intimidated some people into reducing their normal speaking range further. 
Moreover ~ speech from people experiencing a range of emotions would probably produce 
a greater overlap between the sexes. 
The survey of the studies on the perception of speaker sex reported in Section 3.2.2 showed 
t.hat SFF was not a necessary marker of sex, in that an absence of phonation information 
i!: the acoustic speech signal did not adversely affect the ability of listeners to identify 
a. person's sex. Furthermore, the survey of child sex perception studies in Section 3.2.1 
indicated that children were using acoustic means other than Fo to successfully signal 
their sex. More importantly, they showed that the impression of femaleness and maleness 
in the voice is extremely robust and is formed from a number of dimensions. Thus. 
while the SFFs of women and men measured from the TIMIT data evidence remarkable 
differentiation, the results for HI-H2 and the formant frequencies clearly show there are 
ot.her sources of acoustic sexual dichotomy. 
Greater differentiation was found in the formant frequencies than in the HI-H2 measure. 
Using the s.d. of the SPEAKER M£ANS a,.<; a guide to the distribution of formant frequencies 
(in that 68% of the means arc encompassed by the s.d. interval of a normally-distributed 
sample), for approximately half of the formant freque'1cies of the phones, the distributions 
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of female and male speakers are relatively distinct. This can be viewed in Figures -1.39 
to 4.41. Thus, speaker sex appears to be signalled powerfully in parts of the formant 
structure of the frequency spectrum. 
Although there was substantial overlap in fe:u.1.ale and male relative first harmonic ampli-
tudes, female speakers in general could be expected to have a higher value of H I-H2 . The 
major difference between the sexes in this measure was the number of women who had a 
very wide range of Hl-H2. While the majority of both women and men had a range of less 
than 10dB (involving 51 % of the women~ and an overwhelming 90% of the men)~ over two 
fifths of the female speakers had a range between 10dB a.n:d 17dB compared to less than 
a tenth of the males .. Rather more reliable differentiators of sex were found in the actual 
amplitudes of the harmonics. The female and male group means were 90AdB and 85.2dB 
for Hl, and 95.3dB and 91.4dB for H2, giving female-male differences of 5.2dB for HI, 
and 3.9dB for H2· Although they were not investigated in great depth, the distributions 
of the mean amplitudes of individual speakers suggested a substantial trend for women to 
speak with higher first and second harmonic amplitudes. 
To investigate the possibility that the acoustic-phonetic measures are int~r-connected -
i.e. that speakers with a particular value of SFF also have particular values for H 1-H2 
and the formants - a number of analyses were run to establish whether any correlations 
existed. Nittrouer et al. (1990:770,772) suggested that speakers with a relatively high SFF 
also have relatively high Hl-H2s. Thus linear correlation analyses26 were performed on 
the SPEAKER MEANS with Fo and Hl-H2 as variables. The correlation coefficients for each 
of the three phones /aa/, /ae/, lao/, and all three together were: 
Fo vs. H I-H2 , 
Sex jaaj laej jaoj all 
f -0.001 0.146 -0.208 0.015 
m 0.016 0.064 -0.051 0.008 
Xeither the coefficients nor scatter plots ofthe data revealed any pattern whatsoever. The strongest 
correlation here, for the female jaoj, is mostly due to two females with low mean SFFs (both 93Hz) 
and high HI - H2 means (O.4Hz and O. 5Hz): removing these two speakers from the correlation 
analysis more than halves the coefficient to -0.091. It is possible that the SPEAKER MEAI'\S, which 
are generally composed of wide ranges of values (for both Fo and H I-H2 ), disguise a correlation 
existing for speech segments. Thus correlation analyses were performed on the Fo and HI-H2 
SLICE MEANS, the results of \vhich were: 
Fo vs. H I-H2 
Sex 7aa7 laej jaol all 
f -0.012 0.096 -0.088 0.030 
m 0.035 -0.016 -0.115 -0.032 
Again, neither the coefficients nor scatter plots of the data revealed any patterns. The 
strongest correlation here, for the male I aol, reveals a very small, counter-intuitive trend 
for breathiness (as measured by the H l-H2 parameter) to decrease with increasing Fo· 
However, there does appear to be a correlation between the amplitudes of the harmonics 
and SFF. Correlation analyses performed on the SPEAKER MEANS with Fo and HI and 
then Fo and H2 as variables, produced the following results: 
Sex Fo vs. HI Fo vs. H2 
f 0.567 0.492 
m 0.645 0.589 
26The correlation analyses were performed using the ISTAT data analysis software package on a ~ext 
computer. 
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As the correlation coefficients and the scatter 1 t . F' f 2 
. . . ' . , p 0 S lil Igures "t..± to -1.-13 show. for 
both sexes. mcreasmg SFF mdicates increasing hanno . l't d 1 h h 
. ( mc amp Illes. a t oug there wa..<; 
a larger correlatIOn for the male speakers Furtherm th b 
. ore. ere appears to e a general 
tendency for speakers with higher fundamentals to have h' h h . l' d 
. . ' Ig er armomc amp Itu es 
ThiS has already been indicated by the tendency found for fe 1 k h h' h . 
. . ' ,rna e spea ers to ave 19 er 
first and second harmomc amplItudes. Further evidence comes from correlation analyses 
performe~ on all the SPEAKER MEANS~ which produced coefficients of 0.721 using Fo and 
HI as varIables, and 0.595 using Fo and H2 as variabl~s. 
The presence of a correlation between SFF and any of the formant fr . I 
. . d Th . equenCles was a so 
mvestIgate. us, correlatIOn analyses were performed using the SFF and the formant 
frequency SPEAKER MEANS as variables. As the coefficients reproduced in the table below 
show~ there were no ~trong correlations between SFF and any of the formants. although 
the formant frequencies of some of the phones showed a degree of correlation. 
I Analysis I Sex II /aa/ I /ae/ I /ao/ I /iv/ II all . 
Fo vs. FI f 0.177 0.258 0.155 0.384 0.310 
m 0.224 0.133 0.079 -0.098 -0.018 
Fo vs. F2 f 0.035 0.084 0.076 0.126 0.208 
m 0.068 0.104 0.025 0.102 0.100 
Fo vs. F3 f -0.017 0.219 -0.008 0.258 0.213 
m 0.057 0.102 0.135 0.043 0.118 
In summary~ the SFF appears to be the most powerful and most consistent acoustic-
phonetic measure for the differentiation of speakers of a different sex. However. it is 
highly unlikely that we base our perceptions of speaker sex on SFF alone. given the high 
degree of sexual dichotomy to be found in other measures. The formant frequencies appear 
to be a further powerful source of dichotomy~ although more investigation is needed to 
establish to which formants and to which phones this applies. Finally. the amplitudes of 
the first two harmonics also appeared to be capable of sex-differentiation. 
3. Is there such thing as an average speak:~r for each sex? 
Assessing the extent of speaker variability 
Figures for acoustic-phonetic measures are often reported in the literature as if they apply 
to all speakers of a particular type~for example~ the fundamental frequency of men is 
120Hz. The research reported in this thesis has shown that within any identifiable group 
of speakers there is generally a substantial amount of both within- and between speaker 
variation in the: value of the measure 
The extent of between-speaker variability for a particular acoustic-phonetic measure can be 
investigated by examining the distribution of SPEAKER MEANS, and by using the standarn 
deviation of the SPEAKER MEANS as a: rough guide. For a normally-distributen sample. 
the interval encompassed by the s.n. of the sample contains 6S.3% of the data. vVhile 
the distributions examined in this thesis are unlikely to ever be exactly normaL they arc 
generally close enough to allow the s.d. to serve as a rough guide to the range containing 
t.he greatest density of data. Consider, for example, the SFF results. The overall mean 
female SFF wa..<; measured at 20SHz, wit.h a s.n. of 23Hz. From th~s we can reasonabl~r 
state t.hat the majority (i.e. approximately 70%) of female SPEAKER MEANS fell within the 
range IS5-231Hz. The remainder of the means fall outside this rangf' (between I-16Hz and 
270Hz), and may be considered as outliers. However. for t.he thorough characterisation 
of female SFF characteristics. it is essential that t.hey are included in any description 
of female SFF. The approximat.ely I5}{) of the women who had a mean SFF between 
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Figure 4...12: Scatter plot of Fo SPEAKER MEANS vp.rsus HI SPEAKER MEANS for women 
(top) a.nd men (bottom). The correlation coefficient was 0.567 for the women, and 0.645 
for the men. 
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l46-l85Hz. and the 15% between 231-270Hz show just how different a woman's SFF can 
be to the expected value. Thus rather than citing a value for female SFF as 208Hz. a 
better description would be: The mean SFF of a female speaker will tenu to lie within the 
range l85-231Hz, but may be as low as 146Hz and as high as 270Hz. Carrying out the 
same procedure for the male speakers, we arrive at a mean SFF in the range 103-137Hz, 
although it may be as low as 82Hz and as high as 183Hz. To gauge the accuracy of this 
procedure, the actual percentage of SPEAKER MEANS covered by the above ranges is 71% 
for the female data, and 72% of the male data. For the H 1-1I2 results (see below)' the 
actual percentage covered was 72% for both sexes. 
Another possible method for examining the extent of between-speaker variability involves 
the inter-quartile range (IQR) of the data. Considering again the SFF results, the IQRs 
for the female and male speakers were 193-220Hz and 108-129Hz respectively. Referring 
to the histogram of SPEAKER MEANS in Figure 4.9, we can see that the IQR tends to 
encompass the tallest intervals of the histogram (although the 100-110Hz interval for the 
male speakers is largely missed by the range). As these intervals are the tallest and are 
roughly equal in height, we can say that speakers are equally likely to have a mean SFF 
within this range. Furthermore, the IQR is not dependent upon the normal distribution 
assumption, representing as i~ does the actual range of the middle 50% of the data. How-
ever, the advantage of using the s.d. is that it is more reflective of the variability between 
speakers, as it encompasses a greater proportion of speakers. 
Between-speaker variability -
Adopting the above methodology, the variability in SFF and HI-H2 between speakers can 
be summarised as follows: 
SFF The mean SFF of a female speaker will tend to lie within the range 185-231Hz, 
but may be as low as 146Hz and as high as 270Hz. The mean SFF of a male speaker will 
tend to lie within the range 103-137Hz, but may be as low as 82Hz and as high a..'l 183Hz. 
H,-H'2 The mean H 1-H2 of a female speaker will tend to lie within the range -7.1dB 
to -2.5dB, but may be as low as -9.1dB and as high as 1.8dB. The mean HI-H2 of l\ male 
speaker will tend to lie within the range -8.2dB to -4.2dB, but may be as low as -l1.7dB 
and as high as 0.8dB. 
These figures clearly show the wide differences in mean SFF and HI-H2 produced by 
speakers. 
Despite the huge variety of mean SFFs produced by female and male speakers, there wa..'l 
only a very small overlap between them. Note that the range of typical female means 
defined a.bove does not include the male speaker with the highest mean SFF, and simi-
larly for the male means. In contrast, there was a substantial overlap between the mean 
H1-H2S produced by individual women and men. 
Wit hin-speaker variability 
The variability expressed by individual speakers in the values of the acoustic-phonetic 
measures can be explored by considering the range of values they attained when reading 
t.he TIMIT sentences. The mean range of SFF was 10.6st (with a s.d. of 4.5st) for the 
female speakers, and 9.7st (3.8st) for the male speakers; the Hertz equivalents were 122Hz 
(40Hz) and 66Hz (24Hz) respectively. The mean range of HrFh was 10.8dB (4.5dB) for the 
female speakers, and 7.0dB (2.9dB) for the male speakers. The procedure usp.d to examine 
the extent of between-speaker variability is not as useful for the speaker ranges, as the 
dist.ribution of ranges of both SFF and HI-H2 are highly skewed (although noticeably less 
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so for the female HI-H2 ranges). For both measures. the majority of ranges were clustered 
at the lower end of the scale, with a small percentage of speakers producing ranges that 
were relatively much larger (see the histograms in Figures 4.11 and 4.28. which show a 
long tail to the distributions on the right hand side). However, the variability expressed 
by individual speakers can be summarised as follows: 
SFF The range of SFF produced by a female speaker will tend to be between 4.8-12.0st 
(or 58.3-150.0Hz), but may be as high as 24.7st (227.2Hz). The range of SFF produced 
by a male speaker will tend to lie within the range 5-12st (or 36-84Hz), but may be as low 
as 4.0st (25.8Hz) and as high as 24.7st (141.2Hz)27. 
HI-H2 The range of HI-H2 produced by a female speaker will tend to be between 
4-13dB, but may be as low as 3.9dB and as high as 28.1dB. The range of H 1-H2 produced 
by a male speaker will tend to be between 3.5-9.0dB, but may be as low as 2dB and as 
high as 24.1dB28. . 
The above figures show just how different speakers can be with regard to their ranges of 
these acoustic-phonetic measures. 
When expr~ssed in semi-tones, the ranges of SFF produced by women and men tend to be 
similar, although there was a slight trend for men to have smaller ranges. Furthermore, 
women and men were equally likely to have a very large range of SFF (i.e. over 12st). In 
contrast, there was a sex-related difference in the range of HI-H2 produced by individual 
women and men. The vast majority of the men had a relatively restricted range, while the 
women were almost equally likely to have a relatively small or large range. The women 
also produced more extreme values of HI-H2, both positive and negative. 
Variability due to different phone types 
Effects on the values of SFF and Hl-lh were found to exist for different vowel phones. The 
difference between the phones with the lowest and highest group mean SFFs (jao/ and 
/ uw j) were 24Hz for the female speakers and 11Hz for the males. While being different 
in value, the distributions of individual mean SFFs for each phones were very similar in 
profile. Only the female speakers evidenced any differential behaviour in HI-H2 between 
phones. The greatest contrast between the sexes was for / ae/. Interestingly, the distribu-
tion of individual female and male mean H1-H2S for /ao/ were very similar in both range 
and value, although there was still a tendency for the women to have more positive values 
for H I-H2. 
Variability due to different speaker types 
One other source of speaker variability it is possible to investigate using the TIMIT data 
is the effect on the acoustic-phonetic measures of the extralinguistic speaker attributes 
described in the speaker information file. As will be seen, these can have a substantial 
effect of the values of the measures reported for each sex. 
Probably the largest effect was found for speaker age. For speakers in their twenties and 
thirties, both SFF and relative first harmonic amplitude were very similar. However. 
27The 4.8-12.0st range for the female speakers and 5-12st range for the male speakers each encompassed 
77t;{. of the speakers; in addition, 4.8st (25.8Hz) was the lowest female range. The 58.3-150.0Hz range for the 
female speakers encompassed 78% of the speakers, and 36-84Hz range for the male speakers encompassed 
76% of the speakers. 
l8The figures for the female speakers were difficult to judge because of how spread out the ranges of 
individual women were (see Figure 4.28). The typical female range could easily have been defined as lying 
bf'tween .t-17dB, which encompasses 92% of the speakers. As it is, the 4-13dB encompassed 70% of the 
speakers. The 3.5-9.0dB range for the male speakers encompassed 81 % of the speakers. 
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as speakers ag~ past forty years~ these results indicate that major changes occur in the 
values of the mea..<;ures the speakers produce. AlthQugh no discernible trends in SFF were 
found for older men, older women appear to experience a drop in SFF of the order of 
20-25Hz. While evidence from Stoicheff (1981) suggests that this is a direct result of 
women completing the menopause, the data presented here has most women completing 
the menopause in their forties, a decade earlier than Stoicheff found. The relative first 
harmonic amplitude fell (became more negative) for older women and rose for older men. 
to the extent that the group mean for men in their fifties was actually higher than the 
equivalent women's group mean. While no reliable trends were found linking speaker 
height and HI-H2, the SFF of both female and male speakers tended to decrease as the 
height of the speakers increased. Conversely, no significant differences were found between 
the SFFs of black and white speakers of either sex, while black speakers did not appear 
to use HI-H2 as a marker of speaker sex, unlike the white speakers. A speaker's dialect 
had a noticeable effect on both SFF and HI-H2. Excluding the dialect 'region' composed 
of speakers who moved around during childhood, the mean SFFs for the different dialects 
ranged over 20Hz for the women and 8Hz for the men, and the mean H I-H2s ranged over 
l.4dB for the women and 1.ldB for the men. 
However, the strength of any trends must be tempered by the knowledge that a number 
of speaker groups were under-represented on the TIM IT database, as any apparent trend 
may well be· an artifact of having only a small sample of speakers. The vast majority of 
speakers were white, university-educated (and therefore probably from the middle classes) 
U.S. citizens aged between twenty-and forty years. Thus, splitting the speakers into groups 
to analyse a particular speaker attribute was sometimes unsatisfactory. For example, only 
8% (10) of the women and 4% (12) of the men were black, a fact which somewhat impov-
erishes the finding that black speakers possibly do not use HI-H2 as a marker of speaker 
sex. The vagaries of the population sampling process, combined with the extent of the 
variability in the acoustic-phonetic measures, means that this sample may not be truly 
representative of black people a..<; a whole. Furthermore, although the effects of between-
and within-speaker variability were clearly at work within the different speaker groups, it 
can be difficult to gauge the true extent of the variability from such small samples. This 
study is really the study of the acoustic-phonetic characteristics of young, white, middle 
class women and men from the U.S.A., and can only point to the possibility that trends 
exist for other speaker groups. 
Summary 
The results reported here show conclllsively that the values of the acoustic-phonetic char-
acteristics of speech are extremely varied. For speaker sex, the reporting of average values 
f()r different acoustic-phonetic measures ha.·, been shown to be. at best. inadequate. in 
t.hat. an average cannot hope to reflect the actual values attained by individual women 
and men. The results also indicate that sources of variability other than speaker sex can 
significantly effect expectations of the values of the measures. While an average value can 
indicate the possibility of the existence of a difference between certain speaker ~roups, on 
its own it. disguise~ the true acoustic-phonetic behaviour of speakers. 
Howrvcr. the strength of the effect of some of the sources of variability is hard to estimate 
due t.o t.heir under-representation on the TIMIT database. As well as the smallness of 
Slime of t.he speaker group samples noted abovc, the phone luw I and its allophone luxl 
were relatively poorly represented in relation to the other phones analysed. 
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4.4 Conclusions 
4.4.1 Remarks on speaker characterisation 
Models of speaker characteristics require a solid numerical foundation built on the analysis 
of real speech data. They must reflect not only the features which on average have a corre-
lation with a particular speaker characteristic, but also the extent to which in real speech 
the values of these features vary between speakers and within the speech of individual 
speakers. To establish the true extent of the variability due to different speakers requires 
the investigation of large quantities of speech data. However, a review of the academic 
literature reveals that much of the investigation of speaker characteristics involves only 
small numbers of speakers in particular research conditions, while in the conclusions to 
these investigation it is often implied that these small samples are representative of the 
speaking population as a whole. Furthermore, when research studies are compared, they 
often prove to be inconclusive or contradictory, or only throw light on a particular group 
of speakers. The data is usually reported in insufficient detail to gauge the variability of 
a particular parameter. 
from the literature review reported upon in Chapter 3, and from the research undertaken 
for this thesis, it is clear that speakers within any definable group exhibit great variation 
in whatever feature is being measured. While this thesis has concentrated on grouping 
speakers according to their sex, this variability was also shown to exist within speaker 
groups organised by age, height, ~ialect region and educational background. The varia.tion 
occurs both in the mean values of speakers relative to the group means for that feature, 
and in the range of values attained by individual speakers even in the course of reading 
a small number of sentences. It is worth bearing in mind that the extensive variability 
shown by the TIMIT speakers occurred despite the fact that the data analysed for this 
study was read speech from a small number of sentences per speaker, recorded in an 
cIlvironment relatively free from noise and stress. There is a need then for researchers 
to analyse sufficient speakers to examine the extent of between-speaker variability, and 
sufficient speech from individuals to be able to account for within-speaker variability. 
Models of speaker characteristics also require the acknowledgement of the fact that in 
different situations, the features of the model could take on an entirely differ~nt range of 
values, for example due to changes in the speaker's affective state. Furthermore, speakers 
who are members of one group will also be mernbers of many other speaker groups, each 
with their own attendant feature values. 
4.4.2 Remarks on the acoustic-phonetic characterisation of speaker sex 
There are thff~e main points to be made regarding the acoustic-phonetic characteristics of 
speaker sex. These are dealt with below. 
First. the acoustic-phonetic characteristics of the female voice are, in general, different from 
t.hose of the male. From the analysis of the TIMIT data; the greatest degree of sexual 
dic.hotomy was found in SFF. The average female SFF wa..., 73% greater than the male. 
Female formant frequencies were. on average, 15% greater than male formant frequencies. 
The smallest degree of sexual dichotomy was found in the relative amplitude of the first 
harmonic, for which the average female-male difference was l.4dB. Furthermore, there is 
evidence from the literature of sex-related differences in such voice source features as jitter 
(('.g. Orlikoff & Daken 1990) and laryngealisation (e.g. Klatt & Klatt 1990. The combined 
influences of biology and acculturation instil a unique femaleness in women's voices, and 
176 
a nniqne maleness in men~s voices. This ensures that the perception of speaker sex is a 
very easy, even triviaL task. 
Secondly, there is no simple relationship between the acoustic-phonetic features of female 
and male voices. The female vocal apparatus is not a scaled down version of the male vocal 
apparatus. There appear to be fundamental differences in the anatomy of both the voice 
source and vocal tract, which are reflected in the acoustic speech signal. Furthermore, 
there is evidence that the vocal apparatus is used in different ways by women and men. 
principally to accentuate the acoustic-phonetic differences between them. Speaker sex 
perception studies have shown that sex is signalled in the acoustic-phonetic features of the 
speech signal in a number of ways, not just by fundamental frequency, with the result that 
the percept of speaker sex is extremely robust and able to survive substantial degradation. 
Thirdly, the notion of an 'average' or 'ideal' speaker typifying each sex is at best inade-
quate. Individual speakers do not conform to group averages. This research has found that 
the extent of between- and within-speaker variability in the values of the acoustic-phonetic 
features is considerable. The citation of average values for sex is highly misleading, and 
results in an impoverished description of what constitutes speaker sex. Group averages 
disguise the wide range of values individuals utilise during everyday speech, the different 
ranges of values adopted by individuals in response to different situations, and the effect 
of extralinguistic speaker attributes such as age, height, ethnic group and socioeconomic 
background. To provide a richer description of the variability in the acoustic-phonetic 
features found between speakers, the average feature values are better expressed in a way 
which acknowledges the values _of the bulk of the speakers. Thus: 
• Mean of speaking fundamental frequency 
The mean SFF of a female speaker will tend to lie within the range 185-231Hz, 
but may be as low as 146Hz and as high as 270Hz. 
- The mean SFF of a male speaker will tend to lie within the range 103-137Hz, 
but may be as low as 82Hz and as high as 183Hz. 
• Mean of relative first harmonic amplitude 
- The mean HI-H2 of a female speaker will tend to lie within the range -7.1dB 
to -2.5dB, but may be as low as -9.1dB and as high as 1.8dB. 
-
The mean HI-H2 of a male speaker will tend to lie within the range -8.2dB to 
-4.2dB, but may be as low as -11.7dB and a..<; high as O.8dB. 
Similarly, within-speaker variability can be expressed in terms of the range of feature 
values a' person is likely to attain during the course of their speech: 
• Range of speaking fundamental frequency 
The range of SFF produced by a female speaker will tend to be between 4.8-
12.0st (or 58.3-150.0Hz), but may be as high as 24.7st (227.2Hz). 
The range of SFF produced by a male speaker will tend to lie within the range 
5-12st (or 36-84Hz), but may be as low as 4.0st (25.8Hz) and as high as 24.7st 
(141.2Hz). 
• Range of relative first harmonic amplitude 
The range of HI-H2 produced by a female speaker will tend to be between 
4-13dI3. but may be as low as 3.9dB and as high as 28.1dI3. 
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The range of H 1-H2 produced by a male speaker will tend to be between 
3.S-9.0dBl but may be as low as 2dB and as high as 24.1dB. 
However, the results of any study into speech are inevitably constrained by the data upon 
which the analysis was based. Thus, while the need for a sound statistical basis to the 
description of the parameters of the voice has been acknowledged, the thoroughness with 
which the parameters can be described will almost inevitably be compromised by the sheer 
scale of analysis required to investigate all speaker types in all speaking conditions. One 
of the most important aspects to the investigation of speaker characteristics is therefore a 
description of the constitution of the speech data. The results of an investigation should 
include a description of what aspect of speaking behaviour and what speaker groups are 
represented by the data. 
For the research reported here, the TIM IT database imposed two restrictions on the re-
sults~ while the method of investigation imposed one further restriction. Firstly~ the speak-
ers represented on the database are in the main white, middle class, university-educated 
U.S. citizens aged between 20 and 40 years. Moreover, the male speake~s outnumber the 
female speakers by more than two to one. Particularly in the light of the effects found 
due to different speaker types, it is insufficient to claim tha't the results of this study are 
representative of the population as a whole. Furthermore, its conclusions can only point 
towards the possible trends that exist for other speaker groups. Further research must 
be carried out to establish whether these results apply to other speaker types. Secondly, 
the database consists solely of read sentences. It is well-recognised that read speech is 
less dynamic than spontaneous speech, and therefore will not be truly representative of 
a person~s normal speaking patterns. The use of less dynamic vocal characteristics will 
therefore affect the analysis and extent of within-speaker variability. Thirdly~ the inves-
tigation reported upon in this thesis considered only a particular set of vowel types, and 
only three acoustic-phonetic features. It is possible, and indeed likely, that important sex-
discriminating information is carried in other types of speech sounds and in other speech 
domains, while there is evidence available that se~: is discriminated in other acoustic-
phonetic featares, such as jitter and laryngealisation. 
It is therefore important to state that this thesis is representative only of a particular 
subset of the world's population, under particular speaking conditions. In reality~ this 
research constitutes a study of some oj the acoustic-phonetic characteristics of the read 
speech of young, white, middle class female and male U.S. citizens. That said, the size 
of the population sample analysed here provides for a fuller, more reliable description 
of some of the acoustic-phonetic markers of speaker sex, and the databases of feature 
values prod!lced are a lJowerful tool for further analysis, focussing, for example, on the 
acoustic-phonetic consequences of phonetic context. Moreover, most of the research in 
speech science is conducted on speech read by white, middle class, university-educated 
(male) U.S. citizens, and as such provides a useful base from which to compare the results 
of this study. 
4.4.3 Remarks on the automated analysis of speech databases 
The four main stages of an automatic analysis 
Four main stages have been identified in the automatic analysis of speech data, which can 
be summarised as follows: 
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1. Preparation of a database of input speech. The most important feature of 
the input database is that it be computer-readable. Thus the items of speech data 
(in the form of, for example, sentences) must be labelled so that they are uniquely 
identifiable by computer. Transcriptions (wide or narrow) of the speech data must be 
provided to enable the targetting of particular types of phone/phoneme or contexts. 
Again, these must be computer-readable. 
2. Establishment of structures to control the analysis of the data. The size 
of the task involved in a large-scale automated analysis requires that the input and 
output of data be controlled and organised in a consistent manner. Protocols must 
be defined for the structures of files and directories to keep track of the output data, 
and to allow cross-refer'eneing between the results of different analyses. 
3. Formation of a database of analysed speech. Software must be written to 
handle the extraction of the specified data from the input database, the channeling 
of the data through parameter measurement tools, and the output of the analysed 
data into an organised form. 
4. Statistical analysis of the database of analysed speech. The particular form 
of the statistical analysis of the output database is dependent upon the nature of 
the investigation, and the information available for the categorisation of the input 
data. This former point can take the form of an analysis of, for example, within- or 
between-speaker variability, of overall parameter behaviour in different contexts, or 
of the effect of different speaker attributes. Regarding the latter point, performing 
an analysis as a function of speaker attributes requires descriptions of, for example, 
the age, regional background or smoking habits of the sample of speakers. 
One of the most striking lessons to be learnt from development of the analysis procedure 
was the amount of effort involved in enactment of each of these stages. Furthermore, the 
design of each stage depended upon the constraints imposed by other stages. 
The preparation of the input database is probably the most time-consuming stage, most 
notably in the hand labelling of the phones/phonemes, but also in the initial collection 
of the recorded speech data. Obviously, the larger the database required. the greater 
the transcription load. Fortunately, the TIMIT databa..c::;e satisfied the requirement of a 
computer-readable data source, although the format of the database rendered the speech 
data less amenable to analysis by commercial database software. This necessitated the 
deVelopment of software capable of extracting data from the CD-ROM. To reduce some of 
the problems associated with the signal processing of speech sounds, and therefore reduce 
the level of sophisticntion required from the signal processing algorithms. only vowels 
were Ilsed in the analysis. Thus, the extraction software had to be able to target specific 
segments of speech with the TIMIT sentence files. 
The structures to control the input, analysis and output of the data had to be designed 
to enable the complex cross-referencing required in the statistical a.nalysis of the output. 
The intention to investigate the extent of between- and within-speaker variability required 
the establishment of two output databases of signal-processed speech: one containing the 
results of the processing of individual speech segments, and one containing a summary of 
the result.s for individual speakers. However. the most time-consuming part of the research 
proved to be the signal processing of the input speech data, and this is examined below. 
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Constraints on the analysis imposed by the variability of speech 
Bclow~ general points are made about the implications of speaker variability for automated 
analyses~ followed by a description of how this wa..'1 dealt with for this research. 
The signal processing analysis of speech can be fraught with difficulties, even more so for 
the automatic analysis of acoustic-phonetic parameters on a large scale. The algorithms 
developed to compute the values of the parameters must be extremely robust in order 
to cope both with the wide range of values one must expect, and with acoustic speech 
data in forms other than the neatly-periodic waveforms to be found in the textbooks. 
Referring to the first point, most signal processing algorithms rely on the expectation that 
a parameter will lie within a certain range of values, i.e. within a specified search space. For 
small-scale analyses, investigating for example a single person's speech, the search space 
can be tailored to suit that speaker's range. Speech databases for use in a large-scale, 
automated analysis tend to contain either a relatively small amount of speech from a large 
number of speakers, raising the problem of between-speaker differences, or a large amount 
of speech from a relatively small number of speakers, raising the problem of within-speaker 
differences. The findings from this study suggest that the extent of between- and within-
speaker variation, and therefore the wide range of values to be expected, imposes a large 
burden of reliability on the signal processing algorithms. The range of the search space 
must be such that it can cope with the variability to be expected in the parameters, while 
at the same time excluding (spectral) features which may confuse the algorithms. 
Secondly, as most measurement of acoustic-phonetic' characteristics involves the estima-
tion of frequency values, steps are often taken to reduce the problems associated with 
the signal processing of speech. This is particularly important for an automatic 3.nalysis 
• to remove some of the above-mentioned level of sophistication in the measurement algo-
rithms. Even so,' the effects of coarticulation between speecn sounds and of such voice 
source characteristics as creak and diplophonia can play havoc with the expectations built 
into signal processing algorithms. While researchers often do their best to ignore such 
phenomena, because they are difficult to accommodate or fall outside of the range of ex-
pected values, or can be dealt with individually in a small-scale analysis, they are perfectly 
valid in terms of their effect on the perception of speaker sex, and ought to be considered 
in any characterisation. 
In summary, the speech behaviour of the population as a whole can be remarkably varied, 
and so any automatic analysis of a large number of speakers must combine flexibility and 
reliability for there to be any confidence in the results it produces. 
For the analysis of the TIMIT database, only vowel phones were used as input data, which 
ensured the signal processing algorithms need be designed only to cope with voiced speech. 
The advantage of using voiced speech is that a person's frequency characteristics are rep-
resented in the frequency domain by more prominent spectral features. These features. 
representing the fundamental frequency and its harmonics and formant frequencies, are 
therefore easier to locate and measure. Further steps were taken to reduce the problems 
associated with unexpected voice source characteristics (averaging the value of a param-
der along the length of a phone rather than taking a single value from the centre) and 
coarticulation effects from neighbouring speech sounds (only averaging values from the 
middle 50% of the phone), to improve the accuracy of the estimated parameter values for 
(~ach speech slice. 
Despite the precautions taken, a substantial amount of time was invested in evalua.ting 
the performance of the measurement algorithms. While the fundamental frequency and 
harmonic amplitude measurement algorithms proved to be very robust, problems were 
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still encountered as a result of the wide range of parameter values and oddly-phonated 
phones, requiring manual adjustment of the algorithms. The formant frequency estimator 
could not be relied upon to produce a consistently accurate output, and as a result. the 
formant frequency data proved to be inadequate for an analysis of speaker variability. The 
problems associated with measuring the formant frequencies of female speakers, and more 
particularly with defining a search space for the estimator which encompassed all possible 
values for the first three formants while excluding P t and the spectral component of Fo. 
proved to be insurmountable given the time available. 
Achievements of the analysis procedure 
The software to carry out this analysis was designed to be flexible. Thus it is possible to 
target any type of phone for analysis, simply by changing the identifier of the phone(s) 
to be searched for in the TIMIT transcription files, and to perform any type of s~gnal 
processing on the phones. 
The software enables the creation of two types of output database, one containing the 
frequency characteristics of the speech slices in the analysis, and the other containing the 
average frequency characteristics of the speakers for each of the phones analysed. This 
provides a wealth of detail regarding the behaviour of the characteristics over a large 
volume of speech data, and for a large number of speakers. 
The algorithms designed to measure the fundamental frequencies and relative first har-
monic amplitudes of the vowel-phones, and their ~mplementations on computer, were 
shown to be extremely robust. While they were unable to produce accurate results for ev-
ery, single speech segment, further complexity could be built into the algorithms to allow 
them to cope with more unusual input. 
The output databa.ses are an extremely powerful source of information for statistical analy-
sis. For this research, simple analyses were made possible for the investigation of between-
and within-speaker variability, of the effects of extralinguistic speakers attributes such 
as age and dialect, and of the influence of phonetic context. The design of the software 
which processes the output databases allows for more complex statistical analyses to be 
incorporated. 
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Appendix A 
Analysis of the TIMIT Database 
using UNIX 
This appendix describes the UNIX tools used in the analysis of the TIMIT data. The 
UNIX commands are defined below in Section A.I, with particular reference to how they 
were employed in the analysis of the speech data used for this study. This comprises a 
brief summary or the UNIX knowledge required to understcnd the software written for the 
data analysis procedure, which is described in Appendix B. Finally, Section A.2 provides 
some examples of how the UNIX tools were used to analyse the TIMIT database. 
The TIMIT CD-ROM does not contain a database in the usual sense. Rather it is a collec-
tion of speech data files (and related files) stored within a directory hierarchy. Although 
the database was intended to aid research into acoustic-phonetic phenomena, little such 
work has been reported to date, one of the reasons being that the organisation of the data 
does not lend itself easily to exploitation by commercial database software (Keating et ai. 
1992:823). However, the way the database has been structured for computer-readability 
does lend itself to analysis by the pattern-matching tools available for use within UNIX 
shell scripts. The phn files containing the phonetic transcriptions of the sentences (see 
Figure 4.5 for an examph~ of the layout of a phn file) are set up in a way that is particu-
larly suited to exploitation by the pattern scanning and processing language awk and the 
pattern matching command grep. Specific phones can be targetted using grep, which can 
then pass the line containing the phone's identifier and' sample numbers to awk, which 
is able to form a unique label for the phone using the path to the sentence file and the 
sample numbers from the phn file. This particular piece of processing forms part of a shell 
script called find_vowels, and is used to establish a series of files listing labels pointing 
to all the data items (i.e. the instances of the phones uttered by the TIMIT speakers) t.o 
be used in the analysis (see Appendix B.2 for a more detailed description). 
A.I A description of the UNIX tools used in the analysis 
A. awk - pattern scanning and processing language 
awk scans each line in its input file(s) for matches to a defined pattern(s), and performs 
action(s) on matched lines. It can also be used to perform actions on every line in a 
file. for files whose lines are all in the same format. e.g. the phn files. To awk, input 
consists of a series of lines. or records. terminated by a newline. Each record, is made up 
of fields separated by whit~ space (i.e. a space or tab). with the first field denoted by $1, 
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th~ second field by $2, c;tc., and the entire line denoted by $0. awk statements consist of 
a pattern-matching statement and an action statement, in the format: 
awk 'pattern {action}' filename 
where filename is the name of the input file. When there is no pattern, awk processes 
every line in the file; when there is no action, the entire matching line is printf'd out. 
A pattern can be a simple relational expression, or a Boolean combination of expres-
sions, and can be applied to one or more fields or the entire line. For example, the 
pattern $2 == "fm:" matches lines whose second fields contain the string 'fm:': while 
$2<220.6 && $4! =" samples II triggers a match only if the second field has a numerical 
value less than 220.6 and the fourth field does not consist of the string 'samples'. An ac-
tion is a sequence of one or more statements surrounded by braces. If there is more than 
one action statement, they are separated by semi-colons, newlines or right braces. Actions 
tend to involve either outputting a matched line in an different format (e.g. to edit input 
data, or to form command strings), or performing mathematical operations involving the 
data on the line. For thIS study, use was made of the following actions: 
• print - simple output statement, without formatting. E.g.: 
{print $2, $1} 
outputs the second field of a matched line followed by the first. separated by a space. 
• printf - formatted output statement, equivalent to the printf statement in C. E.g.: 
{printf l%s\t%3d\n", $3,$5} 
outputs the string in the third field followed by a three digit integer from the fifth 
field, separated by a tab. Note the use of \n to force the next ontput onto a new 
line. 
• if - decision statement. E.g.: 
{if ($2<10) {print $O}} 
outputs the whole of a matched line only if the number in the second field is less 
than 10. 
• split(s,a,c) - splits the string s into a[l] to a[n], around character c. E.g.: 
{split($2, a, "t")} 
Here, if the second field consists of the string 'potato', a[l ]='po\ a[2]='a', a[3]='o'. 
• FS - sets the field separator, i.e. the character separating fields, where the default 
is white space. E.g.: 
{FS=" : "} 
sets the field separator to be a colon. 
• The mathematical operators +, -, *, /, = and the C operators ++, - -, +=. -=. 
*=. /= can be used in expressions. E.g.: 
{total+=$l; n++;.average=total/n; print average} 
outputs the mean of the numbers in the first field of a file. 
• There are two special action statements: BEGIN{action} for performing actions 
before the first input from a file is scanned: END{action} for performing actions 
once all the input lines have been processed. 
B. grep - pattern-matching command 
grep scans each line in its input file(s) for matches to a defined pattern(s). Its output 
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ronsists of the whole of a line containing a matching pattern. While it is much more limited 
than awk l in that it cannot process matching lines l it is much faster in its operation, and is 
therefore time-saving when used to search large databases. grep searches for a given string 
in any position on a line l and regardless of any surrounding characters. grep statements 
take the form: 
grep "pattern" filename 
where filename is the name of the input file l and pattern can consist of any number of 
characters, including wildcards and whitespace. The double quotes around the pattern 
are optional, but are necessary when the pattern includes whitespace. 
C. Input and output redirection 
In UNIX, input to and output from commands is, by default, from the standard input 
and standard output. Input from and output to data files is handled in the following way 
(note that command can be a UNIX command or a specially-written shell script): 
command < datafile 
command > datafile 
command » datafile 
cause command to take its standard input from datafile 
cause command to send its standard output to datafile 
cause command to add its output to the end of dataf ile 
Output from one command can also be used as the input to another command using a 
'pipe l , I. In the following illustration, the output from command1 is 'piped' to the input 
of command2: 
command1 command2 
D. Shell variables 
Shells allow you to assign values (strings or numbers) to variables: 
variable1=value1 
Note that no spaces are permitted around the equal sign. Retrieving the values of variables 
is achieved by preceding the name or-the variable with a dollar sign, $: 
variable2=$variable1 
Variable names can also be assigned multiple values: 
variable1=" val ue 1 value2 value3" 
E. echo 
The echo command is used to send data to the standard output, or redirected to file. For 
('xample: 
echo this is output from echo 
will display the string 'this is output from echo' on the screen. 
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F. Commenting 
Comment lines within shell scripts are preceded by a hash sign. #. to stop them being 
interpreted by UNIX. 
G. Command continuation 
For neatness when writing shell scripts, very long commands can be safely broken up into 
two or more lines using a backslash, \. 
H. Looping 
Looping in UNIX allows repetition of a list of commands with different variable values: 
for variable1 in value1 value2 value3 
do 
list of commands 
done 
where variable1 is assigned the values value1, value2 and value3 in turn. The same 
effect can also be achieved more flexibly by combining the use of a shell variable: 
variable1_type="value1 value2 value3" 
for variable1 in $variable1_type 
do 
list of commands 
done 
I. Decision making 
The format of the if command is as follows: 
if decision1 
then 
commands 1 
elif decision2 
then 
commands2 
else 
commands3 
fi 
The case command performs the same operation in a different way. It matches a given 
string with a number of possibe patterns. executing the appropriate set of commands: 
case pattern in 
pattern1) commands " 
pattern2) commands ,. 
esac 
J. Command arguments 
Command arguments provio.(' a way of a • .'~signing values to a script's variables without 
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having to edit the script. For instance, when a shell script, script1, is run with a list of 
values: 
scriptl xl x2 
the arguments xl and x2 can be accessed within the script as $1 and $2. As an example. 
if $1 was the name of a file, and $2 was a string, then the following line within script1: 
grep $2 $1 
would search the file whose name was given in $1, and output any lines containing the 
string $2. 
K. Command substitution 
This is a way of assigning the value of the output of a command to a variable name: 
variablel='commandl' 
For example, variablel=' grep $2 $1' would assign the output of the pr"evious example 
to variable. 
A.2 Using .PNlX to analyse the TIMIT database 
There now follows a series of examples to illustrate how the various UNIX facilities out-
lined above were used in the shell scripts written for the analysis of the TIMIT data. Note, 
the words in SMALL CAPITALS refer to particular types of data, file and directory names 
and structures, and are defined in Appendix B.1. 
A. Accessing data files in turn 
This had two major uses. The first was to use the structures for the TIMIT and analysis 
data directories to analyse large numbers of files containing the same type of data. In 
the fol,lowing example, from the shell script analyse_vowels, the variable target_file 
is assigned the pathname of each of the SLICE NAMES FILES in a particular SLICE NAMES 
DIRECTORY. Within the body of the for loop, the same operations can then be performed 
on each of the SLICE NAMES FILES in turn: 
filel=$phoneme_names_all.dialect/$sex.dr*.names 
for target_file in $filel 
do 
done 
The second major use wa.." to access different variables in turn. In the following example, 
the variable phone is assigned a TIM IT phone identifier from a list of phones: 
phone_types="aa ae ao iy uw ux" 
ISG 
for phoneme in $phone_types 
do 
done 
B. Nesting of for loops 
In the following example~ from do_variableJIleans, the shell script variable-IIleans is 
run a total of 120 times, each time with different combinations of the identifiers for speaker 
sex, acoustic-phonetic variable, analysis variable directory name, and phone: 
sex_types=ltf mit 
apv _ types= IIf 0 Hl-H2 @Hl @H2 II 
variable_dir=" age colour dialect education height" 
phone_types="aa ae ao" 
for sex in $sex_types 
do 
for apv 1n $apv_types 
do 
for variable_directory in $variable_dir 
do 
for phone in $phone_types 
do 
variable_means $variable_directory $sex $apv $phone 
done 
done 
done 
done 
C. Extracting parameter names 
In the following example, the pathname of the target file is split up to reach the identifier 
of an ANALYSIS VARIABLE. Thus, if the pathname of the target file was given as: 
target_file=/timitdata/timitdata_f/aa_names_all.dialect/f.dr4.names 
then the following command would assign the string dr4 to the variable name 1: 
namel='echo $target_file I \ 
awk '{FS="/"; split($5,a,"."); print a[2]}" 
D. Using awk for counting 
In the following example, awk increments the counter n by one every time it encounters 
the string 'samples' in the first field of the file: 
awk '$1 -- II samples II {n++}ENO{print n}' $file2 
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Appendix B 
The Database Analysis Proced ure 
This appendix describes the procedures used in the extraction, signal processing and 
statistical analysis of the digitised speech data on the TIMIT database. This involved the 
development of file and directory structures to organise the data, and of protocols for the 
naming of speech slices, files and directories; the design of a suite of software (UNIX shell 
scripts and C programs) to handle the processing of the data; and an evaluation of the 
signal processing algorithms used to measure the acoustic-phonetic features of the input 
speech. 
Described below is an overview of the main stages involved in the analysis procedure. The 
stages are described fully in the seven parts to this appendix, an outline of which follows 
the overview. 
An overview of the analysis procedure 
The analysis carried out for this thesis can best be thought of as consisting of three 
main stages: the setting up of the structures for the analysis; the extraction and signal 
processing of the speech data on the database; and the statistical analysis of the acoustic-
phonetic data. A preliminary stage can also be identified, consisting of the preparation of 
t.he input data. vVith the TIMIT database, this has already been carried out, consisting 
of the phonetic transcription of the speech (allowing specific phones to be target ted ), and 
the provision of the speech data aI!d transcriptions in a computer-readable form on a 
CD-ROM. The three main stages will now be discussed in more detail. 
For an analysis of the scale embarked upon for this thesis, it was necessary to define 
structures to facilitate the automatic input (in the form of the raw speech data) and 
output (in the form of signal processed data and statistical analyses) of large volumes of 
nata. Thus protocols were designed to ensure the consistent naming of speech segments, 
files and directories. and the consistent organisation of the data held within them. The 
pattern-matching tools available for use within UNIX shell scripts proved to be particularly 
suited to the data manipulation task, and the protocols were developed with them in mind. 
:\. core data set was established from six vowel phone types, through a series of files of 
labels pointing to the actual speech data on the TIMIT CD-ROM. Thus there was no need 
to store the raw speech data before signal processing, alleviating potential problems with 
lack of computer memory. The core data set consisted of almost 16.000 phones, or speech 
:-.lices. The data extraction and signal processing procedures were governed by a single 
shell script. Using the files of phone labels (known as SLICE NAMES FILES, i.e. the files 
containing the names of the speech slices), the raw data was extracted from the CD-ROM 
and pa.-,sed through the signal processing programs. The flexibility of the software design 
188 
allowed for any pho~e to be ~elected for analysis. and for any form of signal processing 
to be performed on It. The sIgnal processed output for each slice (consisting of data on 
fundamental fre~uc~c!, relative first harmonic amplitude and formant frequencies) was 
stored such that mdIVIdual results could be accessed by referencing the labels in the SLICE 
NAMES FILES. In other words, a new databa..'ie was created consisting of the frequency 
characteristics of every analysed slice. 
At this stage, exhaustive checking of the results was carried out to evaluate the per-
formance of the various signal processing algorithms 1 and to establish confidence in the 
accuracy of the output. The algorithms for the measurement of fundamental frequency 
and harmonic amplitude difference were shown to be very robust and ac~urate. How-
ever, doubt was raised over the consistency of the formant frequency estimator1s accuracy. 
The process of evaluation also served to highlight the inherent variability of speech, even 
though the speech data from the TIMIT database consisted of read sentences recorded in 
a noise-free and unpressured environment. 
Finally, for the statistical analysis, a further database was created, consisting of the aver-
age frequency characteristics of the speakers. Together with the database of speech slice 
frequency characteristics, this allowed for the statistical analysis of both between- and 
within-speaker differences. A further dimension was added to this analysis by the use of 
information provided on the CD-ROM about speaker attributes. Thus it was possible to 
categorise speakers by age, height, dialect, ethnic grOllp and educational background, and 
to analyse their frequency characteristics accordingly. 
An outline of this appendix 
The analysis procedure is described in the following sections. Section B.1 describes the 
naming protocols, i.e. the protocols for the naming of speech slices, files and directories 
and the definition of data structures. Section B.2 describes the directory structure for 
the organisation of data input and output, and the establishment of the files of labels 
pointing to the speech slices. Section B.3 describes how the speech slices were extracted 
from the sentence files on the CD-ROM. Section B.4 describes the signal processing of the 
speech slices, or more specifically, the implementation of the signal processing algorithms. 
Section B.5 describes how theframe-by-frame results from the signal processing are passed 
through a simple statistical analysis to produce the data on the frequency characteristics 
of each slice. Section B.6 describes the exhaustive checking of the slice statistics, to ensure 
the signal processing programs performed as intended, and to seek out any unusual results 
(which may come from, for example, unusual articulations of the vowels). The end result 
is a database of the frequency characteristics of all the analysed slices. Finally, Section 
13.7 describes the procedures for the full statistical analysis of the databa..'ies of slice and 
speaker frequency characteristics. The procedures allowed for analysis of within- and 
between speaker variability, and of the {~ffects 6f speaker attributes and phonetic context. 
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B.1 The naming protocols 
For the exploitation of large numbers of data, it is too time-consuming to approach an 
analysis in. an. ad-hoc manner: Structures must be set up beforehand to organise the 
data explOItatIOn. The analysIs procedure for this study required the extraction of the 
speech waveform data from the database, the processing of this data into the required 
output, and a statistical analysis of the processed data. For this studYl the raw data to 
be analysed consisted of almost 16,000 segments of speech, from which were produced 
many more thousands of output data items. It was therefore essential that the analysis 
procedure be automated. For this reason, and to take full advantage of the UNIX pattern-
matching tools, it was also essential to establish a protocol for the layout and naming of 
data structures, files and directories. 
For the names of files and directories, the naming protocols used on the TIMIT CD-
ROM were maintained where possible. The advantage of this was compatibility with 
TIMIT file and directory names, making data extraction easier. For example, the path 
names of the TIMIT speech data files can be easily derived from the format of the SLICE 
NAMES. Elsewhere, the protocols relied on assigning identifiers to the various parameters. 
incorporating them into file and directory names in a consistent format. 
The layout of the data structures within the files was designed with the UNIX pattern-
matching tools in mind. The files of processed data (i.e. the values of the acoustic-phonetic 
parameters for each slice and speaker) h£:.d to be transparent to these tools to facilitate 
the easy extraction of particular data items for statistical analysis. 
What follows is essentially a glossary explaining the terms, names and formats used in 
the analysis, and is to be used as a reference for the rest of Chapter 4. It also defines the 
identifiers used in the UNIX shell scripts and C programs to refer to them. and are given 
in bold. The names are given in SMALL CAPITALS, a convention which will be llsed for 
the rest of this appendix. How the protocols are incorporated into the directory structures 
Ilsed to organise the data analysis is described in the next section ,B.2). The rest of this 
section is organised into four parts, defining the types of variable, data, file and directory 
('stablished to facilitate the analysis. 
A. Variable types 
There arc two distinct types of variable used at different stages of the analysis proc~dure. 
The first are the acoustic-phonetic parameters of fundamental frequency, relative first 
harmonic amplitude and the formant frequencies, which were produced by the signal 
processing of the speech data. The second are the variables which were examined for their 
influence on the acoustic-phonetic parameters, and around which the statistical analysis 
and characterisation of the acoustic-phonetic parameter data was organised. 
The identifiers for both sets of variables were used in the UNIX shell scripts in the forma-
t.ion of the file and directory names . 
• ACOUSTIC-PHONETIC VARIABLES These arc the parameters fro."Il the acoustic-
phonetic domain which were examined for their correlation with speaker sex. There: 
are three da.'ises of variable, each with its own identifier (or ACOUSTIC-PHONETIC 
VARIABLE class identifier). The variable classes, together with the variables within 
each class, are: 
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Identifier Variable clac;s Variables 
ill Fundamental frequency Fo 
hd Harmonic amplitude difference HI-H2, HI, H2 fm Formant frequency FI, F2, F3 
The variables each have their own identifier (or ~COUSTIC-PHONETIC VARIABLE 
identifier). The variables and their identifiers are: 
Identifier Variable (units of measurement) 
ill Fundamental frequency, Fo (Hz) 
H1-H2 Relative amplitude of first harmonic, H I-H2 (dB) @H1 Amplitude of first harmonic,HI (dB) 
@H2 Amplitude of second harmonic, H2 (dB) 
F1 Frequency of first formant, FI (Hz) 
F2 Frequency of second formant, F2 (Hz) 
F3 Frequency of third formant, F3 (Hz) 
The identifiers for HI and H2 are preceded by the symbol '@' to distinguish them 
from the identifier for HI-H2. This is to avoid confusion when using the pattern-
matching tool grep . 
• ANALYSIS VARIABLES These are the extralinguistic and linguistic features which 
were examined for their effects on the values of the ACOUSTIC-PHONETIC VARIABLES. 
The extrali!1guistic features examined in this study (speaker age, ethnic group. di-
alect region, educational level, height, and sex) were chosen because the information 
was available on the TIMIT CD-ROM. It would be a simple matter to extend the 
number of features used in the analysis were the information available on them. The 
linguistic features examined were those of phone and phonetic context. Only some of 
the variables required an identifier (or AN ALYSIS VARIABLE identifier). Each variable 
is subdivided into a number of groups, which are listed below: 
I Identifier I Variable Groups 
age Age (years) 20-29, 30-39, 40-49, 50-59, 60 and over. 
ethgrp . Ethnic group Black. white . 
dialect Dialect region :.Jew England, :\orthern, North :VIidland. 
South :Midland, Southern, ~ ew York 
City, \Vestern and Army Brat. 
education Highest High school, associate degree, bachelor's degree, 
educational level master's degree, Ph.D. 
height Height (feet 5'1" and under, 5'2" to 5'3", 5'4" to 5'5", 
-
and inches) 5'6" to 5'7". 5'8" to 5'9". 5'10" to 5'11". 
6'0" to 6'1", 6'2" to 6'3". 6'4" to 6'5". 
6'6" and over. 
- Sex Female. male. 
- Phone analysed /aa/, /ae/, /ao/,/iy/, /uw/. lux;' 
- Phonetic context of ICVCI, where C are the phones immediately 
analysed phone before and after V, the analysis phone 
The identifiers for each group are: 
I Variable I Identifiers of groups 
Age 20-29, 30_39, 40_49, 50_59, 60_ 
Dialect dr1, dr2,dr3. dr4, dr5, dr6. dr7, dr8 
Education AS, BS. MS, HS, PHD 
Ethnicity black, white 
Height _51. 52_53, 54_55, 56_57, 58_59, 
510_511, 60_61. 62_63, 64_65, 66_ 
Sex f, m 
Phone aa, ae, ao, iy, uw. ux 
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B. Data types 
These are basically identifiers which are used to refer to specific items of data. The SLICE 
NAMES refer to particular phones on the TIMIT CD-ROM. and the SPEAKER NAMES refer 
to particular speakers. 
• SLICE NAME A unique identifier for a particular phone
1 
describing its speakeL 
the sentence it came from, and position it occurred in the sentence. As well as 
being a label for every phone used in the analysis, the SLICE NAME also gives the 
path to the adc file (the speech waveform file) from which the phone originated, as 
well as the sample numbers denoting the start and finish of that phone within the 
file. The format for the SLICE NAME is a four part character string, where the first 
part identifies the speaker's dialect (dr1 to dr8): the second part consists of the 
SPEAKER NAME; the third part identifies the sentence spoken: and the final part, 
derived from the TIMIT phn file (the phonetic transcription file), gives the position 
of the phone in the speech waveform file, the numbers corresponding to the start 
and finish sample numbers of the phone. For example: 
drl. faksO. sal. 14078to16158 This identifies a phone from the sen-
tence sal spoken by speaker faksO. The path name to the adc file is 
dr1/faksO/sa1/sal.adc1 and the phone starts at sample number 14078 
and ends at sample number 16158. 
• SPEAKER NAME A unique identifier for a particular speaker. The format is the 
same as on the TIMIT database, and consists of a five character string. The first 
letter of the string identifies the speaker's sex (f or m), the second to fourth letters 
represent the speaker's initials, and the number on the end is to distinguish between 
speakers with the same initials (0 for the first person, 1 for the second. etc.). For 
example: 
faksO - female speaker A.K.S .. the first (or only) speaker with those ini-
tials. 
fjdm2 - female speaker J .D.M., the third person with those initials. 
C. File types 
These; are the categories of data file created at various stages in the analysis. For each 
category, there are descriptions of the format of the file's name and contents. Also included 
here are descriptions of specific files 1 PROB~EM.....sLICES and SLICES_TOO.....sMALL. used to 
store information relevant to the analysis. 
• ACOlJSTIC-PHONETIC VARIABLE DATA FILE Contains the full. unabridged anal-
ysis data for a particular ACOUSTIC-PHONETIC VARIABLE. The fil~s are organised 
by sex and dialect for each variable. The format for the file names IS as follows: 
Filename Contents 
SEX.DLT .m_data Fundamental frequency data. 
SEX.DLT.hd_data Harmonic amplitude difference data. 
SEX.DLT .fm_data Formant frequency data. 
where SEX = speaker sex (f or m); DLT = dialect regiou (dr1 to dr8). 
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Each file contains the results of the signal processing of each of the speech slices 
listed in the corresponding SLICE NA}lES FILE. For each slice, the output consists of 
the frame-by-frame results of the signal processing, followed by the slice's identifi-
cation number and the frame numbers used to compute the slice statistics. followed 
by the slice statistics themselves. An example of the file format, for a slice' analysed 
for fundamental frequency, follows (for examples of the file format for the harmonic 
amplitude difference and formant frequency an~lyses, see Figures B.6 and B.t re-
spectively) : 
155.34 1927 103 
155.34 1315 103 
152.38 1100 105 
152.38 772 105 
161.62 790 99 
:1: samples 2 to 4 
fO: 153.4 1.71 ; 152.4 to 155.3 
The first five lines show the fundamental frequency data for each analysis 
frame, each line consisting of Fo and the position and amplitude of the 
cepstral Fo peale. The last but one line consists of an identification number 
(which links it to the slice's SLICE NAME in the corresponding SLICE NAMES 
FILE), followed by the numbers of the frames used to compute the slice 
statistics. The final line displays a simple statistical analysis of the slice. 
and consists of an ACOUSTIC-PHONETIC VARIABLE identifier. followed by 
the mean and standard deviation, and the range of data . 
• PROBLEM-SLICES This is the name of a file set up during the checking of the sig-
nal processing results (see Section B.6) to keep a track of reanalysed slices. rejected· 
slices and values considered to be atypical for the ACOUSTIC-PHONETIC VARIABLE 
under consideration. Each ACOUSTIC-PHONETIC VARIABLE DATA DIRECTORY con-
tains a PROBLEM-SLICES file. The file entries were written in a consistent format -
this allowed for the subsequent listing of, for example, all slices with a high Fo, or 
all slices that had been reduced in size. An example of the file format, showing the 
main categories of data (for the fundamental frequency analysis of the / aa/ phones), 
is as follows: 
dr4.fedwO Low fO (160.4 166.0 228.8) 
dr4.fedwO.sil084.81160to83848 * Slice reduced from 81160to86245 
- little periodicity 2nd half of 
original slice. Low fO (160.4). 
Context: fiy v aa vi) 'EVOLVE'; 
utterance-final 
dr4.feehO.si471.28360to29533 
dr5.ftbwO.sx265.23930to25984 
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** Weird periodicity - 1st half 
(messy) has fO 110Hz, 2nd half 
220Hz. Context: lix z aa rl 
'reflexES ARE'; 2nd last syll. 
* -u option reset to 6.25msec 
(otherwise picker switches to 2nd 
rahmonic in 2nd half). Unstable 
periods give low fO peaks 
dr7.fisbO High (291.0) and low fO (170.0) 
for some slices 
This tells us ~hat speaker fedwO had a relatively low Fo for her / aa/ 
phones (~rst lme). One of her phones, iri an utterance-final syllable, was 
reduced m length because there was little periodicity in the second half 
of the phone (second line). One of speaker feehO's phones, in the word 
~are', was removed from the analysis because the frequency of the acoustic 
waveform jumped from 110Hz in the first half to 220Hz in the second (third 
line). The Fo analysis program, known as 'picker', had to be rerun on a 
phone uttered by ftbwO because an unstable waveform periodicity had 
resulted in low cepstral Fo peaks (fourth line). Finally, fisbO exhibited 
both high and low fundamental frequencies in two of her phones (fifth 
line) . 
• SLICE MEANS FILE Contains a list of slice statistics for a particular ACOUSTIC-
PHONETIC VARIABLE. The files are organised by sex and dialect. The format for the 
file names is as follows: 
Filename Contents 
SEX.DLT.ID-Illeans Fo statistics. 
SEX.D LT .Hl-H2 -Illeans HI-H2 statistics. 
SEX.DLT .@HLmeans HI statistics. 
SEX.DLT.@H2-Illeans H2 statistics. 
SEX.DLT .FI-Illeans FI statistics. 
SEX.DLT .F2-Illeans F2 statistics. 
SEX.DLT.F3...means F3 statistics. 
where SEX = speaker sex (f or m); DLT = dialect region (drl to dr8). 
The means are culled directly from the corresponding ACOUSTIC-PHONETIC VARI-
ABLE DATA FILES, and constitute a summary of the statistics for each slice. or more 
importantly the slice means. An example of the data format, for a slice analysed 
for fundamental frequency (c.f. the example for the ACOUSTIC-PHONETIC VARIABLE 
DATA FILE), is as follows: 
fO: 153.4 1.71 ; 152.4 to 155.3 
This tells us that this slice had a mean Fo of 153.4Hz. with a standard 
deviation of 1. 71Hz, and that the Fo within the slice ranged from 152.4Hz 
to 155.3Hz . 
• SLICE MEANS SUPER-FILE Contains a list of all the slice means from the anal-
ysis of a particular ACOUSTIC-PHONETIC VARIABLE. In other words. it contains all 
the SLI'CE MEANS FILES grouped into a single file, and is used in the computation 
of the SPEAKER MEANS. An example of the data format, for a slice analysed for 
fundamental frequency (c.f. the example for the SLICE MEANS FILE), is as follows: 
:23: 153.4 1.71 ; 152.4 to 155.3 
Note that the difference between the file formats of the super-file and the 
means files is that a numerical identifier replaces the ACOUSTIC-PHONETIC 
VARIABLE identifier. This identifier corresponds to the identification num-
ber in the appropriate SLICE NAMES SUPER-FILE . 
• SLICE NAMES FILE Contains a list of the SLICE NAMES for a particular phone, 
The files are organised by sex and dialect. The format for the file names is as follows: 
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SEX.DLT .names 
where SEX = speaker sex. for m; DLT = dialect region, drl to drS. 
The file format consists of an identification number (which matches the identification 
number of the analysed slice in the corresponding ACOUSTIC-PHONETIC VARIABLE 
DATA FILEL followed by the SLICE NAME, followed by the phonetic context in which 
the phone was spoken. An example of the data format is a..<:; follows: 
:1: dr1.faksO.sal.14078to16158 / hv ae del / 
Thus this entry represents an lae/ phone from speaker faksO's realisation 
of the word 'had' in the sentence sal. 
• SLICE NAMES SUPER-FILE Contains a list of all the SLICE NAMES. In other words. 
it contains all the SLICE NAMES FILE grouped into a single file. The file format is 
the same as for SLICE NAMES FILES. The identification number corresponds to the 
identification number in the appropriate SLICE MEANS SUPER-FILE . 
• SLICES_TOO..3MALL A list of all the slices for a particular phone which were 
considered to be too small for analysis. This entailed all slices of less than 1000 
samples (62.5msec). The file format consists of the SLICE NAME followed by the 
number of samples in the slice for reference purposes. An example of the format is 
as follows: 
drl.faksO.sal.14078to15033 955 
i.e. this slice contains_ only (15033 - 14078 =) 955 samples . 
• SPEAKER MEANS FILE Contains a list of the statistics for a particular speaker 
from the analysis of a particular ACOUSTIC-PHONETIC VARIABLE. It is formed from 
a statistical analysis of all of that speaker's SLICE MEANS. The format for the file 
names is a..., follows: 
Filename Contents 
ffi.SPK Fo means. 
Hl-H2.SPK HI-H2 means. 
@H1.SPK HI means. 
@H2.SPK H2 means. 
F1.SPK FI means. 
I F2._SPK F2 means. 
F3 means. F3.SPK 
where SPK is the SPEAKER NAME. 
Each file contains the means for each type of vowel phone spoken by the speaker. 
followed by the mean for all of that speaker's phones. The format consists of t~e 
identifier of the analysed phone (except for all, which indicates all the speaker s 
slices), followed by the mean and standard deviation, the number of slices involved 
in the analysis. and finally the range of data. An example of the data format, for a 
speaker's HI-H2 means, is as follows: 
aa -10.0 1.68 7 -12.4 to -7.9 
ae -10.1 1.28 7 -11.9 to -8.2 
ao -10.4 0.43 11 -11.0 to -9.4 
all -10.2 1.11 25 -12.4 to -7.9 
Thus the 11 lao/vowels spoken by' this speaker had a mean H 1 - H 2 of 
-10.4dB (s.d. 0.43dB), and the SLICE MEANS (i.e. the mean Hl-lh for each 
slice) ranged from -11.0dD to -9.4dB. 
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• SPEAKER NAMES FILE Contains a list of the names of th,... speaknrs .. 
. " \; . \- . c:ompnsmg 
a partIcular ANALYSIS VARIABLE group. The format for the file names is a,..<:; follows~ 
Filename Group identifier 
SEX.AGE.names AGE - 20-29, 30_39. 40-49. 50_59, 60_ 
SEX. CLR.names CLR - black, white 
SEX.DLT .names DLT - dr1 to dr8 
SEX.ED"c .names EDD - AS, BS\ MS, HS, PHD 
SEX.HGT .names HGT - _51, 52_53, 54_55, 56_57, 58_59. 
510_511, 60_61, 62_63. 64_65, 66_ 
where SEX = speaker sex, f or m. 
The file format consists of simply a list of SPEAKER NAMES. For example, the file 
m.40_49.names contains a list of the male speakers aged between 40 and 49 years. 
D. Directory types 
These are the categories of directory created to store the files produced by the analysis. 
For each category, the directory's contents are listed, together with a description of the 
format of the directory's name. 
• ACOUSTW-PHONETIC VARIABLE DATA DIRECTORY Contains the ACOUSTIC-
PHONETIC VARIABLE DATA FILES and SLICE MEANS FILES for each phone. Each 
directory also contains a PROBLEM..5LICES file. The directories are organised qy 
vowel phone. The format for the directory names is as follows: 
Filename Contents 
VW'!;...fO -all. dialect Fundamental frequency data. 
V\VL..hd_all.dialect Harmonic amplitude difference data. 
VvVL Jm_all. dialect Formant frequency data. 
where VWL = aa, ae, ao, iy, UW, ux for the fundamental and formant 
frequency data, and VWL = aa, ae, ao for the harmonic amplitude dif-
ference data 
• SLICE NAMES DIRECTORY Contain the SLICE NAMES FILES for each phone. Each 
directory also contains a SLICES_TOO..5MALL file. The directories are organised by 
vowel phone. The format for the directory names is as follows: 
VWL_names_all.dialect 
where VWL = aa, ae, ao, iy, UW, UX. 
• SPEAKER NAMES DIRECTORY Contains the SPEAKER NAMES FILES for the 
ANALYSIS VARIABLES age, ethnic group, dialect region, educational background and 
height. It was not necessary to assign directories for the other variables. The ANALY-
SIS VARIABLE identifiers are used for the directory names. i.e. age, ethgrp, dialect, 
education, height. 
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Figure B.l: The directory structure for the data analysis. Actual directory or file names 
are in bold. 
B.2 Setting up the structures for the analysis 
This section describes the pre-analysis work required to ensure the smooth running of the 
analysis procedure. First of all, this involved the design of directory structures to contain 
all the SLICE NAMES to be used as input data in the signal processin~ analysis, and to 
organise the storage of the results of the signal processing. Secondly, this involved the 
extraction of the SLICE NAMES from the TIMIT CD-ROM and their placement in the 
SLICE NAMES FILES. 
The directory structure 
The directory structure established for the automatic analysis of the speech slices is illus-
trated in Figure B.l. The directory structure is split by speaker sex into two halves: a 
directory for the analysis of the female speech called timitdata~, and one for the male 
speech called timitdata.Jll (see row 2 of Figure B.l). Under each sp~aker sex directory 
are the SLICE NAMES DIRECTORIES (containing the names of the speech slices to be used 
as input data) and ACOUSTIC-PHONETIC VARIABLE DATA DIRECTORIES (where the output 
data, or results of the signal processing, is stored) - see row 3 of Figure B.l. 
The ACOUSTIC-PHONETIC VARIABLE DATA DIRECTORIES contain all the signal processing 
data for the fundamental frequency. harmonic amplitude difference and formant frequency 
analyses. The results of the analyses for the three classes of ACOUSTIC-PHONETIC VARI-
ABLE arc stored by phone: thus there are six directories each for the fundamental and 
formant frequency data. and three for the harmonic amplitude difference data. The di-
rectory names are shown in row 3 of Figure B.l. Within each directory. the results of the 
signal processing are stored in the ACOUSTIC-PHONETIC VARIABLE DATA FILES a.nd the 
S!..ICE MEANS FILES (see row 4 of Figure B.l). Both sets of files are divided by dialect. 
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yielding eight times two files per ACOUSTIC-PHONETIC VARIABLE DATA DIRECTORY. For 
example the female Fo analysis data for the New York City dialect region is held in the file 
f.dr6.flLdata, and the SLICE MEANS are in f.dr6.ilLmeans. In addition
l 
each directory 
contains a PROBLEM-SLICES file. . 
The SLICE NAMES DIRECTORIES contain the names of the slices corresponding to the 
analysis results stored in the ACOUSTIC-PHONETIC VARIABLE DATA DIRECTORIES. There 
is one directory for each of the six phones used in the analysis, and these are shown by 
name in row 3 of Figure B.1). Within each directory are the SLICE NAMES FILES (see 
row 4 of Figure B.1). These are divided by dialect, yielding eight files per SLICE NAMES 
DIRECTORY. In addition, each directory contains a SLICES_TOO-SMALL file. 
Setting up the SLICE NAMES FILES 
The establishment of the files containing the names of the speech slices to be used in the 
analysis is handled by the shell script find_vowels. This searches the TIMIT database for 
all instances of the specified phone types. It then forms the SLICE NAMES for each phone, 
and stores them by dialect in the SLICE NAMES DIRECTORIES. . 
To achieve this, the script makes use of the phn (phonetic transcription) files on the 
database (see Section 4.1.3). These files supply the position of each phone within a given 
sentence. Each line in the file consists of a phone's start and finish sample numbers and the 
TIMIT identifier for that phone (see Figure 4.5). It is therefore a simple matter to locate 
the target phones (and, through the sample numbers l their position in its adc (speech 
waveform) file) using the pattern-matching tool grep. The phone's SLICE NAME can then 
be formed using awk, thus: 
# Match the phones in the transcription file with the target phone. 
grep $phone $dialect/$spk_name/$sentence/$sentence.phn I \ 
awk '{printf '$dialect'.' $spk_name' . '$sentence' . %dto%d\n", $1, $2}' 
where $phone l $dialect, $spk..name and $sentence are the TIMIT identifiers 
for phone, dialect region l SPEAKER NAME and sentence respectively. 
The task is made more difficult, however, because the format of the SLICE NAMES FILES 
also requires the phone's phonetic context. Using awk instead of grep to locate the target 
phones, it can remember the phones on previous lines in the phn file. Thus when awk 
locates a target phone it must wait until the following line (containing the next phone in 
the sentence) before outputting the SLICE NAME and phonetic context. This is coded a..<; 
follows: 
awk '{ 
# If the phone on the previous line matches the target phone, 
# output the SLICE NAME. 
if(old == "'$phone'") 
{printf "' $dialect' . '$spk_name' . ' $sentence' ./odto%d / %s \ 
%s %s /\n", start, finish, old_old, old, $3} 
# Remember the current and previous phones. 
old_old=old; old=$3 
# Remember the start and finish samples of the current phone. 
start=$1; finish=$2 
}, $dialect/$spk_name/$sentence/$sentence.phn 
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where $phone, Sdialect, $spk.name and $sentcnce are the TIMIT identifiers 
for phone, dialect region, SPEAKER NAME and sentence respectively. 
For example, for the two jiy j phones in the transcription file reproduced in Figure 4.5. 
the output of find_vowels would be: 
drl.fdacl.si2l04.l4560to16l20 / hh iy th / 
drl.fdacl.si2l04.47480t051387 / s iy pau / 
This would be stored in the SLICE NAMES FILE called: 
timitdata/timitdataJ'/iy JlamesJlll.dialect/f.drl.names 
Obviously, using awk to locate the phones greatly increases the cost in computer process-
ing time, but this is of no great importance as the operation to form the SLICE NAMES 
FILES need only be performed once. 
The script find_vowels also constructs the file SLICES_TOO...5MALL, whereby slices consist-
ing of less than one thous?-nd samples are removed from the analysis. The procedure for 
this uses awk to split apart each SLICE NAME, retrieving the slice's sample numbers and 
hence the slice's length. In the following section of code from find_vowels. the comments 
refer to the example SLICE NAME dr1.faksO.sa1.14078tol~058: 
awk '{ 
# Split the SLICE NAME into fields divided by 
# Thus a[4]=14078to15058. 
split($l, a, ".") 
# Split a[4] around the 't'. Thus b[1]=14078. 
split (a[4] , b, "t") 
# Split a[4] around the '0'. Thus c[2]=15058. 
split(a[4], c, "0") 
, , 
# Compute the difference between the sample numbers. 
diff = c[2] - b[l] 
# If slice length < 1000, output SLICE NAME to 
# the file slices_too_small. 
if (diff < 1000) 
{printf "%S %d\n", $1, diff} 
}' $names_file » slices_too_small 
where $names.J:ile is the path to the target SLICE NAMES FILE. 
The final action of find_vowels is to attach an identifier to each entry In the SLICE 
NAMES FILES. This is particularly important as it allows cross-referencing between a 
SLICE NAME and the results of the signal processing of the slice held in the ACOUSTIC-
PHONETIC VARIABLE DATA FILES and SLICE MEANS FILES. In order to make the identifier 
t.ransparent to the pattern-matching tools, the identifier consists of a number surrounded 
by colons. e.g. ':23:'. Using this convention. ordinary data values cannot be mistaken for 
identifiers. The numbering is achieved thus: 
awk '{ 
n++ 
printf ":%d: %s\n", n, $0 
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}' $names_file » $names_file.tmp 
# Replace the unnumbered SLICE NAMES FILE with the numbered version. 
mv $names_file.tmp $names_file 
where $namesJile is the path to the target SLICE NAMES FILE~ and $namesJile.tmp 
is a temporary file. 
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B.3 Extraction of the slices from the TIMIT CD-ROM 
This section describes the extraction of the raw speeLh data from the TIMIT CD-ROM. 
Note 1 this does not involve any storage of the rawdata~ rather it is sent directly from the 
adc files to the programs which carry out the signal processing. Only the results of the 
signal processing are stored for further analysis. The shell script analyse_vowels carries 
out the extraction (as well as handling the signal processing of the speech data, described 
in Section B.4 below)l using the SLICE NAMES held in the SLICE NAMES FILES to tell it 
which parts of the adc files are required. The final output from analyse_vowels is the 
ACOUSTIC-PHONETIC VARIABLE DATA FILES. 
Each sentence on the database is written in digitally-sampled form in an adc file (see 
Section 4.1.3 for more details of the TIMIT files). The phone boundaries (the start and 
finish sample numbers delimiting the phone in the adc file) are extracted from the SLICE 
NAMES, and are used to cut out the appropriate portion of the speech signal from the 
adc file. The first job of analyse_vowels is to set up a temporary file of commands to 
perform this operation. The raw data representing the phone is then passed to the signal 
processing programs). 
The file of commands to extract the speech data is set up using a procedure very similar 
to the one for checking the length of phones (see Section B.2 above). Thus: 
awk '{ 
# Split the SLICE NAME into fields divided by , , 
split($l, a, 11.") 
# Split a[4] around the 't'. 
split(a[4J, b, "t") 
# Split a[4J around the '0'. 
spl it (a [4J, c, 110" ) 
# Output the data extraction commands for the target phone. 
{printf "remove-timi t-header < %s/Yos/%s/%s. adc I swab I itt \ 
I chop -s%s -f%s I '$operation'\n ll , \ 
aUJ, a[2] , a[3] , a[3] , b[t], c[2J} 
}' $names_file » temporary_file 
where $operation is the comma?d to run the specified signal processing pro-
gram; $names~le is the path to the target SLICE NAMES FILE. 
This procedure is carried out for every target SLICE NAME. For example~ for the SLICE 
NAME dr1.faksO.sa1.14078to16158. the command to remove the appropriate speech 
data from the adc file would be: 
remove~timit-header < drl/faksO/sal/sa1.adc I swab I itt I \ 
chop -s14078 -f16158 I signal_processing_program 
where, the pathname drl/faksO/sal/sa1.adc is the path to the wa:e-
form (of the sentence sal spoken by faksO) on the TIMIT database; Sl~­
naLprocessing_program is the name of the program used to carry out el-
ther the fundamental frequencYl harmonic amplitude difference or formant 
frequency a.nalysis. 
Tlw C programs remove-timit-header, swab and ittl combine to convert the speech 
lThese programs were implemented at the Department of Computer Science, University of Sheffield by 
Dr. \Iartin Cooke. 
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data from the TIMIT data storage format into ASCII (see Section 4.1.3 for an explanation 
of the data formats). They pass the entire sentence waveform in ASCII format to the C 
program chop2: which extracts the target phone from the adc file. Finally: this speech 
slice is passed to the appropriate signal processing program. 
'2This program was implemented at the Department of Computer Science, C niversity of Sheffield by 
the author. 
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B.4 Signal processing of the slices 
This section deals with the implementation of the signal processing algorithms used to 
analyse the input speech data. The software to perform the apalysis was written in C. 
The analyses are run by the shell script analyse_vowels~ as described at the end of the last 
section (B.3), whereby the speech slices are passed through the signal processing program 
relevant to the specified ACOUSTIC-PHONETIC VARIABLE. The analysis of fundamental 
frequency is achieved by performing a cepstrum on the speech data and locating the 
cepstral Fo peak; the harmonic amplitude difference analysis consists of performing an FFT 
on the speech data and locating the first and second harmonics: the formant frequency 
analysis is achieved using the CSTR formant frequency estimator. Evaluations of each 
algorithm's performance are in Section B.6. 
The signal processing of each class of ACOUSTIC PHONETIC VARIABLE is carried out by 
applying a succession of windows3 along the length of a speech slice and performing a 
frequency analysis on each windowed portion of speech. Thus in effect, the values of the 
ACOUSTIC PHONETIC VARIABLES are sampled along the length of the slice~ enabling an 
average of the intra-slice behaviour of each variable to be obtained (see Section 4.1.1 for 
a more detailed explanation of why this is necessary). For each analysis frame (i.e. the 
section of the speech slice defined by the application of the window), the results are output 
to the ACOUSTIC PHONETIC VARIABLE DATA FILES: thus each line of output for a slice 
contains the results of the processing for each frame. 
A. Fundamental frequency analysis 
Some issues in the application of cepstral analysis 
As explained in Section 4.1. 2, cepstra are computationally very expensive to perform, 
requiring two Fast Fourier Transforms (FFTs). However, it was possible tl) take some short 
cuts to reduce the computation time. Theoretical thoroughness requires the computation 
of the complex cepstrum rather than the cepstrum, in which the imaginery parts of the 
complex cepstrum contain phase information. As this study had no use for the phase 
information, only the cepstrum need be computed. Using a similar argument~ we may 
replace the inverse FFT operation in the cepstrum calculation by a simple FFT. 
The analysis window for the computation of the cepstrum must be neither too short 
nor too long. If the window is too short, the windowed portion of speech may contain 
insufficient information about its periodicity to produce a strong cepstral Fo peak. For an 
Fo peak of sufficient amplitude. at least two clearly defined glottal periods are required. 
bea.ring in mind the tapering caused by the windowing function (Rabiner & Schafer 1978). 
If the window is too long, too much variant speech information may be included. The 
cepstrum relies upon steady-state phonation to produce a strong Fo peak in the quefrency 
domain. If the fundamental frequency is changing rapidly or jumps from one value to 
another - due to, for example, the transition from one phone or syllable to another -
the amplitude of the Fo peak can be severely reduced. The measures taken to limit the 
occurrence of such a situation were to use segments of speech which did not include cross-
phone boundaries (i.e. consisted solely of a phone), to compute a mean value of Fo for 
each slice; and to compute the mean from values obtained from the middle portion of the 
slice. For this latter mea..<;ure. the analysis frames representing the first and last quarters 
of the slice were not included in the computation of the mean, effectively excluding much 
lThe Hamrring windowing function was used to window the data. This function is most often recom-
mended for the frequency analysis of speech data. 
203 
of the bdwf'en-phone transitional information. 
The length of the sampling window was set at 64rnsec (or 1024 samples. at the sampling 
rate used for the TIMIT data of 16000 samples/second), which for the average female Fa of 
200Hz encompasses 12.5 periods, or 7.5 periods for the male average of 120Hz. This mav 
seem rather large, but the constraints of the FFT program requi[f~n the number of nat~ 
points in an analysis frame to be a power of 2. The next window size down was 3:2mser 
(512 samples), and it was feared that for some speakers this would prove to be too small. 
While it would be possible for the FFT program to be given variable window sizes. ba..sen 
on expectations of the speaker's Fa or on previously computed values, the initial trials of 
the program did not indicate a need for this. Perhaps more importantly. the large window 
size smears over irregularities in the speaker's phonation caused by vocal perturbation 
(e.g. jitter, shimmel', diplophonia) or vocal pathology. A window size encompassing only 
two or three periods of the speech waveform results in the cepstral analysis being prone 
both to depressed Fo peaks from a lack of periodicity in the waveform portion coveren by 
the analysis window, and to 'phantom' Fo peaks caused by, for example. situations where 
every second period 'in the waveform has a reduced amplitude. Trial analyses showed a 
1024 sample window size to be a consistently accurate descriptor of both the vowel phone's 
mean Fo and its internal Fo dynamics. 
Rabiner & Schafer (1978) listed three criteria for the optimal use of cepstral analysis. 
which are reproduced below in bold, together with comme:lts related to the ciesign of the 
cepstral peak-picking algorithm developed for this analysis: 
• Compute the cepstrum every lO-20msec, as the excitation pruameters 
change relatively slowly in normal speech. For this stuciy the analysis winciow 
wa..s shifted by 8msec (64 samples) after every computation of the cepstrum . 
• Search for the peak in the vicinity of the expected Fo period. Thus once a 
phone's Fo has bel~n icientified in the first few analysis frames. it is generally valici 
to assume the Fa of subsequent frames will be similar. The searC:l can therefore 
be simplified by defining a search interval centreci arounci the previo1lsly rompllteci 
position of the cepstral Fo peak. However. when seeking to ciefine the initial search 
interval (i.e. to establish the fundamental frequency at the beginning of a slice). 
while the differences in average Fo for each speaker sex indicate the use of ciifferent 
search intervals for female and male speakers. in practice the intonation patterns 
even within read sentences mean a person's SFF can encompa..ss a huge range of 
values. For example. in speaker frllO's production of the sentence sal. between the 
first and second syllables the Fa rose from 276Hz to 345Hz. anci fell to 27 --1Hz by 
the fourth syllable. At the enci of the same sentence, between the ninth. tenth and 
twelfth syllables. the Fo dropped from 250Hz to 193Hz. anci then rose to 220Hz. 
Thus in just 3.7 seconds. this speaker's funciamental frequency rangeci over more 
than 150Hz. One further limit on the range of the initial search interval is that 
the lower end must be dear of the large. low quefrency cepstral peaks causeci hy' 
t.he -';0 cal tract resonances. \Nhile Noll (1967) r('commended an initial inll'rv,l.l ()f 
1-15msec 1. However the lower end of t.he interval wa..s too close 10 the c('pstral v()cal 
tract components. and so the search intervalllseci here was the one rccommenneci by 
Rabiner & Schafer (1978). namely 3-20msec (333-50Hz). This s('emeci a rea..sonable 
compromise lwtween trying to avoid the vocal tract r(llnp(~nents anci allowinl.':; for 
particularly high female fllnciamentals. Note that where hIgh ~IS were expcctcn. 
'Xote these are units of quefrency and represent the period of the fundamental. The search lIl(f~rval is 
equivalent to a frequency range of WOO-67Hz 
the results were checked by hand. Furthermore~ setting the upper limit to 20msec 
allowed for particularly low male fundamentals . 
• Check if the Fo peak located exce~ds some preset threshold. For the analysis 
of clean vowel phones, a strong cepstral peak can be almost guaranteed. If care is 
taken to ensure the search interval minimum does not include the cepstral vocal 
tract components, the threshold can be set so that only the cepstral Fo peak and 
the peaks of its rahmonics have sufficient amplitude to exceed it. Obviously this 
greatly simplifies the search. 
The algorithm for the automatic tracking of the cepstral Fo peaks is based on one designed 
by Noll (1967) for the more complex task of voiced-unvoiced segment detection. It is basi-
cally a peak-picking algorithm, with the addition of checks to ensure the correct peak has 
been located. As the algorithm was not required to cope with unvoiced segments, which 
would not produce an Fo peak in the cepstral domain, it could be simplified to a search 
for the maximum peak within the search interval. Moreover, as the data examined for this 
study consisted of vowel phones uttered in a relatively noise-free environment. apart from 
the extreme edges of phones, where an adjecent phone can greatly influence the steady-
state periodicity thereby depressing the Fo peak, one could expecet the cepstral analysis 
to produce a strong Fo peak. Thus an assumption could safely be built into the algorithm 
which assumed the presence of an Fo peak in a given cepstrum. Furthermore, the tracking 
element of the algorithm is made fairly easy due to the relatively steady frame-by-frame 
fundamental frequency within phones. The algorithm can therefore begin its search of the 
next analysis frame at the approximate location of the previous frame's Fo peak. 
Description of the cepstrai peak-picking algorithm 
The following description of the cepstral peak-picking algorithm is made with reference to 
the flow diagram of the algorithm in Figure B.2 and the accompanying description of the 
flow diagram's boxes below. The algorithm proceeds in two stages, locating first the Fo 
peak in the first analysis trame of a speech slice (see boxes 1-9), and then tracking the Fo 
peaks through the analysis covering the rest of the slice (see boxes 10-17). 
1. R.ead in the first frame. 
2. Compute the cepstrum of the first frame. 
3. Locate the maximum peak in the entire search interval. 
-1. If the search interval includes a quefrency of half the quefrency of the maximum peak. 
then the maximum peak may be the second rahmonic rather than the cepstral Fo 
peak - look for peaks at half the quefr~ncy of the maximum peak: else the quefrency 
value falls outside the search interval - assume the maximum peak is the cepstral 
Fo peak and read in the next frame. 
5. Set a temporary' search interval of ±0.5msec around half the quefrency of the max-
imum peak. 
G. Locate the maximum peak in the temporary search interval. 
I. Set a temporary threshold at half the original threshold value to make the maximum 
peak easier to locate. 
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Figure B.2: Flow diagram of the cepstral peak-picking algorithm. Key to symbols: Ii is 
the 'i th frame: i is the frame counter: n is the total number of frames: Pi is the maximum 
peak in the ith frame: Pt is the maximum peak in the temporary s~arch interval: qi is the 
quefrency of Pi; S is the pres~t search interval; Sm is the search interval minimum: St is 
the temporary search interval: T is the preset threshold: Tt is the temporary threshold. 
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8. If the ma~imum peak in the temporary. search interval exceeds the temporary thresh-
old, ?ut IS less than 4000 (a value mtended to avoid confusion with the high-
amphtude cepstral vocal tract co~?onents ).' assume this maximum peak is the cep-
stral Fo peak; else assume the ongmal maXImum peak is the cepstral Fo peak. 
9. Set the maximum peak for frame 1 to be the maximum peak from the temporary 
search interval. 
10. Increment the frame counter. 
11. Read in the next frame. 
12. Compute this frame's cepstrum. 
13. If the maximum peak from the previous frame exceeds the threshold, search for this 
frame's Fo peak in the same place; else assume it may not have been an Fo peak 
and search the entire search interval. 
14. Locate the maximum peak in the entire search interval. 
15. Set a temporary search interval of ±1.0msec around the quefrency of the previous 
frame's maximum peak. 
16. Locate the maximum peak in the temporary search interval. 
17. If this is not the last frame, read in the next frame: else all the frames have been 
searched. 
From the early trials of the algorithm it became clear that in the majority of cases, if 
the Fo peak in the cepstrum of the first analysis frame was located accurately, then it 
was relatively easy to track the peaks in the remaining frames. Thus the first frame is 
analysed separately using an initial search interval of 3-20msec (see boxes 1-9 in Figure 
13.2). One other reason for this is that the preceding phone will tend to depress the Fo 
peak's amplitude, sometimes causing the algorithm to pick out the first frame's second 
rahmonic as a legitimate Fo peak. The algorithm locates first the maximum peak in the 
preset search interval (box 3). The algorithm then looks for a depressed peak at half the 
<luefrency of this maximum peak (boxes 4-9) 1 and a check is carried out to ensure this 
half <luefrency value is within the search interval, to avoid confusion with the cepstral 
vocal tract components (box 4). If the peak at this half quefrency value exceeds a reduced 
threshold (box 8), then this peak is accepted as the first frame's Fo peak (box 9). 
The algorithm then tracks the rest of the peaks in the following way (boxes 10-17). It 
assumes the Fo peak of the current frame will be at the approximate quefrency of the pre-
ViOllS frame's Fo peak, allowing for any between-frame change in fundamental frequency. 
Thus if the previous frame's Fo peak exceeded the preset threshold (box 13), the maxi-
mum peak is located in a 2msec interval centred on the location of the previous frame's 
Fo peak (boxes 15-16): and if the threshold was not exceeded, the previous frame's high-
pst. peak may have been a second rahmonic, and the entire search interval is investigated 
(box 14). It may seem worthwhile including many more checks to ensure only legitimate 
Fo peaks are accepted. but in practice a combination of t~e strong cepstral peaks within 
t.he boundaries of vowel phones and the relatively large analysis window smoothing over 
irregularities in phonation render this by and large unnecessary. 
The entire procedure is then repeated for all the phone's analysis frames. The frame-
by-frame output for each slice consists of the fundamental frequency, the amplitude of 
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ccpstral Fo peak~ and the sample number of the cepstral Fo peak (related to the peak's 
quefrcncy), an example of which can be seen in Figure B.5. 
B. Harmonic amplitude difference analysis 
Some issues in the location of the harmonic peaks 
The algorithm which locates the first two harmonics consists of a peak-picking strategy 
in the frequency domain. The FFT software used to compute the spectra of the input 
speech is the same as is used in the fundamental frequency analysis. The window size and 
shift are also the same as for the fundamental frequency analysis~ and we~e chosen for the 
same reasons. 
The algorithm for the automatic tracking of the first two harmonics uses a different peak-
picking philosophy to that of the cepstral peak-picker. Whereas the cepstral peak-picker 
was limited to locating only a single prominent peak in the quefrency domain, the harmonic 
structure revealed by a wide-band spectrogram is represented by a succession of prominent 
peaks, necessitating a different search strategy. A threshold is set to limit the inclusion of 
spurious peaks during the search for the harmonic peaks. The amplitude value represented 
by the threshold was arrived at by a process of trial and error, and is such that only the (in 
general, prominent) harmonics are of sufficient amplitude to exceed it. The threshold was 
sex-dependent, reflecting the generally higher harmonic amplitudes of the female speakers. 
Thus, the threshold was set at 80dB for female speech data, and 75dB for male speech 
data. 
The peak of the first harmonic, being the first prominent feature to be encountered in a 
spectrum, is located by advancing up its leading slope sample-by-sample, with the peak 
being reached when the slope starts falling. The harmonic peaks from the TIMIT vowel 
phone data tended to be clean as well as prominent, such that each successive sample 
wa..c;; higher than the last until the apex wa..c; reached. Spurious peaks located away from 
the harmonic peak were almost always below the threshold. and were therefore rejected. 
The search for the second harmonic begins by leaping over the trailing edge of the first 
harmonic, and onto the leading edge of the second harmonic. Because the harmonics are 
multiples of the fundamental frequency, the second harmonic will lie at approximately 
twice the frequency of the first. Howev'er, to take into account the inaccuracies inherent in 
sampled data~ the search is started at approximately two-thirds the distance between the 
first harmonic and the projected location of the second. The peak-picking then proceeds 
in the same way as for the first harmonic. 
Description of the harmonic peak-picking algorithm 
The following description of the harmonic peak-picking algorithm is made with reference 
to the flow diagram of the algorithm in Figure B.3 and the accompanying description 
of the flow diagram's boxes below. The algorithm proceeds in two stages following the 
computation of the frequency spectrum, finding first the amplitude of the first harmonic, 
Hl (boxes 5-8), and then secondly the amplitude of the second harmonic, H2 (boxes 9-12). 
1. Set the frame counter to O. 
2. Increment the frame counter. 
3. Read in the next frame. 
-t Compute the log amplitude spectrum of the first frame. 
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Figure B.3: Flow diagram of the harmonic peak-picking algorithm. Key to symbols: aj 
is t.he amplitude of the ith sample: Hli is the amplitude of the first harmonic in t.he ith 
frame: H2i is the amplitude of the second harmonic in the ith frame: Ii is the ith frame: 
I is the frame counter; j is the sample counter; n is the total number of frames: T is the 
preset threshold. 
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:J. Set the sample counter to 1. 
6. Read in the next sample in the frame. 
7. If the value of the sa~ple is greater than the threshold, but less than the previous 
sample, then the prevIOUS sample represents the peak of the first harmonic; else read 
in the next sample. 
8. Set Hl for this frame to be the value of the previous sample. 
D. Set the sample counter to jump over the trailing edge of the first harmonic's peak. 
10. Read in the next sample in the frame .. 
11. If the value of the sample is greater than the threshold. but less than the previous 
sample, then the previous sample represents the peak of the second harmonic; else 
read in the next sample. 
12. Set H2 for this frame to be the value of the previous sample. 
13. If this is not the last frame, read in the next frame; else all the frames have been 
searched. 
To locate the first harmonic peak, the algorithm tests whether the amplitude of the current 
sample is less than the amplitude of the previous sample, whilst exceeding the threshold 
(box 7 in Figure B.3). If this is not the case, it reads in the next sample (box 6); but if it 
is the case, then it assumes it now on the downward slope of the harmonic peak. and sets 
the amplitude of the previous sample to be Hl (box 8). 
For the location of the second harmonic peak, the sample counter is set to start on the 
leading slope of the second, harmonic (box 9). Again, the exact value for the beginning of 
the search for the second harmonic's peak was arrived at by trial and error. H2 is then 
arrived at in the same manner as for Hl (boxes 10-12). 
The entire procedure is then repeated for all the phone's analysis frames. The frame-by-
frame output for each slice consists of the amplitudes, sample numbers (related to the 
peak's frequency) and approximate frequencies of the two harmonic, and the difference 
between the amplitudes, HI-H2. An example of the output can be seen in Figure B.6. 
C. Formant frequency analysis 
The formant frequency analysis was performed using the CSTR formant frequency esti-
mat.or. The principles behind the estimator were discussed in Section 4.1.2. The following 
description of the algorithm used to run the estimator is made with reference to the 
schematic view of the algorithm in Figure B.4 and the accompanying description of the 
Figure's boxes below. 
1. Read in the next frame of input speech data from the TIMIT CD-ROM. 
2. Convert the VAX binary format of the TIMIT data to audlab VOX format.. 
3. Compute the FFT of the data using the estimator's FFT program. 
4. Run the formant frequency estimator. 
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Conven TIMIT Read in next Conven trncks 
frame ~ file to audlab ~ Compute FFT r-+ Run foonant ~ fi ie toASCII fonnat tracker fonnat 
.Figure B.4: Schematic view of the formant frequency tracking procedure. 
5. Convert the audlab VOX format of the estimator's output to ASCII. 
The estimator software uses a different data storage :ormat to both the TIMIT database 
and the s~el1 scripts1 thus the passage of data between the various parts of the analysis 
procedure required transformations of the data format. Thus when the data is read off 
the TIMIT CD-ROM in VAX binary format (box 1), it must first be converted to the 
audlab VOX format required by the estimator (box 2). With the input speech data in 
the correct format, an FFT (the software for which is part of the estimator package) is 
performed (box 3), followed by the formant frequ~ncy estimation (box 4). The output of 
the estimator is finally converted from audlab VOX to ASCII format siutable for handling 
by the UNIX shell scripts5. 
The entire procedure is then repeated for all the phone's analysis frames. The frame-by-
frame output for each slice consists of the frequencies of FI, F2 and F.3. An example of 
the output can be seen in Figure B.7. Note ~hat the estimator also computes the energies 
and bandwidths of the first three formants, the total energy of the first three formants, 
and the overall energy in the spectrum. However, there was no way of evaluating the 
estimator's output for these measures, and so they were not used. 
SThe C program to carry out the con-,'ersion was implemented at the Department of Computer Science. 
L'niversitv of Sheffield bv Dave Abberlev. 
. . . 
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B.5 Performing the slice statistics 
This section describes the production of the slice statistics as part of the output to the 
ACOUSTIC-PHONETIC VARIABLE DATAFILES. As with the signal processing analyses. the 
shell script analyse_vowels governs the progress of the data, although the actual statis-
tical operations are carried out by programs written in C. 
For each sp~ech slice, the output from the signal processing programs, described 
in Section B.4 above, consists of the frame-by-frame results of the signal process-
ing analysis. For example, the analysis of the fundamental frequency of the slice 
dr3.fsjwO.si1333.30220to31916 produces the following output, the first number in each 
row representing the Fo at successive points along the length of the slice. Thus during the 
production of this vowel sound (/ aa/L the Po of speaker fsjwO fell from 203Hz to 184Hz: 
.202.53 2252 79 
200.00 1986 80 
197.53 1649 81 
195.12 1747 82 
188.24 2628 85 
188.24 2891 85 
183.91 2846 87 
'-
The frame-by-frame signal pro~essing output for each slice is passed through a simple 
statistical analysis program to compute the mean, standard deviation and range of the 
values for the slice. Although the analyses of the different ACOUSTIC-PHONETIC VARIABLES 
required different statistical analysis programs (due to the different types of data output 
from each signal processing program). the procedure was essentially the same for each 
of them. As described in Section 4.1.1, the computation of the slice statistics did not 
include all the analysed frames, but used half the frames centred around the midpoint of 
the slice. Thus only the relatively steady-state middle portions of the vowel sounds were 
used in the analysis. Furthermore, the procedure of computing a mean parameter value 
for the phone from a number of frames, rather than from a single frame at the midpoint 
of the phone, produces a robust value relatively resistant to abnormal fluctuations in the 
parameter values. 
The final action of analyse_vowels is to attach an identifier to each analysed slice in the 
ACOUSTIC-PHONETIC VARIABLE DATA FILES. This is particularly important as it allows 
cross-referencing with the SLICE NAMES FILES and SLICE MEANS FILES. In order to make 
the identifier transparent to the pattern-matching tools, the identifier consists of a number 
surronnded by colons, e.g. ':23:'. Thus when using grep for example. ordinary data values 
cannot be mistaken for the identifier. The numbering is achieved by searching for lines 
with the string 'samples' in them and reprinting those lines preceded by the id2ntifier 
(incremented each time a search is successful). Thus: 
awk ,{ 
if($1 -- "samples") 
{n++ 
printf II :%d: %s\n", n, $O} 
else 
{print $O} 
}, $data_file » $data_file.tmp 
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202.53 2252 79 
200.00 1986 80 
197.53 1649 81 
195.12 1747 82 
188.24 2628 85 
188.24 2891 85 
183.91 2846 87 
:88: samples 2 to 5 
fO: 195.2 5.07 ; 188.2 to 200.0 
Figure B.5: The output of the fundamental frequency analysis of the slice 
dr3.fsjwO.si1333.30220to31916. The first column of the frame-by-frame results con-
tains Fo, the second column the amplitude of the cepstral Fo peak, and the third column 
the sample number related to the peak's quefrency. Frames 2-5 were used in the statisti-
cal analysis of the slice, giving a SLICE MEAN Fo of 195.2Hz an:d a standard deviation of 
5.1Hz. The range of data used to compute the mean was 188-200Hz. 
# Replace the unnumbered ACOUSTIC-PHONETIC VARIABLE DATA FILE with 
# the numbered version. 
mv $data_file.tmp $data_file 
where $data.Jlle is the path to the target ACOUSTIC-PHONETIC VARIABLE DATA 
FILE, and $data.Jlle. tmp is a temporary file. 
Thus the final output of the analysis of each slice stored in the ACOUSTIC-PHONETIC 
VARIABLE DATA FILES consists of the frame-by-frame results of the signal processing, and 
the slice statistics, building .up a database of the variable's intra- and inter-slice behaviour. 
Examples of the output for a single slice are shown in Figure B.5 for the fundamental 
frequency analysis, Figure B.6 for the harmonic amplitude difference analysis, and Figure 
B.7 for the formant frequency analysis. The SLICE NAME of the segnlent of speech used 
in the Figures is dr3.fsjwO.si1333.30220to31916. and the Figures represent analyses of 
<1J) /aa/ vowel in the sentence si1333 as spoken by speaker fsjwO. The 1696 samples in 
the phone produced seven analysIs frames from the fundamental frequency and harmonic 
amplitude difference analyses; the formant frequency analysis produced 22 frames because 
the CSTR estimator required windows of 512 samples. Note that the identifier for each 
slice is the same in each case, enabling easy cross-referencing. 
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89.791 14 218 94.583 27 421 -4.792 
88.916 14 218 93.960 27 421 -5.043 
87.024 14 218 93.444 26 406 -6.420 
87.525 13 203 93.258 26 406 -5.734 
87.725 13 203 93.300 25 390 -5.576 
87.533 13 203 93.396 25 390 -5.863 
86.928 13 203 92.194 25 390 -5.266 
:88: samples 2 to 5 
@H1: 87.80 0.80 ; 87.02 to 88.92 
@H2: 93.49 0.32 ; 93.26 to 93.96 
H1-H2: -5.69 0.57 ; -6.42 to -5.04 
Figure B.6: The output of the harmonic amplitude difference analysis of the slice 
dr3.fsjwO.si1333.30220to31916. The first column of the frame-by-frame results con-
tains HI, the second column the sample number related to the first harmonic:s frequency, 
the third column the approximate frequency of the first harmonic, the fourth column H2, 
the fifth column the sample number related to the second harmonic's frequency, the sixth 
column the approximate frequency of the secqnd harmonic, and the final column H I-H2 . 
Frames 2-5 were used in the statistical analysis of the slice, giving SLICE MEANS for the 
first two harmonic amplitudes of 87.8dB and 93.5dB respectively. The mean difference 
between the, two harmonics is -5.7 dB. 
B.6 Checking the analysis data 
This section describes the evaluation of the three signal processing programs. carried out 
to ensure the programs performed as intended. The evaluation procedure took the form of 
c:xhaustive checking of the slice results held in the. ACOUSTIC-PHONETIC VARIABLE DATA 
FILES, and also served to seek out any unusual results (which may come from unusually 
articulated vowels or mislabelling of phones by the TIMIT phoneticians). 
The section is split into five parts: a general description of the checking procedure as it 
wa..<;; applied to the data for all three ACOUSTIC-PHONETIC VARIABLES; an evaluation of the 
performance of each of the three signal processing programs: and a description of the shell 
scripts used to check the updating of the ACOUSTIC-PHONETIC VARIABLE DATA FILES and 
SLICE NAMES PILES following any alteration to the results. 
A. A description of the general checking procedure 
The location of potentially erroneous slice results wa..<;; carried out automatically by specially-
written shell scripts. Particular use was made of the s.d. of the ACOUSTIC-PHONETIC VARI-
ABLE values within a slice, of the frame-by-frame results for a slice, and of the expected 
ACOUSTIC-PHONETIC VARIABLE values for female and male speech. For slices whose re-
sults seemed suspect, visual inspection of the slice's acoustic waveform and its frequency 
or qncfrency representation6 was deemed particularly important to establish whether the 
6 A number of visual display tools written by members of the speech research group in the Dep~t~~nt of 
Computer Science at the U'niversitv of Sheffield enabled the inspection. Acoustic waveforms and mdlvldual 
spectra and cepstra were displayed using the tool wave. spect displays spectrograms as grey scale images. 
and can also be used to display cepstograms. However, because the resolution of its display~ of small 
~pectrograms is not very good. more t"se was made of banktool. which produces waterfall dIsplays of 
spectrograms and cepstograms. 
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620.6 
633.1 
658.5 
686.2 
709.7 
727.9 
743.9 
767.1 
796.3 
823.5 
840.2 
845.1 
844.6 
845.0 
845.3 
849.3 
854.4 
858.6 
862.4 
863.6 
860.3 
854.6 
1934.3 
1989.0 
1951.3 
1890.1 
1832.7 
1786.3 
1724.9 
1694.4 
1675.5 
1654.7 
1637.2 
1625.4 
1614.6 
1603.1 
1571. 2 
1558.5 
1554.8 
1557.5 
1561.2 
1563.8 
1555.1 
1559.8 
2704.7 
2670.4 
2626.7 
2560.0 
2497.8 
2444.0 
2373.1 
2348.1 
2333.0 
2312.0 
2297.4 
2281. 8 
2253.3 
2221.9 
2158.6 
2140.3 
2128.9 
2122.2 
2111.4 
2092.7 
2044.0 
2028.0 
:88: samples 5 to 14 
Fl: 923.4 14.2 906.8 to 948.7 
F2: 1307.1 8.6 1294.0 to 1319.4 
F3: 2375.9 15.4 2334.6 to 2387.2 
Fig1lrC' B.7: The output of the formant frequency analysis of the slice 
dr3.fsjwO.si1333.30220to31916. The first column of the frame-by-frame results con-
tains PI, the second column the F2 , and the third column F.3. Frames 5-1-! were used in 
the statistical analysis of the slice. giviIlg SLICE MEANS (s.d.s) for the first three formanLs 
of 923Hz (14Iiz)' 1307Hz (9Hz) and 2376Hz (15Hz) respectively. 
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results were acceptable or not. for two reasons. Firstly becansc of' the v"r' d t f h 
,. ~' , ,0. Ie na ure 0 t e 
aco1lstics of speech sounds. the probable cause of an errant value w.,'s oft t t 
.,. • a..: en no ranspar-
ent, reqUIrIng mspectlOn of the waveform and transformed representation to track down 
the problem. Secondly, the visual inspection of a large quantity of speech data allowed 
this researcher to build up a 'feer for just how aconstically variable speech is. even when. 
as with the TIMIT data, the speech is read under very clean, unpressnred conditions. 
While the location of suspect slices was carried out automatically, the decision on what 
actions to p,erform were taken ma~ually. The options for the treatment of suspect slices 
located by the shell scripts were to: 
1. Shorten the slice. 
2. Rerun the signal processing program with different parameter settings. 
3. Reject the slice. 
4. Accept the slice. 
Throughout the checking process, entries were made in the PROBLEM...5LICES files list-
ing the actions carried out on suspect slices and any unusual features or variable values 
exhibited by the slices. 
Finally, the ACOUSTIC-PHONETIC VARIABLE DATA FILES and the SLICE NAMES FILES had 
to be updated to take into account any changes made. If a slice was reduced in length. 
the signal processing programs had to be rerun on the shortened slice, and the follow-
ing changes made: the old results for the slice in the appropriate ACOUSTIC-PHONETIC 
VARIABLE DATA FILES must be replaced by the new, and a new SLICE NAME. with altered 
sample numbers, must be entered in the SLICE NAMES FILE. If the signal processing pro-
gram was rerun, the old results for the slice had to be replaced by the new. If a slice wa..;; 
removed altogether, its entries in the data and names files had to be removed. Finally. an 
entry of any alterations made must be entered in the appropriate PROBLEM...5LICES file for 
future reference. While the updating of the files wa." carried out as diligently as possible. 
human error inevitably creeps in, and so shell scripts were written to verify this tidying-np 
process. 
B. Fundamental frequency data-
The checking of the fundamental frequency data was based on the dual assumption that 
the SFF of a speaker of a particular sex, and therefore the measured Fo of a slice. should 
fall within a certain range of values, and that the Fo within a slice SGould not change by any 
great amount. These assumptions were incorporated into a shell script, check_ill_means. 
for the automatic checking of all the slices. While it would bE- possible to carry (Jut the 
checks on either the ACOUSTIC-PHONETIC VARIABLE DATA FILES or the SLICE MEANS 
FILES. the advantage of using the SLICE MEANS FILES is that the checking can be carried 
Ollt. much faster, a." these files contain only the statistical output for each slice. Using the 
ACOUSTIC-PHONETIC VARIABLE DATA FILES involves the additional step of searching for 
the slice statistics"'i. 
Tht' range of Fo considered acceptable was kept fairly small, the intention being that 
any major problems with the cepstral analysis and peak-picking algoritms would be high-
light.ed. For an already tested system, this range could be much wider to reduce the 
7This is fairly trivial to program. and is probably not much slower to perform as grep can be used to 
pattern match thE lines containing the slice statistics. 
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time spent verifying the data. The ranges of acceptable Ros for women and 
' J men were 
170-260Hz and 94-149Hz respectively. As the initial trials of the programs indicated the 
cepstral analysis method was extremely robust, it -was considered highly likely that any 
values outside of the ranges would be from speakers with atypically low or high fund~­
mental frequencies, rather than as a result of the inadequate performance of the analysis 
programs. 
If the slice showed a wide range of Fo, realised in a high standard deviation. the slice 
was examined further. The main problems a high s.d. would highlight would be phones 
adversely affected by phonetic context, and spurious Fo values from one or more of the 
analysis frames. Slices with s.d.s greater than 3.9Hz were investigated. 
check_ilLmeans works by examining each line in a SLICE MEANS FILE and marking with 
an asterisk those slices whose mean Fo falls outside the acceptable range or whose s.d. 
is too high. Each suspect slice can then be matched with its corresponding entry ia the 
SLICE NAMES FILE to find its SLICE NAME, and the slice investigated further. The script 
for checkJO_means is very simple, first setting the acceptable Fo range: 
# Test whether the variable 'sex' is f (female) or m (male). 
if test "$sex" = f 
then # FEMALE VERSION 
range_min=170.0 
range_max=260.0 
else # MALE VERSION 
range_min=94.0 
range_max=149.0 
fi 
and then carrying out the checking as follows: 
awl: '{ 
if ($2<'$range_min' I I $2>'$range_max' I I $2==NaN I I $3>3.9) 
{printf "o/'s\t*\n", $O} 
else 
{print $O} 
}' $data_file » $data~file.tmp 
where $data_f ile is the path to the target SLICE MEANS FILS. and $data_f ile. tmp 
is a temporary file. 
The procedure for the examination of suspect slices depended upon the actual mean Fo 
a.nd s.d. of the slice in question: 
• If the mean was outside the acceptable range. but the s.d. was relatively small (i.e. 
less than 3.9Hz). then a check on the frame-by-frame results for the slice in the 
fundamental frequency data file generally sufficed. If the amplitudes of the cepstral 
peaks (see the second column in Figure B.5) were sufficiently large, indicating strong 
periodicity, then the slice results were probably acceptable. In other words, the' 
speaker probably used (). relatively low or high Fo for this phone. eith~r beca~lse 
t.heir SFF is relatively low or high for their sex. or because the sentence mtonatlOn 
required it. 
• For female speakers. if the measured Fo mean wa..o;; low, t.his met,v have indi~ated a 
very high ro. one that fell out.side the range of the search interval. and whIch was 
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nQt picked up by the cepstral analysis. Visual inspectiQn Qf at I t th . 
'. 'eas e aCQustIc 
wavefQrm was reqUired to. estabhsh the true Fo. 
• Large s.d.s eQuId indicate a number of things. including a very dyna . . t l' L' 
., '. mlc In ra-s Ice rQ, 
SpUrIQUS values m the frame-by-frame results and CQrruptl'Qn Qf th C d 
' e waVelQrm ue 
to. ~he PQsiti~n o.f the pho.ne in the ~entence (particularly utterance-final PQsitiQns) 
~r Its p~o.netIc CQntext (such as ~he mfiuence Qf an adjecent fricative). Again. visual 
lllspectlOn o.f at least the aCQustIc wavefQrm was required to' establish the true Fo. 
A tQtal Qf appro.xi~ately ~OOO female and l800 male slices were manually checked, in-
vQlving at least an mspectlOn o.f the apprQpriate fundamental frequency data file. This 
constituted appro.ximately a fifth Qf CQre data set. The actio.ns taken Qn slices. and the 
numbers Qf slices invQlved, are examined in detail belQw. ' 
Rerunning the analysis program with a different search interval 
In a number Qf cases, the peak-picking pro.gram had to' be rerun with either the IQwer Qr 
upper limit o.f the search interval reset. 
The prQgram was rerun with a different upper limit to. the search interval 45 times for 
the female speakers and 49 times fo.r the male speakers. This was generally because in 
the initial portio.n o.f the slice the aco.ustic wavefo.rm had a do.uble perio.dicity. resulting in 
two prDminent peaks in the quefrency ·dDmain, Dne at double the quefrency of the other. 
CDnsider, fo.r example, the middle o.f the aCDustic wavefDrm in Figure B.8: the Fo appears 
to. be 190Hz. But in the first third Df the slice two. different periDds can be discerned, Dne 
of apprDximately 5msec (giving an Fo Df 190Hz), and Dne of 10msec (95Hz). (Indeed, in 
the first 20msec the Fo is clearly 95Hz.) The cDnsequences fDr the cepstral analysis can be 
seen in Figure B.9, where fDr the first few frames the peak at 10msec (repres~nting an Fo 
of 95Hz) is larger than the peak at 5msec (representing an Fo Df 190Hz). The peak-picking 
algorithm selected the higher amplitude peak, and thus repDrted the slice's Fo as half its 
true value (Df 190Hz). A do.uble periDdicity is even mDre evident in the acoustic wavefDrm 
rcprorluced in Figure B.10, particularly so between 30-70msec. The mDst prDminent peaks 
in the quefrency domain (see the cepstrum in Figure B.ll) are clearly those at a quefrency 
of 13msec, equivalent to. a. fundamental frequency Df 75Hz. HDwever. careful examinatiDn 
of this slice, and the phDnes surro.unding it, sho.wed that this slice's Fo was 150Hz. The 
peak-tracking prDgram was nDt capable Df dealing with such situatiDns, and often ended 
IIp tracking the peak representing the-IDwer Fo, particularly if this peak had the greater 
amplitnrle. Thus the Fo results for the slice WDuid tend to. be abnDrmdly IDW fDr either 
female or male speech. The remedy fo.r this situatiDn was to. rerun the peak-tracking 
program, with the upper limit Df the search interval set to exclude the rDgue peak. 
The prDgram was rerun with a different lower limit to. the search interval 8 times for the 
female speakers and 168 times fDr the male speakers. The main cause Df the failure Df 
the prDgram was that the aCDustic wavefDrms Df the slices cDntained a false hint Df dual 
pcriodicity, resulting in a peak at half the quefrency Df the Fo peak in the quefrency 
rlomain. This is illustrated fDr a female speaker in Figure B.12, and a male speaker in 
Figures B.13 and B.14. Further investigatiDn Df these slices revealed that when the two 
ha.lves of the period in an aCDustic wave are similar, this additiDnal 'periDdicity" is picked 
IlP by ('cpstral analysis. CDnsider the periDd beginning with the large pDsitive peak at 
approximately 15msec in Figure B.13. The seco.nd half Df the periDd is almDst a scaled-
down versio.n of the first half. It is this qua..<;i-periDdicity that causes the rDgue cepstral 
pcak, visible at a quefrency Df 4msec (equivalent to a Fo Df 260Hz) in Figure B.14. with 
till' Il1llch larger Fo peak at 8msec (120Hz). The remedy was t.o increase the lov.cr limit 
of the search interval. to exclude the rDgue cepstral peaks. 
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Figure B.8: Acoustic waveform of the slice dr1.faksO.sa2.50010to52840. This repre-
sents a production of the vowel phone I ael 1 in an utterance-final position in the context 
Idh ae tell ('THAT1). Note how the frequency halves in the final 40msec of the wave. 
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Figure B.9: Cepstrum from the middle of the slice dr1.faksO.sa2.50010to52840. 
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F· n 10 A t' wavecorm of the slice dr8.mbsbO.si723.17120to18750. This Igllre .u. : cous IC l' 
represents a production of the vowel phone liy I. in an utterance-final position in the 
cont(~xt Idh iy 7,1 (,THESE'). 
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Figure B.ll: Cepstrum from the middle of the slice dr8.mbsbO.si723.17120to18750. 
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Figure B.12: Acoustic waveform of the slice dr1.ftbrO.sx201.28770to30405. This rep-
resents a production of the vowel phone luxl, in the context Ich ae ehl ('statuesque'). 
Although there is a hint of double periodicity, with Pos of 100Hz and 200Hz. further 
investigation confirmed a low Po of 100Hz. 
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Figure B.13: Acoustic waveform of the slice dr6.mrjsO.si1523.5849to7227. This repre-
sents a production of the vowel phon..; liyj, in the context lei iy wi (,thoroughLY Wised'). 
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Figure B.14: Cepstrum from the slice dr6.mrjsO.si1523.5849to7227. 
Another problem encountered was the few slices whose true Fo lay outside the search inter-
val. This entailed slices from female speakers with Fos greater than 330Hz. and slices from 
male speakers with Fos less than 50Hz. For four of the female slices 1 an exceptionally high 
slice Fo meant cepstral Fo peaks were not picked out by the peak-picking program, i.e. 
the slice's quefrency was less than the lower limit of the seal'ch interval (3msec, equivalent 
to 333Hz). The remedy was to reduce the lower limit of the search interval. while taking 
care not to include the cepstral vocal tract components, Similarly. in seven of the male 
slices, the fundamental frequency of the slice was too low for the program. as the slice's 
quefrency was greater than the upper limit of the search interval (20msec, equivalent to 
50Hz). The remedy was to raise the upper limit of the search interval. The highest and 
lowest Fos measured in this study were 384Hz (equivalent to a quefrency of 2.6msec) from 
a female speaker, and 40Hz (25msec) from a male speaker. It is possible that slices with 
exceptionally low or high Fos were missed entirely: for example, if a female speaker's slice 
had a fundamental frequency of 400Hz, which produced a strong cepstral Fo peak. the 
second rahmonic might be of suffident strength to be picked out as the Fo peak. The 
Fo peak, being outside of the search interval, would be missed entirely, and the Fo of the 
slice would be reported as an apparently legitimate 200Hz. Care was taken to examine all 
the slices for female and male speakers who evidenced a high or low SFF respectively. As 
thL extremes of the search interval encompassed such 0. wide range of frequencies. it wa...., 
unlikely that speakers with a exceptionally high or low SFF would be missed entirely, a.." 
a majority of their slices would be likely to fall within the bounds of the search interval. 
Shortening the slice 
For some slices it was felt the length of the slice had to be reduced. This wa.." carried out on 
129 female ~nd 146 male slices. Despite the efforts to reduce the effects of coarticulation 
on the slice statistics. a number of the vowel phones were severely corrupted both by 
phonetic context and t.heir position in a sentence. It is also possible that the bounds of 
some phones were wrongly placed in the original transcribing of the data. That said. the 
decision to reduce a slice was obviously a subjective one. but motivated by a desire to 
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Figure B.15: Aco~stic waveform of the slice dr7.ftlhO.sx289.13657to16180. This rep-
resents a pro~uct.lOn of the vowel phone /aa( in the context /1 aa sh/ ('gaLOSHes'). The 
last half of thIS shce was removed~ the new slice name being dr7.ftlhO.sx289.13657to15350. 
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Figure B.16: Acoustic waveform of the slice dr1.fjemO.sx184.5711to8339. This 
represents a production of the vowel phone / ae/, in the context /kcl k ae tel s/ 
('eAT'S'). The last- quarter of this slice was removed, the new slice name being 
drl.fjemO.sxI84.5711 to7800. 
have parameter values that were representative of both the rest of the slice in question 
ann the speaker's other slices. 
The biggest source of phonetic context problems were fricatives and consonantal closures. 
This is illustrated in Figures B.15, B.16 and B.17. The last third of the slice in Figure 
n.15. from 110msec onwards, shows how the vowel's phonation has been replaced by the 
noise of the following fricative. It is possible that the /aa/ ends and the /sh/ begins at 
around llOmsec. The vowel phone in Figure B.16 loses its periodicity between 110msec and 
l30msec, followed by a period of silence. It is likely this was caused by the preparation for 
the It/-closure. The slice in Figure B.17 suffers from fluctuations in amplitude in its first 
half. while the second half is largely unperiodic, although the vocal folds were obviously 
still phonating. 
Approximately half the slices shortened occurred in the final syllable of the sentence. The 
consequences for a slice in an utterance-final syllable are illustrated in Figures B.18 and 
n.10. showing a reduction in waveform amplitude and lack of periodicity. 
Rejecting the slice . 
For some slices. it was felt they were too corrupted to be left in the analysis. This decision 
was reached for 08 female and 107 male slices, and occurred for much the same reasons as 
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Figure B.17: Acoustic waveform of the slice dr5.mvloO.si517.22225to25720. This 
represents a production of the vowel phone I aa( in the context Ikcl k ey aa sl 
('CHAOS'). The last third. of this slice was removed, the new slice name being 
dr5.mvloO.si517.22225t024570. 
400 
300 
w 200 
c 100 :l 
~ 0 ~ 
a. 
·100 . ~ 
4( 
·200 
-300 
-400 
0 50 100 150 200 
TIME (msec) 
Figure B.18: Acoustic waveform of the slice dr5.fdtdO.si2191.42310to46290. This 
represents a production of th.e vowel phone lux( in the context If .Y llX 7.1 
('reFUSE'). The last three-quarters of this slice was removed. the new slice name being 
dr5.fdtdO.si2I9I.423I0to43330. 
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Figure 13.19: Acoustic waveform of the slice dr5.msfh1.sx190.33128tC'38200. This 
represents a production of the vowel phone lav/, in the context Idh iy ao h#1 
('THE OIL'). The last. half of this slice was removed. the new slice name being 
dr5.msfhI.sxI90.33I28t035700. 
223 
the reduced slices. Interestingly. few speaken; had more than two cll' . t...l E C 
. . ., . ( ., ces reJec eu. w'n lor 
the speakers wIth more rejecte~ slices, this was only for a small proportion of their slices. 
For example. of the speakers wIth the most number of reJ'ected SII'CaS ftb 0 h d - f 
. ,\, ~ r a ~rven 0 
her 41 slices reJected~ mgrtO had six out of 45 rejected. and mpabO six out of 38. 
As with the reduced slices, approximately half of the rejected slices occurred in lltterance-
final syllables~ and involved 40 female and 96 male slices. 
C. Harmonic amplitude difference data 
The procedure for the checking of the harmonic amplitude difference data was b~ed on 
the assumption that the slice parameters (i.e. HI, H2 and HI-H2~ and an estimate of the 
fundamental frequency based on the location of the first harmonic) were not expected to 
vary much within a slice. As before, this assumption was incorporated into a shell script. 
check_pealcdiffs, for the automatic checking of all the slices. This procedure involved 
checking the frame-by-frame slice data as well as the slice statistics, requiring the script 
to be run on the harmonic amplitude difference data files. The checks carried out will now 
be described. 
The frame-by-frame results for a slice contain the sample number of the first harmonic 
(see column 2 in Figure B.6), from which a rough estimate of each frame's fundamental 
frequency can be estimated. This estimate proved to be 10-25Hz below the frame \ true Fo. 
Taking into account the discrepancy between the estimated Fa and the true Fa, a range 
of acceptable Fas were defined for each sex: 203-250Hz (equivalent to sample numbers 
13-16 for the 1024-sample window size) for female speech, and 109-141Hz for male speech 
(equivalent to sample numbers 7-9). Any frame with an Fa outside of the acceptable range 
was investigated further. 
The smnple number of the second harmonic of each frame (see column G in Fignre 13.6) 
was checked to see if it was greater than twice the first harmonic's sample nnmber. As 
the harmonics are multiples of the fundamental frequency, the frequency of the second 
harmonic should not be greater than twice that of the first harmonic. This was intended 
to guard against instances where the peak-picking program had failed to locate the second 
harmonic, and had found a higher harmonic instead. 
The final series of checks were made on the intra-slice dynamics of HI and H 2 . The first 
check involved seeing how the frame-by-frame harmonic frequency estimates changed. 
Thus. if a harmonic's sample numbers (i.e. the numbers in columns 2 and 5 in Figure 
13.6) differed by more than one between frames. then the slice was investigated further. 
This served to highlight instances where the peak-picking algorithm suddenly switched to 
a different harmonic. The other check was on the s.d.s of H I-H2, HI and H2. Slices with 
a s.d. greater than 1.9dB were investigated further. 
check_peak_diffs works by examining first the lines representing a slice's frame-by-frame 
results. followed by the slice statistics. The output differs from check_flL:neans in that 
it takes the form of a report on each slice. Typical output is shown in Figure 13.20. Thus 
slice 6 has problems with four frames having a relatively low Fa, and two of the slice. 
parameters have s.d.s greater than 1.9dB. The line numbers refer to the line numbers ot 
the output report file. The ("ode for the checking is as follows: 
# Set the slice counter and output first slice number. 
awk 'BEGIN{slice_count=l;printf ":%d:\n", slice_count} 
{ 
224: 
# This line ensures only the frame data 1S checked 
# (and the stats are ignored). 
if (NF==7 && $4!=";1I) 
{ 
} 
### Check the fOs. ### 
# For low fOs : 
if ($2 < '$l_sample' && $2 != old_field2) 
printf "LOW fO: Line %d, fO = %d\n ll , NR, $3 
# For high fOs : 
if ($2 > '$u_sample' && $2 != old_field2) 
printf "HIGH fO: Line %d, fO = %d\n", NR, $3 
### Check the 2nd harmonic sample no. is <= twice ### 
### the 1st harmonic sample no. ### 
if ($S > (2*$2) && $S != old_fieldS) 
printf "TOO BIG 2ND HARM: Line %d\n", NR 
### Check the between-frame differences in sample numbers. ### 
if (NF==7 && $4!=1I;1I && old_field2>0) 
{ 
} 
# If previous line differs from current line by more than one, 
# output the current line number and the difference. 
# FOR THE 1ST HARMONIC PEAK 
subl=$2-old_field2 
if (subl > 1. I I subl < -1) 
printf "1ST HARM: Line %d,diff = %d\n ll , NR, sub1 
# FOR THE 2ND HARMONIC PEAK 
subl=$S-old_field5 
if (subl > 1 I I subl < -1) 
printf "2ND HARM: Line %d,.diff = %d\nll, NR, sub1 
### Check the s.d. ### 
# Only the lines for the slice statistics contain semi-colons 
if ($4==11;11 && $3 > 1.9) 
printf IISD: Line %d, s.d. = Y •• lf\n ll , NR, $3 
# If the end of the slice's results have been reached, 
# increment slice counter and output the next slice number. 
if ($1 == "Hl-H2: II) 
{ 
slice_count++ 
printf 1I:%d:\nll, slice_count 
} 
# Remember sample no.s of the 1st and 2nd harmonic peak. 
old_field2=$2 
old_fieldS=$5 
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: 1: 
:2: 
HIGH fO: Line 755, fO = 265 
HIGH fO: Line 757, fO = 281 
2ND HARM: Line 757, diff = 2 
2ND HARM: Line 760, diff = -3 
SD: Line 764, s.d. = 2.4 
:3: 
LOW fO: Line 1053, fO = 187 
:4: 
:5: 
:6: 
LOW fO: Line 211, fO = 187 
LOW fO: Line 214, fO = 171 
LOW fO: Line 223, fO = 156 
LOW fO: Line 228, fO = 140 
SD: Line 238, s.d. = 5.9 
SD: Line 239, s.d. = 3.3 
:7: 
:8: 
Figure B.20: Example output from the shell script check_peak_diffs. For example, 
for slice 3, the frames reported on lines 755 and 757 have relatively high fundamental 
frequencies, the difference in second harmonic sample number between the frames on lines 
756 and 757 and 759 and 760 are relatively high, and the slice parameter statistics on line 
764 show a high s.d. 
}, $data_~ile » $file2 
where $data_file is the path to the target ACOUSTIC-PHONETIC VARIABLE 
DATA FILE, $file2 is the output file's pathname, and $l_sample and $u_sample 
are the boundaries of the acceptable fundamental frequencies. 
The procedure for the examination of suspect slices depended upon what caused 
check_peak_diffs to signal the slice was suspect. 
• If a high or low Fo was signalled, a comparison between the reported Fo and the true 
Fo in the relevant fundamental frequency data file was usually a sufficient check. If 
there wa..'3 a discrepancy, it was typically a falsely-reported 'HIGH FO' caused by 
the amplitude of the real first harmonic falling below the threshold set in the peak-
picking program (80dB for female speech and 75dB for male speech). Thus what 
wa..'3 being measured a..'3 the first harmonic was actually the second. To remedy this. 
the threshold had to be reset to, in general, 75dB for females and 70dB for males . 
• If a difference between the sample numbers of the harmonics was signalled. it meant 
the harmonic had fallen below the threshold level, and the peak-picking program 
had switched to a higher harmonic. This usually occurred at the beginning or end of 
a phone, where coarticlllation effects reduce the amplitudes of the harmonics. Thus 
it was usually outside of the interval used to calculate the slice statistics and was 
no ca.nse for concern. If it happened within the statistics interval. the peak-picking 
program had to be rerun. with the threshold reset as above. 
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~s the fundame~tal frequency an~lysis w~ carried out prior to the harmonic amplitude 
dIfference analysIs, most of the shces causmg problems had been identified. There were 
subsequently fewer suspect slices to deal with, although visual inspection of the frequency 
domain was still necessary for a number of slices. -A total of 191 female and 318 male 
slices were manually checked. It was necessary to rerun the peak-picking program with 
the threshold reset a total of 88 times for the female speakers and 195 times for the male 
speakers. 
D. Formant frequency data 
While the initial trials of the fundamental frequency and harmonic amplitude difference 
analysis methods indicated a high degree of reliability, no such confidence was placed in 
the CSTR formant frequency estimator. This was partly because the automatic estimation 
of formant frequencies involves a much greater level of complexity, and partly because no 
formal evaluation of the estimator's performance had been carried out (see Section 4.1.2 
for more details). Therefore this section is in two parts, the first dealing with estimator 
evaluation, the second with the checking of the slice results in the manner of the other 
two ACOUSTIC-PHONETIC VARIABLES. 
Evaluation of the CSTR formant frequency estimat~r 
As already discussed in Section 4.1.2, the evaluation of the CSTR formant frequency es-
timator had to answer two important questions: whether it was able to cope with female 
speech, and whether an automatic analysis could yield accurate results for different phones 
within a set search space. To answer these questions, three evaluation tasks were carried 
out. The first involved a random selection of the speech of both sexes to assess the estima-
tor's general performance; the second compared the estimator's performance for different 
FFT window lengths; and the third examined female speech in more depth. 
EVALUATION 1: Assessment of the estimator's overall performance 
The evaluation of the estimator's overall performance was based on a comparison between 
the estimator's performance using an upper limit, or u-setting, of 3100Hz, and a hand 
measurement of the formant frequencies. The u-setting defines the upper limit of the 
search space for the estimator, the default for which is 2700Hz. This W3B considered to be 
too low to encompass the majority of female third formants. The lower limit, or I-setting, 
was left at 250Hz, the estimator's default. The hand measurements were conducted using 
(1, speCtrogram display tool8 on a NeXT computer, with a spectrogram window length 
of 128 samples for the female speakers, and 256 samples for the male speakers9. The 
measurements were made in the centre of the slice, although any intra-slice drift in the 
formants was taken into account. However. due to the resolution of the display tool. it 
proved difficult to estimate the frequency of F1, particularly for the female speakers, and 
it wa.." difficult to ascertain the degree of confidence that could be placed in the estimates. 
For each phone, eight slices were (fairly) randomly selected for test data (in fact. two dialect 
regions were randomly selected for each phone, with four slices taken from each dialect). 
The word 'fairly' is used to reflect the fact that most of the slices had a fundamental 
frequency close to the mean, while the rest were representative of more extreme F()s. 
8Designed by Malcolm Crawfurd at the Department of Computer Science. "Cniversity of S.heffiel?. 
9These values reflect the window lengths required to give the best spectrogram resolutIOn. l smg a 
window length of 128 samples for the male speakers, the opening and closing of the vocal folds ~n the form 
of vertical lines is clearlv visible. interfering with the spectrogram's resolution. Moreover. the 256-.,~~le 
window gave the best re~olution for F\, the hand estimation of which tended to .be ~ ~ajor problem. U slllg 
a. 256-sample window for female speech created very marked harmonics. resultlllg III lil-defined formants. 
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Where the output of the estimator and the hand estimates differnd th t' 
. " . \., e es Imator wa.s 
rerun with a different u-setting. The results of the evaluation are reproduced in Table 
B.1 for the female speakers, and Table B.2 for the male speakers. From the evaluation 
exercise, a number of points can be made regarding the estimator's general performance: 
• When F.3 lies close to the u-setting, its true value is often underestimated. This 
c~uld be because the band~idth o~ F3 straddles the upper limit of the search space, 
wIth the result that the estimator IS not measuring the entire formant. Occasionally, 
this will cause the estimator to ignore F3 , picking out a prominent feature with a 
lower frequency instead. 
• When the phone is poorly articulated, resulting in ill-defined formants, the estimator 
can jump in value for some of the analysis frames (usually to another formant) 
as it seeks other candidates for the formants. This can occur in cases where the 
amplitude of the phone is decreasing, where there is alot of coarticulation from the 
adjacent phones, and where there is some aperiodicity in the phonation of the vowel. 
However, there were also a number of examples where the estimator coped well with 
such phones, illustrated in Figures B.21 and B.22, showing an acoustic waveform 
and its spectrogram. 
• For a number of the slices, the formants were not steady-valued, changing by as 
much as 1000Hz or more within the slice. The estimator generally coped well with 
such input, the drift in formant frequency being reflected in large s.d.s, except where 
the drift took F3 close to or above the u-setting. 
• When the u-setting is raised or lowered, the estimator typically raIses or lowers its 
frequency estimates by small but significant amounts. For example, when the u-
setting is raised from 3100Hz to 3500Hz the estimator generally adds 30-40Hz to its 
estimate of F3. Obviously this has implications for the accuracy of the estimator's 
output. 
• The estimator appears to perform well on female speech, interpolating successfully 
between the relatively widely-spaced harmonics to produce accurate formant fre-
quency values. See Figure B.23 for an example of this. 
• Based on its performance with relatively high-valued first formants (i.e. in the vowels 
jaaj, jaej and jaoj), the estimator perfor-ms well with an I-setting of 250Hz, even 
for the female speakers (see evaluation exercises using speakers with high FOs). As 
already stated, it was not possible to accurately hand-measure the frequencies of the 
first formants, .particularly for low-valued first formants. Thus the evaluation was 
unable to comment on the estimator's output for the fi:st formants of liy I, luw I 
and jux;' 
EVAL U ATION 2: Assessment of the estimator's performance using different 
FFT window lengths . 
This evaluation compared the estimator's performance on the phone /iy / using FFT wm-
dow sizes of 256 and 512 samples. Two female speakers were chosen, one with a relatively 
high SFF (speaker faksO. whose mean SFF was measured at 264Hz) and one with a [(:la-
tively low SFF (fdacl, with a mean SFF of 161Hz). The second and third formants of flY / 
for female speakers are generally high in frequency and fairly close together (280~Hz and 
3300Hz respectively according to Peterson & Barney (1952)). This creates a conSIderable 
test for the estimator. especially when using female speech, for a number of reasons: 
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! Slice name Context Fo F F iB 2 3 est 11 
dr4.fbmjO.si 1776.35000to39320 jjh aa bell 140 900 1300 2500 3100 dr4.fcftO.si548.21932to25560 II aa fl 190 900 1250 3000 3100 I dr4.fgjdO.sx369.2381to6600 Ib aa bell 231 900 1400 2700 3100 
a dr4.fmcmO.sx280.20094to24200 Ir aa zhl 190 900 1500 2500 3100 
a dr6.fjdm2 .sx232. 53369to58122 Iy aa bell 180 900 1400 2900 3100 
I dr6.fmgdO .si2194. 26653to31560 jjh aa bell 140 800 1300 2850 3300 dr6.fsgfO.si2187.25147to28440 Ir aa kell 200 900 1300 2900 3100 
dr6.ftajO.sx429.30401to33160 Ih aa dxl 210 950 1300 2600 3100 
dr l.faksO.sil5 73. 7091Oto 74200 Ish ae bell 240 880 1850 2600 3100 
dr1.fecdO.si2048.12080to14730 Ihh ae zl 210 850 2100 3000 3500 
I drl.fjspO.sxI74.33720to36178 It ae nl 260 600 2800 3200 3500 
a dr 1.fkfbO.sa2.32439to35 720 Ir ae gell 200 800 2200 2900 3500 
e dr6.fjdm2.sa2.48010to52422 Idh ae tell 250 1000 2000 3100 3500 
I dr6.flagO.sx294.18632to21890 Ir ae fl 230 950 1750 2700 3100 
dr6.fmjuO.sxI29.17295to 19885 Ik ae tell 220 900 2000 2850 3500 
dr6.fsgfO.sa2.5960to9120 In ae sl . 230 800 2400 2950 3100 
dr2.fdncO.si2287.6920to8439 Ik ao rl 290 600 900 2400 3100 
dr2.fdxwO.sal.26600to29440 Iw ao shl 190 650 950 2500 3100 
I dr2.frllO.3x434.30600to34590 If ao nl 220 800 1150 2500 3100 I 
a dr2.fslbl.si644.2760to5366 Iq ao II 230 850 1400 2500 
0 dr6.fdrwO.si1423.9680to13360 Id ao nl 210 800 1200 3500 . 3700 
I dr6.fjdm2.sxI42.14732to17617 II ao ngl 310 800 1200 3250 3500 
dr6.fmgdO.sa1.41401to44950 Iq ao II 200 600 1100 3000 3500 
dr6.fsdjO.sa1.28073to30600_ Iw ao shl 190 750 1100 2700 3100 
dr4.fcftO.sx278.16280to19175 It iy dell 220 450 2650 3050 3500 
dr4.fedwO.si1084. 7480to12440 Ith iy ml 240 450 2500 3250 3500 
I dr4.feehO.si471.9613to12760 II iy paul 290 600 2500 3000 3500 
1 dr4.fgjdO.si818.38433to42064 II iy paul 180 550 2550 3000 3500 
v dr7.fisbO.sx319.28845to31644 II iy ql 270 550 2400 3100 3500 
I dr7.fjrp1.sx262.28210to31123 Is iy ql 180 450 2600 3050 3500 
dr7.fpabl.si1471.15940to19010 Iz iy sl 300 600 2400 3000 3500 
dr7.ftlhO.siI639.7880to10933 Iv iy paul 250 500 2700 3300 .3700 
drl.fdacl.sx214.15666to18214 luxuw ql 165 500 850 2950 3500 
dr l.fet bO.sx338.18440to22392 Ig uw nl 230 600 1150 .3200 3500 
I drl.fkfhO.sx258.39812to4251O Iy uw ql 200 ·500 1600 2700 3100 
II dr1.fsmaO.sa1 . .21849to24440 Is uw tell 240 500 1300 2700 3100 
w dr5.fcdr1.sx106.8606to11.560 jy uw zhl 220 450 1200 2400 3100 
I dr 5 .fexmO .sa1.30200to32794 Is uw ql 220 4.50 1100 2750 3100 
dr5.fjxmO.sx131.20440to23000 In uw bell 220 4.50 1100 3000 3500 
dr5.futbO.sx34.10110to13080 Id uw tell 200 400 1300 2000 3500 
dr1.fdacl.sa1.2831Oto32520 Is ux tell 160 450 950 2600 2900 
dr1.fecdO.sa1.31260to34200 Is ux tell 220 550 2450 3050 3500 
I dr 1.fjemO.sx27 4.14520to18840 Is ux dhl 230 500 17.50 2500 3100 
II drl.fsahO.sal.19960to22600 Is ux tell 180 400 1800 2600 3100 
x dr7.fisbO.sa1.32672to35960 Is ux tell 220 450 2000 2650 3100 
I dr7.fkdeO.sx241.26600to29480 Ihh ux dell 220 450 2400 3000 3500 
dr7.fletO.si507.14287to16961 In ux \Vl 200 600 2000 2950 3500 
ell' 7. fsxaO.sa1.19560to22225 Is ux tell 180 400 1750 2450 3100 
Ta.ble B.l: R.esults of the evaluation of the CSTR. formant frequency estimator for female 
speech. Notes: (1) The Fo values are the means for the slice. as computed for the fun-
damental frequency analysis (to the nearest 10Hz): (2) The formant frequency values arc 
from the hand estimates (to the nearest 100Hz): (3) The value reported in the column 
'Best u' is the u-setting (in Hz) which produced the most accurate estimate of the three 
formant frequencies. 
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! Slice name Context F3 I Best 11 I . 
dr3.mcalO.sx328.13160to16520 It aa ml 130 700 1100 2800 3100 
dr3.mdtbO.si1200.11080to14120 1m aa nl 90 700 1000 3000 3300 
I dr3.mhpgO.sx280.18381 t023080 Ir aa zhl 100 700 1100 2200 3100 
a dr3.mlnsO.sx417.8230to11840 II aa dell 150 700 1100 2200 3100 
a dr7.mbthO.si505.18172t022768 Ib aa ml 130 600 1000 2800 3300 
I dr7.mdpbO.sa1.30413t033170 Iw aa shl 140 750 1100 2500 3100 
dr7.mkdbO.sx422.45080t048130 Iw aa shl 120 700 1100 2400 3100 
dr7.mpfuO.sa1.34131t037264 Iw aa shl 100 750 1100 2500 3100 
dr3.madcO.sa2.6459t09525 Iq ae sl 130 800 2000 2500 3100 
dr3.mgafO.sa2.30440t034040 Idh ae tell 80 650 1500 2500 3100 
I dr3.mmarO.sa1.6360t08731 Ihv ae dell 140 750 1850 2500 3100 
a dr3.mwdkO.si806.7840tol1280 Idx ae nl 100 600 2000 2600 3100 
e dr8.mcxmO.sa2.33810t036389 Idh ae tell 80 700 1400 2300 3100 
/. dr8.mjInO.sa2.34280t038360 Idh ae tell 100 700 1600 2600 3100 
dr8.mkddO.sa2.33546t036760 Ir ae gell 100 700 1700 2500 3100 
dr8.mpamO.sx379.3087t05160 Ip ae ml 150 700 1700 2400 3100 
dr5.mahhO.sx214.5042t08200 1m ao nl 130 550 950 2500 2900 
dr5 .mjxaO.si1507 .4512to 7770 Iw ao II 130 650 850 2900 3100 
I dr5.mrjm3.si2078.21640t025413 Id ao gell 100 600 900 2700 3100 
a dr5.mwemO.sa1.47645t050827 lax ao II 120 700 1000 2500 2900 
0 dr6.mbma1.sx324.22512t025933 Ich ao zhl 120 550 950 2300 3100 
I dr6.mkesO.si1883.40898to44200 Is ao dell 110 650 1000 2500 3100 
dr6.msjkO.sx426.5932t09065 1m ao thl 140 650 950 2500 2900 
dr6.msvsO.sa1.49155t052556 Iq ao II 130 600 850 2700 3100 
dr2.mdemO.sx428.19863t022684 1m iy paul 120 550 2000 2500 3100 
dr2.mjarO.sx278.17550t021347 It iy dell 160 400 2450 3050 3500 
I dr2.mprbO.sx305.12449to15560 Ich iy 'zl 110 350 2400 2900 3100 
1 dr2.mzmbO.sx266.33960t036760 In iy dell 90 500 2200 2800 3100 
Y dr8.mbsbO.si1353.14240to16720 In iy dell 140 450 2200 2600 3100 
I dr8.mjthO.si1296.19927t022475 II iy v I 100 400 2600 3000 3100 
dr8.mrreO.sx164.15630to18280 It iy paul 100 400 2400 2850 :3100 
dr8.mtcsO.sx172.29117t032209 . lay iy vi 120 450 2400 3100 3500 
dr 1.mcpmO.sx204. 29585 t033170 II uw zl 130 400 1250 2600 3100 
dr 1.mpghO.sx294. 24856t027948 Iz uw zl 120 450 1350 2600 3100 
I dr l.mpgrO.sx330.17030to19802 Ip uw nl 100 500 1100 2600 2900 
u dr 1.mwbtO.sx383.30080t034280· Ip uw dell 120 400 1000 2400 2700 
w dr2.mdlbO.sa1.24280t026520 Is uw tell 130 400 1550 2400 3100 
I dr2.mjarO.si1988.14538to17640 lux uw fl 130 400 850 2400 3100 
dr2.mjhiO.sx338.18381t021765 Ig uw nl 90 500 1000 2400 3100 
dr2.mrjmO.sx418.19800t023066 Iz llW hhl 150 450 1550 2400 3100 
dr1.mjebl.si837.20467t024240 Iy ux zl 120 400 1600 2400 3100 
dr1.mkls0.sa1.20880to23720 Is ux tell 130 400 1600 2200 3100 ~ 
I dr 1.mrebO.sx295 .45430t048353 It ux hil 100 400 1650 2200 3100 
u dr1.mtrrO.sx378.26920t029911 In ux aal 130 500 1350 2350 3100 
x dr4.mdmaO.sx350.19630t023603 Ik ux nl 150 500 1550 2200 3100 
I dr4.mjls0.sx106.5160t09080 Ihv ux dell 200 400 2000 2500 3100 
dr4.mjxlO.sx182.10862to14914 II ux paul 110 450 1700 2500 3100 
dr4.msfhO.sal. 29820to34280 Is ux tell 150 450 1750 2600 3100 
Table B.2: Results of the evaluation of the CSTR formant frequency estimator for male 
speech. See Table B.1 for an explanation of the table headings. 
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Figure B.2l: Acoustic waveform of dr7.ftlhO.si1639 .7880to10933. <tn cxampl f I' , 
h
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Figure D. 22: Spectrogram of dr7.ftlhO .si1639.7880to10933 . an ex<tmplc of fallin g fo r r:l<tnt 
energy, mirroring the falli ng <tmpli t ndc of the aconstic wrl.veform. There <tre <t number 
of eX<tmp les of where t h e formants f<tde through a slice. and yet. t he cst. im<tcOl' i. <tbl!' to 
estimate the freCJ1lency v<tlnes <tccllr<ttcly. Note also t h<tt the estim<tt f' r W etS <thlr to followin~ 
the rising F2 and F3 <tccnrately. <tlthou gh t.he ll-se tting h a d t.o b e r (1. ised to 3700 Hz to t(1.k(' 
in to <tCCO llI1t the hi gh v<tlne of F,3 in the second half of t he s lic!' . 
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Figllre D.23: Spectrogram of clrl.faksO.si1573.70910to74200. an example of how t.he' for-
mant frcqllcncies of speech with a high Fo can be spread over two harmonics, Consiner Fi.: 
for the first two thircls of the slice thT~ formant consists of :1, nark. broad harmonir <tbovf' 
<t lighter one. the darker harmonic gradually facling ov~r the: se:ronn half <ts t. he fonn<tnt 
h Ils in freqllcncy. The est im<ttor cOrl'rd ly picks a point in b etwee:n t. h e: t.wo h<trmonirs . 
t rarking F2 as it blls from 1890Hz at the be:ginning, to 1850Hz in t he miclcllc . to 1GOOHz 
at t.hc end. Similarly. FI rises from 750Hz at the start of the slice:. to 900Hz at t.he rcntrf'. 
to 800Hz at the encl. 
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1. F3 will be dose to~ if not in excess of. the upper limit of the seal'ch Of 
. . . . . ' " ,space. trn. 
If F3 IS wIthIn 100-200Hz of the u-settmg, the estimator willnnderestl' t 
miss the formant altogether. 
' rna e or even 
2. With the energy of formants being defined over the harmonic strllct th C ure. e 10r-
mants of female speakers have less definition because their harmonl'c 
' s are more 
widely spaced. Consequently the estimator has greater difficulty in locating female 
formants. 
3. Because F2 and F3 are relatively dose together ~ the estimator sometimes mistakes 
them for a second formant spread across two (or more) harmonics. This becomes 
particularly so for cases where F4 has crept into the search space~ and is mistaken 
for F3. 
It was hoped that the smaller window size would make the formants more visible to the 
estimator: when using a window size of 512 samples, more of the slice's periodic informa-
tion is captured, producing spectrograms in which the harmonics are more prominent than 
the formants. However, the results for the two window sizes were very similar, lending 
weight to Crowe's assertion that the estimator is reasonably insensitive to adjustment of 
the parameters of the FFT. In fact, when the estimator was run with an FFT window size 
of 128 samples, there was a marked deterioration in performance. 
EVALUATION 3: Assessment of the estimator's performance with female 
speech 
Two assessments of the u-setting were carried out using examples of female speech, on the 
phones jiy j and lae}. In both cases, the data was checked for speakers with relatively 
low and high Fos. 
The first assessment used the speakers faksO and fdacl again. What oecame clear wa.." 
that. while the estimator could be made to peform accurately, different slices required 
different u-settings, and that this problem existed for both speakers. If the u-setting was 
too low, then F3 could be left out of the search space; on the other hand. if it was set 
too high, then F3 could be overestimated, or ~ even worse, F4 could be included in the 
search space. In the latter case, the estimator often merged F2 and F3 into one formant. 
leaving F4 to be treated as F3 . Regarding the problem of accurate measurment of low first 
formants, the estimator appeared to~-perform well for both speakers, and in agreement 
with the hand estimates. However, with mean frequencies for liy I of 480Hz and -l50Hz 
for faksO and fdacl respectively, this is substantially in excess of the mean Fl of 310Hz 
for liYI reported by Peterson & Barney (1952). 
In the second assessment, the speakers fsemO and fcdrl were used, with mean SFFs of 
250Hz and 184Hz respectively. This assessment highlighted the problem of an automatic 
formant frequency analysis of different speakers. Hand measurements showed fsemO had 
mean formant values of 850Hz, 2000Hz and 3200Hz, while fcdrl's formants were at 700Hz. 
1800Hz and 2300Hz - there is a 900Hz difference in mean F.3. While the estimator could 
be made to produce accurate results for speakers with high or low Fos by adjusting the 
u-setting, for half of fsemO's slices the upper search space limit had to be reset to 3700Hz. 
This would cause a substantial overestimation of F3 for speakers such as fcdrl who have 
a far lower Fl. 
Checking the formant frequency data . 
The checking of the results in the formant frequency data files wa..c;; carried ont usm?; the 
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shell script check_formant_diffs. This shell worked in a similar way to che k k d'tr 
. . . c -pea _ IllS 
in that It looked at the formant frequencIes of successive analysis frames chI' 
. . lor eae S Ice 
and output those that differed by more than 100Hz to a report file. Typical output fro~ 
check_formant_diffs for a slice is as follows: 
:24: 
F2: Line 846, diff = -143 . 
F3: Line 847, diff = -104 
F2: s.d. = 205 
Thus for slice number 24, the estimates of F2 (from the frame on line 846 of the relevant 
formant frequency data file) and F3 (on line 847) differ from the estimates of the previous 
frame by more than 100Hz, Furthermore, the s,d. of F2 for the slice is greater than 100Hz. 
A total 74 slices were checked for the female productions of lux/, 55 slices for the male 
lux;' and 33 slices for the male lae/. Unfortunately, time constraints meant it was not 
possible to examine the other phones in more detail. However, based on the evaluations 
and the experience gained from the checking described above, it was possible to make the 
following final remarks on the performance of the CSTR formant frequency estimator. 
One confusing aspect of these evaluation exercises is the lack of agreement between the 
hand-measured formant frequencies reported here and the values reported in the literature. 
While the results for I aa/, I ael are similar to those reported by Peterson & Barney (1952 -
see Table 3.10) and Fant (1959 - see Table 3.11), those for liyl for females, the first formant 
of liy I for males, and the first and second formants of luw / and luxl for both sexes are 
very different. Some of the discrepancy between the Fl results can probably be explained 
by the difficulty in obtaining accurate hand measurements from the spectrogram viewing 
tool. The resolution of the spectrograms made it difficult to distinguish between the 
voice bar (the dark line across the bottom of a spectrogram representing the fundamental 
frequency component) and the first formant. However, particularly for the male speakers. 
the hand measurements of Fl appeared to be a fair reflection of the true values. Yet it is 
llifficult to square the hand measured results for. say, liy I (400-450Hz for the males, 450-
600Hz for the females), with the Peterson & Barney means (270Hz for the males. 310Hz 
for the females). There is even less reason for the discrepancies in the higher formants. 
a.s it was much easier to estimate their values. What is interesting in the light of these 
discrepancies is the fact that the estimator's output reflected the hand measured values 
rather than the previously reported values. It is therefore possible that the estimator does 
in fact produce accurate results. 
Although the estimator could be made to produce results that reflected the hand measure-
ments. this was often at the expense of rerunning the estimator with a different u-setting. 
While this is to some extent to be expected, given the variation in mean F3 for different 
phones reported by Peterson & Barney and Fant, it does create the problem of finding 
optimum u-settings for an automatic analysis involving different phone types. To further 
complicate matters, between-speaker differences in formant values can make a nonsense 
of a.ny attempt to do this. As an illustration, consider the hand 'measured formant val-
ues in Tables B.1 and B.2. Five of the values for F3 of lux I for the females range from 
2450-2650Hz. while the other three range from 2950-3050Hz. Similarly. for the male pr~­
dnrt.ions of I aa,j, five of the F3 measurements range from 2200-2500Hz. and t.h~ rest fall 10 
the range 2800-3000Hz. How does one reconcile the desire to include all pOSSIble. Fl ~nd 
F.l values, whilst still excluding Fo and F,..? And how does one avoid an overestlmatlOn 
of. in pa.rticular, F3 due to an over-large search range? 
Using the results of the evaluations, and in particular the results reported in Tables B.I 
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and B.2, an attempt wac; made to define optimum u-settings for the estimator. These were 
a..'> follows: 
• laal - For the female speakers, u=3100Hz seemed adequete with F h d d 
' , 3 an -measure 
at 2600-2900Hz. For the males, while F.3 is generally in the region 2200-2t":00H . 
. 0 H h C v Z. It 
can rIse to 30 0 z; t erelore, u=3100Hz should be used. 
• lael - With F3 about 2800-3200Hz, a u-setting of 3500Hz is suggested for the fe-
males. For the male speakers, although 25 of the slices checked showed accurate 
results for u=3100Hz, 6 had u reset to 2900Hz to avoid a low F . wl'th F b . 4· 3 emg 
between 2400-2700Hz, a u-setting of 2900Hz is recommended. 
• li101 - The female F3 is either around 2500Hz, or 3000-3200Hz, indicating au-setting 
of 3300Hz (set to avoid the influence of F4). A low F4 caused problems for some 
of the male slices, suggesting a u-setting of 2900Hz to accommodate F3 values of 
2500-2700Hz. 
• liy I - F3 is between 3000-3300Hz for the females, therefore u=3500Hz should be 
used. For the males, F3 is in the region 2600-3000Hz, indicating a u-setting of 3300Hz 
(to avoid under-estimation of the third formant when it is close to 3000Hz). 
• luw I - F3 is around 2700-3000Hz, suggesting a u-setting of 3300Hz for the female 
speakers. For the males, F3 is around 2400-2600Hz, therefore u=2900 should be 
used. 
• luxl - Although two thirds of the slices checked showed accurate r,~sults for the 
female speakers using u=3100Hz, a number of slices had a third formant at 2900-
3100Hz, suggesting a u-setting of 3300Hz. With a low F4 in evidence fur a number 
of the male slices, and with F3 generally falling between 2200-2500Hz, a u-setting of 
2900Hz. is recommended. 
To summarise, the most striking conclusion to be drawn from this evaluation is that an 
automatic analysis of formant frequencies is very difficult to carry out accurately. There 
are two main reasons for this. One is that the mean formant frequencies of different phones 
are so varied, implying that different search spaces would be optimal for different phones. 
Even for male speakers it is not possible to define a single search space to contain only the 
first three formants, while excluding the fundamental frequency component at the lower 
end of the search space and P1 at the upper end. The second problem is that individual 
speakers do not readily conform to group means. In other words. while the majority of 
speakers may be close to the mean for a particular phone, some speakers will have values 
that are substantially different. Thus even when a search space is defined to include most 
of the expected values. the formants of some speakers will inevitably be wrongly estimated. 
Whilst this may have little effect on the mean formant frequency values. especially when 
analysing the speech from a large number of speakers, the results are impoverished by 
not being able to describe the complete :-ange of expected values for the formants. and 
analyses of between- and within-speaker variation in the formant frequencies are rendered 
less meaningful. 
E. Description of the shell scripts used to check the updating 
There now follows a description of the shell scripts used to check the updating of the 
ACOUSTIC-PHONETIC VARIABLE DATA FILES and SLICE NAMES FILES following any alter-
ation to the results. 
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check_problem...slices ascertains whether the SLICE NAMES FILES h b 
. ave een propcrlv 
updated. for both reduced and removed shces. Care was taken to t h . 
. " repor t ese t\t,;n 
actIOns accurately and In a consIstent format in the PROBLEM-SLICES fil . bl' 
. b .. . e. ena mg 
check_pro lem...shces's updating to be carried out by pattern-mat~h' Th . 
. ...' L mg. e senpt 
performs two checks, the first of whIch Involves seeing if the corrected SLICE NA~1E en-
tered in PROBLEM-SLICES appears in the appropriate SLICE NAMES FILE: 
# Match the string "* Slice reduced" in the PROBLEM_SLICES file; 
# if a match occurs, set slice_name to be the name of this slice 
# (which appears in the first field of PROBLEM_SLICES). 
for slice_name in 'grep "\* Slice reduced" problem_slices I \ 
awk '{print $1}" 
do 
# Set the slice's dialect, so the correct SLICE NAMES FILE 
# is accessed. 
dialect=' echo $slice_name I awk '{FS="."; print $1}" 
# If slice_name is found in the SLICE NAMES FILE, set a flag. 
# If at the end of the search, no flag has been set, 
# output slice_name. 
awk '$2 == "'$slice_name'" {n=99} 
END{if(n!=99) {print "'$slice_name'''} 
}' $path2/$sex.$dialect.names 
done 
where $path2 is the path to the SLICE NAMES DIRECTORY: $sex is the sex of 
the speaker. 
The second check involves seeing if the removed SLICE NAME reported in PROBLEM....sLICES 
appears in the SLICE NAMES FILE: 
# Match the string" **" in the PROBLEM_SLICES file; if a match 
# occurs, set slice_name to be the name of this slice (which appears 
# in the first field of PROBLEM_SLICES). 
for slice_name in 'grep " ~*\*" problem_slices I awk '{print $1}" 
do 
# Set the slice's dialect, so the correct SLICE NAMES FILE 
# is accessed. 
dialect='echo $slice_name I awk '{FS=".";print $1}" 
# If slice_name is found in the SLICE NAMES FILE, 
# output slice_name. 
awk '{ 
if($2 == "'$slice_name''') {print" 
:' $path2/$sex.$dialect.names 
done 
where $path2 is the path to the SLICE NAMES DIRECTORY: $sex is the sex of 
t.he speaker. 
check_datajiles a..'icertains whether the ACOUSTIC-PHONETIC VARIABLE DATA FILES have 
. h C t Wh new slice resnlts need to he beeIl 'properly updated and are m t e correct lorma . en . . 
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Placed in a data file, it is possible to forget to update the slice's identl'fi at' b 
. . , . , c lon nUlll er, or 
even sometimes to ~em?ve the old results. As the example ACOUSTIC-PHONETIC VARIABLE 
DATA FILE output III FIgures B.5 to B. 7 show~ the line containing the slice~s identification 
number should have the word 'samples ~ in the second field: if this is not the case, then the 
file has not been updated properly: 
# Find all instances of the string 'samples' in the 
# ACOUSTIC-PHONETIC VARIABLE DATA FILE. 
grep "samples" $data_file I \ 
awk '{ 
# Keep a count of the no. of occurrences of "samples". 
n++ 
# Output lines NOT containing 'samples' in the second field. 
if ($2 != "samples") {print $O} 
# Output the filename and the number of occurrences of II samples II , 
}END{printf IINumber of slices in '$name_of_file'\t\t%4d\n", n}' 
where $data_file is the path to the target ACOUSTIC-PHONETIC VARIABLE 
DATA FILE, and $name_of_file is the name of that file, 
The script also outputs the number of lines in the corresponding SLICE NAMES FILE for 
. comparison with the number of slices found in the ACOUSTIC-PHONETIC VARIABLE DATA 
FILE, 
Lastly, the SLICE NAMES FILES and ACOUSTIC-PHONETIC VARIABLE DATA FILES need to 
have their identification numbers updated (to take into account the slices that have been 
removed), aIld the SLICE MEANS FILES need to be reformed, This is achieved in the scripts 
renumber _names-Hles and renumber _data-Hles by reprinting all lines containing the 
identification numbers~ discarding the number in the first field and replacing it, incremen-
tally. 
237 
B.7 Statistical analysis of the slices and speakers 
Statistical analyses can be performed using the SLICE MEANS or the SPEAKER M . Th 
. ... EA:;S. e 
procedures for carryIng out.t~e analysIs are dIfferent, and are described separately below. 
For the SLICE MEANS, statIstIcs can be performed on all of the slices (to obtain overall 
speaker sex characteristics for a particular ACOUSTIC-PHONETIC VARIABLE) fu' 
, as a nctlOn 
of an ANALYSIS VARIABLE (i.e. as a function of age, ethnic group. dialect, education. height 
or phone), and as a function of phonetic context (to-see how a vowel phone behaves in 
different phonetic contexts, for example, how j aaj vowels are influenced by immediately 
following closures). For the SPEAKER MEANS, statistics can be performed for all of the 
speakers, and as a function of an ANALYSIS VARIABLE. 
A. Performing statistical analyses on the SLICE MEANS 
The computation of statistics based on dividing the analysed data by dialect region and 
vowel phone is relatively easy to perform, the reason being that the output database is 
already organised by dialect and phone, in the form of the SLICE MEANS FILES. The ('om-
putation of statistics for the ANALYSIS VARIABLES age, ethnic group, education and height. 
and for phonetic context requires some preliminary organisation of the SLICE MEANS, and 
is described below. Simple statistics can then be produced using the shell script fulL..stats. 
and is dealt with later. 
Analysis as a function of ANALYSIS VARIABLE 
The procedure for obtaining age, ethnic group, education and height statistics involves 
forming the SLICE; MEANS and SLICE NAMES SUPER-FILES (complementary files containing 
all the results for a particular ACOUSTIC-PHONETIC VARIABLE, and all the labels required 
to identify their owners), and using thenl to set up files of SLICE MEANS for the speci-
fied ANALYSIS VARIABLE. The SLICE MEANS SUPER-FILE is formed using the shell script 
lisLaILslice.Jneans, which essentially concatenates all the SLICE MEA~S FILES into a 
single file, preceded by an incremental identifier. The relevant code is: 
awk '{n++; printf 1I:%d: %s %s %s %s %s %s\n",n,$2,$3,$4,$5,$6,$7}' 
*_fO_all.dialect/$sex.dr*.fO_means » all_fO_means 
where $sex is the speaker sex. -
The wild cards (i.e. *) in the path to the input file ensure every SLICE MEAN is sent to the 
super-file, with the files being accessed in alphabetical order. The SLICE NAMES SUPER-
FILE is formed using the shell script list_alLslice....names, and is llsed to identify the 
owner of each entry in the SLICE MEANS SUPER-FILE, via its identifier. The UNIX code is 
essentially the same as for list_alL.slice.Jneans. the only difference being the input and 
output pathnames: 
awk '{n++; printf 1I:%d: %s %s %s %s %s %s\n",n,$2,$3,$4,$5,$6,$7}' 
*_names_all.dialect/$sex.dr*.names » all_fO_names 
The shell script extractor is used to set up the SLICE MEANS directories for a particu-
. . . th f rmat as the structure lar ANALYSIS VARIABLE. The (iIrectory structure is m e same 0 c 
for dialect region used to perform the signal processing analysis (see Section B.2. an.d 
Figure n.1). Each ANALYSIS VARIABLE group is given its own file. Thus for ethnIC 
group. the female speakers' slice results for fundamental frequency for the phone lacl 
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arc stored in the directory ae_flLall.ethgrp under the filenames f hI k ill 
. ( " . ac. -IIleans and 
f.whlte.fU_means. For each group. extractor uses the SPEAKER N 
' AMES FILE for the 
group to search the SLICE NAMES SUPER-FILE for slices uttered by th ak . 
. Th .. . e spe ers compns-
mg the group. e correspondmg cntnes m the SLICE MEANS SUPER-FIT 1 . 
. l'd'fi _,E. ocated usmg 
the mcrementa 1 ent! ers, are output to files for each group Th I . 
. e re evant code IS as 
follows: 
for target_file in $anal_var_dir/$sex.*.names 
do 
# Extract identifier of group being analysed from the pathname 
# (to help form part of output filename). 
name1='echo $target_file I awk '{FS=II/II;print $8}' I \ 
awk '{FS=II.II;print $2}" 
# This awk gets each target SPEAKER NAME in turn, and assigns it 
# to the variable TARGET by command substitution. 
for target_speaker in 'awk '{print $1}' $target_file' 
do 
# This awk matches the target SPEAKER NAME with its counterpart 
# in the SLICE NAMES SUPER-FILE, and assigns the counterpart's 
# number to the variable TARGET_NUMBER by command substitution. 
for target_number in cgrep "$target_speaker" all_names I \ 
do 
awk '{print $1}" 
# This awk matches the target SLICE NAME's number with its 
# counterpart in the SLICE MEANS SUPER-FILE and outputs 
# that SLICE MEAN. 
grep "$target_number" all_"$apv"_means » 
"$phone"_"$apv"_all. $anal_ var _dir/$sex. $name1. II$apv"_means 
done 
done 
done 
where $anal_ var _dir is the name of the ANALYSIS VARIABLE DIRECTORY. 
$sex is the speaker sex, $apv is the ACOUSTIC-PHONETIC VARIABLE identifier, 
all_"$avp"_means is the filename of the SLICE MEANS SUPER-FILE. all_names 
is the file name of the SLICE NAMES SUPER-FILE. Note how the output file name 
is unique for each ANALYSIS VARIABLE group. 
Analysis as a function of phonetic context 
The procedure for the analysis of phonetic context is very similar to the above. also utilising 
the slice super-files. Again the procedure involves running an extraction shell script. called 
extractor _context, to set up SLICE MEANS FILES, which can subsequently have statistical 
analyses performed upon them. extractor _context differs from extractor only in one 
line in the main body of the script. the line which finds the identifier of the target SLICE 
NAME in the SLICE NAMES SUPER-FILE: 
for target_number in 'grep "$target_speaker" all_names I \ 
grep "$context" I awk '{print $1}" 
where $target~speaker is the t.arget SPEAKER NAME· from the SPEAKER 
NAMES FILES. $context is the name of the phonetic context to be matched, 
all_names is the file name of the SLICE NAMES SUPER-FILE. 
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Th~ context argument, i.e. the phone' s phonetic context is nf'finen at tl b '. . 
, •• , ,( 1C cglllllmg I It 
the script. For example, to set up SLICE MEANS FILES for the context In aa rj, the line 
context=" / d aa r /" should be used. A specific sentence on the TIMIT dat b b a ase can e 
t.argetted by ~eplacing the pattern for the grep by "$target_speaker. $sentence". Thus 
by including the line sentence=sal at the beginning of the script. only the cal'b t' 
, 1 rawn 
sentence sal is targetted by the script. 
extractor _context works by using a grep to locate. in the SLICE ~AMES SUPER-FILE. all 
the target sentences uttered by the target speaker. Each SLICE NAME contains phonetic 
context information (i.e. the phonetic context of the phone represented in the slice), so 
that when the SLICE NAMES are passed through the second grep it locates only those 
phones uttered in the specified context. The rest of the script works in the same way as 
extractor. Note that by using the SPEAKER NAMES FILES to provide the list of speakers. 
an analysis of phonetic context can be carried out as a function of one of the ANALYSIS 
VARIABLES. 
Performing simple statistics 
The new SLICE MEANS FILES, produced in the same format as the original SLICE MEANS 
FILES ordered by dialect, can now have statistical analyses performed on them using the 
same. or very similar, shell scripts. The computation of simple statistics is now described. 
fulLstats computes the means and s.d.s of the specified data. It also outputs the number 
and range of data. The statistics are computed for each ANALYSIS VARIABLE group, and 
for the total sample. For exampl~, for the age ANALYSIS VARIABLE, statistics are computed 
for the six age groups and then for all the groups taken together. Firstly, the data for 
each group (i.e. the mean of each slice in the group) is extracted, and their sum and snm 
of squares are stored in a temporary file along with the number of data summed: 
awk '{sum+=$2; sum_squares+=$2*$2} 
END{printf "%f %f %d '$sex' '$apv'\n", sum, sum_squares, NR} 
, $data_file » $tfl 
where $sex is the speaker sex, $apv is the ANALYSIS VARIABLE group identifier. 
$datafile is the path name of the SLICE MEANS FILE. and $tfl is the name 
of a temporary file. 
The computation of the statistics is -handled by a single awk statement. the main body 
computing the means for each group~ the END statement computing the overall mean: 
awk ' 
{ ### First carry out the analysis for each ANALYSIS 
### VARIABLE group ... 
# Compute running totals for the whole sample. 
sum_total+=$l 
sum_squares_total+=$2 
n_total+=$3 
# Compute mean and s.d. for the group. 
av=$1 / $3 
if ($3 == 1) # If there is only one datum, force s.d. to be zero. 
sd=O.O 
else 
sd=sqrt«$2-$3*av*av)/($3-1» 
# Output "sex.apv number_of_data mean ( sd )" 
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printf "%s.%s\t n= %4d 
END { ### Now carry out 
%.2f ( %.2f )\n" $4 $5 $3 sd} , , , , av, 
the analysis for the whole sample 
# Compute mean and s. d. . 
av=sum_total/n_total 
sd=sqrt((sum_squares_total-n_total*av*av)/(n_total_l)) 
# Output "Totals: number_of_data mean ( sd ) II 
printf" Totals: n= %4d %.2f ( %.2f )\n\n", n_total, 
I $tfl » $stats_file av, sd} 
where $tfl is the name of a temporary file, and $stats_file is the path name 
of the output file containing the statistics. 
An example of the output, for a fundamental frequency analysis of female /uw/ phones 
as a function of dialect region, follows: 
f.drl n= 35 210.11 ( 38.27 ) 
f.dr2 n= 22 217.82 ( 27.59 ) 
f.dr3 n= 13 206.50 ( 29.58 ) 
f.dr4 n= 16 221.58 ( 45.54 ) 
f.dr5 n= 28 215.99 ( 32.02 ) 
f.dr6 n= 12 215.92 ( 40.84 ) 
f.dr7 n= 22 228.38 ( 39.36 ) 
f.dr8 n= 3 229.77 ( 23.78 ) 
Totals: n= 151 216.74 ( 35.95 ) 
B. Performing statistical analyses on the SPEAKER MEANS 
For the statistical analysis of the SPEAKER MEANS, certain structures must be in place, 
namely the SPEAKER NAMES FILES and the SPEAKER MEANS FILES. When formed. the 
SPEAKER NAMES FILES are organised into directories as illustrated in Figure B.24. The 
files are accessed by the shell scripts do_ variable.A.nalysis and extractor to perform 
statistical operations on the SPEAKER MEANS and SLICE MEANS respectively, as a func-
tion of an ANALYSIS VARIABLE. The SPEAKER MEANS FILES form the core data for the 
statistical analysis of the speakers, and a..'l such constitute a database of the means of each 
ACOUSTIC-PHONETIC VARIABLE for each speaker. Simple statistics can then be performed 
on the SPEAKER MEANS. The shell scripts do_phone_analysis and do_variable_analysis 
carry ont analyses as functions of phone and ANALYSIS VARIABLE respectively. 
Forming the SPEAKER NAMES FILES 
Information about the attributes of the TI11IT speakers is contained in the file trn-
spkr.log. The data for each ANALYSIS VARIABLE is collated into groups automatically by 
shell scripts. The different representations of data in trnspkr .log require processing by 
different scripts, which are described separately below. The group data is used to form 
the SPEAKER NAMES FILES. 
For the ANALYSIS VARIABLES ethgrp, dialect and education this is relatively easy. as the 
relevant information in trnspkr.1og is simply represented. Referring to the extract from 
trnspkr.log in Figure 4.8, the identifiers for speaker ethnic group~ dialect rc~i~n. ~d 
educational level are listed in columns 9, 5 and 10 respectively. while the speaker S lllltlalS 
are in column 2. awk is used to get the speaker initials and speaker attribute information 
from the relevant column (or field. to use awk notation), which are then used to form 
tlw SPEAKER NAMES FILES. For example. consider the formation of the dialed SPEAKER 
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NAMES FILES, using the shell script form..speaker ..names di I t I . 
X d . a ec . n the followl . of UNI co e, the awk first locates every line in trnspkr 10 ' , ng pIece 
. g contammg th 'd t'fi f 
both the relevant sex and the dialect. Note that in trnspk 1 h .e I ,e~ ~ ers 0 
, 1 h' h r. og, t e sperucer l111tlals are 
III uppercase etters, w lC must be converted to lowercas t £ h 
, , , e 0 orm t e SPEAKER NA~1ES 
FIrst, an uppercase verSIOn of the SPEAKER NAME IS produc d Th' , , . . . 
k '" e, IS IS not entirely tnvlal as some spea er l111tIals have no numbers after them while oth d F 
, .,' ers o. or example. C~D.I 
IS converted to FCMMO, whIle JDMI IS converted to MJDMI Th . 
h ' d . e awk command len~t IS use to test the length of the speaker initials string, then the UNIX command 
dd IS used to convert the output from the awk from upper to lowercase: 
# Define the parameter lists. 
dialect_type="1 2 3 4 5 6 7 8" 
sex_type="f mil 
# For each sex in turn 
for sex in $sex_type 
do 
# Set the capitalised version of the sex parameter 
. # (as TRNSPK.LOG uses capital letters). 
if test "$sex" = f 
then 
SEX=F 
else 
SEX=M 
fi 
# For each dialect region in turn ... 
for dialect in $dialect_type 
do 
awk '$4 == "' $SEX' II && $5 __ "' $dialect' II { 
if (length ($2) == 3) # If string length is 3, add a zero ... 
printf II '$sex'%sO\n ll , $2 
else # else, initials already suffixed ... 
printf II' $sex' %s \n ", $2 
.}' trnspkr.log I \ 
dd conv=lcase » speaker_info/dialect/$sex.dr$dialect.names 
done 
done 
The output, files of SPEAKER NAMES for each dialect, are stored in the dialect ANALYSIS 
VARIABLE DIRECTORY (see Figure B.24), 
For the ANALYSIS VARIABLES age and height, forming the SPEAKER NAMES FILES IS more 
difficult because of the way this information is represented in trnspkr.log, The speaker's 
age must be calculated from the speaker's birthdate and the recording date of the speech 
materiaL held in columns 3 and 7 of trnspkr .log, and the speakers must then be sorted 
into age groups. Note that the format of the dates follows the U.S, convention (i,e, 
month/ day /year): In the following piece of code. the first awk locates all the speakers of 
one sex and outputs the recording and birth dates and the speaker's initials. snch that all 
the data is separated by backslashes. For example, for the speaker PGL (see speaker 17 
in Figure 4.8), the output would be 1/20/86/6/29/61/PGL. This is piped to the second 
awk which computes the speaker's age from the years in the recording and birth dates. 
Note that the script takes in to account cases where the speaker had not had a birthday' 
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by the time of the recording date. For example. PGL's (tIre "'t .-1' _ 
r: " t') J n. rccorumg Wa.<; ~-L not the 
2v one gets from subtractmg the blrth year from the recording year: ' 
# AWK1: reorder the data in trnspkr .lo-g, so that d 
stan ard output 
# contains lines in the form: 
# recording-date/birth-date/speaker-initials 
awk '$4 == "' $SEX '" { 
printf "%s/%s/%s\n",$3,$7,$2 
}' trnspkr.log I \ 
# AWK2: Compute each speaker's age, and send output to the 
# temporary file. 
awk '{ 
FS="/" # Set file separator to a backslash 
if ($1 < $4) 
# If recording month < birth month, 
# speaker age = recording year - birth year - 1 ... 
print $7, $3-$6-1 
else 
# else, speaker age = recording year - birth year. 
print $7, $3-$6 
}' I dd conv=lcase > temp_file1 
where $SEX is the speaker sex in capitalised form: temp_f ile1 is the name of 
a temporary file, 
After conversion from uppercase to lowercase, the output from the second awk. comprising 
a SPEAKER NAME and the speaker's age: is sent to (t temporary file from which the speakers 
are sorted into age groups as follows: 
path1=speaker_info/age 
awk '$2 < 30 {print $1}' temp_file1 
awk '$2 > 29 && $2 < 40 {print $1}' 
awk '$2 > 39 && $2 < 50 {print $1}' 
awk '$2 > 49 && $2 < 60 {print $1}' 
awk '$2 > 59 {print $1}' temp_file1 
where $sex is the speaker sex. 
> $path1/$sex.20_29.names 
temp_file1 > $path1/$sex.30_39.names 
temp_file1 > $pathl/$sex.40_49.names 
temp_file1 > $path1/$sex.50_59.names 
> $path1/$sex.60_.names 
To form the height SPEAKER NAMES FILES, a special version of trnspkr.log is used. where 
the notation used in column 8 for feet (a single quote. ') and inches (a double quote. ") 
is replaced by colons (:), The reason for this is that awk does not like to pattern match 
against quotes, which it uses as special characters, Thus. for example, the line for speaker 
12 in Figure 4.8 becomes: 
12 CMJ 1/16/86 M 6 1X 2/06/58 5:7: WHT MS 
The categorisation then proceeds in much the same way as for the speaker ages. in th.!' 
following code, the first awk locates all the speakers of one sex and prints out the sp~a.kcr s 
height and initials, such that all the data is separated by colons. For example. tor t,ll\' 
speaker CMJ. the output would be 5: 7: CMJ. This is piped to the second awk which 
removes the colons. and sends the output to a temporary file: 
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# AWK1: reorder the data in trnspkr.log, so that the 
# contains lines in the form: 
# height-in-feet:height-in-inches:speaker-initials 
awk '$4 == '" $SEX' II { 
print $8$2 
}' trnspkr.log I \ 
# AWK2: Output the data to the temporary file in the 
# speaker-initials height-in-feet height-in-inches 
awk '{FS=II:";printf II%S %s %s\nll, $3, $1, $2}' I \ 
dd conv=lcase > temp_file1 
standard output 
form: 
where $SEX is the speaker sex in capitalised form; temp_file1 is the name of 
a temporary file. 
The speakers are sorted into height groups as follows: 
path1=speaker_info/height 
awk '$2==5 && $3<2 {print $1}' temp_file1 > $path1/$sex._51.names 
awk '$2==5 && $3>1 && $3<4 {print $1}' temp_file1 > $path1/$sex.52_53.names 
awk '$2==5 && $3>3 && $3<6 {print $1}' temp_file1 > $path1/$sex.54_55.names 
awk '$2==5 && $3>5 && $3<8 {print $1}' temp_file1 > $path1/$sex.56_57.names 
awk '$2==5 && $3>7 && $3<10 {print $1}' temp_file1 > $pathl/$sex.58_59.names 
awk '$2==5 && $3>9 {print $1}' temp_file1 > $path1/$sex.510_511.names 
awk '$2==6 && $3<2 {print $1}' temp_filel > $pathl/$sex.60_61.names 
awk '$2==6 && $3>1 && $3<4 {print $1}' temp_filel > $pathl/$sex.62_63.names 
awk '$2==6 && $3>3 && $3<6 {print $1}' temp_filel > $pathl/$sex.64_65.names 
awk '$2==6 && $3>5 {print $1}' temp_file1 > $pathl/$sex.66_.names 
where $sex is the speaker sex. 
Forming the SPEAKER MEANS FILES 
The SPEAKER MEANS FILES are formed from the SLICE MEANS FILES usmg the shell 
speaker -IDeans. The shell searches the SLICE MEANS FILES for all the slices uttered by 
a particular speaker and computes a-mean value for all the slices of a particular phone 
and for all the slices. These means are stored in individual files for each speaker. These 
SPEAKER MEANS FILES form the core data for the statistical analysis of the speakers. and 
essentially comprise a database of the frequency characteristics of each speaker. 
In the following piece of code from speaker -IDeans, the simple statistical analysis is 
carried out on each phone in turn (the code for the analysis is essentially the same as that 
for thc simple statistics in fuILstats). The script uses the name of the speaker to grep 
all of that speaker's slices from the appropriate SLICE NAMES FILE, extracting ('ach slicc's 
ide~ltifier from the SLICE NAME. This serves as the line number of the SLICE MEANS FILE 
where the appropriate mean will be found. The speaker's SLICE MEANS for the phone arc 
st.ored in a temporary file for subsequent statistical analysis. 
phone_type=lIaa ae ao iy uw ux ll 
# For each phone 1n turn 
for phone in $phone_type 
do 
# Set pathname for SLICE NAMES FILE. 
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names_file="$phone"_names_all.dialect/$sex.$dialect "$ II 
. apv _::r.eans 
# Set pathname for SLICE MEANS FILE. 
means_file=lI$phone"_ It $apv lt _all.dialect/$sex.$dialect.uames 
# Match the speaker's name in the names file; if a match occurs 
# set slice_number to the slice's line number. 
for slice_number in 'grep "$speaker_name ll $names_file I \ 
awk '{FS=It: It ;print $2}" 
do 
, 
# Match the slice number from the names file with the relevant 
# line number from the means file, and output that line. 
awk 'NR == "' $slice_number' II { 
done 
[ 
[ 
print $2 
}' $means_file » $temp_file1 
Carry out the statistical analysis on the phone 
using the data in the temporary file 
# Put ALL the vowel means into one temporary file. 
cat $temp_file1 » $temp_file2 
rm $temp_file1 
done 
] 
] 
Once the means for each phone have been 'computed, the mean for all slices is compnted 
using the data in the second temporary file. The shell variables sex. dialect. apv and 
speaker _name can be set using another shell script, as in the following piece of code from 
do.-Speaker _analysis: 
apv_types="H1-H2 @H1 @H2" 
sex_types=flf mil 
# For each ACOUSTIC-PHONETIC VARIABLE 
for apv in $apv_types 
do 
# For each sex ... 
for sex in $sex_types 
do 
# For each dialect directory of speaker names ... 
for data_file in speaker_info/dialect/$sex.dr*.names 
do 
# Extract the dialect's identifier from the pathname 
dialect='echo $data_file I awk '{FS="/";print $8}' I \ 
awk '{FS="."; print $2}' c 
# For each speaker ... 
for speaker_name in 'awk '{print $O}' $data_file' 
do 
speaker_means $speaker_name $dialect $sex $apv 
done 
done 
done 
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done 
An awk is used to extract each SPEAKER NAME in turn from each dialect SPEAKE ~ 
. R ~A~.ES 
FILE. The shell vanable d~alect~ extracted from the pathname to the SPEAKER \A~!ES 
FILE, is used in the formatIOn of the pathname to the relevant SLICE NAMES FILE. 
Simple statistical analysis as a function of phone 
Referring to the format of the SPEAKER MEANS FILES (see Section B.1), the phone identi-
fier in the first field of each line allows the statistics for a particular phone to be extracted 
from every speaker's file of means. Thus an analysis of the frequency characteristics of 
a particular phone can be performed. Alternatively, using the SPEAKER NAMES FILES 
established for one of the ANALYSIS VARIABLES, statistics can be performed for a phone 
as a function of an ANALYSIS VARIABLE (see below). 
Simple statistical analysis as a function of ANALYSIS VARIABLE 
The shell script to perform statistical analyses of the ANALYSIS VARIABLES, vari-
able-Illeans, is very similar to speaker ....means. Using the SPEAKER NAMES FILES for the 
relevant ANALYSIS VARIABLE, each speaker's file of frequency characteristics is searched 
for the line containing the specified phone identifier, which is stored in a temporary file. 
The statistical analysis is performed in the same way as for speaker JIleans. 
# Select the analysis variable groups from the 
# correct ANALYSIS VARIABLE DIRECTORY. 
if test "$variable_directory" = dialect 
then 
variable="dr1 dr2 dr3 dr4 dr5 dr6 dr7 dr8" 
elif test "$variable_directory" = age 
then 
variable="20_29 3o_39 40_49 5o_59 60_" 
elif test "$variable_directory" = height 
then 
variable="_51 52_53 54_55 56_57 58_59 51o_511 60_61 62_63 64_65 66_" 
elif test "$variable_dire~tory" = education 
then 
variable="AS BS MS HS PHD" 
elif test "$variable_directory" = ethgrp 
then 
variable="black white" 
fi 
# For each analysis variable group 1n turn ... 
for variable_group in $variable 
do 
# Set file name for the files of speaker names. 
names_file=speaker_info/"$variable_directory"/$sex.$variable_group.names 
# For each speaker ... 
for speaker_name in 'awk '{print $O}' $names_file' 
do 
vowel 1'nto a temporary file. # Put the stats for the specified 
247 
grep "$phone" $pathl/$apv.$speaker_name I \ 
awk '{print $'$field'}' » $temp_filel 
done 
[ 
[ 
Carry out the statistical analysis on the phone 
using the data in the temporary file 
# Put ALL the vowel means into one temporary file. 
cat $temp_filel » $temp_file2 
rm $temp_filel 
done 
where pathl is the path to the SPEAKER MEANS FILES. 
] 
] 
Again~ the shell :ariabl~s sex, vari~ble-:directory, apvl phone and field are set using 
another shell scnpt, as m the followmg pIece of code from do_variable....analysis: 
apv_types="Fl F2 F3" 
phone_types="aa ae ao iy uw ux all" 
variable_dir=" age ethgrp dialect height" 
sex_types="f mil 
field_ types=112" 
# For each sex ... 
for sex in $sex_types 
do 
# For each ACOUSTIC-PHONETIC VARIABLE 
for apv in $apv_types 
do 
# For each directory of ANALYSIS VARIABLE groups 
for variable_directory in $variable_dir_types 
do 
# For each field of the SPEAKER MEANS FILES 
for field in $field_types 
do 
# For each phone 
for phone in $phone_types 
do 
variable_means $variable_directory $sex $apv $phone $field 
done 
done 
done 
done 
done 
Note the use of the shell variable field. which allows a specfic datum to be extractcc1 
from each SPEAKER MEANS FILE. Thus by setting the correct field number. <l.Il anal~'si:'i ~a.n 
be carried ont on: each speaker's mean (field=2) and s.d. (field=3), the number of slices 
spoken by each speaker (field=5). and the minimum (ficld=7) and maximum (ficld=\)) of 
each speaker's range. 
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analysis of the data by speaker variable (i.e. by age~ dialect, etc.). Particular attention 
is paid to the distribution of the mean and the ra.nge of values produced by each speaker 
to facilitate the analysis of between- and within-speaker variability in Section 4.3. Also 
discussed in this section are the sex-differentiating potentials of the three acoustic-phonetic 
measures. The conClusions are presented in Section 4.4. which includes remarks on speaker 
characterisation in general 1 on the characterisation of speaker sex, and on the automatic 
analysis of speech databases. 
Note that throughout this chapter reference is made to SPEAKER MEANS and SLICE MEANS, 
where a SPEAKER MEAN is the mean value produced by a particular speaker for a particular 
acoustic-phonetic measure .. and a SLICE MEAN is the mean value of an individual speech 
slice for a particular acoustic-phonetic measure. 
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4.2.3 Formant frequency 
Reported below are the overall group means for F! ~ F2 and F.J for both sexes. and an 
\ analysis of the formants by phone. These results are compared with the formant frequency 
data reported in the literature. 
The analysis of the formant frequency data is limited in scope due to the lack of confidence 
in the output of the formant frequency estimator. and due to insufficient time to carry 
out a complete investigation. The reasons for this are discussed. 
Analysis of overall data 
The overall group means for first, second and third formant frequencies are given in Table 
4.40~ and are illustrated in Figure 4.38. The scaling factors ranged from 9-20% for Fl. 
12-20% for F2 and 5-19% for F3, with overall factors for the formants of 16%. 18% and 
11 % respectively. This produces a general scaling factor of approximately 15%. which 
means that on average the female speakers' formant frequencies were 15 % greater than 
the male speakers~. This figure is . comparable with the female-male differences reported 
in the literature. Now due to the different types of phones measured, the overall formant 
scaling factors given in this study are to some extent incompatible with those given in 
Tables 3.10 and 3.11 for the Peterson & Barney (1952) and Fant (1959) studies. However. 
we can directly compare the phones common to each study. namely /aa/. /ae!, /iy/ and 
/uwl (and lux/, an allophone of /uwj, from the TIMIT data), and are given below. 
By recalculating overall formant frequency means using only the figures for these four 
phones21 ~ we can also compare the overall formant scaling factors for the three studies22 : 
all II PB 1FT 
Fl f II 600 570 620 
m 490 470 540 
% cliff. 22 21 15 
F2 f 1750 1560 1820 
m 1490 1350 1570 
% cliff. 17 16 16 
F3 f 2910 3050 2730 
m 2530 2570 2420 
% cliff. 15 19 13 
The results from the TIMIT study are most similar to Peterson & Barneys' results, espe-
cially for Fi and F2, although the female-male difference is somewhat less for Fl. Fant"s 
results rl.re noticeably different, especially for F2 and F.3. However. Fant"s results are also 
rather different to Peterson & I3arneys~ results. in particular for F? and the female F.J. 
The main reason for this is probably that Fant"s subjects were Swedish. uttering Swedish 
phonemes (see also Section 3.1.3). He derived his vowel phonem: name~ ~y ~nding the 
nearest equivalent U.S. English phoneme through F-pattern matchmg. Thl" mdlcates t~lat 
these Swedish phonemes are not always a good match for the U.S. phonemes. The Im-
plication is that in the direct vowel comparisons, more weight should be attached to .the 
comparison with the Peterson & Barney data. There is however further cause ~or Cal~tlOn. 
Peterson & Barney measured their formant frequencies from vowels spoken 10 a sanple 
2lThe Peterson & Barney and Fant means were computed by averaging the means for the four phones 
d ·d t' The TIMIT overall means also include the figures for lux/· un er conSI era Ion. ~ " 
2lIn the following tables, unless stated otherwise the column headed 'PB refers to Peterson & Barneys 
(1952) study, 'F' refers to Fant"s (1959) study, and ·r refers to this study of the TI);lIT data. The formant 
frequencies are rounded to the nearest 10Hz. 
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of the between-phone transitional information. 
The length of the sampling window wa..'l set at 64msec (or 1024 samples. at the sampling 
rate used for the TIMIT data of 16000 samples/secondL which for the average female Fo of 
200Hz encompasses 12.5 periods, or 7.5 periods for the male average of 120Hz. This may 
seem rather large, but the constraints of the FFT program required the number of data 
points in an analysis frame to be a power of 2. The next window size down wa.'l 32msec 
(512 samples), and it was feared that for some speakers this would prove to be too small. 
While it would be possible for the FFT program to be given variable window sizes. based 
on expectations of the speaker's Fo or on previously computed values, the initial trials of 
the program did not indicate a need for this. Perhaps more importantly, the large window 
size smears over irregularities in the speaker's phonation caused by vocal perturbation 
(e.g. jitter, shimmer, diplophonia) or vocal pathology. A window size encompassing only 
two or three periods of the speech waveform results in the cepstral analysis being prone 
both to depressed Fo peaks from a lack of periodicity in the waveform portion covered by 
the analysis window, and to • phantom' Fo peaks caused by, for example, situations where 
every second period 'in the waveform has a reduced amplitude. Trial analyses showed a 
1024 sample window size to be a consistently accurate descriptor of both the vowel phone's 
mean Fo and its internal Fo dynamics. 
Rabiner & Schafer (1978) listed three criteria for the optimal use of cepstral analysis. 
which are reproduced below in bold, together with comments related to the design of the 
cepstral peak-picking algorithm developed for this analysis: 
• Compute the cepstrum every lO-20msec, as the excitation pru"ameters 
change relatively slowly in normal speech. For this study the analysis window 
was shifted by 8msec (64 samples) after every computation of the cepstrum. 
• Search for the peak in the vicinity of the expected Fo period. Thus once a 
phone's Fo has been identified in the first few analysis frames, it is generally valid 
to assume the Fo of subsequent frames will be similar. The searcil can t.herefore 
be simplified by defining a search interval centred around the previously computed 
position of the cepstral Fo peak. However, when seeking to define the initial search 
interval (i.e. to establish the fundamental frequency at the beginning of a slice). 
while the differences in average Fo for each speaker sex indicate the use of different 
search intervals for female and male speakers, in practice the intonation patterns 
even within read sentences mean a person's SFF can encompass a huge range of 
values. For example. in speaker frlIO's production of the sentence sal, between the 
first and second syllables the Fo rose from 276Hz to 345Hz, and fell to 274Hz by 
the fourth syllable. At the end of the same sentence, between the ninth. tenth and 
twelfth syllables, the Fo dropped from 250Hz to 193Hz. and then rose to 220Hz. 
Thus in just 3.7 seconds. this speaker's fundamental frequency ranged over more 
than 150Hz. One further limit on the range of the initial search interval is that 
the lower end must be clear of the large, low quefrency cepstral peaks caused by 
the ",.:ocal tract resonances. While Noll (1967) recommended an initial interval of 
1-15msec1• However the lower end of the interval was too close to the cepstral vocal 
tract components. and so the search interval used here wa.'l the one fI:commended by 
Rabiner & Schafer (1978), namely 3-20msec (333-50Hz). This seemed a reas.onable 
compromise between trying to avoid the vocal tract c0mponents and allowmg for 
particularly high female fundamentals. Note that where high Fos were expected, 
"Xote these are units of quefrency and represent the period of the fundamental. The search interval is 
equivalent to a frequency range of lOOO-67Hz 
Age n :VIean (s.d.) ).Iin Q1 Q2 Q3 )'Iax 
20 29 82 -4.8 (2.2) -9.1 -6.1 -5.1 -3.5 0.5 
30 - 39 32 -4.8 (2.7) -8.5 -7.0 -4.8 -3.5 1.8 
40 - 49 10 -5.0 (1.8) -7.3 -7.0 -4.5 -4.1 -1.7 
50 - 59 4 -5.7 (0.9) -6.3 -6.2 -6.1 -5.2 -4.3 
> 60 2 -5.2 (0.1) -5.2 - -.5.2 -5.1 
Table 4.31: Female mean H 1-H2 data (to nearest O.ldB) by age. 
Age n Mean (s.d.) ~Iin Q1 Q2 Q3 :Max 
20 29 183 -6.3 (1.9) -10.2 -7.5 -6.4 -5.2 0.8 
30 - 39 86 -6.2 (2.1) -11.7 -7.6 -6.6 -4.9 0.3 
40 - 49 13 -5.1 (2.2) -8.3 -6.7 -5.4 -3.3 -0.9 
50 - 59 7 -4.7 (2.0) -7.0 -6.7 -4.1 -2.9 -2.3 
2: 60 1 -3.4 (-) - - -3.4 - -
Table 4.32: Male mean HI-H2 data (to nearest O.ldB) by age. 
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Figure 4.32: Mean HI-H2 (dB) by age for female (diamond) and male (cross) speakers. 
The s.d.s are represented by vertical lines around the mean (note, no s.d. intervals are 
given for the age group '60 and over' as there were so few speakers). The mean for all 
speakers is on the right. 
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Figure 4.33: Mean HI-H2S (dB) of the female speakers over 40 years old. The solid line 
at -4.8dB represents the mean HI-H2 of all the female speakers. Note: The 85 year-old 
speaker fkfbO has been left off the graph - her mean H]-H2 was -5.2dB. 
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As the correlation coefficients and the scatter plots' F' 4 12 
. . III Igllres .":1: to 4:.43 show. for 
both sexes. Illcreasmg SFF indicates increasing harmo . l't d I h 
. mc amp 1 n es, at ough there was 
a larger correlatIOn for the male speakers Furthermo th b 1 " . re, ere appears to e a genera 
tendency for speakers wIth hIgher fundamentals to have h' h h . l' d 
. ' Ig er armomc amp ltu es. 
ThIs has already been in~icated. by the ten?ency found for female speakers to have higher 
first and second harmomc amplItudes Further evidence comes from 1 t' 1 
. . corre a Ion ana yses 
performe~ on all the S~EAKE~ MEANS, which produced coefficients of 0.721 using Fo and 
Hi as varIables, and 0.<.>95 USIllg Fo and H2 as variables. 
!he p.resence of a correlatio~ between SFF and any of the formant frequencies was also 
IllvestIgated. Thus, correlatIOn analyses were performed using the SFF and the formant 
frequency SPEAKER MEANS as variables. As the coefficients reproduced in the table below 
show, there were no ~trong correlations between SFF and any of the formants, although 
the formant frequencIes of some of the phones showed a degree of correlation. 
I Analysis I Sex" laal I lael I laol I liy I " all 
Fo vs. FI f 0.177 0.258 0.155 0.384 0.310 
m 0.224 0.133 0.079 -0.098 -0.018 
Fo vs. F2 f 0.035 0.084 0.076 0.126 0.208 
m 0.068 0.104 0.025 0.102 0.100 
Fo vs. F3 f -0.017 0.219 -0.008 0.258 0.213 
m 0.057 0.102 0.135 0.043 0.118 
. In summary, the SFF appears to be the most powerful and most consistent acoustic-
phonetic measure for the differentiation of speakers of a different sex. However, it is 
highly unlikely that we base our perceptions of speaker sex on SFF alone, given the high 
degree of sexual dichotomy to be found in other measures. The formant frequencies appear 
to be a further powerful source of dichotomy, although more investigation is needed to 
establish to which formants and to which phones this applies. Finally. the amplitudes of 
the first two harmonics also appeared to be capable of sex-differentiation. 
3. Is there such thing as an average speak~r for each sex? 
Assessing the extent of speaker variability 
Figures for acoustic-phonetic measures are often reported in the literature as if they apply 
to all speakers of a particular type, lor example, the fundamental frequency of men is 
120Hz. The research reported in this thesis has shown that within any identifiable group 
of speakers there is generally a substantial amount of both within- and between speaker 
variation in the value of the measure 
The extent of between-speaker variability for a particular acoustic-phonetic measure can be 
investigated by examining the distribution of SPEAKER MEANS, and by using the standard 
deviation of the SPEAKER MEANS as a; rough guide. For a normally-distributed sample, 
the interval encompassed by the s.d. of the sample contains 68.3% of the data. While 
the distributions examined in this thesis are unlikely to ever be exactly normal, they are 
generally close enough to allow the s.d. to serve as a rough guide to the range containing 
the greatest density of data. Consider, for example, the SFF results. The overall mean 
female SFF was measured at 208Hz, with a s.d. of 23Hz. From th:s we can reasonably 
state t.hat the majorit.y (i.e. approximately 70%) of female SPEAKER MEANS fell within the 
range 185-231Hz. The remainder of the means fall outside this range (between 146~z ~d 
270Hz), and may be considered as outliers. However, for the thorough charactensatIOn 
of female SFF characteristics. it is essential that they are included in any description 
of female SFF. The approximately 15% of the women who had a mean SFF between 
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