Abstract-This paper introduces a novel neural architecture which is capable of similar performance to any of the "classic" neural paradigms while having a very simple and efficient mixed-signal implementation which makes it a valuable candidate for intelligent signal processing in portable multimedia applications. The architecture and its realization circuit are described and the functional capabilities of the novel neural architecture called a simplicial neural cell are demonstrated for both regression and classification problems including nonlinear image filtering.
I. INTRODUCTION

I
N recent years there has been a high demand for integrating multimedia applications in portable devices, cellular phones, digital cameras, video-cameras, or personal digital assistants being among some of the most widely known examples. Extensive computation is required by various signal processing tasks involving nonlinear filtering, classification, and other similar functions which are often performed by software realizations of neural-network models such as multilayer perceptrons (MLP), support vector machines (SVMs), and so on. While such realization may require costly digital signal processors or specialized hardware, the portable nature of the application impose a tradeoff between power consumption and compactness on one side and computational efficiency on the other side. In this paper, we focus on results in developing a novel neural-network architecture with performance similar to the most advanced neural architectures while having a simpler, more compact, and efficient circuit realization which leads to dramatic improvements in terms of implementation efficiency.
For example, the SVM networks [1] , deeply rooted in statistical learning theory offer very good solutions to complex problems while using a guaranteed convergent learning algorithm. However, its complexity is large and does not appeal to very large scale integration (VLSI) implementations. On the other side, the Adaline is easy to train with the least-mean square (LMS) (or Widrow-Hoff) algorithm [7] , the learning is guaranteed convergent, but the area of applicability is limited only to linearly separable problems.
The above observations led to the following question: Is it possible to develop novel neural-network models, with nonconflicting features? A positive answer was the goal of the research leading to the solution presented within this paper. It turns out that the theory of simplicial piecewise linear (PWL) function approximations, developed by circuit theorists in the 1970s, [2] - [4] is a powerful tool and it proved beneficial in defining novel neural-network models with an emphasis on their implementation capabilities.
Motivated by recent research in the area of cellular neural networks (CNNs) [5] this paper introduces a novel neural architecture, called a simplicial neural cell, and its corresponding circuit. The functional properties of the cell are investigated. The novel cell has several attractive properties which makes it well suited for embedding in reconfigurable architectures for intelligent signal processing in portable multimedia devices.
1) There are no multiplicative synapses.
2) The cell has a very simple and efficient mixed-signal implementation in common VLSI technologies but also in promising nanotechnologies of the near future.
3) The functional performances for either regression and classification problems are similar to those of classic yet more complicated neural network architectures. 4) The central device around which the entire cell is built is a digital RAM or its emulation via a compact neural network [6] which can be easily reprogrammed. 5) The learning process consists in a simple LMS algorithm, which has a guaranteed convergence and it is easy to implement in VLSI technologies. The simplicial neural cell is defined as a linear perceptron operating in an expanded feature space. The expanded feature space with a dimension of 2 is obtained by computing only fuzzy-membership functions of the -dimensional input vector. Therefore the computational complexity is only for both learning and retrieval. The novelty of our approach consists in exploiting the theory of simplicial subdivision (previously used in PWL approximations of nonlinear circuits) [3] , [19] , [20] for defining the above fuzzy-membership functions.
The paradigm of CNN [5] is a VLSI-oriented paradigm for signal processing. Its lattice structure makes it particularly well suited for image processing applications. The standard CNN architecture is based on a lattice of interconnected cells, each of them being associated with an image pixel whose output is defined by a sum of weighted inputs (corresponding to a square neighborhood around the central pixel). The cells are said to be coupled if recurrent connections with neighboring cells are present, and uncoupled otherwise. In this paper, we will consider the case of uncoupled CNN cells. The uncoupled standard CNN cell can be also regarded as an Adaline, following the denomination introduced by Widrow [7] . An extension of the Adaline, called herein a nested Adaline was introduced in [6] (under the name multinested universal CNN cell), where it was shown that arbitrary Boolean functions can be represented using an complexity adaptive structure defined by (1) where is the binary output of the nested Adaline CNN cell, are binary inputs and are a set of trainable parameters. It is assumed that if for , there are only absolute value functions ("nests") in (1) , to the right of . Hence, the Adaline or the linear threshold gate (LTG) is a special case of (1) for . From the image processing perspective, black-and-white image processing corresponds to binary CNN cells (where both inputs and outputs belong to the set ) while gray level image processing corresponds to inputs and outputs belonging to the interval . 1 Standard CNN cells were initially designed to have simple circuit implementations, despite of several drawbacks such as: 1) The local information processing is restricted to simple tasks, often falling to the class of linearly separable problems; 2) The lack of learning capabilities; and 3) The lack of robustness, particularly for gray level (continuous) image processing. So far several solutions were proposed to overcome some of the above drawbacks. However, none of these solutions is capable of removing all of these drawbacks. As a consequence, research on universal CNN cells was recently conducted [6] , [8] .
A universal CNN cell implements any arbitrary nonlinear mapping of an input vector to a desired output by properly choosing the gene 2 vector . An image processing task, or in general a signal processing problem, can be formalized by an expert as a sequence of local rules, or it might be specified by a set of input-output samples (for example, an image filtering task can be specified by image samples such as those shown in Fig. 1 ). In the first case, a sequence of logical inferences of the type IF THEN is derived in the form of a decoding book [5] , while in the second case a learning algorithm should be employed to determine .
For the case of black-white image processing the -dimensional input vector associated with each cell (pixel), is confined to the vertices of an -dimensional hypercube (Fig. 2) , where a vertex is an -dimensional vector , , . The number of vertices is equal to . The brightness of each vertex in Fig. 2 corresponds to the desired output value . Conceptually, the simplest universal CNN cell for the binary case is a ROM where is the address bus while the content of the ROM is a -dimensional binary gene vector . In order to achieve programmability, a RAM may replace the ROM. Since in a CNN many cells are supposed to be implemented on the same chip, this solution is rather expensive in terms of occupied area due to the RAM implementation complexity of . The multinested universal CNN cell (extensively described in [6] ), herein called a nested Adaline and defined by (1) was proved to emulate the RAM, therefore being a universal programmable logic (Boolean) operator with an implementation complexity of only . A circuit implementation of this concept exploits the nonmonotone characteristic of resonant tunneling diodes (RTD) to achieve a very compact and fast realization in emerging nanotechnologies [9] although it can also have a convenient implementation in more usual CMOS technologies.
In practice, the number of useful binary signal and image processing tasks found so far is quite limited, and many of the interesting processing tasks deal with continuous multidimensional signal processing. The transition from binary to continuous information processing is graphically represented by expanding the input space to the entire volume of the hypercube (see Fig. 2 ) and allowing that . In addition, besides image processing intelligent signal processing includes classification and other tasks. Therefore it is of great interest to develop a neural architecture that is universal not only for the binary case but also as a universal approximator, hence being capable of processing continuous signals. In addition, it is desirable to develop a neural architecture with an efficient circuit implementation.
Our main idea is to employ simplicial PWL kernels to expand the input feature space so that a simple Adaline can be trained in this expanded space. In order to decrease the approximation error each input can be further expanded to more inputs using a simple nonmonotone transformation, as shown in Section VI-C. The resulting networks are able to approximate not only binary-to-binary mappings but any type of functions, thereby expanding the range of applications from Boolean function representation to arbitrary classification and regression tasks.
All networks in this category have the major advantage of a guaranteed convergent and simple (gradient based) learning algorithm. As shown in Section III, their circuit implementation is simple and convenient and its complexity can be reduced to as shown in Section III-A. Although the nonlinear expansion of the input space is not a new idea, dating back to Cover's results in [10] , it proved to be highly effective, being adopted in modern approaches, such as the support vector machines and other types kernel-based networks. The general model of a neural net in this category is given by (2) where is the -dimensional input vector, is the dimension of the expanded space, and is a set of parameters composing the gene vector . As long as the kernel functions are predefined, learning from examples reduces to the task of training an Adaline in an input space formed by the outputs of the basis (or kernel) PWL functions . For the same task, the quadratic optimization techniques proved to converge toward an optimal margin separation hyper-plane [1] and they can also be employed with even more success to determine the parameters . For this type of networks, the main issue is how to choose the kernel functions in such a way that they are easy to implement and compute, leading to simple structures with highly efficient mixed-signal implementations.
The pyramidal cell [8] was the first attempt to derive a kernel-based PWL neural network, which was demonstrated to be universal at least for the class of Boolean functions. With the goal of binary universality in mind, a special set of basis functions was developed. Each basis was entirely determined by the vertex vector which is nothing but the binary representation of the index " ." In addition to its Boolean universality, the cell was proved to posses some interesting properties in approximating continuous mappings such as those required by various nonlinear image filtering tasks. Although it requires 2 parameters, the pyramidal cell model was the first for which was shown that each parameter can be quantified with a very small number of bits, i.e., it is very robust. The same interesting property stands for the case of the simplicial neural cell as discussed in Section II-A and in Sections V and VI.
Despite its interesting features, the pyramidal universal cell still has two major drawbacks: First, there is no proof that it represents a universal approximator for continuous mappings (the proof stands only for binary mappings, i.e., Boolean functions). Second, although it has a small number of basic building blocks, its implementation complexity is of and the only way of reducing it is by sacrificing computation time which then becomes for an implementation complexity. In order to overcome the above drawbacks, a simplicial neural circuit was recently proposed [11] following a theoretical motivation exposed in [12] . Although it still requires 2 coefficients in the model given by (2) , it was shown that an elegant mixed-signal circuit implementation exists so that the implementation complexity can be effectively reduced to while the computation time is of the same order. Moreover, there are theorems in [3] which guarantee that the resulting network is a universal approximator for any continuous input-output mapping and not only for the Boolean functions.
The model of the simplicial neural cell is a particular case of (2) for and can be written as
where is a vertex index ranging between zero and . It is equivalent to index in the general kernel based architecture described by (2) . An interesting feature of the simplicial neural cell circuit, presented in more detail in Section III, is the following (see also Fig. 3) .
Generating a ramp signal increasing from zero to one (assuming that all inputs ) during a predefined period of time (the systems' clock period), the correct sequence of binary words in (3) is provided at the outputs of comparators. The comparators are connected such that their inverting inputs are all connected to the unique ramp signal while their noninverting inputs are the actual inputs of the simplicial neuron. Moreover, it is easy to prove that each binary code of is present at the output of the comparators for a period of time, which is a fraction of equal to . By employing a device (e.g., a RAM addressed by ) 3 which maps the input binary code to its corresponding coefficient and assuming that this mapping is done almost instantaneously, a current signal is also present at the output of the RAM for the same period of time . It is clear that employing a simple capacitor to integrate the output of the RAM, at the end of the entire computation cycle the voltage on the capacitor is proportional to in (3). The main component of the simplicial neural network or S-NN is the device mapping a binary input vector (representing the index in a binary form) to its associated coefficient in (3) . A detailed discussion on implementing this device is provided in Section III-A.
The coefficients are subject to LMS (Widrow-Hoff) or other similar learning algorithms. For example one may use the algorithms for finding the optimal margin hyperplane introduced in the SVMs literature and proved to ensure best generalization performances. Here it is important to point out that although there are 2 coefficients to learn, since only of the basis functions are nonzero at each presentation of an input stimuli the learning process has the same complexity as that of a simple linear perceptron with inputs.
The theory of the simplicial subdivision is exploited showing that the inference performed by the simplicial neural network can be recast conveniently in a neuro-fuzzy formalism, detailed in Section II. A simple and efficient circuit implementation is then proposed in Section III, while the general training procedure is described in Section IV. Section V focuses on the regression functional capabilities of the novel neural architecture, evaluated for several nonlinear image filtering problems. In Section VI the functional capabilities for pattern classification of the simplicial neural network are investigated showing that it has similar performances to those obtained using "classic" neural architectures on a set of benchmark problems. A brief analysis of the hardware efficiency compared to classic solutions is given in Section VII and the concluding remarks are provided in Section VIII.
II. SIMPLICIAL NEURAL NETWORKS AS NEURO-FUZZY INFERENCE SYSTEMS
Let us consider an arbitrary point belonging to the input hypercube, and linearly decomposed in its associated vertices (see Fig. 2 for an example). From the fuzzy theory point of view, each vertex of the hypercube represents a crisp IF-THEN rule, more precisely it codes the rule IF THEN . Such a list of rules can be loaded in a RAM (or ROM) with corresponding to the data bus. 4 A crisp (Boolean) inference cell will provide an output only when is one of the vertices. What happens when represents an arbitrary vector coding a gray-scale portion of an image or a set of continuous signal samples? The crisp (Boolean) table stored in a RAM cannot provide a solution. However the fuzzy logic theory provides an elegant solution for determining the output. Indeed, the premises are no longer FALSE or TRUE, instead they are assigned a truth value , where denotes the fuzzy membership of vector to the premise . The choice of the fuzzy membership is subjective in nature, thereby giving rise to criticisms from many adversaries of fuzzy-logic. By establishing an equivalence between the nonlinear mapping (3) and a fuzzy inference system, this criticism is somehow overcome. Indeed, the theory of simplicial subdivision provides an effective method for evaluating nonzero membership functions instead of 2 arbitrarily predefined membership functions, as in a typical fuzzy or neuro-fuzzy inference system. An efficient and simple algorithm for computing the simplicial membership functions can be defined via a mixed-signal circuit, as shown in Section III.
The resulting simplicial neural cell can be regarded as the equivalent of a Tsukamoto's fuzzy inference system [13, p. 154] and therefore its output is computed following the "center of gravity rule" as , since by definition in the simplicial decomposition [3] . The above relation is identical to (3) . For the example in Fig. 2 , the vertices (rules) used to infer the output are given by , which can be obtained using the simplicial decomposition algorithm in [3] , [12] or its circuit implementation described in Section III. Consequently, the corresponding membership functions are evaluated and the output can be computed for a given choice of the gene vector.
In order to use the simplicial neural cell for regression or classification, one has to determine the gene, i.e., the vector of coefficients such that for all pairs , of input vectors and desired outputs available from the training samples. To solve this problem, the simplicial neural cell (3) can be regarded as a linear adaptive neuron (Adaline) in an expanded -dimensional feature space defined by the sparse outputs . Consequently, for problems defined by training samples the simple LMS (Widrow-Hoff) rule [14, p. 66 ] is employed to determine the gene parameters .
Therefore, in each step of the learning process, the coefficients are updated using the following algorithm.
1) Given
, compute the sequence of vertices , and nonzero membership functions , as well as the indexes (see Section III).
2) Compute the effective output of the simplicial CNN cell: . 3) For all indexes update the coefficients: .
The training process uses a test set with samples and stops when , where is a prescribed minimal error, and
. At the beginning of the algorithm all parameters are initialized to zero, i.e., , . The training rate is chosen large enough to ensure fast convergence of the algorithm. Theoretical bounds for choosing an optimal value of are given in [14] .
It is important to observe that in the case of the simplicial CNN cell only of the weights are updated at each training step because the simplicial decomposition provides only nonzero membership functions . Therefore the complexity of both learning and retrieval for the simplicial neural cell is , as in the case of the linear perceptrons.
A. The Quantization of Gene's Coefficients
The results obtained using various training sets for either regression (nonlinear filtering) and classification problems led to the conclusion that under a proper choice of the dimension of the input space, 5 the overall performance (i.e., the error or the misclassification rate) does not change significantly when the coefficients are quantified with a small number of bits.
An interesting case is when only one bit is used for quantization. The resulting cell in this case is called a compressed simplicial neural cell and the possibility to learn arbitrary problems while its gene parameters are stored in a binary (digital) format is one of the most interesting features of the simplicial neural cell. In this case, the implementation of the simplicial neural 5 A large dimension n is preferred because it leads to a large number of gene parameters. Consequently the information allocated to each of these parameters will necessarily be small, therefore, at the limit one bit per parameter may suffice to encode the problem learned by the neural network. Although the number of inputs is in general fixed by the nature of the problem, the input space dimension can be easily expanded by some simple linear or nonlinear transforms (see Section VI-B and VI-C).
network becomes very compact. For example, we propose the following two algorithms to perform the gene coefficients quantization: 1) Direct quantization: In this case, is replaced by , where , , and are parameters which should be optimized independently for a maximum of performance (i.e., minimization of misclassification error on the test samples). 2) Direct quantization followed by evolutionary programming: In this case, a better performance of the overall system is obtained. This optimization procedure begins with an initial solution given by a direct quantization as above and continues with a set of evolutionary programming techniques applied to the string of binary genes until the overall performance of the system reaches a global optimum.
III. THE CIRCUIT ARCHITECTURE AND ITS MIXED-SIGNAL IMPLEMENTATION
The key issue in computing the output of the simplicial neural cell for a given input vector is the evaluation of all membership functions and their associated indexes as well as the vertices . Recall that the vertices can be used as a unique base in which any arbitrary can be decomposed (Step 1 in the algorithm in Section II). The theoretical foundations of this decomposition are given in [3] , [12] , and [20] . In order to exemplify the simplicial decomposition process let us consider the example in Fig. 1 corresponding to . As we are assuming that all components satisfy:
all available data should be first scaled to . The algorithm follows. , where this step marks the end (no further decomposition is possible).
Consequently: , ,
4) Choose , and compute
It is easy to check that the above algorithm for simplicial decomposition can be efficiently implemented using the simple mixed-signal circuit in Fig. 3 (exemplified here for ). Using a ramp signal, the comparators generate a sequence of binary words corresponding to the sequence of indexes . The time interval between the occurrence of two consecutive words is proportional to the membership functions . This simple and efficient circuitry for computing the nonlinear expansion given by the fuzzy membership functions leads to further simplifications in evaluating the output of the neural cell following (3).
The START pulse acts on the switches used to discharge the two capacitors , and . A new computation cycle begins by constantly charging the capacitor with a constant current . The computation cycle ends when the voltage across equals 1 V (assuming that all inputs are scaled within Volts). The outputs of the comparators represent a binary address word corresponding to the index in the above decomposition algorithm. It is easy to verify that the code is present at the outputs of the comparators for a period of time proportional to . The RAM data bus (or the output of the local logic emulating the RAM) provides the previously stored coefficient in the form of a current signal. The capacitor at the output acts as an integrator and is efficiently used to compute the output. In fact, the output is (where is a circuit constant), is obtained when the signal STOP activates, as exemplified in the time diagrams in Fig. 3 for the case presented in Fig. 2 . Unlike most neuro-fuzzy networks, no multiplier circuit is required by our simplicial neuron.
Note that if the simplicial neural cell is used for image processing, in a fully parallel CNN implementation there is no need to implement all nine comparators per cell. Instead one cell contains only the comparator associated with the central pixel, the digital RAM (or ROM in the case of a predefined function), and the output integrator. The current source , the capacitor and the comparator are common to the entire chip. Since dynamic RAM densities in actual commercial technologies can easily reach 10 bits/chip, a rough calculation indicates that with minor modifications, on the same chip one can easily integrate about 10 simplicial neural cells, each composed of a 512 bits memory 6 plus a few components implementing the input comparator and the output integrator.
This corresponds to transforming an obsolete dynamic random access memory (DRAM) chip into a 1024 1024 pixel resolution programmable CNN which allows for up to 2 different gray level and binary image processing functions! The implementation density of the circuit can be increased furthermore by emulating the RAM with a nested Adaline [6] described by (1) .
A. Considerations Regarding the Implementation of the Local Boolean Logic
The mapping corresponding to the RAM or other local Boolean logic device in Fig. 3 can be implemented in the following ways.
• Using a RAM (or ROM) where the address bus receives the code and the corresponding coefficient (using a limited number of bits, say bits) is stored at the associated address. As shown in Sections V and VI, for many practical problems the one-bit quantization may suffice. In such cases, the implementation complexity is , but this result should be interpreted optimistically since the RAM technology with increased densities is readily available and represents the driving force of the VLSI industry. On the other hand, one should consider the following question: What is easiest to implement? A system where all parameters are concentrated in a single device (i.e., the one bit RAM cells) or a system such as the multilayer perceptron (MLP) where one has to build several tens or hundreds of neurons, each with its own storage devices (e.g., analog RAMs or similar) for their synaptic weights? We suggest that for many applications, particularly those leading to a small number of inputs (e.g.,
) the use of a digital RAM in a simplicial neural cell architecture is the most efficient and convenient solution.
• Emulating the RAM with a compact neural-network solution. Indeed, one can train a convenient neural-network architecture with binary inputs and outputs to learn the mapping instead of storing the coefficients in a RAM memory table. It is expected that a dramatic reduction in complexity will occur, particularly for the cases with large , when a problem is defined by a number of training samples . Indeed, if we consider the fixed point representation of using bits, each of these binary outputs represents a Boolean function with inputs (the binary code ) which can be conveniently learned by a nested Adaline described by (1) . This architecture solution is represented in Fig. 8 . Therefore, the overall complexity in terms of number of devices and parameters is now only . And this result stands while the resulting simplicial neural network is a universal approximator, therefore being capable to learn arbitrary problems! We should consider this result with caution because each parameter of the multinested cell may require a representation resolution of up to bits per parameter [6] . At this point, the question mentioned above becomes more evident. Indeed, which device is more convenient to implement: The RAM which is a readily available device containing an array of 2 binary cells, or the complexity multinested neural cell where each of the parameters require some storage mechanism with a resolution of ? Put in this way, the answer to the question will tend to be: The RAM. However, there are numerous practical situations for which the emulation of the RAM with a neural network is far more convenient. Let us consider the example of a Median filter, which will be discussed further in Section V. This example demonstrates another viewpoint of the simplicial neural cell. According to this viewpoint, the functional capability of a neural network (the one emulating the RAM) is highly increased by embedding it within the additional circuitry formed by the input comparators and the output integrator. Let us first consider the simple linear threshold gate defined by:
. If we apply this LTG as a local filter for a 3 3 neighborhood in a noisy (salt and pepper type) gray-level image, the result of processing will be a black-and-white image without any meaning. However if we employ the same simple neural structure as a mapping in the simplicial neural cell architecture, the result is a highly efficient Median filter which restores the original gray scale image from the corrupted one (see Section V-B). The implementation complexity of the resulting simplicial cell is just a bit larger than that of the linear threshold gate, leading to the simplest mixed-signal implementation known so far for a Median filter. Concluding, we suggest that the solution of emulating the RAM with nested Adalines is in fact highly desirable and can lead to dramatic reduction in complexity for many real-world problems.
The method of RAM emulation is very practical for situations where a large number of inputs are required, otherwise leading to dramatic increases of the RAM sizes. In most cases, these situations correspond to a number of samples , therefore the RAMs will be inefficiently used (many locations will be never accessed). For example, consider a problem with inputs and 3000 training samples. The implementation solution using a RAM will require several RAM chips of 1024 Mbits each (still not available on the market) while at most 30 3000 90.000 of their locations will be effectively used (assuming that in the worst case, each of the input vectors will generate a set of vertices which has a void intersection with the sets generated by any other input). It is clear that in this case, independently of how complex the problem to be learned is, the RAM emulation represents a much more reasonable solution. In most cases it might be possible that a simple linear threshold gate or a multinested cell (nested Adaline) with a reasonably small number of "nests" [i.e., absolute value functions in (1)] will emulate well enough the RAM so that the overall simplicial cell will have good generalization performances.
B. Software Implementations
Although the simplicial neuron architecture is tailored to the mixed signal implementation, it has also a convenient implementation in software. Particularly, the main advantage of a software implementation is the possibility to replace the simple RAM structure with a dynamically allocated one. Indeed, for a large number of inputs (e.g., ) the circuit implementation in Fig. 3 becomes prohibitive since it requires a RAM with a capacity of 2 bits. However, in such cases only a small fraction of the RAM locations are actually accessed, since for most of the practical problems the number of training samples would be . Therefore, a dynamically allocated RAM, easily to program in a software implementation, would replace the linear RAM removing the memory space problems as long as has reasonable values. It is easy to verify that in the worst case a maximum of memory cells would be required to store the gene.
IV. GENERAL METHODOLOGY FOR TRAINING THE SIMPLICIAL NEURAL NETWORK
In order to use the above architecture and its circuit realization for different tasks, the following steps should be considered.
1) Prepare a set of training samples using representative signals (images) for a given task. Also prepare a different set of test signals (images) to evaluate the generalization performance of the simplicial neural cell. 2) Using the above training samples determine the gene coefficients in the simplicial decomposition (3). As the structure is linear with respect to the outputs , the gene coefficients can be learned in a straightforward manner, for example using the LMS algorithm.
As a result of learning the resulting gene coefficients are not binary.
3) Quantify the coefficients using one bit per coefficient. Quantization ensures that each coefficient can be computed as the output of a nested Adaline (1). For example, the direct quantization scheme described above was often employed with acceptable results. The investigation of better quantization schemes will be the subject of further research. One can also decide to quantify using bits per coefficient, leading to a more accurate representation but also requiring more devices in the cells' circuit implementation. 4) Determine the parameters of the nested Adaline emulating the RAM using one of the methods in [6] such that it can represent the Boolean function defined by the pairs of samples where is a binary input vector and is the desired output. Simple perceptron learning or the LMS algorithm can be used for the no nests (classic) Adalines, which were found good enough to solve numerous nonlinear image filtering problems when embedded within the simplicial cell circuit. Further iterations trough Steps 3) and 4) can improve the quality and the compactness of the solution.
Step 4) will be removed if the choice is to implement the local Boolean logic in the simplicial neuron with a RAM. Consequently, the RAM has to be loaded with the quantified values of the gene coefficients , as they resulted from Step 3).
V. IMAGE PROCESSING APPLICATIONS
Within the framework of the CNN, the adaptive nature of the simplical neural cell makes it suitable for image filtering and other applications where the problem is specified by samples. We will illustrate such an application in this section through several problems, emphasizing the robustness and the efficiency of our cell.
A. Square Scratch Removal
The problem of square scratch removal is defined by a set of training image samples [such as in Fig. 1 (lower row) ]. Other test image samples (see Fig. 4 ) are used to evaluate the performance of the resulting neural filter. An ideal filter should reconstruct any other original image when the CNN input is provided with a perturbed input image. After 100 epochs of LMS training of the simplicial neural cell, a good quality reconstructed image is obtained [ Fig. 5(a) ]. In this case no quantization was performed after learning. For comparison, Fig. 5(b) presents the reconstructed image using the standard (linear) CNN cell with no feedback. Let us now consider the direct binary quantization of the gene (i.e., a Boolean gene) obtained after 100 epochs of learning by using the following transform:
. As shown in Fig. 6 , the output image is not significantly altered when compared to the image in Fig. 5 (a) obtained with real valued coefficients, and it resembles quite well the original image, thereby providing evidence that the compressed simplicial neural cell learned correctly the task of square scratch removal. Additional optimization of the gene using genetic algorithms may provide an even better result.
B. Median Filters
The problem of "salt and pepper" noise removal is usually solved by employing Median filters [15] . However, the same problem can be defined by a set of training image samples such as those presented in Fig. 1 (upper row) . Such samples were used to train the simplicial neural cell for the above task. In other words, the simplicial neural cell was trained to mimic a Median filter. The learning algorithm was followed by a quantization scheme where the goal was to find the optimal gene which can be represented by a linearly separable Boolean function. The results shown in Fig. 7 indicate a very good performance on a different data set (test set) and comparisons with results obtained by employing a median filter indicates a perfect similarity between the two filters in terms of functionality.
In addition, our simplicial neural filter leads to a much more compact implementation than that of the traditional Median filter. Indeed, the binary gene represented in Fig. 7 as a 16 32 matrix can be stored in a general purpose RAM which can be emulated using a very simple linear threshold gate defined by , where is a vector of weights and is a threshold. For the particular case of the emulated median filter , and , leading to an implementation similar to that in Fig. 8 but with no "nest" in the nested Adaline. No more than 10 to 20 transistors are necessary to implement this cell. For comparison, an advanced Xilinx FPGA implementation of a cell performing median filtering requires several thousands transistors per cell [16] .
It is straightforward to generalize the simplicial neural cell to Median filters with larger neighborhoods by simply employing a neural cell with the corresponding number of inputs, , and . 
C. Impulsive Noise Removal
The task of impulsive noise removal can be also learned by our simplicial neural cell, leading to a solution which does differ from the emulated median filter by only a parameter, namely . The results of applying this filter to an image corrupted with impulsive noise with a probability of 0.25 are presented in Fig. 9 .
D. Edge Detection
The previous two examples led to RAM emulations using very compact nested Adalines without "nests" i.e., "classic" Fig. 10 . Training samples for the "edge detection" task. For this task a series of 512 continuous gene coefficients c were determined as shown in Fig. 11  (upper row, left) . Adalines with a very simple hardware implementation. In this example we will consider the task of edge detection from a gray-level (continuous level) image. The training samples were obtained from the images in Fig. 10 , where a "Canny" edge detector from the Matlab image processing toolbox was used to process the original.
After direct quantization (using , , ) it is seen that no major difference occur in the processed image, in fact the image obtained after quantization has better edges. A simple two nested Adaline with and is capable to represent the table of coefficients composing the binary gene in Fig. 11 (bottom) . Observe the existence of gray levels in the output image of the simplicial nested Adaline which can be removed while emphasizing various details by an additional thresholding as seen in Fig. 12 where the original image and the image filtered with the "Canny" edge detector are simultaneously presented for comparison.
When the same filter as above is applied to the image (a rose) used initially for training, the resulting output is shown in Fig. 13 . Observe that choosing a different threshold level for the output of the simplicial cell, i.e., , the quality of the edges can be controlled. 
VI. APPLICATIONS IN PATTERN CLASSIFICATION
With the addition of a hard limiter at the output (providing a binary instead of a continuous output) the simplicial neural cell (3) can be trained for various pattern classification tasks. For problems where more than two classes are involved, a simplicial cell (except the input stage based on comparators) will be used for each output associated with a class assuming that an 1 output corresponds to a pattern which does not belong to that class while an output equal to 1 signify the membership of the input vector to that class. The hard limiter is introduced only during the retrieval phase, and the same learning algorithms as for the regression problems is employed. We are mainly interested in two issues.
• How can the classification performance be compared to that of other neural adaptive systems? To provide an answer, two benchmark problems were considered herein. The problems were previously learned using different neural classifiers and the comparative results are readily available in a technical report [17] . The first problem (IRIS) is a well known linearly not separable problem with four-dimensional inputs and three classes (75 samples in each the test and the training set), where the task is to recognize among three species of Iris flowers based on some features. The PHONEME problem is a difficult signal recognition problem with five-dimensional input vectors representing features extracted from a spectral analysis of the voice signal (2702 samples in each the training and the test set). The task is to recognize whether an instance represents a vowel phoneme or not, therefore the problem is a two-class problem.
• Is it possible to achieve near optimal classification performance (i.e., close to the one obtained using continuous valued coefficients ) using compressed simplicial neurons, i.e., cells where the coefficients are represented with only one bit per coefficient?
A. The IRIS Problem
Several cases were considered.
• C1 corresponds to , i.e., all four inputs are applied unchanged to the cell. No quantization is employed.
• C1Q is the same as C1 but binary quantization followed by some simple evolutionary optimization of the gene was employed.
• C2 corresponds to , i.e., the input space was linearly extended. The input vector is formed now as . No quantization was employed.
• C2Q is similar to C2, except that binary quantization followed by some simple evolutionary optimization was employed.
• C3 is similar to C2, except some more two inputs were added to form a nine-dimensional input vector:
• C3Q is similar to C3, except that binary quantization followed by some simple evolutionary optimization was employed. In the above examples we used simple evolutionary algorithms for quantization and the gene solution is not the global optimum. We expect that the use of more advanced evolutionary algorithms will improve the classification performances for those cases where quantization was employed. Table I summarizes the results on the test data sets in all of the above six cases. The results are given for each class as percentages of misclassification.
Note that no misclassification error (0%) on the test set was obtained for the case C2. The above results also suggest that the TABLE I  THE MISCLASSIFICATION PERCENTAGE FOR EACH CLASS AND  THE SIX CASES DISCUSSED ABOVE (THE IRIS PROBLEM) technique used for artificially increasing the dimensionality of the input space may increase the classification performance, especially when quantization was employed. Note that when no quantization is employed, a too large input dimension will usually lead to overfitting and consequently to a degradation of the generalization performance as seen for the case C3. We expect that the result in case C3Q can be further improved by employing more advanced quantization techniques. Increasing the input vector dimensionality is also expected to lead to a decrease of misclassification error to the limit of 0% demonstrated in the case of nonquantified coefficients.
B. The PHONEME Problem
In this case, the typical misclassification performance using a multilayer perceptron (MLP) is around 17% [17] . Consider the following six cases:
• C1 corresponds to i.e., all five inputs are applied unchanged to the cell. There is no quantization employed.
• C1Q is the same as C1 but binary quantization followed by some simple evolutionary optimization was now employed. • C2 corresponds to , i.e., the input space was linearly extended. The input vector is formed now as . There is also no quantization employed.
• C3 is similar to C2, except that one more input was added to form a ten-dimensional input vector: . • C3Q is similar to C3, except that binary quantization followed by some simple evolutionary optimization was employed. Table II summarizes the results on the test data sets. Although the problem is quite different in complexity and number of samples, the same remarks as for the IRIS problem stand. The tendency of the network with binary coefficients to converge to the best possible result (in our case 19.2%) if appropriate dimensionality expansion is performed over the input space, is again confirmed. As shown for the case C3Q, 1024 bits suffice to encode the knowledge associated with the PHONEME problem with a performance loss of only 1.7% compared to the case of using continuous gene coefficients.
C. Nonlinear Expansion of the Input Space
In the above examples it was shown that a linear expansion of the input space before using the simplicial neural network In such cases, the preprocessing method in [18] can be applied. This method is based on a very simple nonlinear transform inspired from the multinested nonlinearity employed in (1) . This method of expanding the input space assumes that instead of applying the unique input to the simplicial neural circuit (which will result in a very poor performance since only two gene parameters will be available to learn the problem) one will generate additional inputs using the following scheme:
Typically, the performance of the simplicial neural cell improves when is increased up to a value . For no significant improvement in performance is observed. Using the above observation one can easily determine for a given problem. The same idea of nonlinear preprocessing can be also applied to problems with . Using this method with for the PHONEME problem, a misclassification error of only 17% was obtained, a similar result to the one reported in [17] for a multilayer perceptron, and better than what has been obtained for the simplicial neuron with linear preprocessing (Table II) .
For the SIN problem considered above with , Fig. 14 clearly indicates the convergence of the LMS learning algorithm toward a very good solution characterized by a very small sum of square error . The whole problem is therefore "learned" in the 32 RAM coefficients and further investigations indicate that the above approximation error is maintained even if each coefficient is quantified with at least six bits.
For comparison, the case of is presented in Fig. 14(b) . In this case, the SSE error is much larger, of about .
VII. HARDWARE IMPLEMENTATION EFFICIENCY
In a hardware realization of a neural system the goal is to achieve a proper functionality while minimizing the area of silicon (by reducing the number of electronic devices) and the power consumption. The easiness of programmability and reconfigurability is also an important issue.
To evaluate the efficiency of our circuit realization against other solutions, let us consider the problem of square scratch removal with a direct one bit quantization (see Section V-A) and a RAM-based implementation of the simplicial neuron. In order to achieve the same level of performance a standard MLP was trained and tuned. A 9:15:1 structure results, i.e., 15 neurons on the hidden layer and a total of 150 16 166 synapses. In order to achieve programmability, the mixed-signal VLSI solution in [21] can be used to implement the MLP. Since each synapse has to be programmed with five bits, a RAM of at least 166 5 803 bits is required to store the weights. In addition, the VLSI implementation of the MLP in [21] would require 166 synaptic circuits (each containing 24 MOS transistors) and 16 neuron units. It is obvious from Table III that the simplicial neuron require almost 63% of the RAM cells and less than 2.5% of the CMOS transistors required by the programmable MLP in [21] (assuming that ten CMOS transistors suffice to implement a comparator in the simplicial neuron).
Moreover, our solution is much more flexible since any new application may require only the loading of the RAM with a new string of 512 bits. Instead, the MLP in [21] requires additional wiring circuitry to accommodate a variable number of hidden nodes as required by a certain application. Also, while the RAM storage in the MLP is distributed in many registers of five bits each, one single compact RAM is used by the simplicial neuron thus making the silicon use more effective. Similar comparisons stand for any other of the problems considered, leading always to a much more efficient implementation for the simplicial neuron architecture. In fact, although the requirement of RAM cells is quite similar (as expected, since the same amount of knowledge should be stored), the simplicial neuron architecture leads to a dramatic reduction in the number of devices otherwise associated to the synapses and neurons of the equivalent MLP's or other type of neural network. [21] VIII. CONCLUDING REMARKS
In this paper, a novel neural architecture exploiting the simplicial subdivision proposed in [3] for PWL approximation of nonlinear circuits was introduced. An efficient mixed-signal circuit implementation was proposed and its capabilities for binary and continuous nonlinear filtering tasks and classification problems were demonstrated. The complexity of the circuit does not significantly exceed the complexity of a binary RAM or its analog implementation via a nested Adaline [6] (in the latter case, with an implementation complexity of only ), while the resulting architecture was proved highly effective in solving complex nonlinear signal processing tasks.
An interesting feature of the simplicial neural cell is that it allows a binary quantization and storage of its coefficients (also called a gene) without major loss in the performance, the result being a highly compact yet efficient structure. Although the gene is binary (i.e., equivalent to the gene of an arbitrary Boolean input function) the compressed simplicial neural cell was proved to perform various intelligent signal processing tasks including nonlinear filtering and classification, with a quality that closely resembles those obtained using much more sophisticated architectures.
Further research will focus on improving the algorithms for optimizing the binary genes for the compressed simplicial cells. Other topics of interest include the investigation of a wider palette of signal processing applications in multimedia and intelligent signal processing.
The features of the novel simplicial neural cell makes it well suited for compact and low power implementations in mixed signal technologies (e.g., the CMOS technologies used for fabricating high-density DRAMs). Its applications are in the area of portable multimedia technology, smart mobile phones, portable digital assistants, and other portable devices incorporating intelligent signal processing functions. An interesting perspective is the possibility to build high-frequency and high-density cells by implementing the simplicial neural cell in room operating nanotechnologies based on resonant tunneling diodes (RTDs). Successful realization of both RAM cells and comparators, the main components of our simplicial neural cells, were already reported in the literature [22] - [24] . 
