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図 1 スーパーコンピュータ SX-ACE 
 
［大学 ICT推進協議会　2017 年度年次大会論文集より］
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2  スーパーコンピュータ SX-ACE 
本センターに導入されているスーパーコンピュ
ータ SX-ACE を図１に，諸元を表 1に示す．SX-ACE
の CPU はこれまでのベクトルプロセッサと同様に，
高ベクトル演算性能と高メモリバンド幅を継承し
ている．また，CPU は 4 コアで構成され最大ベク
トル演算性能は 256 GFLOPS である．各コアには容
量が 1,024 KB の ADB(Assignable Data Buffer)が
搭載され，ADB とコア間のメモリバンド幅は
256GB/sec を有する．データが ADB 経由でアクセ
スされる場合は， データ転送速度と計算速度の比
である B/F 値が 4 Bytes/FLOP となり，メモリ負荷
の高いアプリケーションでも高い実行効率で実行
可能となっている．また，単一コアで演算を実行





本センターの SX-ACE は 2,560 ノードで構成さ
れている．各ノード間は最大 4 GB/sec×2(双方向)
で接続された 2 段ファットツリーネットワークで
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subroutine A 8039.993 91.75 21.9
subroutine B 2314.420 82.60 18.8
subroutine C 1164.311 13.23 12.3
other subroutines 1850.370 - -































図 3 サブルーチン A,B の高速化後のコード 
 
 高速化後の性能を表 3 に示す．指示行を挿入す
ることでベクトル長がサブルーチンAで21.9から
225.9 に，サブルーチン Bで 18.8 から 250.9 まで
大きく改善され，サブルーチン Aで約 44 倍，サブ
ルーチン Bで約 17 倍の性能向上を得た． 
 
表 3 高速化の効果 
実行時間
[sec]
before 8039.993 91.75   21.9
after 182.020 99.18 225.9
before 2314.420 82.60   18.8
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4.3 サブルーチン C 
























ク長は 256 とした(図 6）． 
 
図 5 サブルーチン Cのベクトル化後のコード 
 
図 6 サブルーチン Cの高速化後のコード 
 
 高速化後の性能を表 4 に示す．高速化によりベ
クトル化率が 12.23%から 98.91%に改善し，ベクト
ル長が 12.3 から 151.3 に伸びることで，サブルー
チン単体で約 6 倍の性能改善を得ることができた． 
 
表 4 サブルーチン Cの高速化の効果 
実行時間
[sec]
before 1164.311 13.23 12.3
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 以上の高速化を適用後のコード全体の性能を表
5 に示す．シングルコア実行で高速化前に比較し
約 17 倍の性能改善を得ることができた． 
 















にプロセスを処理する MPI(Message Passing 



















ノード内の並列化に OpenMP を用いた Hybrid MPI
などの検討が必要である． 
 
図 7 並列化性能 























—  51  —反応・相変化を伴う多分散系混相流シミュレーションコードの最適化
