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1. INTRODUÇÃO
Na sua definição mais abrangente, o escalo-
namento multidimensional (MultiDimensional
Scaling – MDS) é constituído por uma família de
modelos pelos quais um conjunto de dados é
representado por um conjunto de pontos num
espaço em que as relações geométricas entre es-
tes pontos correspondem, o mais próximo possí-
vel, às relações empíricas no conjunto de dados
(Carroll & Arabie, 1980; Coxon, 1982). O pro-
blema desta definição reside na sua abrangência:
inclui muito mais do que usualmente é conside-
rado quando se faz referência ao termo «escalo-
namento multidimensional. Na realidade, a
maioria dos métodos estatísticos multivariados
incluem-se nesta definição (Davison, 1983; Jo-
nes & Koehly, 1993): análise discriminante,
análise de variância multivariada, análise de re-
gressão canónica, análise de componentes prin-
cipais, análise factorial, análise de correspondên-
cias, métodos de mensuração conjunta e fun-
cional e alguns métodos de análise de clusters.
Assim, adoptamos uma definição menos abran-
gente, que limita o termo «escalonamento multi-
dimensional» a uma família de modelos de dis-
tância espacial como forma de representação de
dados de proximidade (Carroll & Arabie, 1980;
Davison, 1983). Dados de proximidade fornecem
informação referente à semelhança e disseme-
lhança entre entidades. Neste artigo, o símbolo ij
será utilizado para representar a proximidade
entre a entidade i e a entidade j. Se as proximi-
dades são registadas de tal modo que o valor
mais elevado corresponde ao par menos seme-
lhante, então  ij é uma medida de dissemelhança.
Se, pelo contrário, as proximidades são regis-
tadas de tal modo que o valor mais elevado cor-
responde ao par de entidades mais semelhante,
então ij é uma medida de semelhança. Tal como
indica a definição aqui adoptada, o MDS pres-
supõe uma analogia, originalmente proposta por
Richardson (1938), entre o conceito psicológico
de semelhança (ou, estritamente falando, o con-
ceito psicológico de dissemelhança) e o conceito
geométrico de distância. Através do MDS, os
dados de proximidade são representados numa
configuração espacial de pontos de forma a que
as distâncias entre os pontos correpondam às
proximidades tão perto quanto possível.
Com este artigo pretendemos auxiliar os psi-
cólogos a alcançar uma opinião formada sobre a
utilidade, ou inutilidade, do MDS para as suas
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investigações. Apesar da nossa exposição ser tão
exacta quanto possível, não entraremos nos
aspectos técnicos do MDS. A nossa preocupação
é transmitir o que o MDS faz e o que é que o
investigador deve fazer para que o MDS faça,
não como é que o MDS faz. O leitor interessado
pode consultar as referências apropriadas que
surgem neste artigo para mais pormenores sobre
a técnica que vai ser apresentada e para técnicas
mais avançadas no campo do MDS que não são
discutidas aqui.
2. AQUECIMENTO
Os três exemplos seguintes (adaptados livre-
mente de Schiffman, Reynolds & Young, 1981)
servem para dar uma compreensão intuitiva dos
princípios subjacentes ao MDS. Estes exemplos
demonstram relações simples de input-output e,
como resultado da sua simplicidade, são irrea-
listas em relação ao que o MDS pode fazer para
estabelecer essas relações (um ponto a que mais
tarde regressaremos neste artigo).
Suponha que seleccionamos quatro partidos
políticos portugueses (PSD, PP, PS e PCP) e pe-
dimos a um sujeito (Bruno) para ordenar todos
os pares que podem ser formados a partir deste
conjunto de partidos políticos em relação à sua
semelhança global. Dado que podem ser for-
mados n*(n-1)/2 pares a partir de um conjunto
de n objectos, o sujeito terá de ordenar 6 pares
de partidos políticos em relação à sua semelhan-
ça global. A ordenação que será fornecida pelo
sujeito pode ser escrita na forma de uma matriz
de dados objecto-por-objecto, como ilustra a
Figura 1. O maior valor da matriz corresponde
ao par de objectos que são menos semelhantes
(isto é, a matriz contém medidas de disseme-
lhança). O que o MDS faz é localizar os quatro
partidos políticos como pontos num espaço de
tal modo que a ordem das distâncias interpontos
no espaço se aproximem o mais possível da or-
denação fornecida pelo sujeito: o PSD e o PS,
que são considerados mais semelhantes, deverão
aparecer mais juntos, o PSD e o PCP, que são
considerados mais dissemelhantes, deverão
surgir mais afastados, e assim por diante. A Fi-
gura 1 representa um mapa bidimensional dos
partidos, juntamente com uma matriz objecto-
-por-objecto contendo as distâncias euclidianas
entre os partidos neste espaço bidimensional.
Pode-se verificar que a ordem destas distâncias
corresponde perfeitamente à ordenação fornecida
pelo sujeito. Em geral, quando se recolhem
dados reais não se tem tanta sorte. A partir do
mapa bidimensional, pode-se inferir intuitiva-
mente que o sujeito parece usar uma dimensão
«espectro» (o eixo horizontal, ordenando da
esquerda para a direita) e uma dimensão de «po-
der» (o eixo vertical, ordenando do grande para
o pequeno) de forma a ajuizar da semelhança
global dos partidos políticos (obviamente, esta
leitura refere-se à situação política antes de 1 de
Outubro de 1995).
Suponhamos agora que, para além de Bruno,
pedimos a mais dois sujeitos (Chico e Tiago)
para ordenarem todos os pares que podem ser
formados, relativamente à sua semelhança glo-
bal, a partir do conjunto dos quatro partidos po-
líticos. As três ordenações obtidas desta forma
podem ser apresentadas na forma de três matri-
zes de dissemelhança, como ilustram as Figuras
1 e 2. O que o MDS faz neste caso é localizar os
objectos num espaço do grupo e pesar as dimen-
sões do espaço do grupo para cada sujeito indi-
vidualmente, de tal forma que a ordem das dis-
tâncias interponto nos espaços privados corres-
ponde, tão próximo quanto possível, às ordena-
ções fornecidas pelos respectivos sujeitos. Quan-
do um sujeito é representativo do grupo de su-
jeitos, o espaço privado obtém-se atribuindo pe-
sos iguais às dimensões do espaço do grupo. À
medida que um sujeito se desvia do grupo, con-
tudo, o espaço privado obtém-se atribuindo pe-
sos diferentes às dimensões do espaço do grupo,
esticando ou encolhendo o espaço ao longo das
suas dimensões, até se obter uma correspondên-
cia óptima com a ordenação dos sujeitos. No
nosso exemplo, pressupôs-se que Bruno é repre-
sentativo do grupo constituído pelos três indi-
víduos, implicando que o seu espaço privado,
ilustrado na Figura 1, também possa ser interpre-
tado como o espaço do grupo. Contudo, Chico e
Tiago desviam-se do grupo, como é revelado
pelos pesos dimensionais da Figura 2: Chico dá
um peso relativamente maior à dimensão es-
pectro enquanto Tiago atribui um peso relativa-
mente maior à dimensão poder, apesar da foca-
lização de Chico na dimensão espectro ser me-
nos dramática que a focalização de Tiago na di-
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FIGURA 2
MDS Aplicado a Matrizes Múltiplas de Proximidades Objecto-Por-Objecto
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FIGURA 3
MDS Aplicado a uma Matriz de Proximidades Sujeito-Por-Objecto
víduos, também ilustrados na Figura 2, refletem
estes factos: o espaço de Chico estreita-se na
dimensão poder enquanto que o espaço de Tiago
se estreita ainda mais na dimensão espectro.
Como resultado, as distâncias entre partidos
políticos muda de sujeito para sujeito. A compa-
ração das matrizes das distâncias apresentadas
nas Figuras 1 e 2 sugere, por exemplo, que Tiago
percepciona o PP e o PCP como muito próximos
(pois ambos têm pouco poder) enquanto que
Chico e Bruno percepcionam estes partidos co-
mo estando muito distantes um do outro. Inver-
samente, Tiago percepciona o PSD e o PP como
estando distantes um do outro (uma vez que são
muito dissemelhantes, pois o PSD tem muito
poder e o PP tem muito pouco) enquanto que
Bruno e Chico percepcionam estes partidos com
uma distância moderada entre si. Continuamos
afortunados: pode-se verificar que a ordem das
distâncias nos espaços privados de Chico e Tiago
corresponde perfeitamente às ordenações forne-
cidas por estes sujeitos.
Como ilustração final dos milagres do MDS,
suponha que pedimos a três sujeitos (Joana, Ma-
ria e Sofia) para ordenarem os quatro partidos
políticos em relação à sua atractividade global.
As ordenações fornecidas poderiam ser apresen-
tadas sob a forma de uma matriz de dados
objecto-por-objecto, tal como ilustra a Figura 3.
O maior valor numa determinada linha desta
matriz corresponde ao objecto que é menos
atractivo para um determinado sujeito. O que o
MDS faz nestes casos é localizar os objectos e os
sujeitos como pontos num espaço conjunto, de
tal modo que a ordem das distâncias entre os
objectos e os sujeitos no espaço correspondam,
tão próximo quanto possível, às ordens de pre-
ferências fornecidas pelos respectivos sujeitos.
Joana encontra-se mais próxima do PCP que de
qualquer outro partido e Sofia encontra-se mais
afastada do PCP que de qualquer outro partido.
Maria encontra-se mais afastada do PSD que de
qualquer outro partido mas Sofia encontra-se
mais próxima do PSD que de qualquer outro
partido, e assim por diante. A posição de um su-
jeito no espaço conjunto representa o ponto
ideal desse sujeito relativamente aos partidos
políticos: o partido preferido a todos os outros. A
Figura 3 representa um mapa bidimensional dos
partidos e dos pontos ideais. Continuando com a
interpretação dimensional dos exemplos anterio-
res, parece que Sofia gosta da direita e grande,
Maria gosta de um partido de tamanho médio do
centro político, enquanto que Joana gosta de um
partido de tamanho médio do lado esquerdo da
arena política. A Figura 3 também mostra uma
matriz sujeito-por-objecto contendo as distâncias
euclidianas entre os partidos e os pontos ideais
neste espaço bidimensional. Pode-se verificar
que, para cada sujeito, a ordem destas distâncias
corresponde perfeitamente às ordenações forne-
cidas por esse sujeito. Antes de pressionarmos a
nossa sorte para além de limites aceitáveis, con-
tinuaremos com a discussão de vários aspectos
técnicos e metodológicos chave no MDS.
3. RECOLHA E ORGANIZAÇÃO DE DADOS
Os exemplos que ilustraram a secção anterior
pressuposeram a recolha de dados através da or-
denação de pares de objectos em relação às se-
melhanças globais e a ordenação dos objectos
em relação à atractividade global. Estes são ape-
nas dois métodos de recolha de dados entre uma
grande variedade de possibilidades. Nesta
secção, serão apresentados métodos para obter
dados que permitem a análise MDS (ver Coxon,
1982; Davison, 1983; Shepard, 1972), em que
«obter» dados se refere à recolha dos dados e à
sua organização. Em relação à recolha dos da-
dos, a distinção deverá ser feita entre dados de
graduação, dados de ordenação e dados de agru-
pamento. Em relação à organização dos dados,
distinguiremos entre dados directos, que forne-
cem informação de (dis)semelhança quando são
recolhidos, e dados derivados, que  fornecem a
informação de (dis)semelhança exigida através
do processamento prévio dos dados recolhidos.
3.1. Dados directos
Os dados podem fornecer informação de
(dis)semelhança quando são recolhidos. Discuti-
remos os métodos principais para obter estes da-
dos «directos».
Dados de graduação. Dados de (dis)seme-
lhança objecto-por-objecto podem ser obtidos
através de comparações entre pares. São apre-
sentados aos sujeitos pares de objectos e pede-
se-lhes para indicarem, para cada par, até que
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ponto os objectos do par são semelhantes ou
disssemelhantes um do outro. Numa tarefa de
graduação categorial, os sujeitos indicam os
seus juizos marcando uma categoria numa escala
de 7 ou 15 pontos. Numa tarefa de graduação
contínua, indicam os seus juizos marcando uma
posição numa linha contínua. Numa tarefa de es-
timação da magnitude, um par é seleccionado
como padrão. Os outros pares, os pares em julga-
mento, são então comparados com este par
padrão. Se, por exemplo, um sujeito percepciona
um par como duas vezes (dis)semelhante ao par
padrão, então será atribuido um valor de 2  ao
par em julgamento. Se, contudo, o sujeito per-
cepciona um par como metade (dis)semelhante
ao par padrão, então será atribuido um valor de 1
ao par em julgamento.
Ao utilizar tarefas de comparações entre pares,
o design do questionário deve controlar ade-
quadamente os efeitos de ordenação, assegu-
rando que um objecto aparece tantas vezes na
primeira posição quantas as que aparece na se-
gunda entre pares, e efeitos de afastamento,
assegurando que os pares em que um objecto
aparece se encontram mais ou menos distribuí-
dos ao longo do questionário. Quando se utiliza
uma tarefa de estimação da magnitude, é mais
desejável assegurar que os n*(n-1)/2 pares de
objectos são seleccionados igualmente também
como par padrão entre sujeitos. Outra preocu-
pação com a utilização de tarefas de
comparação entre pares é a extensão do
questionário: quando n (isto é, o número de
objectos) aumenta,     n*(n-1)/2 (isto é, o
número de pares de objectos) aumenta
rapidamente. Com 10 objectos existem 45
pares. Quando se aumenta a quantidade de
objectos para 20, o número de pares aumenta
para 190. Quando a quantidade de objectos au-
menta de tal forma que não se espera que ne-
nhum sujeito compare todos os pares possíveis,
deve-se utilizar um design incompleto em que
cada par é comparado por alguns, mas não por
todos os sujeitos: os pares são divididos em
subconjuntos e aos sujeitos são aleatoriamente
atribuidos um destes subconjuntos por forma a
compararem os pares nele contidos. Em relação
à formação desses subconjuntos, parece que a
divisão aleatória dos pares em subconjuntos
resulta tão bem como os métodos que se
baseiam em regras (ver Spence & Domoney,
1974). Deve-se contudo recomendar que a
divisão aleatória se deve submeter a algumas
restrições: em primeiro lugar, cada par deve
aparecer num número igual de subconjuntos e,
em segundo lugar, cada objecto deve aparecer
em pelo menos um par de cada subconjunto.
Em relação à organização dos dados para a
análise em MDS, é útil distinguir entre o
número de «modos» e o número de «sentidos»
num conjunto de dados. Segundo Carroll &
Arabie (1980), o número de modos refere-se
aos diferentes conjuntos de entidades no
conjunto de dados, enquanto que o número de
sentidos se refere ao número total de
dimensões no conjunto de dados. Os dados de
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comparações entre pares recolhidos com um
design completo pode ser organizado num
conjunto de dados com dois modos (os objectos
que entram nas comparações e os sujeitos que
fazem as comparações) e três sentidos (dois
para os objectos e um para os sujeitos). Assim,
há uma matriz objecto-por-objecto para cada
sujeito. Alternativamente, os dados de
comparações entre pares recolhidos com um
design completo podem ser agregados num
conjunto de dados com um modo (os objectos
que entram nas comparações) e dois sentidos
(ambos para o único modo do conjunto de da-
dos). Depois da agregação, há uma única matriz
objecto-por-objecto para o sujeito «médio».
Cada entrada nesta matriz é a média da
(dis)semelhança de um determinado par de
objectos, que é a média aritmética das gradua-
ções categoriais ou contínuas e a média geomé-
trica das estimações da magnitude (Davison,
1983). Obviamente, os dados de comparações
entre pares recolhidos com um design incom-
pleto devem ser agregados antes da análise. Para
que se realize a agregação, parece aconselhável
obter pelo menos 20 vezes mais observações do
que parâmetros necessários para especificar a
configuração, isto é, m*(n*(n-1)/2)≥20*(n*r) ou
m≥40*r/(n-1), em que m é o número de sujeitos,
n é o número de objectos e r é o número de di-
mensões que definem o espaço (Davison, 1983).
Dados de (dis)semelhança sujeito-por-objecto
podem ser obtidos pedindo aos sujeitos para
atribuirem números aos objectos, de forma a que
a magnitude dos números indique as estimativas
dos sujeitos sobre até que ponto os objectos
possuem um determinado atributo. O atributo
pode ser qualquer coisa, mas geralmente relacio-
na-se com a «atractividade global» dos objectos.
Quando se recolhem os dados através da esti-
mação da magnitude, um dos objectos pode ser
seleccionado como padrão ou, alternativamente,
um objecto imaginário que tenha mais do atri-
buto pode ser escolhido como tal. Quando os
objectos são avaliados em relação à atractividade
global, este é o objecto que tem a maior atracti-
vidade global, por outras palavras, o objecto que
representa o ideal do sujeito. Dados de (dis)se-
melhança sujeito-por-objecto organizam-se num
conjunto de dados com dois modos (sujeitos e
objectos) e dois sentidos (um para cada modo).
Os dados nesta matriz fornecem informação
relativa à proximidade dos membros entre mo-
dos, isto é, a (dis)semelhança entre sujeitos e
objectos: os dados não fornecem informação
relativa à proximidade dos membros intra cada
um dos modos, isto é, a (dis)semelhança entre
sujeitos ou a (dis)semelhança entre objectos.
Dados de ordenação. Dados de (dis)semelhan-
ça objecto-por-objecto podem obter-se pedindo
aos sujeitos para ordenarem todos os pares que
podem ser formados a partir de um conjunto de
objectos em relação à sua semelhança global (tal
como se regista nos primeiro e terceiro exemplos
introdutórios). Numa ordem forte, não são per-
mitidos empates: um par de objectos não pode
ser julgado como igualmente semelhante a um
outro par mas tem de ser julgado mais ou menos
semelhante que outro par. Numa ordem fraca,
são permitidos os empates: um par de objectos
pode ser julgado igualmente semelhante a um
outro. Os dados podem ser organizados em con-
juntos de dados de dois modos e três sentidos ou,
alternativamente, podem ser agregados num con-
junto de dados de um modo e dois sentidos atra-
vés da medianização, entre sujeitos, das posições
ordinais dos pares de objectos. Dados de (dis)se-
melhança sujeito-por-objecto podem obter-se pe-
dindo aos sujeitos para ordenarem os objectos
em relação à extensão em que os objectos pos-
suem determinado atributo, geralmente «atracti-
vidade global» (como no terceiro exemplo
introdutório). Também aqui, a ordem pode ser
forte ou fraca. Os dados organizam-se num con-
junto de dados em dois modos e dois sentidos.
Dados de agrupamento. O agrupamento refe-
re-se à divisão de um conjunto de objectos em ca-
tegorias mutuamente exclusivas e colectivamente
exaustivas. Os métodos de agrupamento são dife-
rentes uns dos outros em relação aos agrupa-
mentos  permitidos e ao número de categorias
permitidas por agrupamento. Em relação ao
número de agrupamentos permitidos, pode-se
fazer uma distinção entre uma tarefa de agrupa-
mento único, que dá uma oportunidade para divi-
dir um conjunto de objectos em categorias de for-
ma a que os objectos que pertencem à mesma ca-
tegoria são mais semelhantes que os objectos que
pertencem a categorias diferentes, e uma tarefa de
agrupamentos múltiplos, que dá diversas oportu-
nidades para dividir os objectos em categorias de
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tal forma que, em cada ocasião e num determi-
nado aspecto, a semelhança dentro das categorias
seja maior que a semelhança entre categorias
(Rosenberg & Kim, 1975). Em relação ao número
de categorias permitidas em cada agrupamento,
deve-se fazer uma distinção entre agrupamentos
fixos e agrupamentos livres. Numa tarefa de
agrupamento fixo, o conjunto de objectos divide-
se num número pré-fixado de categorias. Dois
casos especiais são a dicotomização, onde o
conjunto de objectos se divide em duas categorias
(geralmente em relação a um objecto possuir ou
não um determinado atributo) e a tricotomização,
onde o conjunto de objectos se divide em três ca-
tegorias (geralmente consistindo nos objectos
que têm um determinado atributo, nos que não o
têm e nos quais o atributo não se aplica). Numa
tarefa de agrupamento livre, o conjunto de
objectos divide-se num qualquer número de
categorias, que pode ser desde uma (onde os
objectos se reunem na mesma categoria) a n
(onde cada objecto constitui a sua categoria).
Um agrupamento pode-se apresentar sob a
forma de uma matriz de co-ocorrências, na qual
a entrada «1» indica que dois objectos, i e j,
foram atribuidos à mesma categoria e «0» indica
que os objectos foram atribuidos a diferentes
categorias. Assim, por exemplo, o agrupamento
S={v,w|x,y,z} poderá ser apresentado sob a
forma da seguinte matriz:
v     w     x     y     z
v        -     1      0     0     0                         
w              -      0     0     0  
x                      -      1     1  
y                              -     1                         
z                                     -  
Se bem que a análise MDS possa ser apresen-
tada através desta matrizes de co-ocorrências
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TABELA 1
Valores de Perfil e Dissemelhanças de Perfis para Dados de Ordenação
Valores de Perfil
Positivo/ Bom / Forte / Duro / Activo / Dinâmico /
/ Negativo / Mau / Fraco / Mole / Passivo / Estático 
PSD -3 0 -2 -1 +3 +3
PP -3 -1 +1 +1 -3 -2
PS +3 +3 -2 +1 -3 -2
CDU -1 +2 +2 +3 +1 +2
Dissemelhanças de Perfis
PSD PP PS CDU
PSD 0 75 110 45
PP 0 61 50
PS 0 69
CDU 0
(por exemplo, Wish, 1970), as matrizes indivi-
duais são geralmente agregadas entre agrupa-
mentos (por exemplo, Wish, 1970), entre sujeitos
(por exemplo, Rosenberg, Nelson & Viveka-
nanthan, 1968; Rosenberg & Kim, 1975) ou
entre agrupamentos e sujeitos (por exemplo,
Rosenberg & Kim, 1970). Depois da agregação,
as matrizes contêm as frequências (relativas)
com que quaisquer dois objectos foram atribui-
dos à mesma categoria.
3.2. Dados derivados
Os dados podem fornecer a informação exi-
gida de (dis)semelhança através de processa-
mento prévio dos dados recolhidos. Continuare-
mos pela discussão dos principais métodos de
obtenção destes dados «derivados».
Dados de graduação. Quando se pede a um
sujeito para avaliar n objectos em relação a m
atributos, o resultado serão n perfis, cada um
com t valores nos atributos. Por exemplo, pode-
mos pedir a Mário para classificar os quatro
partidos políticos portugueses num diferenciador
semântico (Osgood, Suci & Tannenbaum, 1957),
que é um conjunto de escalas categoriais bipo-
lares, polarizadas em descrições relativamente
abstractas e respectivos antónimos. Deste modo,
Mário poderia avaliar os quatro partidos em seis
escalas bipolares de 7 pontos, polarizadas em
«positivo-negativo», «bom-mau», «forte-fraco»,
«grande-pequeno», «activo-passivo» e «dinâmi-
co-estático», respectivamente. Isto deveria resul-
tar numa matriz de dados contendo quatro perfis
com seis scores de atributos cada, tal como
ilustra a Tabela 1. A dissemelhança entre os par-
tidos pode então ser derivada como alguma
medida de dissemelhança de perfis (ver Cron-
bach & Glesser, 1953). Uma dessas medidas é o
desvio quadrado total entre objectos:
t
δij = Σ (xir - xjr)2, (1)
r=1
em que δij é a dissemelhança entre os objectos i
e j, xir é o valor do objecto i no atributo r e t é o
número de atributos. As dissemelhanças de perfis
derivadas desta medida também estão registadas
na Tabela 1. Outras medidas de dissemelhança de
perfis, se bem que relacionadas, são a raiz qua-
drada do desvio quadrado total entre objectos,
que é a distância euclidiana entre objectos no es-
paço dos atributos, e a raiz quadrada do desvio
quadrado médio entre objectos.
Três elementos diferentes contribuem para o
perfil de dissemelhança (Skinner, 1978). O pri-
meiro, a elevação dos perfis, tal como é medida
pela média dos valores atribuidos aos objectos i
e j (mi e mj). Assim, a dissemelhança dos
objectos i e j aumenta com a tendência de um
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TABELA 2
A Contribuição de Elevação, Dispersão e
Forma Para a Dissemelhança de Perfis
objecto receber maiores valores do que outro. O
segundo elemento, a dispersão dos perfis, tal co-
mo é medido pelo desvio padrão dos valores atri-
buidos aos objectos i e j (si e sj). Assim, a disse-
melhança dos objectos i e j aumenta com a ten-
dência de um objecto receber valores mais dis-
persos do que o outro. O terceiro elemento, a
forma dos perfis, cuja correspondência é medida
pela correlação entre os valores atribuidos aos
objectos i e j (rij). Depois de remover a contri-
buição da elevação e da dispersão para a disse-
melhança de perfis através da computação de
valores padrão, isto é, ao deixar zir=(xir-mi)/si e
zjr=(xjr-mj)/sj, a dissemelhança de perfis pode
continuar a existir, à medidade que as mudanças
nos valores padrão num perfil tendem a estar em
desacordo com mudanças nos valores padrão no
outro perfil. Correspondências menos que perfei-
tas serão traduzidas num coeficiente de correla-
ção menor que um, enquanto que uma não-cor-
respondência perfeita será traduzida num coefi-
ciente de correlação igual a menos um. Depois
da padronização, o desvio quadrado total entre
perfis é uma função linear decrescente da corre-
lação entre os perfis. Especificamente, o desvio
quadrado total entre perfis está relacionada com
a correlação entre perfis segundo a fórmula
δij=2t(1-rij).
As contribuições da elevação, dispersão e
forma para a dissemelhança de perfis está
ilustrada na Tabela 2, exibindo diversos casos
em que dois objectos (i e j) são avaliados em três
atributos (a, b, c). No primeiro caso, a disseme-
lhança surge apenas pela diferença na elevação:
o objecto j recebe avaliações maiores que o
objecto i. No segundo caso, a dissemelhança
surge apenas pela diferença na dispersão: o
objecto j tende a receber avaliações mais
dispersas que o objecto i. No terceiro caso, a dis-
semelhança surge apenas pela diferença na
forma: uma diminuição nas avaliações do
objecto i ocorre em simultâneo com um aumento
igual nas avaliações do objecto j (não-correspon-
dência perfeita). O quarto e último caso ilustra a
contribuição conjunta da elevação, dispersão e
forma para a dissemelhança de perfis: o objecto
j tende a receber avaliações mais elevadas e mais
dispersas que o objecto i, enquanto que uma di-
minuição nas avaliações do objecto i ocorre em
simultâneo com um aumento proporcional nas
avaliações do objecto j (mais uma vez, não-
correspondência perfeita).
A derivação da informação de dissemelhança
a partir dos perfis parece legitima, se bem que a
sua utilidade com objectivos de escalonamento
dependa criticamente de (1) conhecer os atribu-
tos relevantes e (2) saber como medi-los. Se es-
tas duas exigências não se cumprirem, parece ser
preferível obter a informação de dissemelhança
seguindo os procedimentos que evitam a iden-
tificação prévia dos atributos relevantes e a
mensuração independente desses atributos. De
facto, uma virtude importante do MDS é que ele
permite que se evite tudo isso na análise multiva-
riada.
Dados de ordenação. Em vez de se obter in-
formação da (dis)semelhança sujeito-por-objecto
pedindo directamente aos sujeitos para fornece-
rem uma ordenação total dos objectos em re-
lação ao grau com que os objectos possuem um
determinado atributo (atracção, dureza, rapidez
ou qualquer outro), essa informação pode ser
derivada a partir das ordenações emparelhadas
dos objectos em relação ao atributo seleccio-
nado. As ordenações emparelhadas podem ser
obtidas através da administração de uma tarefa
de juízo de dominância, na qual são apresentados
pares de objectos e pede-se ao sujeito para indi-
car, em cada par, qual dos objectos possui maior
quantidade de um determinado atributo, isto é,
qual dos objectos «derrota» ou «domina» o outro
em relação a esse atributo. Os juízos de domi-
nância podem ser testados, em primeiro lugar,
em relação à sua transitividade (isto é, se h
derrota i e i derrota j, então h deve derrotar j). Se
os juizos são suficientemente consistentes, as
ordenações emparelhadas podem servir para
derivar uma ordenação total dos objectos. Supo-
nhamos que apresentamos a um sujeito um con-
junto de pares formados pelas primeiras quatro
letras do alfabeto, isto é, T={(a,b), (a,c), (a,d),
(b,c), (b,d), (c,d)}, e lhe pedimos para indicar,
em relação a cada par, qual a letra preferida. Se o
sujeito preferir uma letra «arredondada à esquer-
da» a outra «arredondada à direita», se preferir
uma «com um grande braço» a outra «com um
braço pequeno» e se for mais influenciado pelo
arredondamento que pelo tamanho do braço da
letra, então os juizos de dominância perfeitamen-
te consistentes seriam a, a, a, c, d e d, respectiva-
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mente. A partir deste juizos, pode-se derivar a
ordem de preferência a>d>c>b. Se, contudo, um
sujeito for mais influenciado pelo tamanho do
braço que pelo arredondamento, então os juizos
de dominância perfeitamente consistentes seriam
b, a, d, b, d e d, respectivamente. A partir deste
juizos pode-se derivar a ordem de preferência
d>b>a>c. As ordenações totais inferidas para os
sujeitos individuais são organizadas numa matriz
de proximidade sujeito-por-objecto.
Dados de agrupamento. Em vez de se obter
directamente informação de (dis)semelhança
objecto-por-objecto pedindo aos sujeitos para
fornecerem, relativamente à sua semelhança glo-
bal, uma ordenação dos pares de objectos, essa
informação pode ser derivada a partir dos dados
recolhidos através da administração de uma
tarefa de agrupamento hierárquico (ver por
exemplo Green, Maheshwari & Rao, 1969). Este
é um procedimento de dicotomização multitare-
fa. Na primeira etapa, os pares são divididos em
dois grupos: um contendo os pares «semelhan-
tes» (S1), o outro contendo os pares «disseme-
lhantes» (D1). Na segunda etapa, cada grupo re-
sultante da primeira etapa é subdividido. Os pa-
res semelhantes da primeira etapa são divididos
num grupo de pares «semelhantes» (S1[S2]) e
num grupo de pares «dissemelhantes» (S1[D2]),
tal como os pares dissemelhantes da primeira
etapa são divididos num grupo de pares «seme-
lhantes» (D1[S2]) e num grupo de pares «disse-
melhantes» (D1[D2]). Desta forma, até à segun-
da etapa o procedimento gera quatro grupos
cujos membros são classificados em relação à
sua semelhança global: S1[S2]>S1[D2]>D1
[S2]>D1[D2]. A dicotomização hierárquica pode
continuar até que, na etapa final, o procedimento
gere uma ordenação total de pares de objectos
em relação à sua semelhança global. As ordena-
ções totais dos sujeitos individuais podem orga-
nizar-se numa matriz de proximidades objecto-
-por-objecto, agregada ou desagregada.
Enquanto que o método de agrupamento hie-
rárquico gera dados a partir dos quais se pode
derivar a informação ordinal respeitante à
(dis)semelhança dos pares de objectos, os mé-
todos de agrupamento discutidos anteriormente
geram dados que fornecem informação nominal
respeitante à semelhança dos pares de objectos
na forma de matrizes de co-ocorrência. Contudo,
em muitas aplicações, as co-ocorrências brutas
são transformadas em medidas de semelhança
que salientam os aspectos adicionais dos agrupa-
mentos observados. Vamos regressar ao agrupa-
mento S={v,w|x,y,z}. Enquanto que as co-ocor-
rências brutas são todas iguais umas às outras,
como anteriormente foi ilustrado, é possível de-
finir medidas de semelhança que dão pesos dife-
rentes às co-ocorrências observadas (ver Coxon,
1982). Uma possibilidade é pesar as co-ocorrên-
cias pelo tamanho das categorias a que os pares
de objectos pertencem (c), inflacionando deste
modo a medida de semelhança pelo tamanho da
categoria:
v      w      x      y      z
v    -       2      0       0     0                         
w            -       0      0     0                         
x                     -       3     3                         
y                             -      3                         
z                                     -  
Esta medida de semelhança «inflacionada»
salienta as discriminações brutas: os objectos
atribuidos a categorias maiores tornam-se mais
semelhantes que os objectos atribuidos a catego-
rias mais pequenas. Outra possibilidade é pesar
inversamente as co-ocorrências pelo tamanho da
categoria a que os pares de objectos pertencem
(1/c), deflacionando deste modo a medida de
semelhança pelo tamanho da categoria.
v      w      x      y      z                       
v    -       ½      0      0      0                       
w             -      0      0      0                       
x                     -      a a
y                             -       a
z                                     -  
Esta medida de semelhança «deflacionada»
salienta as discriminações finas: os objectos
atribuidos a categorias maiores são menos seme-
lhantes que os objectos atribuidos a categorias
mais pequenas.
Como já foi referido anteriormente, as matri-
zes individuais são geralmente agregadas entre
agrupamentos. Podem desenvolver-se análises a
partir da matriz agregada ou sobre as medidas de
(dis)semelhança derivadas a partir da matriz
agregada. Um candidato forte é a medida de dis-
semelhança introduzida por Rosenberg et al.
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(1968) e definida para matrizes agregadas con-
tendo as frequências com que os objectos foram
atribuidos a diferentes categorias.
n
δij =  Σ (fih - fjh)2, (2)
h=1
onde  δij é a dissemelhança dos objectos i e j, fih
é a frequência com que os objectos i e h foram
atribuidos a diferentes categorias e n é o número
de objectos. A medida na equação (2) é formal-
mente equivalente à medida da equação (1), mas
calcula as dissemelhanças de perfis com base nas
incongruências da agrupamento em vez de se
basear nos valores nos atributos. Consideremos
os agrupamentos S1= {v,x|w|y,z}, S2={v,x|w,y,z},
S3={v,y|w|x,z} e S4={v,y|w,x|z}. As matrizes se-
guintes mostram como estes agrupamentos se
representam em relação às medidas fij (isto é,
incongruências de agrupamento) e em relação às
medidas dij (isto é, dissemelhanças dos perfis),
respectivamente.
v   w   x   y   z                            v    w    x     y     z        
v      0   4   2   2   2                   v       0   35   14   17   34       
w     4   0   3   3   3                   w      35    0   23   24   19       
x      2   3   0   4   3                   x       14   23    0   33   26      
y      2   3   4   0   2                   y       17   24   33    0   13      
z      4   3   3   2   0                   z       34   19   26   13    0  
A medida δij obtem-se seleccionando a linha
(coluna) i e j na matriz fij e calculando o desvio
quadrado total entre as entradas correspondentes
entre as n colunas (linhas). O racional da medida
δij é que o i e o j podem ganhar semelhança apa-
recendo frequentemente na mesma categoria (se-
melhança directa) e aparecendo com uma
frequência semelhante na mesma categoria como
«terceiras partes» (semelhança indirecta). Por
exemplo, duas pessoas podem ganhar «proximi-
dade social» não apenas interagindo frequen-
temente uma com a outra mas também interagin-
do com frequência semelhante com terceiras
pessoas, independentemente de o fazerem na
mesma ocasião. Para ilustrar a diferença, consi-
deremos a dissemelhança entre o par de objectos
w e z e o par de objectos x e z. Em relação às in-
congruências de agrupamento (medidas fij), os
pares são igualmente dissemelhantes. Contudo,
em relação às dissemelhanças de perfis (medidas
δij), w e z são menos dissemelhantes que x e z,
porque w e z tendem a interagir com «terceiras
partes» do mesmo modo (excepto que z co-
-ocorre com y mais uma vez do que w), enquan-
to que x e z tendem a interagir com «outros» de
formas bastante diferentes (excepto que ambos
co-ocorrem uma vez com w).
Outro método de derivar informação de
(dis)semelhança a partir dos dados de agrupa-
mento agregados aplica-se quando os sujeitos
fornecem dicotomizações múltiplas em relação a
um conjunto de atributos pré-especificados. Por
exemplo, pode-se pedir aos sujeitos que dividam
os quatro maiores partidos políticos portugueses
em dois grupos, considerando que o atributo
«bom» possa ser característico ou não dos
respectivos partidos e pode pedir-se-lhes que
forneçam a mesma dicotomização em relação
também aos atributos «forte» e «activo».
Suponhamos que 10 sujeitos realizam esta tarefa
e que os dados foram agregados numa matriz
contendo quatro perfis com três frequências
distribuidas cada, tal como mostra a Tabela 3.
Deste modo, por exemplo, o atributo «bom» foi
considerado característico do PS por todos os
sujeitos, enquanto que só foi considerado
característico do PCP por metade dos sujeitos.
Dissemelhanças de perfis podem ser calculadas
nessas frequências de agrupamento segundo a
equação (1), cujos resultados também surgem na
Tabela 3. Contudo, esta prática ignora a distri-
buição desigual das frequências de agrupamento
entre objectos e entre atributos. Por exemplo, os
sujeitos dão atributos ao PS com uma maior fre-
quência do que a qualquer outro partido, en-
quanto que dão o atributo «bom» aos partidos
com uma maior frequência que qualquer outro
atributo. De forma a eliminar estes efeitos de
linha (objectos) e de coluna (atributos) nas disse-
melhanças de perfis, as frequências de agrupa-
mento podem ser normalizadas segundo a se-
guinte fórmula (ver Carroll, Green & Schaffer,
1988).
fir     
gir =                      ,
ri *   √ cr
em que gir é a frequência normalizada  com que
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quência com que os sujeitos atribuem atributos
ao objecto i e cr é a frequência com que os
sujeitos atribuem o atributo r aos objectos. Em
relação às frequências de agrupamento normali-
zadas apresentadas na Tabela 3, pode-se verifi-
car, por exemplo, que o atributo «bom» caracte-
riza o PS tanto quanto o PCP quando as desigual-
dades nas frequências marginais são controladas.
As dissemelhanças de perfis podem ser calcula-
das em frequências de agrupamento normaliza-
das segundo a seguinte fórmula (ver Carroll et
al., 1986):
t
δ ij =   F * [ Σ (gir - gjr)2],
r=1
em que  ij é a dissemelhança dos objectos i e j, t
é o número de atributos e F é a frequência total
com que os atributos são atribuidos aos objectos,
isto é,
n      t
F =   Σ Σ fir,
i=1   r=1
em que n é o número de objectos. Em relação às
dissemelhanças de perfis calculadas nas frequên-
cias de agrupamento normalizadas apresentadas
na Tabela 3, pode-se verificar, por exemplo, que
há uma correspondência perfeita entre o PS e o
PCP quando as desigualdades nas frequências
marginais são controladas.
3.3. Comentários finais
Nesta secção apresentámos métodos de reco-
lha e organização de dados que possibilitam a
análise MDS. Se bem que seja impossível ser
exaustivo, pensámos que apontámos os princi-
pais métodos que interessam à psicologia. Mais,
a exposição transmitiu o «estilo» da preparação
de dados que precede a análise MDS e, concomi-
tantemente, forneceu directivas para o desenvol-
vimento de métodos mais adaptados a qualquer
objectivo de investigação.
Gostariamos ainda de expressar uma palavra
de cautela em relação à agregação de dados
entre sujeitos. Como princípio metodológico, a
inspecção das diferenças individuais deve pre-
ceder sempre a agregação (Coxon, 1982). Caso
contrário, corre-se o risco de estar muito ocupa-
do a escalonar informação de dissemelhança
que não pertence a ninguém. Em relação às dife-
renças individuais, fizemos uma distinção clara
entre dados «desagregados», que permitem a
heterogeneidade da informação de (dis)seme-
lhança entre sujeitos, e dados «agregados», que
impõe a exigência de a informação de (dis)seme-
lhança ser homogénea entre sujeitos. Uma ex-
tensão óbvia desta distinção, é a escolha de um
nível intermédio de agregação: formar grupos de
sujeitos de modo a que a informação de (dis)se-
melhança seja homogénea intra-grupos mas
heterogénea inter-grupos. Assim, a um nível in-
termédio de agregação, um dos «modos» do
conjunto de dados refere-se aos grupos de sujei-
tos que foram formados. Contudo, independente-
mente da agregação ser parcial ou completa, é
necessária uma abordagem cautelosa. Isto
significa que, previamente à agregação, qualquer
estrutura de dados de um sujeito deve ser
comparada, de uma maneira ou de outra, com a
estrutura completa de dados de todos os outros
sujeitos.
4. ANÁLISE DE DADOS
Tal como foi referido no início deste artigo,
não iremos abordar os aspectos técnicos do
MDS (para exposições técnicas a um nível
introdutório ver Coxon, 1982; Davison, 1983).
No entanto, o investigador deve estar apto a de-
cidir se se justifica ajustar um modelo de dis-
tâncias espaciais aos dados de proximidade obti-
dos, escolher entre os modelos principais e as
opções de modelos na análise de dados e conse-
guir uma interpretação válida dos resultados do
MDS. Estes tópicos serão desenvolvidos nesta
secção.
4.1. Axiomas Métricos
Através do MDS, os dados de proximidade
são representados por uma configuração espacial
de pontos em que as distâncias interponto corres-
pondem, tão perto quanto possível, às proximi-
dades. De forma a decidir se se justifica ajustar
um modelo de distâncias espaciais aos dados de
proximidade, é necessário investigar se as proxi-
midades satisfazem os três seguintes axiomas
(por exemplo, Carroll & Wish, 1974b). O axio-
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ma da positividade, também referido como o
axioma da minimalidade (por exemplo, Tversky,
1977), afirma que duas entidades são ou idênti-
cas uma à outra, caso em que a sua dissemelhan-
ça é zero, ou diferentes uma da outra, caso em
que a sua dissemelhança é maior que zero, isto é,
dij≥dii=0. O axioma da simetria afirma que uma
entidade i é tão dissemelhante de outra j tanto
quanto a entidade j o é da i, isto é, dij=dji. As
proximidades que satisfazem o axioma da positi-
vidade e o axioma da simetria podem ser repre-
sentadas num espaço semimétrico. O axioma da
desigualdade triangular afirma que uma entida-
de k ou está em cima da linha que liga i a j, caso
em que a soma da dissemelhança entre as enti-
dades i e k com a dissemelhança entre k e j é
igual à dissemelhança das entidades i e j, ou está
fora da linha que liga as entidades i e j, caso em
que a soma da dissemelhança entre as entidades
i e k com a dissemelhança antre as entidades k e
j excede a dissemelhança das entidades i e j, isto
é, dik+dkj>dij, para todos os i, j e k. As proximi-
dades que também satisfaçam o axioma da desi-
gualdade triangular podem ser representadas
num espaço métrico.
Mas será que os axiomas métricos fornecem
uma base psicologicamente válida para a análise
da informação de (dis)semelhança? Segundo
Tversky (1977, 329) «a minimalidade é proble-
mática, a simetria é aparentemente falsa e a desi-
gualdade triangular dificilmente é apelativa».
Quando a identidade do estímulo não é evidente,
é prática comum recolher auto-proximidades
para além de proximidades entre estímulos não-
idênticos (Carroll & Wish, 1974b). Nesses casos,
a minimalidade tende a ser desafiada pelas pro-
babilidades desiguais de julgar estímulos idênti-
cos como o «mesmo» em vez de «diferente»
(Tversky, 1977). Por exemplo, quando o estí-
mulo são figuras geométricas, a probabilidade de
julgar figuras idênticas como a «mesma» em vez
de «diferente» diminui com a sua complexidade
(para uma revisão ver Nickerson, 1972), suge-
rindo que a distância entre qualquer ponto e si
próprio aumenta com a dimensionalidade do
ponto (Smith e Medin, 1981). Desafios à sime-
tria podem encontrar-se na escolha das pessoas
em afirmações na forma de «i é igual a j» e nos
seus juízos de semelhança tal como são reve-
lados pelo seu acordo com afirmações na forma
de «i é semelhante a j». As pessoas normalmente
escolhem, e estão mais prontamente a concordar
com, afirmações de semelhança em que o estí-
mulo mais saliente, proeminente ou prototípico
ocupa a posição de referente j em oposição à po-
sição i do sujeito (Tversky, 1977). Deste modo,
as pessoas dizem normalmente que «uma elipse
é como um círculo» em vez de «um círculo é
como uma elipse» e concordam mais facilmente
com a afirmação que «uma elipse é semelhante a
um círculo» do que com a afirmação que «um
círculo é semelhante a uma elipse». Finalmente,
dúvidas sobre a validade psicológica do axioma
da desigualdade triangular vêm desde William
James (1890), que salientou a possível intransiti-
vidade nos juízos de semelhança, com o exemplo
da bola-lua-vela. Uma bola pode ser considerada
semelhante à lua, porque ambas são redondas, a
lua pode ser considerada semelhante a uma vela,
porque ambas dão luz, mas a bola e a vela não
são semelhantes uma à outra. Isto colide com o
axioma da desigualdade triangular. Se i é bas-
tante semelhante a k e k é bastante semelhante a
j, então i e j não podem ser muito dissemelhantes
um do outro (Tversky, 1977).
Como continuar quando as proximidades vio-
lam os axiomas métricos? Em primeiro lugar,
pode-se abandonar completamente a noção de
espaço métrico e adoptar outra abordagem para a
representação dos dados de proximidade, como a
abordagem da teoria de conjuntos, adoptada por
Tversky (1977) no desenvolvimento do modelo
de contraste de semelhanças. Em segundo lugar,
pode-se manter a noção de espaço métrico mas
aumentar o modelo de distância espacial com
pressupostos suplementares em relação ao pro-
cesso através do qual uma configuração de estí-
mulos se traduz em juízos de semelhança de estí-
mulos, como o modelo de distância-densidade
proposto por Krumhansl (1978). Em terceiro
lugar, pode-se manter a noção de espaço métrico
mas redefinir um conjunto de dados de p modos
e q sentidos num conjunto de dados de (p+1)
modos e q sentidos (Carroll & Arabie, 1980). O
modo extra surge por se considerar as «linhas» e
«colunas» como correspondendo a entidades
distintas, de forma a que cada entidade esteja
representada duas vezes na configuração espa-
cial, uma vez como «sujeito» e outra vez como
«objecto» (Coxon, 1982). Se bem que geral-
mente seja apresentado como uma solução para
ajustar um modelo de distâncias espaciais às
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proximidades não-simétricas, este procedimento,
de facto, fornece uma solução de ajustamento de
um modelo de distância espacial às proximi-
dades que violam qualquer um dos axiomas mé-
tricos. Em quarto lugar, pode-se definir as vio-
lações como não-existentes, transformando os
dados de proximidade. A positividade pode ser
forçada, substituindo todas as entradas diagonais
da matriz de proximidades por zeros (isto é,
δii=0 para todos os i). A simetria pode ser
forçada, substituindo as entradas fora da
diagonal ij e ji pela sua soma (isto é, δij= δji=
δij+ δji) ou a sua média aritmética (isto é, δij=
δji=[(δij+ δji)/2]), pelo seu produto (isto é, δij=
δji= δij* δji) ou pela sua média geométrica (isto
é, δij= δji=√[δij* δji]) para todos os i>j. Final-
mente, a desigualdade triangular pode ser for-
çada, aplicando-se o procedimento de transfor-
mação avançado por Carroll e Wish (1974a),
baseado em Torgerson (1958) e geralmente con-




procedimento,  δij= δij+cmin, para todos os i<>j,
em que
cmin = max     [δij-(δik+δkj)]. (3)
(i,j,k)
Aqui, cmin é a constante mais pequena que se
tem de adicionar a todas as proximidades, ex-
cepto as auto-proximidades, de forma a trans-
formar os δ´s (proximidades) em d’s (distâncias,
isto é, números que satisfaçam pelo menos os
axiomas métricos). Qualquer outra constante
c>cmin também serviria (com o custo de aumen-
tar, contudo, a dimensionalidade do espaço que
tem de acomodar os dados). O procedimento da
tripla igualdade aplica-se quando as proximida-
des são dissemelhantes (para um exemplo, ver
Tabela 4). Quando as proximidades são seme-
lhanças, devem primeiro ser transformadas em
dissemelhanças, por exemplo, através da multi-
plicação de todos os dados por -1.
Quando as proximidades são medidas ao nível
ordinal, o procedimento da tripla igualdade pode
ser vista como uma função monotónica permis-
siva, transformando as proximidades em distân-
cias (Carroll & Wish, 1974b). Quando as proxi-
midades são medidas ao nível intervalar, o pro-
cedimento pode-se justificar da seguinte forma
(ver Coxon, 1982). Para três pontos (i, j, k), que
formam uma linha recta num espaço métrico,
(dik+dkj) é igual a dij ou, por outras palavras,
dij-(dik+dkj) é igual a zero. Contudo, para situa-
ções em que k cai fora da linha, (dik+dkj) é
maior que dij ou, por outras palavras, o valor de
dij-(dik+dkj) é negativo. Quando as proximida-
des satisfazem o axioma da desigualdade trian-
gular, então, o termo da direita na equação (3)
nunca será positivo. Contudo, quando as proxi-
midades representam distâncias intervalares e
não escalares ou, por outras palavras, quando
δij=dij+c, o termo da direita da equação (3)
será (0+c) para pontos colineares e será um
valor menor (negativo+c) em outras situações.
De modo a fazer com que as proximidades
satisfaçam o axioma da desigualdade triangular,
então, o valor maior de todas as comparações
ternárias é a constante menor a adicionar à
proximidade.
A ocorrência das violações dos axiomas mé-
tricos não depende apenas da validade psicoló-
gica desses axiomas para a representação das
(dis)semelhanças percepcionadas mas também
no método através do qual a informação sobre a
(dis)semelhança é recolhida. Certos métodos de
recolha de dados, por definição, não prevêem
violações aos axiomas métricos, como os méto-
dos de agrupamento já apresentados. Tal como
Tversky (1977) refere, os axiomas métricos se-
rão satisfeitos deixando que δij=0, quando as
respostas a i e j são idênticas, e δij=1 nas restan-
tes situações. Pelo contrário, os axiomas métri-
cos serão satisfeitos quando se define a medida
de semelhança, em vez de uma medida de disse-
melhança, deixando que δij=1, quando as res-
postas a i e j são idênticas, e δij=0 nas restantes
situações. Uma vez que esta última medida se
utiliza na construção de uma matriz de co-
ocorrências para dados de agrupamento, a co-
ocorrência é, por definição, uma métrica. Para
além disso, quando as matrizes dos individuos se
somam numa matriz agregada, a co-ocorrência
agregada é também uma métrica, pois a soma
das métricas é uma métrica (Coxon, 1982).
4.2. Dados de Um Modo e Dois Sentidos
Através do MDS, dados sobre a proximidade
são representados por uma configuração espacial
de pontos, em que as distâncias interponto
correspondem às proximidades tão perto quanto
possível. Para dados de um modo e dois sentidos
(tal como os dados recolhidos em relação a
Bruno), o modelo MDS pode escrever-se da
seguinte forma:
r
δij = f (dij)= f ([ Σ |xit - xjt|p]1/p), (4)
t=1
em que  δij é a proximidade entre os objectos i e
j, dij é a distância entre os objectos i e j, f é uma
função que relaciona distâncias com proximi-
dades, xit é a coordenada do objecto i na dimen-
são t, r é o número de dimensões que definem a
configuração e p é o parâmetro que especifica a
potência da métrica da distância. Para p≥1, a
métrica da distância, conhecida como a «métrica
Minkowski» ou «métrica da potência», é uma
métrica verdadeira em que os três axiomas métri-
cos já referidos são satisfeitos. Para 0<p<1, a
métrica Minkowski é uma métrica verdadeira
apenas se se omitir o expoente exterior 1/p. De
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outra forma, a desigualdade triangular não é sa-
tisfeita e a métrica Minkowski é, de facto, uma
semimétrica. Para p<0, a métrica Minkowski é
sempre uma semimétrica.
A métrica Minkowski inclui diversos casos
especiais de interesse substantivo (ver Carroll &
Wish, 1974b), Quando p=2, a métrica Minko-
wski reduz-se à métrica euclidiana, segundo a
qual, por exemplo, a distância entre dois
objectos bidimensionais a=(1,4) e b=(5,1) é 5. A
métrica euclidiana utiliza-se na maior parte das
aplicações do MDS, devido, provavelmente, à
sua «tractabilidade matemática, simplicidade
conceptual e precedência histórica» (Carroll &
Wish, 1974b, 435). Uma circunstância afortuna-
da é que os modelos MDS que utilizam esta mé-
trica provaram ter uma boa robustez, o que
significa que, mesmo que a métrica «real» seja
não-euclidiana, o MDS no espaço euclidiano
geralmente irá recuperar a configuração com
grande precisão (Carroll e Wish, 1974b). Quando
p=1, a métrica Minkowski reduz-se à designada
métrica dos blocos urbanos, segundo a qual a
distância entre objectos é a soma das diferenças
absolutas entre os objectos ao longo de todas as
dimensões. Assim, a distância entre a e b é 7.
Quando p=+∞, a métrica Minkowski reduz-se à
métrica máxima, segundo a qual a distância
entre objectos é a maior diferença absoluta entre
os objectos (psicologicamente, é como se um
indivíduo apenas considerasse a dimensão ao
longo da qual os objectos são mais dissemelhan-
tes). Deste modo, a distância entre a e b é 4.
Quando p=-∞, a métrica Minkowski reduz-se a
semimétrica mínima, segundo a qual a distância
entre objectos é a menor diferença absoluta
entre os objectos (psicologicamente, é como se
um indivíduo apenas considerasse a dimensão ao
longo da qual os objectos são mais semelhantes).
Deste modo, a distância entre a e b é 3. É esta
semimétrica que poderia acomodar e explicar as
proximidades epitomizadas pelo exemplo de
William James da bola-lua-vela.
Os modelos MDS diferem em relação à
função f, que relaciona distâncias com proximi-
dades, e o parâmetro p, que especifica a métrica
da distância. No escalonamento métrico, as dis-
tâncias relacionam-se com proximidades de es-
calas intervalares através de uma função f conhe-
cida (Carroll & Wish, 1974b). Torgerson (1958),
por exemplo, relaciona distâncias com disseme-
lhanças através de uma função linear, enquanto
Shepard (1957) relaciona distâncias com seme-
lhanças através de uma função exponencial ne-
gativa (ambas pressupõem a métrica euclidiana).
No escalonamento não-métrico, as distâncias
relacionam-se com proximidades de escalas or-
dinais através de uma função monotónica des-
conhecida, não-decrescente para dissemelhanças
e não-crescente para semelhanças (Carroll &
Wish, 1974a). Se bem que a primeira imple-
mentação se restrinja à métrica euclidiana
(Shepard, 1962a; 1962b), melhorias subsequen-
tes permitiram qualquer métrica pertencente à
família Minkowski (Kruskal, 1964a; 1964b). 
Previamente à apresentação dos três exemplos
de análises MDS no início deste artigo, preve-
nimos que esses exemplos eram irrealistas em
relação ao que o MDS pode de facto fazer. Isto
deve-se à exigência, no MDS não-métrico, de
que os dados imponham restrições suficientes à
configuração de pontos através da qual os dados
são representados para que a solução final seja
determinável. Diversas recomendações foram
consideradas na literatura sobre o que é «su-
ficiente». Por exemplo, Kruskal & Wish (1978)
recomendam que os dados de pontos sejam pelo
menos o dobro dos parâmetros necessários para
especificar a configuração, isto é, n*(n-1)/2≥
2*(n*r) ou n≥4*r+1, em que n é o número de
objectos e r é o número de dimensões. Davison
(1983) recomenda que os objectos sejam pelo
menos cinco vezes mais do que as dimensões
necessárias para especificar a configuração, isto
é, n≥5*r. Green, Carmone e Smith (1987), após
revisão das recomendações de outros investiga-
dores, sugerem que os objectos sejam quatro a
seis vezes mais do que as dimensões necessárias
à especificação da configuração, isto é,
4*r<n<6*r. Para configurações de dimensionali-
dade entre 1 e 5, então, as recomendações são as
seguintes:
r             nmin
1       5       5       4- 6
2       9     10       8-12
3     13     15     12-18
4     17     20     16-24
5     21     25     20-30
Se estas recomendações não forem seguidas, a
configuração obtida através do MDS não-métrico
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não será fiável e irá, deste modo, fornecer uma
base pobre para interpretações substantivas.
4.3. Dados de Dois Modos e Três Sentidos
Para dados de dois modos e três sentidos (co-
mo os recolhidos para Bruno, Chico e Tiago) o
modelo MDS pode escrever-se da seguinte for-
ma:
r
δijk = f (dijk)= f ([ Σ wkt * |xit - xjt|p]1/p),     (5)
t=1
em que δijk é a proximidade entre os objectos i e
j tal como observa o sujeito k, dijk é a distância
entre os objectos i e j no espaço privado do
sujeito k, wkt é o peso da dimensão t para o
sujeito k e todos os outros termos lêem-se da
mesma forma que na equação (4). Quando p=2, o
modelo é conhecido por modelo de escalona-
mento das diferenças individuais (Individual Dif-
ference SCALing – INDSCAL, Carroll & Chang,
1970) ou modelo das métricas subjectivas (Schö-
nemann, 1972). Se bem que desenvolvido de
modo a acomodar as diferenças individuais no
peso perceptual, conceptual ou comportamental
dadas às dimensões-estímulo (como no nosso
caso hipotético de Bruno, Chico e Tiago), os «su-
jeitos» não precisam necessariamente de ser indi-
víduos e os «objectos» não necessitam de ser es-
tímulos (Carroll & Wish, 1974a). Por exemplo, o
modelo INDSCAL pode aplicar-se a índices de
proximidade social entre indivíduos («objectos»)
obtidos em diferentes situações («sujeitos»), o
que poderá revelar características de personali-
dade subjacentes à interacção social e mudanças
na incidência da sua manifestação em diferentes
situações.
A possibilidade de pesos zero permite uma
situação em que dois ou mais grupos tenham es-
paços privados completamente diferentes sem
comunalidade entre eles. Nesta situação, o espa-
ço do grupo é definido pela soma total das di-
mensões para os diferentes grupos de sujeitos e
cada grupo de sujeitos tem pesos diferentes de
zero apenas num subconjunto das dimensões. O
espaço do grupo produzido pelo modelo
INDSCAL relaciona-se com um sujeito real ou
hipotético com pesos iguais nas dimensões da-
quele espaço. O espaço do grupo não se relacio-
na com o sujeito «médio». (No nosso caso hipo-
tético é Bruno que dá um peso igual às duas di-
mensões que definem a solução, assim, o seu es-
paço privado pode ser considerado também co-
mo espaço do grupo.)
4.4. Dados de Dois Modos e Dois Sentidos
Para dados de dois modos e dois sentidos
(como os recolhidos para Joana, Maria e Sofia) o
modelo MDS pode escrever-se como:
r
δjk = f (djk)= f ([ Σ wkt * |xjt - ykt|p]1/p), (6)
t=1
em que δjk é a proximidade entre o objecto j e o
sujeito k, djk é a distância entre o objecto j e o
sujeito k, ykt é a coordenada do sujeito k na
dimensão t e todos os outros termos podem ser
lidos como nas equações (4) e (5). Se bem que
desenvolvido de forma a acomodar diferenças
individuais nas preferências entre estímulos (co-
mo no nosso caso hipotético de Joana, Maria e
Sofia), a aplicação do modelo da equação (6) não
necessita de se limitar a tais instâncias. Tal como
já foi sugerido, este modelo pode utilizar-se na
representação dos dados de proximidade objecto-
por-objecto quando os pressupostos métricos são
severamente violados (Carroll & Arabie, 1980).
Para mencionar apenas outra possibilidade, os
indivíduos («objectos») podem ser avaliados ou
ordenados em relação à actividade social
(«atributo»), em diferentes situações («sujeitos»).
Desta forma, as posições nas situações na
solução MDS irão representar as localizações da
actividade social máxima (isto é, nenhum in-
divíduo poderá ser mais activo que esse valor) e
os indivíduos serão posicionados na configura-
ção em correspondência com a sua actividade so-
cial em diferentes situações.
Pode-se fazer uma distinção entre análises
internas e externas de dados de dois modos e
dois sentidos (ver Carroll, 1972; Carroll & Ara-
bie, 1980). Numa análise interna (sem restri-
ções), os sujeitos e os objectos são posicionados
simultaneamente numa configuração espacial.
Numa análise externa (com restrições), é especi-
ficada a priori uma configuração de objectos
(por exemplo, através de análises MDS prévias
aos dados de proximidade objecto-por-objecto) e
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os sujeitos são posicionados nesta configuração
pré-especificada. Outra distinção pode fazer-se
entre análises condicional e incondicional (Co-
ombs, 1964). Numa análise condicional, pres-
supõe-se que o significado dos números que in-
dicam o grau em que os objectos possuem um
determinado atributo seja incomparável entre
sujeitos. Este pressuposto pode ser plausível em
relação à ordenação dos partidos políticos feita
por Joana, Maria e Sofia, relativamente à sua
atractividade global. Enquanto que Maria gosta
mais do PS e Joana coloca este partido em se-
gundo lugar, é possível que a opinião de Joana
sobre o PS seja mais positiva do que a de Maria.
Numa análise incondicional, pressupõe-se que o
significado dos números indicam o grau em que
os objectos possuem um determinado atributo
seja comparável entre sujeitos. Este pode ser um
pressuposto plausível em relação às avaliações
de um observador sobre diversos individuos
relativamente à sua actividade social em diferen-
tes situações.
Os desenvolvimentos iniciais do modelo da
equação (6) eram internos, condicionais e não-
métricos. Coombs (1950) avançou com o modelo
numa forma unidimensional (isto é, r=1). Ben-
nett e Hays (1960) generalizaram o modelo aos
casos multidimensionais (isto é, r≥1), pressu-
pondo a métrica euclidiana não ponderada (isto
é, p=2 e wkt=1, para todos os sujeitos k e dimen-
sões t). Desenvolvimentos subsequentes também
permitiram análises externas, condicionais e/ou
métricas, grandemente motivadas pelos proble-
mas de indeterminação resultantes das formu-
lações iniciais do modelo (Carroll & Arabie,
1980; Davison, 1983; Schiffman et al., 1981).
Carroll (1972) avançou com uma hierarquia
de modelos para o escalonamento de diferenças
individuais de dados de preferência, sob o
pressuposto geral de um espaço euclidiano (isto
é, p=2). O primeiro modelo na hierarquia é o
modelo vectorial, que pressupõe que os pontos
ideais são infinitamente distantes dos pontos es-
tímulo (isto é, ykt=±∞ para todos os sujeitos k e
dimensões t). Com um ponto ideal a uma distân-
cia infinita, a família dos contornos das equi-
distâncias circulares que o rodeia constitui, na
região dos pontos estímulo, uma família de
linhas rectas paralelas, perpendiculares a um
vector que une a origem do espaço com o ponto
ideal. Desta forma, as projecções dos pontos
estímulo naquele vector fornecem a ordem das
distâncias dos pontos estímulo a partir do ponto
ideal. O modelo vector pressupõe diferenças in-
dividuais no peso dimensional dado às dimen-
sões estímulo. Desta forma, cada sujeito é repre-
sentado por um vector privado que aponta mais
vivamente para as dimensões que são de maior
importância para o sujeito.
O segundo modelo na hierarquia é o modelo
de desdobramento simples, que pressupõe que os
pontos ideais se localizam dentro das fronteiras
do espaço, de forma que os contornos equidis-
tantes são círculos que rodeiam esses pontos
ideais. Este modelo pressupõe diferenças indivi-
duais na localização do ponto ideal, não no peso
dimensional dado às dimensões estímulo (isto é,
wkt=1 para todos os sujeitos k e dimensões t).
O terceiro modelo na hierarquia é o modelo de
desdobramento ponderado, que pressupõe dife-
renças individuais tanto na localização do ponto
ideal como no peso dimensional dado às dimen-
sões estímulo.
É culturalmente interessante notar que, ao
passarmos do modelo vectorial para o modelo de
desdobramento ponderado, atravessamos um
modelo que traz os pontos ideais do infinito para
a fronteira do espaço, sem os trazer para dentro
do espaço. Segundo este modelo, os contornos
das equidistância pressupõem a forma convexa
das curvas de isopreferência características da
análise microeconómica (Coxon, 1982).
4.5. O Que É Que Temos Aqui?
Se bem que a configuração de pontos no espa-
ço produzida por um modelo MDS seja infor-
mativa segundo as suas regras, o investigador
quererá normalmente saber quais as dimensões
da configuração representada. De forma a facili-
tar a interpretação, uma análise MDS é muitas
vezes seguida por um ajustamento de proprieda-
des, que é formalmente equivalente a uma aná-
lise externa de dados de dois modos e dois
sentidos: fixa-se a configuração de pontos
(«objectos») e as propriedades («sujeitos») são
posicionadas na configuração, como vectores
ou como pontos (Coxon, 1982; Schiffman et al.,
1981). Por exemplo, para se interpretar a dimen-
são da configuração de Bruno (Figura 1), pode-
mos relacionar coordenadas dos partidos políti-
cos na dimensão com as avaliações dos partidos
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políticos feitas por Bruno num conjunto de dife-
renciadores semânticos com os antónimos «es-
querda-direita», «poderoso-fraco», «justo-injus-
to» e assim por diante. Deste modo, as escalas
seriam posicionadas como vectores na confi-
guração e as dimensões seriam interpretadas em
relação aos vectores que estão mais inclinados
para elas. Se as nossas previsões, feitas no início
do artigo, forem válidas, o vector espectro
inclina-se mais vivamente em relação à dimen-
são horizontal, enquanto que o vector poder se
inclina mais vivamente para a dimensão vertical.
Mais, se a justiça não declinar, linearmente ou
monotonicamente, em qualquer uma das direc-
ções do espaço, não será considerada útil para
interpretar as dimensões e será desprezada na
análise.
4.6. Comentários Finais
Neste artigo, tentámos familiarizar o leitor
com as noções básicas da análise MDS, que
foram estabelecidas entre o início dos anos 50 e
o início dos anos 70. Ignorámos propositada-
mente todas as evoluções na área desde então.
Mais, tal como anunciámos no início deste ar-
tigo, não fomos aos aspectos técnicos das aná-
lises apresentadas e não abordámos de todo
análises mais avançadas. Contudo, o leitor terá
atingido uma melhor compreensão do que o
MDS faz e o que deve ser feito para que o MDS
faça.
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