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INTRODUCTION 
1 
We present two denotational semantics for a language with simple concurrency, and prove their 
equivalence. The first semantics has an order-theoretic, the second a metric structure as underlying 
model. In the course of proving the equivalence theorem, a number of results are obtained relating the 
two structures which may be of some independent interest. 
The first model will be based on the so-called Smyth order between sets of streams (in the sense of, 
e.g., [Brl,Br2]). This model was first developed in [Ml,M2]. The second model introduces a distance 
between streams. In this way, the set of all streams is turned into a complete metric space, and fami-
liar tools such as Banach's fixed point theorem become available. The metric model was first 
presented in (BBKM]; essential inspiration for it was provided by [Ni]. 
Both models are of what has been called the '.liD.ear time' variety. They are built on (sets of) 
sequences rather than on tree (-like) objects. For an overview of situations where the latter - also 
called 'branching time' - approach is preferable or even necessary, we refer to [BKMOZ]. Briefly, 
once notions such as deadlock or global nondeterminacy are covered, branching time models or varia-
tions along the lines of ready or failure sets (see [OH] for a systematic treatment) are required. 
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In the present paper we restrict ourselves to a very simple setting. The language e which we investi-
gate has the familiar sequential notions (elementary or atomic actions, sequential composition), and in 
addition recursion, nondeterministic choice and parallel composition specifying the interleaving or 
merge of (sequences of) elementary actions. No forms of synchronization or communication are 
included: e is, indeed quite elementary. The motivation for its study is primarily that we are able to 
obtain an exhaustive analysis of its various semantic models - more about this in a moment -, rather 
than its intrinsic semantic interest. Still, we believe that the notions of recursion and merge are both 
fundamental in (the nature of) parallel computation, justifying our terminology of elemental con-
currency. 
Our paper may in fact be seen as the third in a series, completing the comparison of altogether four 
semantic models, viz. one operational, one metric denotational and two order-theoretic denotational 
semantics. The precise picture is the following: 
1. In [BMOZ 1,2] we have developed an operational (l9) and a metric denotational(~) model (the 
same one as the one described below), and proved their equivalence. The operational semantics 
uses the transition systems of Hennessy and Plotkin ( [HP], [P] ); as we saw already, the metric 
model goes back to [BBKM]. 
2. In. [Ml, M2] the Smyth order-theoretic semantics ::;.) for e was first proposed. A second order-
theoretic semantics, <?J; building upon ideas in [OH], was designed by Olderog, see [BMO 1,2] for 
details. This model uses sets of finite so-called observations rather than sets of possibly infinite 
streams; as order between the sets simple (reverse) set inclusion is used. In [BMO 1,2] it was 
proved that the two order-theoretic structures - subject to certain conditions specification of 
which we omit here - are isomorphic. As an easy consequence, we obtain that ::;.) = ~ (Roughly; 
the precise statement involves the isomorphism between the two structures.) 
3. Altogether, we have four semantics for e, viz. l9, ~::;_;and <?J; and we know that l9 = ~ and 
::;.) = ~ There remains the natural question whether ~ = ::;.), and our paper answers this question 
affirmatively, thus completing (this branch of) the comparative semantics for elemental con-
currency. 
4. As a side remark pertaining to the relationship with branching time models, we recall that in 
[BBKM] we also designed a branching time model for e (in terms of the processes as in [BZ]). 
Calling this semantics ~. we showed that, by applying the trace operation to ~ - collecting all 
paths in the tree-like object resulting from application of ~ to a statement -, we obtain ~ Thus, 
we proved that ~ = trace 0 ~-
Section 2 contains a few mathematical preliminaries, covering elementary definitions for metric spaces 
and complete partially ordered sets (cpo's). This section is almost as in [BKMOZ]. Section 3 develops 
various basic semantic definitions: We define the set of streams as a cpo and as a metric space and 
similarly for the power set of the set of streams. Moreover, we define, for sets of streams (satisfying 
certain restrictions) the semantic operators of sequential composition, union and merge. The section 
culminates in the definitions of ::;.) and ~ In section 4 we prove a number of technical results concern-
ing the order-theoretic and metric structures, and their mutual relationship. Maybe the most impor-
tant fact is the following: Let (X;); be a Smyth-ordered chain of sets of streams (satisfying certain 
conditions). Then (X;); is also a Cauchy sequence in an appropriate metric space, and the order-
theoretic and topological limits coincide. For the proof of this the compactness of the spaces con-
cerned - a direct consequence of the finiteness of the alphabet of elementary actions - is necessary. In 
section 5 we establish the main result of the paper, viz. that ~ = :;i.i. The proof uses the properties 
relating metric and order obtained in section 4. In addition, a proof technique closely resembling a 
method used in [BMOZ 2] (in theorem 2.4.1 of that paper) is applied. 
ACKNOWLEDGEMENT. Jeff Zucker has scrutinized a first version of this paper and suggested various 
corrections and improvements. We are grateful to the members of the CWI concurrency project, 
Frank de Boer, Joost Kok, Jan Rutten, Anton Eliens, and to Erik de Vink for their comments on a 
first presentation of the material in this paper. 
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2. MATHEMATICAL PRELIMINARIES 
In this section we collect some basic definitions and properties concerning (i) metric spaces and (ii) 
complete partially ordered sets. Both structures will play a role in the denotational models to be 
presented in section 3 and analyzed in sections 4 and 5. 
2.1. Elementary definitions. 
Let X be any set. <8'(X) denotes the powerset of X, i.e., the set of all subsets of X. ~-- (X) denotes the 
set of all subsets of X which have property .... A sequence x 0 , xl>··· of elements of X is usually 
denoted by (x;)i = 0 or, briefly (x;);. Often, we shall have occasion to use the limit, supremum (sup), 
least upper bound (lub), etc, of a sequence (x;);. We then use the notations _/im x;, or, briefly, 
l-+00 
lim; x;, sup; x;, lub; X;, etc. The notation f : X ~ Y expresses that f is a function with domain X and 
range Y. If X = Y and, for x E X, f(x) = x, we call x a fixed point off We use N to denote the set 
of nonnegative integers. 
2.2. Metric spaces. 
DEFINITION 2.1. A metric space is a pair (M, d) with M a set and d (for distance) a mapping 
d : M X M ~[o, 1] which satisfies the following properties: 
a. d(x, y) = 0 i1f x = y 
b. d(x, y) = d(y, x) 
c. d(x, y) :e;;;; d(x, z)+d(z, y) 
If clause a. is replaced by the weaker a' : d(x, y) = 0 if x = y, we call (M, d) a pseudo-metric space. 
DEFINITION 2.2. Let (M, d) be a metric space. 
a. Let (x;); be a sequence in M. We say that (x;); converges to an element x in M called its limit, 
whenever we have: 
't/ E: > 0 3N EN 't/ n > N [ d(x, Xn) < E: ] 
A sequence (x;); in Mis a convergent sequence if it converges to x for some x EX 
b. A sequence (x;); is called a Cauchy sequence whenever we have 
't/ E: > 0 3N EN 't/ n, m >N [ d(xm Xm) < E:] 
c. The space (M, d) is called complete whenever each Cauchy sequence converges to an element in 
M. 
d. A subset X of a complete space (M, d) is called closed whenever each Cauchy sequence in X con-
verges to an element of X. 
DEFINITION 2.3. 
a. Let (MI> di) and (M2 , d2 ) be two metric spaces. We call the spaces isometric if there exists a 
bijection/: M 1 ~M2 such that, for all x, yEM1, d2(j(x), f(y))=d 1(x, y). 
b. Let (MI> d 1) and (M 2, d2) be two metric spaces. We call the function f : M 1 ~M2 continuous, 
whenever, for each sequence (x;); with limit x in MI> we have that lim;f(x;) = f(x). 
c. Let (M,d) be a metric space and/: M~M. We call/contracting if there exists a real constant c, 
0 :e;;;; c < I, such that, for all x, y E M, d(j(x), f(y)) :e;;;; c. d(x, y). 
PROPOSITION 2.4. 
a. Each contracting function is continuous. 
b. (Banach's fixed point theorem). Let (M, d) be complete and f: M~M contracting. Then f has a 
unique fixed point, which can be obtained as the limit of the (Cauchy) sequence 
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xo, f(xo), f(j(xo)), ... for arbitrary x 0 • 
For each metric space (M, d) it is poss!bl~ to define a complete metric spa~ (M, d) such that (M, d) 
is isometric to a (dense) subspace of (M, d). In fact, we may take for (M,d) the pseudo-metric space 
of all Cauchy sequences (x;); im M with distance d((x;);, (y;);)=lim;d(x;, y;) which is turned into a 
metric space by taking equivalence cl,!lSses with respect to the equivalence relation (x;); = (y;); iff 
d((x;);, (y;);)=O. Mis embedde<_! into M by identifyii:ig each x EM with the constant Cau~hy sequence 
(x;); with x; =x, i =O, 1, ... in M. For each metric space (M, d) we can define a metric don the col-
lection of its nonempty closed subsets, denoted by ~nc(M), as follows: 
DEFINITION 2.5 (Hausdorff distance). 
Let (M, d) be a metric space, and let X, Y be nonempty subsets of M. We put 
a. q'(x, Y) = in/yeyd(x, y). 
b. d(X, Y) = max (supxexd'(x, Y) , supyeYd'(y, X)). 
We have the foll~wing theorem which is quite useful in our metric denotational models: 
A 
PROPOSITION ~.6. Let (M, d) be a metric space and d as in definition 2.5. 
a. (~nc(M), d) is a metric space. A 
b. If (M, d)A is complete then (~nc(M), d) is complete. Moreover, for (X;); a Cauchy sequence in 
(~nc(M), d) we have 
lim; X; = { lim; x; : x; EX;, (x;); a Cauchy sequence in M } 
Proofs of proposition 2.6 can be found e.g. in [Du] or [En]. The proposition is due to Hahn [Ha]; the 
proof is also repeated in [BZ]. We close this subsection with a few definitions and properties relating 
to compact spaces and sets. First some terminology. A subset X of a space (M, d) is open if its com-
plement M\X is closed. An (open) cover of a set X is a family of (open) sets Y;, iEl, such that 
x c u. 1Yi· 
- IE 
PROPOSITION 2.7. Let (M, d) be a metric space. 
a. (M, d) is called compact whenever each open cover of M has a finite subcover. 
b. A subset X of Mis called compact whenever each open cover of X has a finite subcover. 
PROPOSITION 2.8. 
a. Each closed subset of a compact space is compact. 
b. If X is compact and f is continuous then f(X) is compact. 
c. X is compact if! there is a Cauchy sequence (X;); (with respect to the metric of definition 2.5) of 
finite sets such that X = lim; X;. 
d. (M, d) is compact whenever each infinite sequence (xJ; has a convergent subsequence. 
e. A subset X of a metric space (M, d) is compact whenever each infinite sequence (x;); , x; E~ has a 
subsequence converging to an element of X 
In the final definition and proposition of this subsection we suppress ~xplicit mentioning of the 
petrics involved. For f a function: M1~M2 we define f: ~nc(M1)~'!Pnc(M2) by 
f(X) = {f(x): xEX}. We have the following result from Rounds ([Ro]): 
PROPOSITION 2.9. Let f be a function from a compact metric space M 1 to a compact metric space M 2. 
The following three statements are equivalent: 
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a. [is continuous. 
b. f: (j>nc(M 1)-'!>{j>nc(¥2) is continuous with respect to the Hausdorff metric(s). 
c. For XE(j>nc(Mi), f(X)E{j>nc(M2) and, for (X;); a decreasing (Xi:2Xi+i. i = 0,1,2, ... ) chain of ele-
ments in (j>nc(M 1) we have 
A A 
f(n;X;) = n;f(X;). 
2.3. Complete partiatly ordered sets. 
DEFINITION 2.10. 
a. A partial order (po) is a pair ( C, C ) where C is a set and C a relation on C (subset of C X C) 
satisfying 
1 x C x 
2 if x C y and y C x then x = y 
3 if x C y and y C z then x C z 
If C satisfies only 1 and 3 it is called a preorder. 
b. -An (ascending) chain in (C, CJ is a sequence (x;); such that x; C X;+i. i = 0,1, .... The chain is 
called infinitely often increasing if x;=/=x; + 1 for infinitely many i. 
c. For X c; C we call y EC the least upperbound (lub) of X if 
1 'Ix E X[x C y] 
2 'lz E C[V' x E X[x C z] => y C z] 
DEFINITION 2.11. A complete partially ordered set ( cpo) is a triple ( C, C , ..L) with ( C, C ) a po and 
..LE C such that 
a. 'Ix E C[..L C x] 
b. Each chain (x;); in Chas a lub in C. 
For "the cpo (C, C , ..L)" we often simply write "the cpo C'. 
DEFINITION 2.12 (continuity). Let C1 and C2 be cpo's. 
a. A function f: C 1-'!>C2 is called monotonic whenever for all xi. x 2 E C2, if x1 C X2 then 
f(x1) L f(x2). 
b. A function f: C 1-'!>C2 is called continuous whenever it is monotonic and, for each chain (x;); in 
C 1 we have f(lub; x;) = lub;f(x;). 
PROPOSITION 2.13 Let f be a continuous mapping from a cpo C into itself f has a least fixed point µ.f 
satisJYing 
1 f(µ.j) = µ.f 
2 if f(y) C y then µ.f C y. 
3 µ.f = lub;/(..L). 
DEFINITION 2.14 
a. A subset X is called flat whenever, for all x,y EX, x C y implies x = y. 
b. A subset X of a cpo C is called closed whenever, for each infinitely often increasing chain (x;); of 
elements in C such that, for all i = 0, 1, ... we have that x; C y; for some y; E X, it follows that 
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lub;X; EX. 
This definition of closed appears in [Ba] and [Ku]. We now introduce a number of preorders on <?P(C), 
for (C, C , ..L) a cpo. 
DEFINITION 2.15. 
a. The Smyth preorder Cs:XCsYiff VyeY3xeX[xCy1 
b. The Hoare preorder CH:XCHYiff VxeX3yeY[xCy1 
- - -
c. The Egli-Milner preorder LEM:XLEMYiff XCsY and XCHY. 
None of the three preorders is, in general, a partial order. In fact, we may take the two sets 
X = { x,y,z} and Y = { x,z} with x C y and y C z as a counterexample. In subsequent sections, 
only Cs will be used. The other preorders are included for completeness' sake. 
3. STREAM SEMANTICS FOR ELEMENTAL CONCURRENCY 
We introduce a simple language e with concurrency and design two denotational semantics for it. The 
first semantic function is called ~ (for Smyth - like order - theoretic ) and the second ~(for metric). 
In subsequent sections we shall develop the tools for proving the equivalence ~ = ~ 
We recall from the introduction that we already showed in previous papers: 
(i) For 6J the denotational semantics based on the cpo of (sets of) finite observations, 6J = ~ (modulo 
the isomorphism linking the two cpo's). 
(ii) For e the operational semantics based on transition systems, e = ~ 
(In addition, we know that 
(iii) For~ the (metric) branching time semantics, trace o ~ = ~) 
We start the section with a description of the syntax of e. Elements of e will be called statements 
or, occasionally, processes, and we uses, t to range over e. The language e is what we like to call a 
uniform language: its elementary actions are left uninterpreted. No constructs such as (individual) 
variables, assignments or tests are present in the syntax, and neither do we employ notions such as 
states in the semantics. In fact, statements in e may well be seen as (pieces of) grammar which 
prescribe the generation of finite or infinite sequences of symbols (or actions), and our semantic stu-
dies may shed light on questions in formal language theory as well. 
For the syntax of ewe need two classes of terminal elements: 
1. The class A, with typical elements a,b, ... , of elementary actions. For A we take an arbitrary (but 
finite!) alphabet. 
2. The class ~ar, with typical elements x,y, ... , of process variables. For ~ar we take some infinite 
set of symbols: it is convenient to have an infinite supply of fresh process variables. Process vari-
ables play a role in the syntactic construct for recursion as we shall see in a moment. 
We now give, in a self-explanatory notation, 
DEFINITION 3.1 (syntax fore). 
s ::=a ls1 ;s2 ls1 U s2 ls1 lls2 Ix lµ.x[s] 
A statement s is of one of the following six forms: 
an elementary action a 
the sequential composition s 1 ; s2 of statements s 1 and s2 
the nondeterministic choice s 1 U s2: it is executed by executing s 1 or s 2 chosen nondeterministi-
cally 
the concu"ent execution s 1 II s2, modelled by arbitrarily interleaving the elementary actions of s 1 
ands2 
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a process variable x which is (normally) used in 
the recursive construct µx[s]: its execution amounts to execution of s where occurrences of x ins 
are executed by (recursively) executing µx[s ]. For example, with the definitions to be proposed 
presently, the intended meaning of µ.x[(a ; x)Ub) is the set a·. b U {a"'}. (Here a"' denotes the 
infinite sequence of a's.) · 
The prefix µ.x . • • • binds occurrences of x in · · · in the usual way, inducing the familiar notions 
of free and bound (occurrences of) process variables. We shall call a statement closed if it has no free 
occurrences of process variables. 
We continue with the development of the two semantic models. For both of them we need various 
basic definitions which we may use to build the structures in which. our semantics are defined. Apart 
from an occasional point of presentation, no new material is presented here: the definitions stem ori-
ginally from [M 1,2) and [BBKM], and are included also in papers such as [BMO 1,2), [BMOZ 1,2], 
[BKMOZ]. 
We begin with the definition of the set of streams over A, denoted by As' (cf. e.g. [Brl,Br2] ). Let ..L 
be a symbol not in A. 
t • • 
DEFINITION 3.2 (streams). As =A U A . {..L} U A"'. 
Here A*(A"') denotes the set of all finite (infinite) words over A. We use f to denote the empty 
sequence. A• . { ..L} is the collection of all finite words over A, followed by the ..L-symbol. We use 
u, v, w to range over As'. We recall (from section 2.1) the notation ~ .. (As') for the collection of all 
subsets of A 31 with property · · ·. Usually, we abbreviate '8> ... (A 31 ) to®···· We shall use X, Y, Z to 
range over 6. 
The first group of basic definitions is assembled in 
DEFINITION 3.3. 
a. The function strip: A31~A*UA"'. We put strip (u) = u for uEA*UA"', and strip (u) = u' for 
u = u' ..L, with u'EA •. 
b. The prefix order .,;;;:;. We put u..;;;v whenever one of the following three conditions is satisfied 
(i) u = v 
(ii) u, vEA*UA"' and 3w[u. w = v] 
(iii) v EA• . { ..L} and u..;;; strip (v) 
c. The function length: A 3'~NU{oo}. We put length (u) as usual for uEA*, length (u) = oo for 
uEA"', and length (u) = length (u')+ 1 for u = u' ..L, u'EA •. 
d. A ..;;-chain (u;); is a sequence u0 , ui. ... , such that u;..;;;u;+i. i = 0,1, .... The least upper bound 
of the ..;;-chain (u;); is denoted by sup;u;. 
e. The ..;;;-truncation u(n): if length (u);;;a.n, u(n) denotes the prefix of u of length n. If 
length (u)<n, u(n) = u. 
f. The stream order C: We put u C v whenever one of the following two conditions is satisfied: 
(i) u = v 
(ii) u EA• . { ..L} and strip (u )..;;;v. 
g. AC -chain (u;); is a sequence u0 , ui. .. . , such that u; C u;+i. i = 0, 1, .... The least upper 
bound of the C -chain (u;); is denoted by lub; u;. 
h. The C-truncation u[n]. If length(u);;;a.n, we put u[n] = u(n), if u(n)EA*. {..L}, and 
u[nJ = u(n) . ..L, otherwise. If length (u)<n, we put u[n] = u. 
REMARKS 
1. Properly speaking, the concatenation of two streams as used in b (ii) has not yet been defined. It 
is in fact implicit in definition 3.10 below. 
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2. A chain (u;); (either.;;;;; - or C -) such that u;=fou;+I> for infinitely many i, is called infinitely 
often increasing (i.o.i.). A chain which is not i.o.i. is called stabilizing. In that case, there is an 
index i0 such that u; = u;0 , all i;a.i0 , and we say that (U;); stabilizes in u;0 • 
The following first results are easily shown: 
LEMMA 3.4. 
a. (Ast, .;;;;;, E) is a cpo. For a .;;;;-chain (u;);, we have u = sup;u; if! either (U;); is i.o.i. and uEA"' is 
such that u;.;;;;;u, i;a.O, or (u;); stabilizes in u. 
b. Vu, v, w [((u.;;;;;w) /\ (v.;;;;;w)) =>( (u.;;;;;v) V (v.;;;;;u) )] 
c. (Ast, C , .l.) is a cpo. For a C -chain (u;);, we have u = lub; U; if! either (u;); is i.o.i., (then) 
u; = u'; . .1. for all i, (u';); is a .;;;;-chain and u = sup; u'; , or (u;); stabilizes in u. 
d. u = supn u(n) = lubn u[n]. 
We proceed with the definition of the distanced between streams: 
DEFINITION 3.5. The mapping d: AstxAst~[O, 1] is defined by 
d(u, V) = 2-sup{n : u(n) = v(n)} 
with the convention that 2- 00 = 0. 
The following theorem is fundamental for the metric framework: 
THEOREM 3.6 ( [Ni] ). (Ast, d) is a complete and compact metric space. 
We next turn to the development of an order - theoretic and metric structure for sets of streams 
DEFINffiON 3.7. Let X, YE@5. 
a. X(n) = {u(n): uEX}, X[n] = {u[n]: uEX}. 
b. X C sYis the Smyth preorder (definition 2.15) induced by the stream order C on Ast. 
c. min(X) = {u: uEXand for all vEX[v C u => v = u]}. 
A 
d. Let @5nc denote the collection of all nonempty closed sets of streams. d(X, Y) denotes the Haus-
dorff distance (definition 2.5) on @5nc· 
e. We use @51 and @5ncf to denote the collection of all flat (definition 2.14a) and of nonempty closed (definition 2.14b) and flat sets of streams, respectively. 
f. For a C -chain (X;); we denote its least upper bound by LI ;X;. 
The following theorem states, essentially, that @5/ and @5nc are the structures we want. (Note, how-
ever, that we shall later specialize @51 to @5ncf to ensure continuity of the semantic operators.) 
THEOREM 3.8. 
a. X is C -closed in (Ast, C , .1.) if! X is d-closed in (Ast, d). 
b. For any X, X 1, X 2 in @5 we have 
(i) X C smin(X) and min(X) C sX 
(ii) X1 CsX2 => min(X1) Csmin(X2) 
(iii) (min(X))[n] = min(X[n]) 
c. (@5/, Cs. { .1.}) is a cpo. For (Xn)n a Cs-chain we have 
d. 
e. 
f. 
g. 
9 
A 
(®nc• d) is a complete (and compact) metric space. 
For X YE= d(X Y) = 2-sup{n:X(n)=Y(n)} with the convention that 2-00 = 0 
' ~nc' ' ,... • 
For X E®nc• (X(n ))n is a Cauchy sequence in (®nc• d), and X = li.mnX(n ). 
For XE®fa (X[n])n is a Cs-chain in (®1• Cs, {..L}) 
PROOF. These result are, essentially, from [Ml, M2] and [BBKM]; see also [BKMOZ], [MV] for 
related references and results. D 
Having defined our fundamental structures, we next arrive at the definition of the various semantic 
operators which we will have as counterparts of the syntactic operators ; , U, II. Once these have 
been defined satisfactorily, we shall have completed the preparations for the semantic definitions. 
Recursion will be dealt with by the familiar (least) fixed point technique, for which the relevant 
apparatus will then be available. 
We define the semantic operators directly for X, YE®, rather than going through a two stage pro-
cess in which the operators are first defined on Ast. This is for convenience rather than out of neces-
sity. 
We first deal with the case that X, Y consist of finite words only. Let ®fin be short for 
~(A* U A* . { ..L }). 
DEFINITION 3.9. We define opftn:®finX®fin""°'®fim where opfinE{·, U, II}. We let X, Y range over 
®fin· 
a. We assume as known the operator of prefixing which for a EA, u EA• U A* . { ..L }, delivers a . u. 
b. a. X={a. u : uEX} 
c. X. Y= U {u. Y: uEX}, where u. Y is defined (inductively) by 
£. Y=Y, ..L. Y={..L}, (au). Y=a. (u. Y). 
d. XU Y is the set-theoretic union of X and Y 
e. XllY=(X IL Y)U(Y IL X); moreover, X IL Y= U {u IL Y:uEX}, where u IL Y is defined 
(inductively) by£ IL Y=Y, ..L 1L Y={..L}, (au) IL Y=a. ({u}llY). 
REMARK. IL stems from ACP, cf. [BK]. 
Next, we define the metric and (Smyth-) order-theoretic operators op'!JR, and op'ii, where 
op'!JR,, op?JE{·, U, II}, for the general case, i.e., for X, Y which do not necessarily consist of finite 
words only. Note that op'ii is defined on ®ncf rather than on all of ®1. This is necessary to ensure con-
tinuity of op§E{·, II} (see below). 
DEFINffiON 3.10. 
a. op'!JR,:®nc x ®nc""°'®nc is defined by 
Xop'!JR, Y =limn [x(n)opfot Y(n)) 
b. op§:®nc1X®ncf"""'®ncf is defined by 
X op§ Y = min (X opftn Y) , for X, Y E®fin n ®ncf 
X op§ Y = LJ n (X[n] op§ Y[n]), forX, YE®ncl 
The following theorem expresses well-definedness, (monotonicity and) Cs- and d-continuity of the 
respective operators. 
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THEOREM 3.11. 
a. The operators op'?JIL and opa, are well-defined In particular, they take (pairs of) nonempty closed (and 
flat) sets to nonempty closed (and.flat) sets. 
b. The operators opa, are C 8 -monotonic. 
c. The operators opa, are C 8 -continuous mappings: 
®ncf X ®nr®ncf 
d. The operators op'?JIL are d-continuous mappings 
®nc X@>nc"°'®nc 
PRooF. The results for opa, are from [M 1,2]. For op'?JIL the result follows from [BBKM] and proposi-
tion 2.9 (equivalence of band c). 
REMARK. The sets (Xn)m (Yn)n defined by Xn = {uEa*: length (u);;;a.n}, n = 0,1, ... , and 
Yn = {a"'} , n = 0, 1, ... , show that the operators opa, E { ·, II} are, in general, discontinuous in the 
case that they are not restricted to ®ncf X ®ncf· 
We are almost ready to present the definitions of the semantic functions S.i and ~ As final prepara-
tion, we need one further syntactic notion, viz. that of guarded statements. The reason for this is that 
the semantics based on the metric approach is valid only for statements satisfying the guardedness 
requirement. (Specifically, the metric treatment of the recursive construct requires this condition to be 
satisfied.) Intuitively, a statement s is guarded when all its recursive substatements µx[t] satisfy the 
condition that (recursive) occurrences of x in tare 'semantically preceded' by some statement. More 
precisely, we have 
DEFINITION 3.12 (guarded statements). 
a. We first define the notion of an occurrence of a variable being exposed ins. The definition is by 
structural induction on s 
1. x is exposed in x 
2. If an occurrence of x is exposed in si. then it is exposed in s 1; s 2, sills2, s 211si. 
s 1 Us2, s2 Us1 and µy[si] fory;;&x. 
b. A statement s is defined to be guarded if for all its recursive substatements µx[t], t contains no 
exposed occurrences of x. 
ExAMPLES. 
1. In the statement x;a U b;x the first occurrence of x is exposed and the second is not. 
2. µx[a ; (xllb)] is guarded, but µx[x], µy[yllb] and µy[µx[y]], as well as any statement containing 
these, are not. 
We have now arrived at the definition of the two semantics for f.. Let r ... = <B>var"°'®··" and let 
yEf ... · (Here ... ranges over {nc, ncf).) We use the notation (y' = )y<Xlx> for a variant of y, 
which is like y but for its value in x which equals X(i.e.,y'(y) = y(y) for y;;&x and y'(x) = X). We 
use op without superscript to range over the syntactic operators{;, U, II} and 01r with superscript ... 
to range over the corresponding semantic operators. 
DEFINITION 3.13 (two denotational semantics). 
a. The mapping S.i: ~(fncr®ncf) is defined by 
(i) S.i[ a ](y) = {a} 
(ii) S.i[ s1 ops2](y) = S.i[ s1](y)opa, S.i[ s2](y) 
(iii) S.i[ x ](y) = y(x) 
(iv) §[ µx[s]]l(y) = LI n Xm where Xo = {..L} and Xn+t = §[ s ](y<Xnlx>) 
b. The mapping~: e...+(I'nc~®nc) is defined by 
(i) ~a ](y) = {a} 
(ii) ~St ops2](y) = ~ st](y)op~ ~ s2](y) 
(iii) ~ x ](y) = y(x) · 
(iv) ~ µx[s]]l(y) = lim,, Xn, where Xo = {..L} and Xn+t = ~ s ](y<Xnlx>) 
The following facts support this definition 
THEOREM 3.14 
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a. The function 4> =AX.§[ s ](y<Xlx>) is a Cs-continuous mapping: ®ncf'®ncf and, for (Xn)n 
as in clause a (iv), LlnXn = µ.W. -
b. Assumes guarded The function i' =AX.~ s ](y<Xlx>) is a contracting mapping: ®nc~®nc• 
and, for (Xn)n as in clause b (iv), lim,,Xn yields the unique fixed point ofi'. 
REMARK. For the contractivity property in part b of this theorem, the guardedness of sis necessary. 
For the semantic function§, the situation is the following: 
(i) For (closed and) guarded s we have that §[ s ](y) (;;A• UA "'. This is a consequence of an analo-
gous fact for~ (see end of section 5) and the equality£ = ~(theorem 3.15 below). 
(ii) For unguarded s, §[ s](y) will involve streams ending in ..L. For example 
£[(a; µx[bllx])Uc](y)={a..L,c} and§[ (a; µx[bllx])U(a; c)](y)={a..L}. This follows from (the 
treatment of recursion and) the flattening operator min in the definition of op& (in the clause 
X op& Y=min(Xopfi" Y), X, Ywith finite words only). 
Our aim in the next section will be to prove the 
THEOREM 3.15. For each closed and guarded see 
§[s]=~s]. 
In order to establish this result, we have to study the relationship between the two structures ®ncf 
as a cpo are ®nc as a metric space in more detail, as we shall do in section 4. 
4. RELATING THE SEMANTIC DOMAINS 
The first main result of this section states that, for (X;); a Cs-chain in ®ncf• (X;); is also a Cauchy 
sequence (in ®nc), and lim;X; = LI ;X;. This result is, clearly, fundamental for the proof of 
(*) 
for s a recursive construct. The second part of the section is devoted to a number of properties of the 
min-operator. We first prove that minis d-continuous. Next, we use this - and various other properties 
of min- to prove that, if min(X;)=Y;,X;E®nc• Y;E®ncf•i=l,2, then min(X1op~X2)= Y1op&Y2. 
The latter result is crucial for the derivation of(*) for s of the form St ops2 • 
We begin with an auxiliary lemma. 
LEMMA 4.1 (interpolation) 
a. Let (X;); be a Cs-chain in ®nct· For each C -chain (U;)j• with u;1 e.X;1 ,j=O,1, ... , there exists a 
c-
chain (u;);, with u; e.X;,i =O, 1, ... , which has (u;)j as a subsequence. 
b. Let (X;); be a Cs-chain in ®ncf· For each convergent sequence (u,)j• with u;1 EX;1 ,j=O,l, ... , there 
exists a convergent sequence (u;);,U;EX;, containing (u;)j as a subsequence (and, consequently, 
12 
PROOF 
a. It is, clearly, sufficient to prove that, if XC:: s YC s Z, X, Y,Z El:3ncf• and u EX, w EZ with uC:: w, 
then there exists v E Y with uC:: vC:: w. By the definition of C:: s we find v 1 E Y such that v 1 C:: w 
and u 1 EX such that u 1C:: v1C:: w. Since both uC:: wand u 1C:: w we have u 1C:: u or uC:: u 1• Since 
X is fiat we have u 1 == u, and we see that v 1 is the desired element in Y. 
b. Let u;, =vjwj, where (vj) is a .;;;;-chain and supjvj=limju;,. Consider, for some fixed j, u;, and 
u;,+,, and suppose ij + 1 - ij > 1. So, for some i, ij <i <ij + 1• We can find an element u; such that 
u;=vjw'j for some w'j· This can be seen as follows: Since .X;C::s.X;+ 1 there must be an element 
u; such that u;C:: u~+• =vj + 1wj+ 1 =vjw'j +i. for some w'j + 1• If u; EA• UA "', the result is immedi-
ate. Now let u;=uj_. If u is such that vj:s;;;;u, we have finished. If u<vj we argue as follows: 
Since .X;,C:: s.X;, there must be some u';, such that u';,C:: uj_C:: vjwj. By flatness of X;
1
,u';, =vjwj. 
So u;=ul_=u';,=vjwj as well. Hence in this case we have also found an element u; as desired. 
Consequently, we are always able to interpolate the converging sequence (u;)j to one of the form 
(u;);, where u; EX;,i =O, I, .... D 
The next lemma is also auxiliary, and relies essentially on the compactness of (Ast ,d). 
LEMMA 4.2. Let Xi.X2,El:3nc· (At least) one of the following two conditions holds: 
1. '[here exists u 1 EX 1 such that 
d(Xi ,X2)=supu,ex, d'(u1 ,X2)=d'(U1 ,X2) 
(See definition 2.5 ford'). 
2. Symmetric. 
PROOF Direct from the fact that a (real-valued) continuous function on a compact set attains its max-
imum. D 
We next state two important properties which relate lJ;.X; and lim;X;. 
LEMMA 4.3. Each C:: s-chain (X;);, with X; in 6ncfa is a Cauchy sequence (in l:3ncJ. 
PROOF (cf. [R] ). Let (~)j be a C:: s-chain in 6ncf· We define the set limj~ by 
limj~={u I u=limjuj,ujE~ and (uj)j a Cauchy sequence} 
(Note that this definition does not require that (~)j is a Cauchy sequence.) We first prove that the 
set limjXj is nonempty and closed. By [Ml], p. 91-93, the set 
uj~= {u I u=lubj uj' UjE~,(uj)j a c:: -chain} 
is nonempty if all~ are nonempty. Clearly, LJj~ C limj~; hence, limj~ is nonempty. In order to 
prove that limj~ is closed. assume that (u;); is a Cauchy sequence in limj~· Then, for each 
i,u;=limjui,j for (U;,j)j a Cauchy sequence with u;,jE~, j=O,I, .... Following an argument as in [J, 
proposition 4.3, p. 303) we can find a sequence (nj)j of indices such that (uj,n,)j is also a Cauchy 
sequence, and lim;u; = limjuj,n, ElimjXn, Climj~ (the inclusion holds by interpolation). We shall now 
show that 
A 
d(X;, limj~)~O as i~oo, 
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thus proving that (X;); is a Cauchy sequence. We shall only exhibit the proof that 
SUPuex,d'(u,limjXj)~O as i~oo. 
By Lemm.a 4.2 there exist u; such that supuex,d'(u,limjXj)=d'(U;,limjXj). By compactness, (U;); has a 
converging subsequence (u;,)j· Suppose limju;, =u. By Lemma 4.lb there are interpolating u'; e.X; 
such that (u';); contains (u;)j as a subsequence. So u elimjXj· Now let £>0 and choose ik such that 
d(u; •• U)<£. Then, for eachf;;;..ib 
SUPue.\jd' (u, limjXj) :s;;;; (since X;.CsXj) 
SUPueX,• d' (u, limjXj) = 
d' (u;., limjXj) :s;;;; (since u elimjXj) 
d(U;.,U):s;;;;c D 
For (Xj)j a C 8 -chain in ®ncf• we now know that (Xj)j is also a Cauchy sequence. The next theorem 
answers the natural question 'is it the case that LI jXj = limjXj ?' affirmatively. 
THEOREM 4.4. Let (Xj)j be a Cs-chain in ®ncf· Then 
LI jXj = limjXj 
PROOF. Recall that 
limjXj = {u I u = limjuj, ujeXj, (uj)j a Cauchy sequence} 
LljXj = {u I u = lubjuj, ujeXj, (uj)j a C-chain} 
Since every C -chain (uj)j in Ast is also a Cauchy sequence such that limjuj = lubjuj, we clearly have 
that LljXj !'.:: limjXj· There remains the proof that limjXj !'.:: LljXj· Take some 
u = limjuj e limjXj· First we assume that the sequence (uj)j stabilizes at some u;0 • By the definition 
f C th • c h • I c I c c I - I - • h I - •::;;,,• Th o 8 , ere1sa -c amu 0 u 1 ... u; - u;+1 - ... wit u; - u;0 , 1 ...... 10 • us, 
u = u';
0 
= lub;u';. Now take the case that (uj)j does not stabilize. Thus, ueA"'. We consider, for 
some fixed j, the set Xj. Since Xj C sXj +;, ;;;;;i.o, there must be elements u50 eXj such that 
uJ> C uj+i· Let Jj = df(uJ> I ;;;;;i.O}. If Jj is infinite, it must contain an infinite (i.o.i.) convergent 
su_bsequence (uY•»k· Since Jj CXj and. Xj is closed, Xj must cont~ Jim uy». Since, for each k, 
(i.) C d · th ( (i.)) • · · ha th 1~~- (i.) - Th e V infini" uj uj+i.• an smce e sequence uj k 1s 1.0.1., we ve at ll.l.ll/c uj - u. us, J.Or j te 
we infer that ueXj. We now distinguish two cases: 
CASE 1. 
Jj is infinite for almost allj, say for allj;;;;i.jo. We can then construct the chain 
u'o C u'1 C · · · C u'j. C u'j0 +1 C · · · 
with u'j.+I = u, /;;;;i.O. Thus, u = lubn u'n, and we are done. 
CASE 2. 
There are infinitely many finite Jj, say Jj is finite for all j in the index set J. Consider such a finite 
Jj. Since Jj contains a finite number of elements approximating an infinite number of streams (uj +i• 
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all i ;;a.O), Ji} must contain a stream of the form ui J.. which approximates an infinite number of the 
uj+;(i;;a.O). This must be the case for alljEJ. Clearly, uiJ.. C u for alljEJ. Thus, for j<j', either 
ui..L C urJ.. or ur..L C uiJ... However, since the (X;); form a Cs-chain and all X; are flat, 
- - -
ui' J..C uiJ.. implies ur J.. = uiJ... Consequently, (ujJ..)jeJ is a C -chain. We again distinguish two 
cases. 
SlJBCASE 2.1. 
The chain (ujJ..)jeJ is i.o.i. Then, after applying the interpolation lemma, we obtain the chain 
u' o C u' 1 C · · · C uj. J.. = u'i· C 
with u'nEXn and u = lubnu'n· 
SlJBCASE 2.2. 
The chain (ujJ..)jeJ stabilizes at some j: 
Uj, J.. C Uj, J.. C ... C ujJ.. = 
This implies that there must be some k;;;. j, where Xk contains both uj J.. and ub and uj J.. C ub con-
tradicting the flatness of xk. 7 
Altogether, if (uj)j is i.o.i. and u is infinite there must be a chain (u'j)j with u'i E~ and lubj u'j = u, 
i.e., we have found u E LJ i ~- D 
The second part of section 4 is devoted to an analysis of various properties of the min-operator. We 
begin with an easy result : 
LEMMA 4.5. For X, YE@5 and op any C s-monotonic operator: @5X@5~@5, we have 
min (X op Y) = min ( min (X) op min (Y)) 
PROOF. Since X Cs min (X) Cs X, and similarly for Y, we have, by the monotonicity of op, that 
- -
X op Y Cs min (X) op min (Y) Cs X op Y 
Thus, by the monotonicity of min, min (X op Y) Cs min (min(X) op min (Y)) C min(X op Y). 
Since C s is an order on flat sets, we have the desired result. D 
Next, we prove the d-continuity of min: 
A 
THEOREM 4.6. Let (X;); be a Cauchy sequence in (@5nc• d). Then min (lim;X;)=lim; min(X;). 
PROOF. We prove two inclusions. 
PART 1. 
lim;min(X;)C min(lim;X;). Take some uElim;min(X;), i.e., u=lim;u;, u;E min(X;)CX;. Thus, 
uElim;X;. We show that u is a minimal element in lim;X;. Assume that there exists some u', u' C u, 
and u'Elim;X;. Then u'=Iim;u';, u';EX;. We distinguish two cases: 7 
(i) u'=lim;u'; is infinite. This is impossible since u' C u. 
7 
(ii) u' = lim;u'; is finite. Then u' = u';
0 
for some u';
0
• If u' EA•, u' C u is impossible. 
7 
There remains the case that u'=uJ.. for some uEA 0 • If uEA"' then 3i>i0[(u;eX;)/\(u';0 =)u'; C u;]. 
7 
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This contradicts the minimality of u;. If uEA*uA*·{l.}, then fun;u;=uj0 for somej0 • Now take 
ko=max (io, jo). Then u'k0 C uk.• which again yields a contradiction. 
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PART 2. 
We prove min (lim;X;)c;fun;min(X;). Take uEmin (fun;X;). Thus, u=lim;u;, U;EX;, and u is minimal. 
We now take u'; Emin(X;) such that u'; C u;, and consider lim;u';. 
SUBCASE 1. 
fun;u'; is infinite. We can find a prefix chain (v;); such that u'; =v;w';, U; =v;w; and w'; C w;. More-
over, u=lim;u;=sup;v;=fun;u';=u'. Thus, in this case uEfun; min (X;). 
SUBCASE 2. 
lim;u'; is finite, say lim;u';=u';0 • If 3i'1'j;;;i.,i[uj=u'j] then u=lim;u;=fun;u';Efun; min(X;). Otherwise, 
'r/i3j;;;i.,i[u}' C uj]. Since u'j =u';0 for j;;;;.,i0, we now have that U;=/=U';0 for infinitely many i, so 
7 
u=lim;u;=fau';
0 
=fun;u';=u'. We show that this leads to a contradiction. Once more, we distinguish 
two subcases: 
SUBCASE 2.1. 
u=fun;u; is finite, say lim;u;=uj.· Take k 0 =max(i0,jo), Then u'=fun;u';=u'ko C uk0 =lim;u;=u. 
The two facts u' C u and u'=fau contradict the minimality of u. 
SUBCASE 2.2. 
u =lim;u; is infinite. Then there exist v;, w; such that u; =v;w;, (v;); is a prefix chain, and 
lim;u;=sup;v;. Since sup;v; is infinite we have 3j0 'r/j;;;i.,jo[u';0 C vj]. So u'=lim;u';=u';0 C sup;v;=u. 
Again, we have u' C u and u'=fau, a contradiction as in subcase 2.1. 
We are now in the position to establish the main technical result relating the operators op~ and 
op?J. 
THEOREM 4.7. Let op~, op?; be as in definition 3.10, let Xi. X 2 E®nc and Yi. Y2E®nef• and assume 
min (X;) = Y;, i = 1,2. 
Then min (X1 op'!Jl!X2)= Y1 op?JY2. 
PROOF. We have, successively, 
min (X 1 op~ X 2) = (X 1, X 2 closed and theorem 3.8f) 
min (limnX1(n) op'!J!Llim,,X2(n)) = (clear) 
min (limnX1[n] op'!J!LlimnX2[n]) = (d-cont. of op~) 
min limn(X1[n] opfin X2[n]) = (d-cont. of min) 
limn min (X1[n] op/i" X2[n]) = (lemma 4.5) 
limn min (~in (X1[n]) op/i" min (X2[n])) = (theorem 3.8b) 
Jim,, min ( min (Xi)[n] opfin min (X2)[n]) = (assumption) 
limn min (Y1[n] 0P'"'Y2[n]) = (def. op?;) 
Jim,, (Yi[n] op?JY2[n]) = (theorem 4.4) 
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Un (Y1[n] op:;;;Y2[n]) = (def. op:;;;) 
Y1 op:;;; Y2. 
5. PROOF OF THE EQUIVALENCE THEOREM 
In section 4 we have collected all results necessary to prove the main result of this paper which we 
repeat here for convenience: 
THEOREM 3.15. For closed and guarded sEE. 
~[s]=£[s]. 
PRooF. We first prove a more general result - following a similar pattern as in [BMOZ 2], proof of 
theorem 2.4.1 - in which s is not necessarily syntactically closed (but still guarded), viz. 
n n 
(*) min (~[ s] (y<X; Ix;> )) = £ [ s ](y<Yj Ix;> ) 
i=I i=l 
where 
(i) { x I> • • • , Xn } is the set of free process variables in s 
(ii) min (Xj) = Yj, i=l,2, ... , n. 
We prove(*) by induction on the complexity of s. If s=a the result is obvious and if s=x then X=X; 
for some i E { 1, ... , n} and the desired result follows from (ii). Next, we consider the case that 
s =s1 op s2 , for op E{;, U, II}. Then 
min (~ [ s] (y<Xjlx;>;)) = 
min (~[ s 1 ops2 ] (y<X;lx;>;)) = 
min (~[ s 1 ] (y<Xjlx;>;) op'!JR,~[ s 2 ] (y<Xjlx;>;)] 
(by the induction hypothesis and theorem 4.7) 
£ [ s1 ] (y<Y;lx;>;) op:;;;£ [ s2] (y<Y;lx;>;) = 
£ [ s 1 op s2 ] (y<Yjlx;>;) = 
Finally, consider the case that s =1Ly[s0 J, for some y and s 0• Without lack of generality, we assume 
y~{xI> ... , Xn}· Let Zo=Uo={J-} and 
n 
Zk+I =~[so] (y<Xjlx;, Zkly> ) 
i=I 
n 
Uk+I = £ [so] (y<Y;lx;, Ukly> ) 
i=I 
n n Then~[ 1Ly[s0]] (y<Xjlx;> )= limkZk> and£ [ ILY[s0]] (y<Y;lx;>;=i)= LJkuk. We shall i=I 
prove that (**) min ~Zk)= LJkuk. By d-continuity of min, the fact that (Uk)k is a Cauchy 
sequence and theorem 4.4, we replace(**) by lim,,min (Zk)=limkUk. Thus, it is sufficient to prove 
(***) min(Zk)= Uk> k =O, I, .... We use induction on k. The case k =O is clear. Next assume (***), to 
prove min(Zk+1)=Uk+1> i.e., 
n 
min (~[ s0 ] (y<X;lx;, Zkly> )) = 
i=I 
n 
£ [so ] (y<X;lx; , Ukly> ) 
i=I 
Now this follows from the main induction hypothesis (for (*) ), with s0 replacing s and n + 1 
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replacing n, and using(***) to establish the (n + 1)-st part of condition (ii). 
We are almost finished with the proof: for closed s, the set of its free variables is empty, and(*) 
specializes to 
min (~ [ s 1 (y)) = ~ [ s 1 (y) 
By the definition bf ~ [ s ] it is easily seen that, for s closed and guarded, ~ [ s ] (y) k A• UA "'. 
This follows from definition 3.14b, after varying its clause 3.14b (iv) by taking for X 0 an arbitrary 
subset of A• U A"'. (The choice for X 0 is immaterial anyway (see proposition 2.4b ); the choice 
X0 = { .1.} is convenient in the proof just given where we showed Z 0 = U0 .) It is then straightforward 
to show that ~ [ s 1 (y) k A* UA"' by structural induction on s. Thus, 
min (~ [ s ] (y)) = ~ [ s ] (y). Altogether, we have established that, for s closed and guarded, 
~ [ s 1 = ~ [ s ], as was to be shown. 0 
18 
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