A new iterative orthogonal least squares forward regression (iOFR) algorithm is proposed to identify nonlinear systems which may not be persistently excited. By slightly revising the classic forward orthogonal regression (OFR) algorithm, the new iterative algorithm provides search solutions on a global solution space. Examples show that the new iterative algorithm is computationally efficient and capable of producing a good model even when the input is not completely persistently excited.
Introduction
Persistent excitation of the input is a desirable property for system identification. An input signal should be rich enough to fully excite the dynamics of a system so that the system can be uniquely determined in the system identification process. Persistent excitation has been widely studied for linear system identification N A L S where it is well known that the input should excite over all the frequency range. Non-persistence of excitation may cause a singularity in the regression matrix and result in poor estimation of the parameters. For the identification of nonlinear systems a rich frequency content is not sufficient. To fully excite a nonlinear system, the input must be adequately rich both in frequency as well as in amplitude so that the full amplitude range of the nonlinearities is also excited (Nowak, 2002 ).
The problems caused by non-persistent excitation can be solved by experiment design. Optimal input design for nonlinear system identification has been studied (Hjalmarsson and Martensson, 2007 , Larsson et al., 2010 , Hirsch, 2010 . However, the data used in many real system identification studies are from real processes where there may be restrictions on the inputs allowed so there is no guarantee of persistently excitation. Input signals also cannot be designed in the identification of an autonomous system. Therefore a study of the identification of systems which are not completely persistently excited is important in many practical applications. Algorithms which are robust to nonpersistent inputs are needed in practical applications.
Among the existing nonlinear system identification methods, the NARMAX (Nonlinear AutoRegressive Moving Average with eXogenous input) model and the associated Orthogonal Forward Regression (OFR) algorithm have been widely applied in the modelling of many engineering, chemical, biological, medical, geographical, and economic systems (Billings, 2013) . Variations of these algorithms have been developed for lumped and distributed parameter systems, timeinvariant and rapidly time-varying systems, and in the time, frequency and spatio-temporal domains.
The OFR algorithm can efficiently determine a parsimonious model structure without any a priori knowledge of the nonlinear system. The OFR algorithm, which regresses the variation of the dependent variable along the path where the sum of the ERR (Error Reduction Ratio) values increases at the fastest speed is computationally efficient. The obtained simple model structure has many significant advantages in application. A model with a simple structure can successfully avoid over-fitting in system identification and can produce a better estimation of the parameters, whereas a model with redundant terms often leads to poor long term predictions and poor qualitative validation. It has been shown that under some circumstances, the non-persistence of the excitation may affect term selection and a new algorithm based on simulation errors (or model predicted outputs) has been proposed (Piroddi and Spinelli, 2003) . Alternative solutions include the algorithms aided by genetic algorithms (Mao and Billings, 1997) , and mutual information Billings, 2008, Billings, 2013) . However, all these solutions are computationally intensive and hence are difficult to apply in real applications where typically a large range of lags, model terms, or multivariable systems has to be studied.
A iOFR (iterative Orthogonal Forward Regression) algorithm has recently been proposed to solve the suboptimal solution problem without incurring the excessive processing required when using either simulation errors or a full optimal search (Guo et al., 2014) . In the iOFR algorithm, the classic OFR algorithm is iteratively applied where the next search is based on the suboptimal term set obtained at the previous step. By slightly revising the classic OFR algorithm, the iOFR algorithm searches an optimal model on a global solution space. A more general iOFR algorithm is proposed in this paper and it will be shown that the new iOFR algorithm is robust to some non-persistent inputs. It is worth emphasising that it is impractical to provide an ideal algorithm which works for any non-persistent excitation. The example in subsection 4.1 shows that when the strength of the input is low and the noise level is high, no algorithm based on the RSS (residual sum of squares) is likely to be able to give a correct model.
The remainder of the paper is organised as follows. Section 2 briefly reviews the NARMAX model and the classic orthogonal forward regression algorithm. The new iOFR algorithm is introduced in Section T P S efficiency of the new algorithm in Section 4. Conclusions are finally drawn in Section 5.
Orthogonal forward regression algorithm
A NARMAX model is essentially an expansion of the output with past inputs, outputs and noise terms.
A wide class of nonlinear systems can be represented by a NARMAX model (Billings, 2013, Leontaritis and Billings, 1985) which can be defined as
where y(k), u(k) and e(k) are the system output, input, and noise sequences respectively; n y , n u , and n e are the maximum lags for the system output, input, and noise; () F is some nonlinear function; d is a time delay which is often set as d=1.
The nonlinear function () F is often written as the superposition of a set of basis functions as
where ()
Collecting N sets of observations yields the matrix form of equation (2) Y     
The terms can then be selected into the model according to the ERR criterion. The regression will stop when all the significant terms have been detected.
A commonly used stop condition can be set as
The sum of ERR (denoted as SERR) indicate that a proportion of ( ) j j ERR w å information in the output has been explained by the terms {} j f which consists the model.
The standard orthogonal forward regression algorithm consists of the following steps:
(1) Sufficiently excite the system and measure the inputs and outputs of the system.
(2) Specify an initial full model set of  candidate terms and the value of  . (6) is satisfied, finish the process and go to (5). Otherwise set  1 kk and repeat step (4).
(5) The final model contains  s terms and the parameter estimates can be calculated using a least squares formulae.
The new iterative orthogonal forward regression algorithm
In the classic OFR algorithm, the terms are selected into the model one at a time. At the k-th step, the remaining terms are orthogonalised with the k-1 terms which have been selected at the previous steps and the term which produces the maximum ERR will be selected. The classic OFR selects terms at each step to optimize the ERR criterion. However, the selected terms in each step can occasionally produce a suboptimal model. This problem is most noticeable when the systems are not persistently
excited. An iterative orthogonal Forward regression algorithm has been introduced to improve the suboptimal problem where a small modification to the term selection procedure has been made to significantly improve the classic OFR algorithm without any significant increase in computational cost (Guo et al., 2014) . A more general iOFR algorithm will be introduced next to solve the problem caused by non-persistent inputs.
The new iOFR algorithm comprises two steps, the first step is to obtain a suboptimal model set and the second step uses a subset of the terms which were obtained in the first step as the starting point of a global search. The new iterative OFR algorithm can be summarised in the following steps.
i) Preset a tolerance  and apply the standard OFR algorithm on the whole term dictionary to produce a suboptimal term set   
Remarks:
The subset pre is often selected as a combination of p terms in s . There are a total number of 
Test examples
Three examples will be used to show that a classic OFR algorithm may include redundant autoregressive terms, even when the data set was produced from a purely moving average model (Piroddi and Spinelli, 2003) . These examples will be used in this paper to test the efficiency of the new iOFR algorithms and to show the iOFR algorithm can correctly identify an optimal model even when the systems are not persistently excited. All the examples are from and use the same settings in the paper (Piroddi and Spinelli, 2003) .
Example 1
The first example is given as follows
where u represents the input signal and y represents the observation of the output w. Both the input u(k) and the noise e(k) are Gaussian distributed white noise. It can be shown that the classic OFR algorithm can correctly select all the terms and produce an accurate model when the system is persistently excited. However, Piroddi and Spinelli argued that the classic OFR algorithm may incorrectly select autoregressive terms when the input signal is less rich in frequency components.
Piroddi and Spinelli recommended an input which is generated by an AR process with two real poles between 0.75 and 0.9. Repeating P S using an input signal which was generated by the following AR process. Table 1 . Observe that two incorrect autoregressive terms were selected overwhelming the correct terms. A correct term u(k-1)u(k-2) was also missed in the identification. The new iterative orthogonal Forward regression algorithm which was introduced in the previous section was employed to overcome the problem by searching the optimal solutions on different paths. Combinations of any two terms in the model in Table 1 were selected as the pre-determined two terms and the remaining terms were selected in a model using a classic OFR algorithm. In this example, a total number of ( ) The results show that both models with the maximum SERR value consist of all the correct terms in (7). This means the optimal model has been found on two different search paths. The optimal model is given in Table 2 . A reduction of the amplitude of the input causes a decrease of the signal-to-noise-ratio and consequently under these conditions the identification process may give an incorrect result.
Consider an input given as
where v(k) is again a sequence of Gaussian noise v(k) ~ N(0,1).
The results of an iOFR process are given in Fig 2. It can be observed that some of the models give a larger SERR value than the correct model did. This means under this signal-to-noise-ratio level, any 
Example 2
Consider the following system.
The system was excited by an input defined as Table 3 . Observe that an incorrect autoregressive term y(k-2) was selected. Use two of the 7 terms in Table 3 as the previous term set and apply the new iOFR algorithm. Considering all the ( ) Table 4 . 
Example 3
Consider system (12)
with the input Table 5 . Using combinations of two of the terms in Table 5 as the pre-determined terms and applying the iOFR algorithm yields SERR are shown in Fig4.
Fig 4 S ERR
for example 3
Fig 4 shows that 3 in 21 models gave the maximum SERR which is equal to the SERR given by the real model (the red line in Fig 4) . All the three models are of a correct model structure which is shown in Table 6 . Notice that the coefficients given in Table 6 are more accurate than the estimates given in Table 4 .
This happens because the noise affects systems (10) and (12) in a different way though both systems are of the same structure except for the noise models. In system (10) the output was corrupted by observation noise which does not involve the dynamics of the system. In contrast, system (12) was corrupted by process noise which affects the whole process of the system. problem caused by non-persistent excitation. By slightly revising the classic OFR algorithm, the new iOFR algorithm is much more robust to non-persistent inputs. Examples showed that the new iOFR algorithm is capable of correctly identifying the models and gives the optimal result when the noiseto-signal-ratio is at a reasonable level.
Conclusions
The new iOFR algorithm, which works under a purely OFR-ERR spirit, inherits the advantages in computational efficiency and universal applicability. The new iOFR algorithm provides a robust and efficient choice for the application of nonlinear system identification in real systems where the inputs cannot be optimally designed.
