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Quantum chaotic interacting N-particle systems are assumed to show fast and irreversible spread-
ing of quantum information on short (Ehrenfest) time scales ∼ logN . Here we show that, near
criticality, certain many-body systems exhibit fast initial scrambling, followed subsequently by os-
cillatory behavior between reentrant localization and delocalization of information in Hilbert space.
Specifically, we consider quantum critical bosonic systems with attractive contact interaction that,
despite being integrable, exhibit locally unstable dynamics in the corresponding many-body phase
space of the large-N limit. Semiclassical quantization of the latter accounts for many-body correla-
tions in excellent agreement with simulations. Most notably, it predicts an asymptotically constant
local level spacing ~/τ , again given by τ ∼ logN . This governs the long-time behavior of out-of-
time-order correlators that feature quasi-periodic recurrences indicating reversibility.
The dynamics of quantum information in complex
many-body (MB) systems presently attracts a lot of at-
tention [1, 2] ranging from atomic and condensed quan-
tum matter to high energy physics. The evolution of an
(excited) quantum MB system towards a state of ther-
mal equilibrium usually goes along with the scrambling of
quantum correlations, encoded in the initial state, across
the systems’s many degrees of freedom. Understanding
such dynamics requires an improved understanding of
MB quantum chaos, its links with thermalization [3–6]
and the suppression of the latter [1, 7, 8], including the
role of non-classicality in MB physics.
Echo protocols, measuring how a perturbation affects
successive forward and backward propagations in time,
sensitively probe the stability of complex quantum dy-
namics. In this respect out-of-time-order correlators
(OTOCs) [9–11] C(t) = 〈[Wˆ (t), Vˆ ]†[Wˆ (t), Vˆ ]〉 based on
commutators of operators Vˆ , Wˆ play a central role in ex-
ploring the various features of quantum thermalization
and chaos with first experimental implementations [12–
14].
The OTOC time evolution allows one to distinguish
various classes of MB systems by their operator growth.
On the one side there are slow scramblers, such as sys-
tems in the MB localized phase exhibiting logarithmically
slow operator spreading [15–18] or, e.g., Luttinger liquids
[19] showing only quadratic increase. On the other side,
an exponentially fast initial growth of OTOCs is com-
monly viewed as a quantum signature of MB chaotic be-
havior. Corresponding examples comprise systems with
holographic duals to black holes [10, 20], the SYK-model
[11, 21–23], and condensed matter systems close to a
quantum phase transition [24–27] or exhibiting chaos in
the classical limit of large particle number N . In such
large-N systems, the exponential growth rate for OTOCs
is given by the Lyapunov exponent of their classical coun-
terpart [10, 27–33] and prevails up to the Ehrenfest logN
time where MB quantum interference sets in [32, 34].
The subsequent OTOC time evolution towards an er-
godic limit is then often governed by relaxation through
slow classical modes [35].
Here we show that exponentially fast scrambling need
not necessarily lead to quantum information loss: There
exist systems exhibiting initial growth of complexity
without relaxation, i.e., after a quench to an inter-
acting system close to criticality the OTOCs do not
show monotonous saturation; instead the correlations im-
printed initially can be periodically retrieved.
Large-N quantum critical systems are particularly sui-
ted for considering the inter-relation between spreading
of correlations, quantified through OTOCs, and corre-
sponding nonlinear classical mean-field (MF) dynamics.
In such systems critical phenomena are often viewed as
quantum manifestations of structural changes in classical
phase space, associated with unstable MF motion close
to separatices. While corresponding studies [36–42] com-
monly invoke a classical MF analysis, we will show that
MB semiclassical quantization beyond MF allows for an
essentially exact characterization of the locally unstable
quantum dynamics.
Specifically, in generic quantum chaotic systems, the
Ehrenfest time ∼ logN is distinctly shorter than the
Heisenberg time which is usually algrebaic in N and as-
sociated with the inverse mean level spacing. On the
contrary, as we will show, these two scales coincide for
certain quantum critical systems. Quantization of their
locally hyperbolic MB dynamics implies two inter-related
features: Even though the dynamics may be separa-
ble, OTOCs still grow exponentially with a rate given
by the local MF instability exponent λs up to times
(1/λs) logN . Second, the inverse mean level spacing in
the relevant spectral region also scales as logN . Hence,
this type of quantum critical dynamics is governed by
logN as the sole time scale.
Remarkably, this level spacing, the spectral gap, turns
out to be asymptotically constant, i.e., approaching the
spectrum of a harmonic oscillator, although the under-
lying hyperbolic dynamics is unstable and rather corre-
sponds to an inverted oscillator [43]. This equidistant
level spacing implies uniquely strong, periodic quantum
2recurrences on short logN -scales that dominate OTOCs
and hence reflect unscrambling of quantum information
in a quantum critical MB system. On the contrary, in
chaotic MB systems randomlike evolution is expected for
enormously long (Heisenberg) times beyond which the
spectral discreteness eventually enforces recurrences [44].
A generic example of critical behavior is the 1D attrac-
tive Bose gas with periodic boundary conditions (attrac-
tive Lieb-Liniger model) [45–47]. While its Hamiltonian
Hˆ = −
∫ 2pi
0
dθ Ψˆ†(θ)∂2θ Ψˆ(θ) +
πα˜
2
[
Ψˆ†(θ)
]2[
Ψˆ(θ)
]2
, (1)
with bosonic field operators Ψˆ and Ψˆ†, realistically de-
scribes quasi-1D ultracold gases of bosonic atoms with
interactions parametrized by α˜ [48–50], its MF dynamics
is governed by the Gross-Pitaevskii equation. It exhibits
a quantum phase transition (QPT) at a critical coupling
α˜N = 1 [46, 51, 52] where the homogeneous condensate
starts forming a bright soliton. Although for finite N the
spectrum of the quantum integrable Hamiltonian (1) can
be, in principle, found through Bethe ansatz [47, 53], this
does not allow for systematically treating the N → ∞
limit, except for special states [54, 55]. Instead we trun-
cate (see Appendix A) the field operators to the lowest
three momentum modes
Ψˆ(θ) = (aˆ0 + aˆ−1e−iθ + aˆ1eiθ)/
√
2π , (2)
as commonly done for exact diagonalization [51, 56, 57]—
a good approximation for α˜N < 1 that also contains all
the physics relevant for the understanding of the QPT
and its precursors for α˜N ≥ 1 [46, 47, 52, 56]. The
model (1,2) near the QPT has recently served to mimic
black holes as graviton condensates [56, 58]. Further-
more, despite the truncation introducing long-range in-
teractions, this system can be essentially realized using
ultracold spin-1 atoms [59] and has attracted consider-
able attention [60–62] also as model for time crystals [63].
Besides the energy also particle number Nˆ =
∑
k aˆ
†
kaˆk
and total (angular) momentum Kˆ =
∑
k kaˆ
†
kaˆk are con-
served. Hence, the truncation to three modes, in con-
trast to five or more modes [64], renders the system inte-
grable in that its large-N MF limit, formally representing
a classical limit, is integrable. The integrable MF dy-
namics allows for devising a MB version of semiclassical
torus quantization [65, 66] to analytically find the spec-
trum and wave functions that are asymptotically exact
for N→∞. To this end we write the operators in sym-
metric order and replace aˆk 7→ √nkeiϑk for k=−1, 0, 1,
where (nk, ϑk) are continuous classical conjugate vari-
ables. Using N˜ ≡ n−1+n0 + n1 and K ≡ n1−n−1 and
considering K = 0 the classical energy per particle is (see
Appendix B), defining the scaled interaction α = α˜N˜ ,
E
N˜
= ω(z, ϕ) +
3α
2N˜
− 9α
8N˜2
− 1
N˜
− α
4
, (3)
FIG. 1. Phase space portrait of energy ω(z,ϕ), Eq. (4), where
z denotes the relative occupation of the noninteracting ground
state and ϕ the conjugate angle, for different values of inter-
action α. Gray lines represent the orbits (tori) that fulfill
the quantization condition (6) for N = 20. For α > 1, two
hyperbolic fixed points (dots at z = 1) and a global energy
minimum (cross) appear. Upper left panel: α= 0.8, no sep-
aratrix. Upper right: α = 1.1, separatrix (red) exists, only
quantized rotations. Lower left: α = 1.4, one quantized vi-
bration (ground state). Lower right: α=1.8, two quantized
vibrations.
where the classical dynamics is completely determined by
ω(z, ϕ) = (1− z) [1− α [(1− z)/8 + z cos2 ϕ]] (4)
with phase space coordinates
z =
n0
N˜
, ϕ = ϑ0 − ϑ1 + ϑ−1
2
, {z, ϕ} = 1
N˜
. (5)
The Poisson bracket {·, ·} is defined by (n0, ϕ). The
transformation (E, n0, ϕ) 7→ (ω, z, ϕ) renders the clas-
sical dynamics independent of N˜ , while introducing the
effective quantum of action ~eff=1/N˜ [67].
The effective Hamiltonian ω(z, ϕ) gives rise to different
types of classical trajectories following lines of constant
energy in phase space with periodicity ϕ 7→ ϕ + π, see
Fig. 1. For α < 1 all trajectories are deformed horizontal
lines (rotations). For α > 1 an island centered around a
new minimum energy fixed point emerges with trajecto-
ries vibrating in ϕ. This goes along with the formation
of a separatrix at E =Esep (ω = 0) associated with two
hyperbolic fixed points at z = 1 and characterized by
(in)stability exponents λ
(1,2)
s = 2
√
α− 1 ≡ λs.
In order to study genuine quantum effects we go be-
yond the classical MF picture by means of semiclassical
torus quantization. Related WKB approaches success-
fully used in two-site models [68–70] would miss topolog-
ical aspects (arising from reducing the full phase space to
a single degree of freedom) that affect MB interference.
These appear as (half-integer) Maslov indices [66] in the
3FIG. 2. Excitation spectrum Em−E0 for m = 0, 1, 2, . . . , N=
300 and 0 ≤ α ≤ 2. Both numerical (symbols) and semiclas-
sical (lines) excitation spectra were calculated with respect
to the numerical ground state energy. The gray dotted line
indicates inflection points where quantized orbits cross the
separatrix (in Fig. 1). Inset: closeup around α=1.
quantization rules
1
2π
∮
dϕ [1 − z(ω, ϕ)] = m+
1
2
N˜
,
m = 0, 1, . . . ⌊N/2⌋, N˜ = N + 3/2, N = 0, 1, . . . .
(6)
Equations (6) effectively quantize the phase space areas
bounded by the lines ω = const. (shaded areas in Fig. 1
for m = 0), giving rise to quantized energies ωm and Em
in perfect agreement with results from exact diagonaliza-
tion, as demonstrated in Fig. 2 for N=300.
The QPT in the limit N →∞ is associated with the
ground state corresponding to the quantized orbit en-
closing the phase space area 1/(2N˜) → 0 that is always
vibrational for α > 1 if N˜ is large enough. Its energy
scales as ωmin ∼ −(α − 1)2, in contrast to ωmin = 0
for α < 1 where the quantized orbit approaches the line
z = 1, giving rise to the nonanalytic dependence on α of
the MF ground state at α=1. Precursors of such nonana-
lyticity for finite N˜ can be identified for every quantized
orbit changing from rotation to vibration upon tuning
α. This is reflected in the sequence of avoided cross-
ings in Fig. 2 building up an excited-state QPT (ES-
QPT) when N˜ →∞ [37, 40]. Remarkably, the semiclas-
sical quantization (6) even allows us (see Appendix C)
to analytically obtain the scaling laws governing the ap-
proach of ∆αgap ∼ N−2/3 and Egap ∼ N−1/3 (see inset)
to their MF values, in perfect agreement with numerical
and heuristic observations [46, 51, 57].
Hence, MB semiclassical quantization goes beyond the
quasiparticle Bogoliubov picture of [46, 52] where the ex-
citation spectrum collapses to zero at the MF critical
coupling α=1. Instead, for finite N˜ we find a huge accu-
mulation of levels around the separatrix. This precursor
of an ESQPT gives rise to characteristic features in the
spectral properties and to the emergence of a local log
time scale. To see this, an asymptotic N ≫ 1 analysis
(see Appendix D) suggests a separation into a dominant,
local action contribution by quadratic expansion at the
fixed points and a non-local correction from linearization
around sections of the separatrix. The asymptotic anal-
ysis for (6) (see Appendix E for the application to the
model) yields the average density of states
¯̺(E)=
−1
2πλ
log
( |E−Esep|
N˜
)
+
tsep
2π
+O
(
E − Esep
N2
)
(7)
with a characteristic logarithmic divergence at E = Esep
(see Fig. 3). Here λ = λs/2 =
√
α− 1 is given by the
exponents of the hyperbolic fixed points, and tsep =
(α − 1)−1/2 log[128(α − 1)2/(α2(8 − α))] is the regular-
ized part of the separatrix traversal time between fixed
points. Evaluating (6) around the separatrix, equivalent
to quantization
∫ E[k]
Esep
dE′ ¯̺(E′)=µ+k, gives
E[k] ≈
−2πλ(µ+ k)
W−1
(
−2πλ/N˜e−1−λtsep |µ+ k|
) , k ∈ Z . (8)
Here E[0] refers to the first level larger than Esep (its
exact position determined by an index shift µ ∈ [0, 1]),
andW−1 is the lower branch of the Lambert-W function
[71].
Most notably, close to the logarthmic divergence of
ρ¯(E) one finds (see Appendix F) from (8) that a set of
levels, growing in number logarithmically with N , be-
comes asymptotically equidistant with level spacing ∆E,
as shown in Fig. 4. The associated time scale (see Ap-
pendix G)
τ =
2π
∆E
=
1
λ
log N˜ +O(1) (9)
FIG. 3. (a) Asymptotic density of states ρ¯(α,E), Eq. (7),
showing level bunching (bright straight line) around the finite
size precursor of the excited-states quantum phase transition
at E = Esep in the supercritical regime α > 1. (b) Slice of
ρ¯(α,E) at α = 2 in comparison with numerically calculated
inverse level gaps (orange symbols).
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FIG. 4. Asymptotic level spacings E[k] − E[k−1], Eq. (8),
(symbols) between states near the separatrix approaching the
characteristic constant spacing ∆E, Eq. (9), (dashed) for α =
2 and N = 106, 109, 1013, 1023, 1042 (the latter with relevance
for black hole physics) from top/blue to bottom/yellow within
windows with ∼ logN levels. Energies obtained from the full
semiclassical quantization, Eq. (6), (solid line) for N = 106
confirm the validity of Eq. (8).
is the Heisenberg time corresponding to the local spec-
tral gap ∆E, but exhibits a striking similarity with the
Ehrenfest time τE=(1/λL) log ~
−1
eff with ~eff= ~ and 1/N˜
in chaotic single-particle [72], respectively, MB systems
[32] with Lyapunov exponent λL. This justifies to inter-
pret the leading order of (9) also as a local Ehrenfest time
associated with the dynamical instability characteristic of
critical behavior. This crossover of the Heisenberg time
from usually being algebraic in N to log time behavior is
not shared by generic chaotic systems.
In the following we address the drastic consequences of
this transition for the evolution of quantum MB correla-
tions: We quantify the spreading of information through
the OTOC
C(t) = −N−4〈ψ|[nˆ0(0), nˆ0(t)]2|ψ〉 (10)
based on the operators nˆ0(t)/N of the normalized ground
state occupation. For chaotic systems quasi-classical ar-
guments [9, 10, 28] confirmed by MB semiclassical theory
[32] predict a short-time behavior C(t) ∼ ~2e2λLt passing
into a saturation regime at τE . Despite the fact that the
system (2) is integrable, we can use similar arguments to
predict that in the quantum critical regime the dynam-
ical instability close to the hyperbolic fixed points also
causes such an exponential behavior,
C(t) ∼ (~2eff/N˜2) e2λst, (11)
but with a rate given instead by the (in)stability expo-
nents λs (see [42] for a related result for chains of large
spins). The prefactor 1/N˜2 in (11) stems from the choice
of the initial state.
Contrary to non-integrable MB systems considered so
far in the literature, within the present MB model we
FIG. 5. Oscillatory time evolution of the out-of-time-order
correlator (10), reflecting scrambling and unscrambling close
to criticality for various particle numbersN (at α = 2.0). C(t)
exhibits approximately τ -periodic oscillations (including finite
size corrections, see Appendix G) where τ , Eq. (9), is the local
Ehrenfest time. Inset: Initial growth of C(t) approaching the
exponent 2λst (marked as dashed line in the log plot) with
increasing N , thereby confirming Eq. (11).
have numerical access to huge particle numbers and hence
can thoroughly check the commonly assumed exponen-
tial growth of OTOCs in the truly semiclassical large-N
limit, as well as associated log-time effects. In Fig. 5
we present numerical results for C(t) computed from
(10) after imposing an interaction quench to the ini-
tial non-interacting ground state |ψ〉 = 1/
√
N !(aˆ†0)
N |0〉,
such that the dynamics is dominated by states close to
Esep (see Appendix G). In the inset the short time be-
havior of logC(t) up to the local Ehrenfest time scale
τE = (1/λs) log N˜ is displayed for particle numbers rang-
ing from N =102 to 106, indeed showing convergence to
the slope 2λst (dashed line) predicted in (11).
For t > τE a saturation of OTOCs, monotonously ap-
proaching a plateau at late times, is characteristic for
generic chaotic MB systems. Instead, as shown in Fig. 5,
C(t) exhibits distinct oscillations with a period given by
the log time τ , (9), that includes finite-size corrections
(see Appendix G) and hence slightly differs from τE .
Since C(t) is a measure of information spreading, these
oscillations reflect reversibility of quantum information
flux in Hilbert space as a result of genuine MB inter-
ference. This is further supplemented by corresponding
oscillations in the associated evolution of entanglement,
e.g., encoded in the one-body entropy (see Appendix
G). We trace these observations back to the fact that,
close to criticality, C(t) is dominated by an increasing
(with logN) number of states sufficiently close to Esep
(see Appendix G) where the spectrum gets asymptoti-
cally equidistant (Fig. 4). This induces revivals (getting
more and more pronounced with increasing N) associ-
ated with the unique time scale, the log time τ , (9), that
5takes the role of a Heisenberg time close to criticality. To
clearcut show this asymptotic periodicity, here deduced
from semiclassical MB separatrix quantization, requires
large N in regimes that, to the best of our knowledge, are
not accessible with present numerical methods for chaotic
MB systems.
In conclusion, by means of many-body semiclassical
quantization we could explain the exponentially fast
scrambling and buildup of correlations in quantum sys-
tems that are critical, but not globally chaotic. We un-
covered a mechanism for fast dynamics near a quantum
critical point where the Heisenberg time takes the role
of a short Ehrenfest-type log-time scale. Moreover, for
large N we have demonstrated the emergence of nearly
equidistant spectra that in turn give rise to recurrences
in OTOCs on logN -time scales. Such periodic features
resemble those of time crystals [63]. We believe such
memory effects to exist in larger classes of critical sys-
tems with a dynamical decoupling of a dominant un-
stable mode from other collective degrees of freedom.
Their observation should be in experimental reach since,
e.g., recurrences based on stable dynamics have already
been observed in a system with thousands of atoms [73].
Moreover, our results shed light on generic mechanisms
governing the dynamics of correlations at (excited-state)
quantum phase transitions beyond mean field.
We acknowledge funding through the Studiens-
tiftung des Deutschen Volkes (BG) and the Deutsche
Forschungsgemeinschaft through project Ri681/14-1.
Appendix
Appendix A: The truncated model
The starting point is the Hamiltonian for bosons on a
ring with attractive (α˜ ≥ 0) contact interaction formu-
lated in second quantization [74]
Hˆ =
∫ 2pi
0
dθ
[
−ψˆ†(θ)∂2θ ψˆ(θ)−
πα˜
2
ψˆ†(θ)ψˆ†(θ)ψˆ(θ)ψˆ(θ)
]
,
(A2)
where the field operators ψˆ†(θ) and ψˆ(θ) are creation
and annihilation operators of bosons at position θ with
periodic identification ψˆ(θ+2π) = ψˆ(θ) and obeying the
bosonic commutation relations
[ψˆ(θ), ψˆ(θ′)] = [ψˆ†(θ), ψˆ†(θ′)] = 0 ,
[ψˆ(θ), ψˆ†(θ′)] = δ(θ − θ′) , (A3)
making use of the restriction of θ to one specific interval
of length 2π. The form (A2) corresponds to the Lieb-
Liniger model [45] when setting units by ~
2
2m = 1 and
L = 2π. In other words, energy will be given in units of
[E] =
4π2~2
2mL2
, (A4)
where L is the length of the system. Similarly the cou-
pling parameter is related to the two-body scattering
length a3D (which is negative for attractive interactions
considered here) by [75]
α˜ = − 2m
π2~
La3Dω⊥ , (A5)
when applied to realistic ultracold quasi-1D Bose gases
in the regime a3D ≪
√
~/mω⊥ of strong transversal con-
finement with trapping frequency ω⊥. Eq. (A2) also ad-
mits to account for confinement induced resonances [75]
by a modification of (A5). We do not take into account
effective three-body interaction due to finite confinement
and the consequent existence of excited trimer states re-
ported in [76–78].
By Fourier decomposition of the field operators into
momentum modes
ψˆ(θ) =
1√
2π
∑
k∈Z
eikθ aˆk , (A6)
where the annihilation and creation operators in the mo-
mentum modes fulfill
[aˆk, aˆl] = [aˆ
†
k, aˆ
†
l ] = 0 ,
[aˆk, aˆ
†
l ] = δkl ,
(A7)
the Hamiltonian (A2) reads
Hˆ =
∑
k∈Z
k2aˆ†kaˆk −
α˜
4
∑
k,l,m,n∈Z
δk+l,m+naˆ
†
kaˆ
†
l aˆmaˆn . (A8)
Truncating the Hilbert space to the three lowest single
particle momentum modes k = −1, 0, 1, or, equivalently,
neglecting the occupation of highr modes |k| ≥ 2 by set-
ting them to zero, yields
Hˆ3 =
1∑
k=−1
k2aˆ†kaˆk −
α˜
4
1∑
k,l,m,n=−1
δk+l,m+naˆ
†
kaˆ
†
l aˆmaˆn .
(A9)
The validity of this truncation comes from the relevance
of low momentum modes for the quantum phase tran-
sition [47, 51, 52] and goes far beyond a perturbative
expansion in powers of α˜. One can easily show that
[Hˆ3, Nˆ ] = 0 ,
[Hˆ3, Kˆ] = 0 , (A10)
6with the total number of particles and momentum oper-
ator
Nˆ =
∑
k∈{−1,0,1}
aˆ†kaˆk ,
Kˆ =
∑
k∈{−1,0,1}
kaˆ†kaˆk = aˆ
†
1aˆ1 − aˆ†−1aˆ−1 .
(A11)
When a specific quantum state is considered, an indica-
tor for the defect introduced due to the truncation (A9)
is the depopulation of the single-particle ground state
k = 0. If an eigenstate of (A9) in the truncated Hilbert
space is merely slightly populated in the modes k = ±1,
one can assume that the occupation of all truncated
modes |k| > 1 in the corresponding exact eigenstate of
the full Hamiltonian (A8) is even smaller and thus neg-
ligible. As concerns the QPT and the ESQPT relevant
for scrambling and dynamics of interparticle correlations,
the depletion of the condensate can be made arbitrarily
small by increasing the number of particles, which allows
to reduce Nα˜ arbitrarily close to the MF critical value
of 1 and still stay in a sufficiently supercritical regime to
fulfill all requirements necessary for the analysis.
Appendix B: The classical limit
In order to obtain the classical counterpart of the trun-
cated quantum system, one has to replace the creation
and annihilation operators by complex valued classical
variables
aˆk 7→ φk =: 1√
2
(qk + ipk) ,
aˆ†k 7→ φ∗k =:
1√
2
(qk − ipk) ,
(B2)
with the new classical coordinates qk and canonically con-
jugated momenta pk that take real values. In addition
special care has to be taken considering the ordering of
operators. The correct prescription [79] thereby is to re-
place symmetrically ordered products of operators{
aˆk1 · · · aˆkm aˆ†l1 · · · aˆ
†
ln
}
sym
7→ φk1 · · ·φkmφ∗l1 · · ·φ∗ln ,
(B3)
where the symmetric ordering is defined by the sum of
all possible orderings divided by their number
{cˆ1 · · · cˆn}sym :=
1
n!
∑
σ∈Sn
cˆσ(1) · · · cˆσ(n) , (B4)
where the cj can be any creation and/or annihilation op-
erators and σ runs over all permuations of n (summarized
by the symmetric group Sn). Ordering the operators
in (A9) using (A7) and performing the prescription (B3)
yields the classical Hamilton function for the truncated
Lieb-Liniger model
Hcl =
∑
k
(
k2 +
3α˜
2
)
|φk|2
− α˜
4
∑
k,l,m,n
δk+l,m+nφ
∗
kφ
∗
l φmφn −
9α˜
8
− 1 ,
(B5)
where the specification of the index sets in the sums has
been omitted in order to ease notation.
The canonical transformation
1√
2
(qk + ipk) 7→ √nke−iϑk
nk ∈ R+ , ϑk ∈ [0, 2π]
(B6)
fulfills
{ϑk, ϑl}q,p = {nk, nl}q,p = 0 ,
{ϑk, nl}q,p = δkl ,
(B7)
with Poisson brackets
{f, g}
q,p :=
∑
k
(
∂f
∂qk
∂g
∂pk
− ∂g
∂qk
∂f
∂pk
)
. (B8)
Note that the transformation into polar coordinates (B6)
introduces a punctuation of the (qk, pk)-planes, so that
orbits or paths cannot continuously be deformed across
these singularities using (ϑk, nk) coordinates. This is es-
pecially important for the calculation of Maslov indexes
[80] needed for the EBK quantization of the model.
The transformation brings the Hamilton function into
the form
Hcl =
∑
k
(
k2 +
3α˜
2
)
nk − 9α˜
8
− 1− α˜
4
[
n20 + n
2
1 + n
2
−1
+ 4(n0n1 + n0n−1 + n1n−1)
+ 4n0
√
n1n−1 cos(2ϑ0 − ϑ1 − ϑ−1)
]
.
(B9)
In addition to energy conservation ddtHcl =
∂
∂tHcl = 0
there exist two constants of motion
N˜ = n0 + n−1 + n1 ,
K˜ = n1 − n−1 ,
(B10)
{N˜,Hcl} = {K˜,Hcl} = 0 , (B11)
closely related to the total number of particles N and the
total momentum K as eigenvalues of (A11).
A further point transformation takes the phase
space variables (ϑ0, ϑ−1, ϑ1, n0, n−1, n1) into (ϕ, ϕN , ϕK ,
n0, N˜ , K˜) given by
ϕ = ϑ0 − 1
2
(ϑ1 + ϑ−1) ,
ϕN =
1
2
(ϑ1 + ϑ−1) ,
ϕK =
1
2
(ϑ1 − ϑ−1) ,
(B12)
7leaves us with the expression
Hcl = (N˜ − n0) + 3α˜
2
N˜ − 9α˜
8
− 1
− α˜
4
[
3
2
N˜2 − 3
2
n20 + n0N˜ −
1
2
L˜2
+ 2n0
√
(N˜ − n0)2 − L˜2(2 cos2 ϕ− 1)
]
.
(B13)
In the following we use scaled variables
z :=
n0
N˜
, l :=
K˜
N˜
, α := α˜N˜ , (B14)
where z is then closely related to the classical version
of the (subcritical) condensate fraction and l is closely
related to the average angular momentum per particle.
These two relations will show up to become exact in the
limit N → ∞. Therefore, we refer to the two quantities
as the mentioned notions, keeping in mind that they are
not exactly correct for finite N . In these scaled variables
the energy per particle reads [Eq. (3) of the main text],
Hcl
N˜
= ω(ϕ, z, l)− α
4
− 1
N˜
+
3α
2N˜
− 9α
8N˜2
(B15)
where the classical dynamics is completely determined by
ω(ϕ, z, l) = 1− z − α
4
[
1
2
+ z − 3
2
z2 − 1
2
l2
− 2z
√
(1 − z)2 − l2(1 − 2 cos2 ϕ)
]
,
(B16)
or in particular Eq. (4) of the main text in the zero total
momentum sector l = 0, while the dynamically constant
energy shift in Eq. (B15) corresponds, up to O(N−1)-
corrections, to the MF ground state energy per particle
−α˜N/4 one finds in the subcritical regime when solving
the non-linear Schro¨dinger equation [74, 81] correspond-
ing to the continuous model (A2).
The scaled version (B16) does not depend on N˜ any-
more. The scaled variables (B14) can therefore be con-
sidered the natural variables characterizing the physics.
This means that i) the coupling strength α and ii) the
momentum per particle l are the correctly scaled param-
eters characterizing the physical situation, and that iii)
the homogeneous condensate fraction z, its conjugated
coordinate ϕ and their dynamics are classically deter-
mined by only those two constants α and l and do not
depend on the number of bosons N explicitly. The influ-
ence of N on the physics then takes place purely on the
quantum level through its role as the effective quantum
of action ~eff = 1/N˜ .
Appendix C: The asymptotic closure of the
spectral gap
In the limit N → ∞ low-lying excitation energies, de-
scribed as quasi-particle excitations within Bogoliubov
approximation [82–84], collapse to zero at criticality α =
1. In the truncated three-site model they correspond to
a linearization of the MF dynamics [governed by Eq. (4)
of the main text] around the MF ground state, given by
the upper boundary z = 1 or the stable fixed point in
the sub- or supercritical regime, respectively. The as-
sociated frequency and thus the energy of the associated
Bogoliubov quasiparticle vanish due to the bifurcation at
α = 1.
For any finite number N <∞, however, the linearized
description breaks down while the anharmonicity be-
comes dominant at criticality. To describe the resulting
finite excitation gap Egap = minα{E1−E0} it is essential
to account for this nonlinearity, which the analytic semi-
classical quantization (6) is fully capable of [see Fig. 2 of
the main text]. In the following we analyze the asymp-
totic closing of the spectral gap Egap and the coupling
αgap = 1 +∆αgap at which it takes the smallest value.
At the gap α = αgap the involved ground state and
first excited state are in the semiclassical picture always
represented by a quantized vibration ω < 0 and a quan-
tized rotation ω > 0, respectively. The separatrix action
at the gap situation therefore is bounded by
1
2N˜
<
1
2π
∮
dϕ [1− z(0, ϕ)] < 3
2N˜
(C2)
and thus has to vanish for N → ∞, which naturally
implies that αgap approaches unity in the MF limit. We
therefore consider
A = 1− α−1 > 0 (C3)
as a small parameter. In this regime the seperatrix be-
comes parabolic
1− z(0, ϕ) ≈ 8
7
A
(
1− ϕ
2
A
)
(C4)
between the unstable fixed points |ϕ| ≤ √A. Since also
the ground and first excited state are dominated by the
separatrix region, Eq. (C4) indicates that for this dis-
cussion it is sufficient to consider the local phase space
around (z, ϕ) = (1, 0) with 1−z = O(A) and ϕ = O(
√
A).
In fact, after introducing scaled variables
ζ =
7
4A
(1− z) , φ = 1√
A
ϕ , (C5)
one finds the local Hamilton function
η(ζ, ϕ) =
ω
|ωmin| = ζ
2 − 2ζ(1 − φ2) +O(A) , (C6)
8here normalized by the MF ground state energy
ωmin = −2
7
α(1− α−1)2 . (C7)
The scaling implies a major simplification to the problem
and expresses a crucial low energy property of the sys-
tem close to criticality. The dependence on the coupling
α is absorbed into a pure rescaling of the MF degrees
of freedom while the subdominant O(A) term in (C6)
contains any residual dependence on the parameter α,
irrelevant for the lowest states in the asymptotic regime
α ≈ 1. This scaling behavior immediately implies that at
α = αgap the scaled energies ηvib and ηrot of the two low-
est states are universal constants and the gap energy thus
scales as Egap/N ∼ |ωmin| ∼ A2. Further, the scaling ex-
ponent of αgap with N can be readily taken from the
parabolic form of the separatrix (C4), which, when inte-
grated, gives an action Ssep that scales as Ssep ∼ A3/2 on
the one hand. On the other hand it scales as Ssep ∼ 1/N
at the gap situation α = αgap due to the bound (C2).
Without further explicit calculation one thus finds
∆αgap ∼ N−2/3 , Egap ∼ N−1/3 , (C8)
giving analytical substantiation to the exponents ob-
served in numerical calculations [46].
Furthermore, we can give analytical estimates for the
universal coefficients that govern the asymtotic gap clos-
ing (C8). Based on the dominant local Hamilton function
(C6) the distance of a rotation (η > 0) to the separatrix
is given by
δζrot(η, φ) =
√
(1− φ2)2 + η − |1− φ2| , (C9)
while
δζvib(η, φ) = 2
√
(1− φ2)2 + η (C10)
describes the distance between the upper and lower half-
cycle of a vibration (η < 0). We define scaled action
integrals
I(η) =
∮
dφ ζ(η, φ) (C11)
which, consistent with Eq. (6) of the main text, obey the
semiclassical quantization condition
I(ηm) =
7
4
πA−3/2
1
N˜
(
m+
1
2
)
. (C12)
The action between a low lying rotation (η > 0) and the
separatrix (η = 0) close to criticality is asymptotically
given by
δIrot(η) =
∫ ∞
0
dφ
(√
(1 − φ2)2 + η − |1− φ2|
)
.
(C13)
Note that extending the upper integration limit to infin-
ity does neither contradict with the finiteness of ϕ nor
with the small angle approximation contained in (C6),
since the integrand (C9) has a converging O(φ−2) tail.
Similarly, the scaled action integral of a vibration inside
the separatrix island (η < 0) reads
Ivib(η) = 2
∫ √1−√−η
0
dφ
√
(1− φ2)2 + η , (C14)
while the separatrix itself encloses the scaled area Isep =
4
3 .
Because of the asymptotic scaling the quantization
condition (C12), when applied to the scaled actions (C13)
and (C14), can be formulated with just one free (dimen-
sionless) parameter q instead of the two free parame-
ters N˜ and α, which had independent influence in the
first place. This parameter should determine the physi-
cal situation, meaning it should reflect where exactly the
system is located within the cross-over between the two
separatrix-transitions of the ground state and the first
excited state. A convenient choice is to define q as the
area fraction of the vibrational orbit compared to the
separatrix. With this choice the quantization conditions
read
Ivib(ηvib) =
4
3
q ,
δIrot(ηrot) = 4q − 4
3
.
(C15)
The explicit relation between α, N˜ and q is given by
A = 1− 1
α
=
(
21π
32
1
qN˜
)2/3
. (C16)
The meaningful values of q vary between 13 and 1, cor-
responding to the transition of the rotation to a vibra-
tion and vice-versa. Inverting (C15) after the explicit
use of (C13) and (C14) yields then two functions ηrot(q)
and ηvib(q) that otherwise are independent of any system
parameter. The gap energy (per particle) is
∆ω(q) = |ωmin(q)|∆η(q) , with
∆η(q) = ηrot(q)− ηvib(q) .
(C17)
There is still an additional explicit N˜ -dependence in
ωmin(q), but it factorizes out in the regime of asymptotic
scaling as
|ωmin(q)| = 2
7
A2
1−A ≈
2
7
A2 ∝ N˜−4/3q−4/3 . (C18)
The condition ddq log∆ω(q) = 0 at the gap (while N˜ =
const) translates to
d
dq
log∆η(q) = − d
dq
log |ωmin(q)| ≈ 4
3q
, (C19)
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FIG. C1. (a) Gap energy Egap and (b) correction ∆αgap to the
gap location as a function of the number of particles. Asymp-
totic semiclassical results (C21) (solid blue), underlined by
data obtained from the full semiclassical calculations (blue
circles) and compared to numerical results obtained from ex-
act diagonalization of the truncated model (purple squares).
Insets: relative errors in the corresponding quantities of semi-
classical asymptotics compared to full semiclassics (blue dots)
and numerics (red triangles).
where in the last step the asymptotic expression in (C18)
has been used. Solving (C19) for q determines the uni-
versal numerical constants
qsclgap = 0.525916. . . , ∆η
scl
gap = 0.953599. . . , (C20)
characterizing the finite-size QPT in the asymptotic limit
N˜ → ∞ by semiclassical analysis. The semiclassical es-
timates for the finite size spectral gap and its location
are
Egap = N˜ |ωmin(qgap)|∆ηgap ≈ 1.6841. . .×N−1/3 ,
∆αgap ≈ A(qgap) ≈ 2.4862. . .×N−2/3 .
(C21)
In Fig. C1 we check the validity of the asymptotic semi-
classical scalings (C21) by comparison with full semiclas-
sics on the one hand to check the asymptotic analysis
and with numerical calculations obtained from exact di-
agonalization on the other hand. While the deviation of
the asymptotics from full semiclassics tends to zero for
N → ∞ as expected, a relative error of 10% and 1% in
Egap and ∆αgap, respectively, when compared to numer-
ics is persistent in this limit. This discrepancy stems from
the fact that here the system parameter α is changed dur-
ing the limiting process ~eff = 1/N˜ → 0 in a way that
has a particularly strong impact on the classical-quantum
correspondence. It is a direct consequence of the asymp-
totic scaling implied by the condition of staying at the
minimum spectral gap. Despite the limit N → ∞, the
coupling is scaled in exactly such a way that the scale
on which local nonlinearity has a significant influence on
the classical dynamics is the same as the one of an ef-
fective Planck’s cell. The former can be represented by
the size of the separatrix, which, although defined as a
purely classical action, is of the order of ~eff , just because
the parameter α = αgap is chosen appropriately.
On the one hand this insight clarifies that a semiclas-
sical quantization is not capable of determining the co-
efficients in (C21) without error. On the other hand the
semiclassical analysis lead to the asymptotic scaling of
the phase space region relevant to the discussion on the
spectral gap and can be used to overcome its own limi-
tations by a requantization of the local asymptotic MF
dynamics governed by (C6). A corresponding careful
analysis [80] yields a quantum correction to the universal
coefficients:
Equantgap ≈ 1.8688292(4). . .×N−1/3 ,
∆αquantgap ≈ 2.46016721(3). . .×N−2/3 .
(C22)
With these numbers, the numerical calculation of energy
gaps by exact diagonalization cannot be distinguished
from the asymptotics for large N anymore.
Appendix D: Universal separatrix quantization
In general, we focus on critical systems with an es-
sentially one-dimensional description. In particular this
applies to integrable systems by fixing D − 1 conserved
quantities (like number of particles N and total momen-
tum K in the truncated model considered in the main
text), where D is the number of (collective) degrees of
freedom. Nevertheless one can think of more general
systems that become essentially one-dimensional around
criticality whenever a clear scale separation allows for
adiabatic treatment of additional degrees of freedom.
To be more specific, we focus on the supercritical
regime and address local universal features in spectral
and dynamical properties that are dominated by (highly)
excited states close to transition. Whenever an excited
state quantum phase transition (ESQPT) can be at-
tributed to a separatrix crossing in the MF dynamics in
effectively one dimension, which we consider as a generic
mechanism for second order quantum phase transitions, a
quantization condition similar to Eq. (6) of the main text
applies in the semiclassical picture. For this we consider
orbits on both sides close to a separatrix which translates
to quantum states close to criticality for large N (small
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FIG. D1. Two orbits very close to the separatrix in energy.
The corresponding orbit actions are dominated by the region
around the saddle point (areas shown in light blue). Sub-
dominant non-local contributions are given by on-separatrix
traversal times T
(0,rot)
ξ , T
(0,vib)
ξ and T
(1)
ξ cut off at distances ξ
from the hyperbolic fixed point.
~eff) while fixing the external parameter that drives the
transition.
Although we are eventually interested in the applica-
tion to critical MB systems, the following analysis is not
restricted to this interpretation. Therefore we consider
here any one-dimensional quantum system that derives
from a quantization of a classical Hamiltonian system
with a separatrix structure and write standard commu-
tation relations as [pˆ, qˆ] = −i~, which defines the mean-
ing of ~ in a specific context. While ~ can be the actual
Planck constant, it has to be reinterpreted as effective
quantum of action ~eff ∼ 1/N in the special case of MB
systems, with MF dynamics formally defining the corre-
sponding classical analogue.
For simplicity we set the classical energy, i.e., the
Hamilton function ω(q, p), to ω = 0 directly on the sepa-
ratrix. In the limit ~→ 0 (or N →∞ in the MB context)
the quantized energy levels close to ω = 0 get arbitrar-
ily small, allowing to use a specific local expansion of the
Hamilton function ω(q, p) around the separatrix to deter-
mine the corresponding classical orbits. For this one has
to realize that ω is quadratic at the saddle points where
the separatrix intersects itself while it behaves only lin-
early on other parts of the separatrix. We thus split the
corresponding action integrals into local parts close to
the saddle points using a quadratic expansion there and
non-local parts using linearization around the separatrix
otherwise. The orbit actions (when defined relative to
the separatrix) are dominated by the local regions around
the hyperbolic fixed points while non-local parts of the
separatrix give sub-dominant corrections as illustrated
in Fig. D1 for the case of the specific model studied in
the main text.
Consequently, a subsequent general semiclassical anal-
ysis reveals that the quantized levels close to ω = 0 de-
pend only on properties of the saddle point and the sep-
aratrix itself. We find general formulas for semiclassical
separatrix quantization, in the simplest form expressed
as the smooth density of states
¯̺(ω) = − 1
2π~
1
λσ
log
|ω|
Ω
+
tsepσ
2π~
+(µ<−µ>)δ(ω)+O(ω) .
(D2)
The corresponding discrete energy levels obtained by
semiclassical action quantization around the ESQPT are
[see Eq. (6) of the main text]
ω[k] ≈
−2π~λσ(µσ + k)
W−1
(−2π~λσΩ−1e−1−λσtsepσ |µσ + k|) , k ∈ Z ,
(D3)
ordered by k and with ω[0] referring to the first level
lying above the separatrix energy ω = 0. In (D2)
and (D3), W−1 is the lower branch of the Lambert-W
function, which is the solution to W(x)eW(x) = x with
x ∈ [−e−1, 0[ and W−1(x) ≤ −1. The inverse total sta-
bility exponent λ−1 =
∑
j 1/λ
(j) is the sum of recipro-
cal stability exponents of all saddle points j involved.
We introduced a typical classical (i.e., independent of ~)
unit of energy Ω that characterizes the breakdown of the
involved expansions of the classical Hamilton function.
As a local approximation, Eq. (D3) is valid as long as
ω[k]/Ω ≪ 1. The expressions (D2) and (D3) finally do
not depend on the specific choice of Ω as the regularized
separatrix traversal time tsep is given by
tsep = T conv−
∑
j
1
λ(j)
log
(
Ω
2
(
1
λ
(j)
+
+
1
|λ(j)− |
))
, (D4)
where λ
(j)
± are the positive and negative eigenvalues of
the Hessian when expanding the Hamiltonian around the
saddle point j and
T conv := lim
ξ→0
(
Tξ +
2
λ
log ξ
)
(D5)
is the convergent part of the separatrix traversal time,
with Tξ the sum of on-separatrix traversal times cut off
at (phase-space-) distances ξ from all involved saddle-
points. To calculate the non-local constant tsep in a spe-
cific system one has to give meaning to λ± and phase
space distance ξ, which are actually ill-defined objects
because in general a phase space in Hamiltonian mechan-
ics does not have a metric but rather a simplectic form
(Note that in contrast, λ is well defined). To do the cal-
culation one has to define arbitrary units q0 of length and
p0 of momentum to get a dimensionless phase-space. The
meaning of λ± and ξ are then defined in that space (using
Euclidean norm) with the outcome tsep not depending on
the particular choice of q0 and p0. The constant index
shifts µσ ∈ [0, 1[ are related to the Maslov index and
separatrix action. The index
σ =
{
< : ω < 0
> : ω > 0
=
{
< : k < 0
> : k ≥ 0
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was introduced to indicate on which side of the separa-
trix the corresponding orbit lives, which may in principle
involve different saddle-points and separatrix-segments,
hence the distinction in λ, tsep and µ. If µ< = µ> ≡ µ
we will call the quantized orbits “smoothly connected”
through the transition.
The dominant term ∼ log |ω| in Eq. (D2) determined
locally by only the saddle point has been found before
(see [39] for a corresponding classification of ESQPTs) by
counting the reduction of classical phase space volumes
due to potential energy maxima. In contrast, the sub-
dominant terms, non-locally determined by properties of
the whole separatrix, are, to the best of our knowledge,
original. More importantly, the discrete levels (D3) not
only describe the local spectrum on average, as given by
Eq. (D2). Equation (D3) may indeed be obtained from
Eq. (D2) by effective quantization
∫ ω[k]
0+ dω ¯̺(ω) = µ>+k
of the average density of states. Moreover, the form (D3)
has been noted [37] in a corresponding analysis. However,
in the analysis presented here it represents by no means
just an artificially constructed, maximally uniform spec-
trum consistent with ρ¯. Instead, Eq. (D3) gives the ac-
tual individual levels obtained by applying the full semi-
classical quantization condition as in Eq. (6) of the main
text, as long as ω[k]/Ω ≪ 1. The local spectrum thus is
indeed as uniform as possible, absent of any fluctuations.
This is due to the one-dimensional description and has
the far reaching consequence of asymptotically constant
level spacing (see Appendix F).
Appendix E: Separatrix quantization in the
model
Using the scaled phase space variables [Eq. (5) of the
main text] and scaled Hamiltonian (energy per particle)
ω(z, ϕ) [Eq. (4) of the main text] gives the Hessian
H =
(
0 −2√α− 1
−2√α− 1 2− α4
)
(E2)
at the hyperbolic fixed point (here chosen to be the one
located at ϕ > 0). Due to symmetry the correspond-
ing stability exponent λ(j) =
√− detH = 2√α− 1 is
the same for both fixed points j = 1, 2. The total ex-
ponent determining the dominant spacing [see Eq. (7) of
the main text] is therefore
λ =
√
α− 1 , (E3)
while for the subdominant contribution t the eigenvalues
of H give
1
2
(
1
λ
(j)
+
+
1
|λ(j)− |
)
=
√(
1− α8
)2
+ 4(α− 1)
4(α− 1) . (E4)
For the separatrix traversal times the separatrix can
be split into three segments (see Fig. D1), defining the
traversal times i) T
(0,rot)
ξ for the outer upper boundary
at cos2 ϕ < 1/α for rotations, ii) T
(0,vib)
ξ for the inner
upper boundary at cos2 ϕ > 1/α for vibrations and iii)
T
(1)
ξ for the curved separatrix segment between the two
saddle points separating vibrations and rotations. We
calculate the traversal times as
Tγ =
∫
Cγ
dϕ
∣∣∣∣∂ω∂z
∣∣∣∣
−1
Cγ
(E5)
along the corresponding segment Cγ . The first segment,
which connects the two fixed points by going over ϕ =
π/2 ≡ −π/2 mod π, gives
T
(0,rot)
ξ = 2
∫ pi
2
arccos 1√
α
+ξ
dϕ
(
1− α cos2 ϕ)−1 , (E6)
which can be elementarily integrated to yield
T
(0,rot)
ξ = −
1√
α− 1
[
log ξ + log
(
2
α
√
α− 1
)]
+O(ξ) ,
(E7)
containing the convergent part
T (0,rot)conv =
1√
α− 1 log
(
2
α
√
α− 1
)
. (E8)
An analogous calculation gives exactly the same for the
vibration-related boundary segment
T
(0,vib)
ξ = T
(0,rot)
ξ , T
(0,vib)
conv = T
(0,rot)
conv . (E9)
The linearized energy ∂ω/∂z takes the same form on the
curved segment as for the upper boundary, thus
T
(1)
ξ = 2
∫ arccos 1√
α
−∆ϕξ
0
dϕ
(
α cos2 ϕ− 1)−1 . (E10)
The cut-off in ϕ, denoted by ∆ϕξ is related to the Eu-
clidean phase space distance ξ along the tilted segment
by
∆ϕξ =
ξ√
1 +
(
dz(sep)
dϕ
)2
FP
=
1− α8√
(1− α8 )2 + 4(α− 1)
ξ .
(E11)
The traversal time is then given by
T
(1)
ξ = −
1√
α− 1 log ξ + T
(1)
conv +O(ξ) , (E12)
with its convergent part
T (1)conv =
1√
α− 1 log
(
2
α
√
α− 1
)
+
1√
α− 1 log
(
ξ
∆ϕξ
)
.
(E13)
The second term in (E13) essentially compensates (E4) in
the total regularized separatrix traversal time (D4) and
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may be associated with the specific choice of phase space
coordinates and Euclidean norm that drops out eventu-
ally. The regularized separatrix traversal time reads,
tsep =
1√
α− 1 log
(
128(α− 1)2
α2(8− α)
)
(E14)
on both sides of the transition.
Altogether, combining (E14), (E3) and (D2), the
asymptotic DoS ¯̺(E) = ¯̺(ω)/N˜ close to the ESQPT
is given by Eq. (7) of the main text.
Appendix F: Asymptotic spectral equidistance
Considering the formal semiclassical limit ~→ 0 in (D3)
by application of the asymptotics W−1(x) = log(−x) −
log(− log(−x)) + O[log(− log(−x))/ log(−x)] results in
the universal asymptotic law
ω[k] ∼ 2π~λσ
(
log
s0
~
)−1
(µσ+k)×
(
1 +O
(
log log s0
~
log s0
~
))
(F2)
of constant level spacing that depends only on the sta-
bility exponents associated with involved saddle-points.
Here, s0 is an arbitrarily chosen but classically defined
(typical) action of the system, merely introduced to
maintain proper units while assymptotically irrelevant.
If λ< = λ> ≡ λ the asymptotic level spacing (F2)
induces the single Ehrenfest-like time scale [see Eq. (9)
of the main text]
τ ∼ 1
λ
log
s0
~
(F3)
for quantum mechanical processes that dominantly in-
volve the states in the band of high DoS around the sep-
aratrix energy ω = 0.
There is, however, a subtle constraint involved in the
asymptotic expressions (F2) and (F3), for which the
quantum number k was assumed to be fixed during
the limiting process. For a dynamical process, how-
ever, typically the number of dominantly involved states
also grows with s0/~. Therefore one has to address
the question of how many states around the separa-
trix, as a function of ~, can be considered asymptot-
ically equidistant. Let K = K(~) denote this num-
ber. We presume lim~→0 ~K(~) = 0, as implied by the
prerequesite lim~→0 ω[K(~)] = 0 necessary for the close-
to-separatrix quantization (D2) and (D3). As indica-
tor for equidistance we consider the mean level spacing
〈∆ω〉K = ω[K]/K averaged overK(~) states lying against
ω = 0. Based on (D3) the asymptotics for W−1 give
〈∆ω〉K = 2π~λ
log s0
~
− logK(~) ×
(
1 +O
(
log log s0
~K
log s0
~K
))
.
(F4)
If the number of levelsK(~) is irrelevant to the level spac-
ing we identify asymptotic equidistance. In view of (F4)
this poses the constraint lim~→0 logK(~)/ log(s0/~) = 0,
which is equivalent to a sub-algebraic scaling of involved
states, i.e.,
(∀ν > 0)
(
lim
~→0
(
~
s0
)ν
K(~) = 0
)
, (F5)
since only then theK-dependent part in the denominator
of Eq. (F4) becomes subdominant compared to log(s0/~).
Appendix G: Quench dynamics of inter-particle
correlations—the finite-size corrected log time
Close to criticality E ≈ Esep, the eigenstates of the
bosonic system described by (A9) in the supercritical
regime α > 1 are far from pure condensates with all
atoms occupying a single but arbitrary mode. The asso-
ciated inter-particle correlations can be quantified by the
von Neumann entropy
S = −Tr (ρˆ log ρˆ) (G2)
of the 3× 3 reduced one-body density matrix (ROBDM)
ρkl =
1
N
〈ψ| aˆ†kaˆl |ψ〉 (G3)
of a pure state |ψ〉.
To study entanglement spreading as another facet of
quantum information scrambling we consider (as in [56])
the evolution of S(t) after the quantum quench, where
the non-interacting ground state, i.e., the pure conde-
sate |ψ(t = 0)〉 = 1/√N !(aˆ†0)N |0〉, evolves subject to the
interacting Hamiltonian (A9) with α > 1. Eq. (G2) ex-
presses inter-particle correlations as loss of information
when all but one particles are traced out. An initial in-
crease of S(t) after the quench thus represents a form
of information scrambling, similar to the increase of the
OTOC [Eq. (10) of the main text]: While the latter quan-
tifies the scrambling of information among sites or modes,
the former quantifies scrambling among particles.
Because of total momentum conservation [Kˆ, Hˆ] = 0 in
the considered system, the ROBDM takes a very simple
form. The time-evolved state becomes
|ψ(t)〉 =
N
2∑
m=0
cm(t) |m,N − 2m,m〉 (G4)
(with N even for simplicity), represented in Fock basis
|m−1,m0,m1〉 ≡
(
aˆ†−1
)m−1 (
aˆ†0
)m0 (
aˆ†1
)m1
√
m−1!m0!m1!
|0〉 , (G5)
where |0〉 denotes the vacuum of N = 0 particles. Be-
cause the operator aˆ†kaˆl cannot change three occupa-
tion numbers simultaneously, its matrix elements are re-
stricted to
〈n,N − 2n, n| aˆ†kaˆl |m,N − 2m,m〉 ∝ δnmδkl . (G6)
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FIG. G1. Librations and rotations (black) in the vicinity
of the separatrix are intersecting (blue dots) the horizontal
line corresponding to the non-interacting ground state (blue
solid). Non-intersecting orbits are grayed out to indicate ex-
ponentially suppressed overlaps. The criterion for intersection
depends on the peak value of z located at ϕ = ±pi
2
(rot.) or
ϕ = 0 (vib.), where ω(z, ϕ) can be linearized in z and there-
fore 1− z = 1/(2N˜ ) ∼ |ω±|.
This results in the diagonal form
ρˆ(t) =
1
N

〈m±1〉t 0 00 N − 2〈m±1〉t 0
0 0 〈m±1〉t

 , (G7)
depending only on the expectation value 〈m±1〉t =∑
m |cm(t)|2m of the k = ±1 momentum mode occu-
pation.
When represented in the energy eigenbasis {|n〉} of the
interacting system, the ROBDM reads
ρkl(t) =
1
N
∑
n,m
d∗ndm 〈n| aˆ†kaˆl |m〉 e−i(Em−En)t , (G8)
where dn = 〈n|ψ(0)〉. States in the vicinity of the ES-
QPT are dominantly involved in the process, because
|ψ(0)〉 corresponds to the classical orbit given by the
horizontal line z = 1 − 1/(2N˜), very close to the upper
boundary of the phase space. A semiclassical estimate
of the number of states around the separatrix that are
dominantly involved is given by the criterion that the
corresponding orbits intersect this horizontal line as de-
picted in Fig. G1. This is because the overlap dn typically
drops off exponentially for states |n〉 whose correspond-
ing quantized orbits are beyond intersection, analogous
to the exponential decay of WKB wave functions in clas-
sically forbidden regions. From a linearization of ω(z, ϕ)
at (z, ϕ) = (1, π/2) and (z, ϕ) = (1, 0), valid for large
N , one gets the corresponding bound ω− < ω < ω+
with ω− = −(α − 1)/N˜ and ω+ = 1/N˜ , both scaling as
ω± ∼ 1/N˜ . In view of (F2) the number of dominantly
contributing states thus scales subalgebraically as
K ∼ |ω±|N˜ log N˜ ∼ logN , (G9)
justifying the use of (F2) in the first place and fulfill-
ing the requirement (F5) for asymptotically constant
level spacing. While for exactly equidistant energies
FIG. G2. Evolution of the von Neumann entropy (G2) of
the ROBDM (G2) initialized in the non-interacting ground
state numerically calculated for α = 2 and N = 10n with
n = 1, 2, 3, 4, 5, 6. The increasing quality of periodicity with
growing N is in particular reflected in the improvement of
revivals S(jτ ) ≈ 0 for j ∈ N. The time is scaled with the
(pseudo-)period τ (G11) associated with the estimate for the
average involved level-spacing.
Em−En = (m−n)∆E the ROBDM (G8) becomes peri-
odic in time with period τ = 2π/∆E, this periodicity is
flawed for finite N , resulting in only partial recurrence,
because neither is the spectrum exactly equidistant for
dominantly contributing states, nor can states with larger
|ω| > |ω±| be fully ignored. When increasing N the pe-
riodicity should slowly become more and more perfect.
This tendency is demonstrated in figure Fig. G2.
For finite N one can estimate the correction to the
characteristic time scale by averaging the inverse level-
spacing ∆ω−1 = 1/ ¯̺(ω) over the interval ω ∈ [ω−, ω+]
assuming constant weight:
〈∆ω−1〉 ≈ 1
ω+ − ω−
∫ ω+
ω−
dω ¯̺(ω) , (G10)
which results in the estimated time scale
τ =
1√
α− 1
[
logN + 1 + log
(
128(α− 1)2
α2(8− α)
)
− α− 1
α
log(α − 1)
]
.
(G11)
Since (G11) is the characteristic time scale of the whole
evolution of S(t), it directly determines the scrambling
time τscr, which refers to the initial growth. Defined
by the condition S(τscr) = Sth with some arbitrary,
small valued threshold entropy Sth, the scrambling time
asymptotically becomes
τscr = const.× 1√
α− 1 logN +O(1) . (G12)
The logarithmic scaling with N as a numerical obser-
vation has already been reported in Ref. [56], where
also a general connection to an instability has been sus-
pected. The semiclassical treatment presented here pro-
vides sufficient analytical ground for supplying those
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FIG. G3. Scrambling times τscr for α = 2 obtained from
numerically evolved entropies S(t) (G2) using the threshold
Sth = 0.1 for several numbers of particles (left). Plotting
those against N logarithmically (right) shows a linear de-
pendence on logN for N & 100, confirming the scaling in
Eq. (G12). The prefactor and additive constant are fitted
(dashed).
FIG. G4. Numerical scrambling times obtained as in Fig. G3
for N = 104 as a function of α. A linear fit to the doubly log-
arithmic data supports the predicted dominant scaling with√
α− 1 (G12). Deviations thereof (small mismatch in the ex-
ponent 0.521 from the prediction 0.5 and additional functional
dependence on α) are attributed to finite-size effects expected
to vanish asymptotically.
statements with explicit analytical expressions and thor-
ough derivation. Furthermore, the one-to-one correspon-
dence between S(t) and the mean condensate fraction
〈ψ|nˆ0(t)|ψ〉/N , as evident from (G7), establishes a con-
nection to Ref. [85], where oscillatory behavior has been
reported based on a quasi-classical picture valid for times
up to τE . While the classical phase space sampling used
in [85] infers decaying oscillations of S(t), unitary quan-
tum evolution, implemented in our approach (6), implies
strong revivals, periodically leading to S(t) ≈ 0 beyond
τE . Eventually, for N → ∞, the quantum and quasi-
classical picture become unified again, due to the pecu-
liarity of asymptotic spectral equidistance, analogous to
harmonic oscillator levels, where a quasi-classical descrip-
tion would become exact. Finally, Figs. G3 and G4 show
numerical confirmation of (G12).
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