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Developing a framework for classification and/or recommendation
Ayeley Tchangani1 and François Pérès2
Abstract— The objective of this communication is to establish
a framework for classifying or recommending an object char-
acterized by several attributes into classes or for uses for which
a nominal representative is known or some entry conditions are
specified. In the case where classes are characterized by entry
conditions, the mathematical problem to be solved is typically
a constraints satisfaction problem. But in general, constraints
are subject to uncertainty, so in this paper, we propose to
transform these constraints into functions of membership or
non-membership of fuzzy subsets; thus for each class, these
functions, given an object to be classified or recommended, can
be aggregated in synergy to give two measures: a measure of
selectability of the class and a measure of rejectability; the
final choice of the class is then made by optimizing an index
based on these two measures. When classes are determined by a
primary or main representative, the leader to whom the object
to be classified should be compared, it seems natural to use
measures of similarity or dissimilarity to classify the object in
the right class. To do this, given that we consider that classes are
characterized by normalized numerical indicators and therefore
resemble a probabilistic structure, we propose to use Kullback-
Leibler (KL) divergence that compares a given probability
distribution to a main one as dissimilarity measure between
an object and the representative of a class. The application
of the approach developed to a real-world problem shows a
certain potentiality.
Index Terms— Classification, Recommendation, Fuzzy Con-
straints Satisfaction, Similarity, Dissimilarity, KL divergence.
I. INTRODUCTION
The era in which we live today is governed by the
personalization of things. Thus, consumers (in the broadest
sense) would want products and/or services that are tailor-
made. It is therefore imperative for the producers of these
products or providers of these services, who in reality cannot
fully personalize their offers, to at least find a way or
procedure to recommend to each consumer what best suits
him or her. It is therefore a question of finding, for a given
consumer, the product or service to recommend to him;
which returns to assigning it to a given class or category.
It is therefore imperative for the producers of these products
or providers of these services, who in reality cannot fully
personalize their offers, to at least find a way or procedure
to recommend to each consumer what best suits him or her.
It is therefore a question of finding, for a given consumer,
the product or service to recommend to him; which amounts
to assigning it to a given class or category. In general terms,
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many decision problems rising in different domains such as
social, economics or engineering, among others, concern the
assignment or classification of objects to classes according
their scores for a certain number of criteria or attributes that
characterize them; they constitute then a subset of the so-
called multicriteria decision making or multicriteria decision
analysis (MCDM or MCDA) problems, see for instance [2],
[3], [9], [10], [12], [11]. The majority of contributions to
these problems encountered in literature concern mainly the
ordered classification case, classes must be ordered, let say,
from most/least desired class to least/most desired one, see
for instance [4]. The purpose of classification methods or
algorithms is then to establish a procedure that linearly rank
classes and assign objects to them; one may notice that this
is a relative decision making process as objects are finally
compared with each other. But it is being shown that the
case of non ordered classification where the classes are just
defined by some features, conditions or constraints over the
attributes or criteria is of great importance in many domains.
In finance and banking for instance, decision maker(s) face
the problem of classifying customers for a credit or service
into classes defined by entrance thresholds with regard to
their performance in some of their attributes for instance,
see [9]; in international finance or commerce, countries are
often ranked or classified in different categories in terms
of risk to which potential investors will be exposed in
these countries (country risk ranking or classification) using
a certain number of attributes such as GDP per unit of
energy use, telephone mainlines per 1000 people, human
development index, percentage of military expenditure of the
central government expenditure and others, see [18]; etc. The
next section considers formal specification of such problems.
II. FORMAL SPECIFICATION
We place in the case where a fixed number of classes
is known and the problem is, given an object, to classify
it in the right class; following subsection considers formal
specification of the considered problem.
A. Definition of the problem
Formally nominal classification problem considered in this
paper is defined by the following materials.
• An object u to be classified is characterized by a set
of m attributes or criteria where the evaluation xl of
attribute l belongs to a structured set Xl so that this ob-
ject can be designated by its attributes vector x ∈ X =
X1×X2× ...×Xm; that is x =
[
x1 x2 ... xm
]
.
• The former defined object must be assigned to one
of the n classes or categories of the set C = {c1,
c2, ..., cn}; each class or category cj is characterized
by same p features, conditions, or constraints through
functions (to be understood in a broad sense including
verbal description) fkj (x) ∈ F
k
j , k = 1, 2, ..., p
of the attributes vector x ∈ X; a feature fkj is a
mapping from attributes evaluation space X onto F kj . A










F 1j × F
2
j × ...× F
p
j .
In practice, the process of entering a class can be charac-
terized in several ways; in the following subsection, several
practical oriented ways of this characterization will be de-
scribed.
B. Classes entry characterization
The previous description shows that finally a class cj
in front of an object characterized by its attributes vector
x is also completely characterized by its features vector
fj(x). In terms of classification, it returns to establishing
a procedure that determines the conditions that the vector
f(x) must satisfy in order for the object in question to be
included in that class. In order to do this, it is necessary to
measure some kind of compatibility degree between the class
cj and the vector fj(x); this calls for a good description of
the conditions for entry into class cj ; this is the subject of
this sub-section.
Description of a class by its main representative
In many applications, such as in the advertising industry,
the targets of an advertising message are often classified
in relation to an idol, a leader who thus constitutes a
representative of the segment of this class of targets. Thus
in terms of features, the representative of the class cj is









will now be a question of being able to position any object
described by fj(x) in relation to this representative.
Description of class by an entry score of the features
In many applications, the access to a class j is conditioned
by the membership of its characteristics to a subset of Fj .
By considering, a particular characteristic k of the class j,
there will exist a subset F k,Cj ⊂ Fj such that if f
k
j (x)
belongs to this subset then we can include the considered
object in the class in question and a subset F k,Rj ⊂ Fj
for which the decision is the rejection of the class. But
in practice, these two subsets may overlap in the sense
that the decision to classify or to reject is not certain and









j 6= ∅. As each feature
k characterizing a class is fuzzily described, an object u
characterized by vector x will be described with regard









(x) ≤ 1 respectively.
With regard to a class cj , an object u with attributes vector
x will therefore be characterized by two vectors mjC(x) and




















for R or C on a bipolar basis, see [13] [14] [15].
III. PROPOSED CLASSIFICATION PROCEDURES
Classification procedures will depend on how the entry of
classes is described; in the following subsection we consider
different cases.
A. Classes characterized by bipolar membership functions
of features
Bipolar reasoning constitutes a sort of divide to better
apprehend paradigm; indeed uncertainty resulting from fuzzy
characterization of classes by their features appeals for a
flexible classification procedure. To this end, we use the
concept of bipolar analysis as the underlying methodology to
derive flexible classification algorithms. The stepping stones
in bipolar analysis are the classifiability and rejectability
measures µjC(u) and µ
j
R(u) given a class cj and an object
u similar to selectability and rejectability degrees in the
case of alternatives selection problems [1] [16] ; so their
derivation is an important step towards a sound classification
algorithm. These measures must be established considering
the performance of the considered object with regard to
the considered class. The classifiability and rejectability
measures µjC(u) and µ
j















where G is a certain aggregation operator. Given the syn-
ergy obtained by considering separately, classifiability and
rejectability zone, it is obvious of considering a synergistic
aggregation operator. Furthermore, features characterizing
classes do not necessarily have the same importance in the
classification process and experts may be able to weight
them through a normalized vector ω. In this case, Choquet
integral associated with a weighted cardinal fuzzy measure
(wcfm) [17] is a suitable aggregation operator that permits
to overcome difficulties due to the dimension of the vector
to aggregate encountered in the literature [6] because a
straightforward formula does exist. Indeed, given a numeri-
cally valued n dimension vector θ with a relative importance
vector ω, Choquet integral of x associated to a weighted
cardinal fuzzy measure with relative importance vector ω is











where ϕ (Ak) is a weighted cardinal fuzzy measure of
subset Ak given by equation (3)
ϕ (Ak) =
(










and Ak is defined as equation (4)
Ak = {σ(k), σ(k + 1), ..., σ(n)} (4)
where σ is a permutation over x as given by equation (5)
θσ(1) ≤ θσ(2) ≤ ... ≤ θσ(n); θσ(0) = 0 (5)
The operator G(.) of equation (1) is therefore given by
Cwcfmωj (.) where ωj is the relative importance weights vector
of features characterizing the class cj .
From classifiability and rejectability measures µjC(u) and
µjR(u) one can define the classifying set C(u) (classes where










where q is a non decreasing function representing the caution
or boldness attitude of decision maker. One should notice that
many categories or classes may be qualified for inclusion of
a given object so that the ultimate class c∗(u) in which to
include the object can be selected by optimizing (let say










other as given by equation (7).
c∗(u) = arg{maxv∈C(u)(π(v))} (7)
B. Classes described by main representative
In the case where the classes are described by represen-
tatives through the vectors frj , j = 1, 2, ...n, two questions
arise:
• how to determine vectors frj representing classes?
• given an object u with attributes x, how to determine
its image vector fj(x) ?
If the attributes are evaluated numerically, there are no
particular difficulties because many metrics (distance, sim-
ilarity, divergence, etc.) exist to measure the proximity of
each object to the representative of each class. Here we are
particularly interested in the case where the characteristics
of the classes and/or the attributes of the objects are not
evaluated numerically. In this case we can use approaches
such as peer comparison; for this we consider two levels:
the inter-classes level to determine the evaluation of the
characteristics fk,rj and the intra-class level to determine the
evaluations of the characteristics fkj (x) given an object of
attribute vector x. It should be noted that the determination of
fk,rj is an off line process whereas the determination of f
k
j (x)
must be done each time a new object asks to be classified.
Process for determining fk,rj : inter-classes comparison
In this case, the evaluation process consists in answering
a question such as ”how important is characteristic k in the
evaluation of class j compared to class l?” by using AHP-
type language scales, see [12] or any other scale to obtain the
consistent (consistence can be always ensured by using pivot
approach [12]) comparison matrix Ψk(j, l) and the evaluation





















and finally the vector fk,rj is obtained by normalizing each








Process for determining fkj (x): intra-classes comparison
For the determination of fkj (x), given a x attribute vector
object, one must respond to questions such as, ”how im-
portant is the contribution of x attributes to characteristic k
compared to characteristic l of class j? ”to obtain the matrix
Φj(k, l), possibly using the same scale as in the previous
paragraph. One will then deduce the importance φkj (x) of





















and finally the evaluation fkj (x) by normalization as








In the case where classes are described by representatives
numerically evaluated with respect to the characteristics of
the classes, the first (natural) idea of classification criteria
is certainly to use measures of similarity or dissimilarity;
many of these measures exist in the literature, see [5] for
instance, and many of which are symmetrical. But in the case
which interests us, can one admit symmetry considering the
fact that an object must be compared to a reference? Indeed
it is the object to resemble the reference and not the other
way; in these circumstances the measure of similarity or non
similarity should not be symmetrical. Given the probabilistic
structure of the measures frj and fj(x) obtained by construc-
tion and the fact that the object finally characterized by the
vector fj(x) must be compared with the class representative
characterized by frj , an interesting measure for this is the
Kullback-Lieibler divergence (also called relative entropy)
[7] [8] that measures how one probability distribution is
different from a second, reference probability distribution
in mathematical statistics. Thus, given an object u with
attributes vector x, we will calculate its divergence from each

















The optimal class c∗ in which to include the object u is















Fig. 1. Criteria, their definition, their range of evaluation, and their weights
IV. APPLICATION
A. Description of the application
This application is taken from [9] and concern the problem
of assigning retailers that use a EFTPoS (Electronic Fund
Transfer at Point of Sale) service of a bank to some classes
in order for the bank manager to consider their appropriate
strategic treatment. Any retailer is characterized by 13 at-
tributes or criteria (G01−G13) which signification, scale of
evaluation and the relative weight are shown on Figure 1 and
the categories with their definition and strategy to apply are
given on Figure 2.
Data for 20 retailers to classify, the relative importance
of criteria (vector ω), as well as classes entry conditions
(entrance threshold vectors bj , j = 1 : 4) are given on
Table I. We should mention that the intention here is just to
show how the approach developed can be applied in practice
and not to show any superiority to procedure based on
concordance/discordance indexes used by [9]. As defined, to
conform the approach developed in this paper, we transform
data as following.
• In the case of Classes characterized by bipolar mem-
bership functions of features, we define memberships
functions for each criterion to enter a class to be given
by Figure 3 where the defined low entrance threshold
Fig. 2. Classes with their significance and strategy to apply
is given by 0.9bkj . Criteria weighting vector ω has been
normalized to fulfill requirements of using Choquet
integral associated a weighted cardinal fuzzy measure.
• To use the approach of Classes described by main
representative, we consider the representative of each
class j to have as criterion k value the center of interval
between bkj and G
k







so that fk,rj = x
k,r














and fkj (x) for each retailer by equation (15)












By applying the approaches developed previously to the
modeling adopted in this application we obtain the results
reported in Table II both in the case of a characterization
of the classes by a bipolar fuzzy membership function that
we referred to as MF method and in the case where the
G01 G02 G03 G04 G05 G06 G07 G08 G09 G10 G11 G12 G13
R01 29 22 28 25 69 25 61 52 25 39 58 61 68
R02 80 78 88 69 59 30 50 45 48 42 22 15 27
R03 77 90 88 61 63 28 35 33 51 33 22 28 33
R04 16 39 26 25 55 25 50 51 43 65 37 38 73
R05 28 56 51 21 34 8 37 61 30 37 55 66 98
R06 79 75 80 65 60 25 30 34 22 19 22 18 21
R07 50 6 54 25 38 21 47 41 40 57 65 65 88
R08 44 19 31 55 49 29 80 70 73 55 48 29 45
R09 49 43 28 29 61 22 67 42 25 39 51 62 55
R10 30 25 30 51 55 44 82 84 90 74 32 15 32
R11 30 29 32 87 86 80 77 46 28 49 25 29 33
R12 49 17 54 25 37 21 47 39 42 54 65 55 98
R13 42 14 27 51 43 22 74 67 69 53 40 25 92
R14 25 19 26 90 81 79 70 44 32 45 28 24 30
R15 42 14 27 51 56 46 81 78 82 53 40 25 33
R16 80 77 79 69 65 22 31 37 28 22 19 21 29
R17 21 15 22 86 79 83 68 40 30 41 20 19 25
R18 18 12 25 82 81 79 64 38 29 39 19 15 27
R19 22 18 26 49 51 41 80 80 86 69 24 11 26
R20 41 35 44 29 34 21 47 61 50 57 62 61 98
ω 10 12 4 13 13 8 10 4 4 8 4 8 2
b
1
75 70 75 60 55 20 25 35 20 15 15 10 20
b
2
15 10 20 75 70 75 60 30 25 35 15 10 20
b
3
15 10 20 45 45 40 75 70 75 60 15 10 20
b
4
55 10 20 15 10 20 35 30 40 70 75 60 55
TABLE I































Fig. 3. Class entry membership functions of each criterion
classes are defined by a nominal representative that we call
NR method.
The results of the classification of retailers obtained by
the classification methods developed in this communication
is presented in Table III together with the classification result
of an empirical or traditional method (Trad. Proc.) reported
in the publication [9] for comparison purposes. We can notice
that the classification result obtained by the method built
around a nominal representative of the class NR method
is almost identical to the result of the traditional method
(Trad. Proc.) of [9]; only the classification of R4 differs










, is a little bit different from
the traditional method as well as from our NR method;
this is certainly due to the sensitivity of discretization made
when determining fuzzy membership functions. This proves
that the approaches developed in this paper are promising
in various ways: they require little computational effort
and the various parameters for their use can be obtained
from various data: data collected by companies, exchanges
through social networks, information on sites of professional
societies, etc. This challenge constitutes the road-map for our
future research on this topic of nominal classification.
V. CONCLUSION
The issue of deriving a framework that permit to clas-
sifying or recommending objects (potential customers, can-
didates for a job, suppliers engaged in an auction, etc.) or
activities (investment projects, industrial activities, marketing
projects, etc.) for their appropriate treatment toward some
stakes such as risks has been considered in this paper.
Classification and/or recommendation is based on a certain
adequacy between the attributes of the object to be recom-
mended or classified and the characteristics of the classes to
be considered. The contribution of this paper is therefore
relative to the characterization of how a class is chosen.
In this paper, we have therefore considered two ways of
characterization, namely: similarity (to be maximized) or
dissimilarity (to be minimized) with respect to a reference
individual of the class, or else the classes are characterized
by fuzzy indicators. In the case of classes characterized
by fuzzy indicators, two measures have been established
that measure the adequacy or inadequacy of an object in
relation to a class, and the classification procedure seeks







c1 c2 c3 c4 c1 c2 c3 c4 c1 c2 c3 c4
R1 0.2264 0.3460 0.1530 0.2746 0.2633 0.0853 0.4759 0.1755 0.1391 0.0998 0.0917 0.0945
R2 0.4233 0.1762 0.1719 0.2286 0.0000 0.3819 0.4073 0.2108 0.0369 0.1064 0.1097 0.1308
R3 0.4219 0.1511 0.1833 0.2437 0.0047 0.4625 0.3510 0.1817 0.0379 0.1287 0.1361 0.1416
R4 0.2480 0.2277 0.2204 0.3039 0.2470 0.2787 0.3088 0.1656 0.1183 0.0874 0.0604 0.0814
R5 0.1804 0.3247 0.1546 0.3402 0.3197 0.1563 0.3730 0.1510 0.1399 0.1932 0.1591 0.1062
R6 0.4948 0.1212 0.2077 0.1763 0.0016 0.4646 0.2351 0.2987 0.0617 0.1571 0.1804 0.1904
R7 0.2521 0.2311 0.1169 0.3999 0.2199 0.2369 0.4331 0.1101 0.1898 0.1745 0.1440 0.0843
R8 0.1622 0.2602 0.3631 0.2145 0.4493 0.1888 0.0657 0.2962 0.1086 0.0628 0.0356 0.0777
R9 0.2444 0.2939 0.1652 0.2965 0.2422 0.1584 0.4379 0.1615 0.0766 0.0816 0.0710 0.0574
R10 0.1719 0.2067 0.4071 0.2142 0.4407 0.2881 0.0000 0.2712 0.1491 0.0825 0.0480 0.1227
R11 0.2224 0.3906 0.2524 0.1346 0.2281 0.0000 0.1404 0.6316 0.1223 0.0411 0.0769 0.1630
R12 0.2154 0.2827 0.1346 0.3674 0.2689 0.1820 0.4343 0.1148 0.1297 0.1288 0.0988 0.0455
R13 0.1633 0.2807 0.2880 0.2680 0.4304 0.1689 0.2020 0.1987 0.1416 0.0956 0.0636 0.0994
R14 0.2304 0.4047 0.2254 0.1395 0.2056 0.0000 0.2250 0.5694 0.1580 0.0614 0.1019 0.1968
R15 0.1922 0.2310 0.3864 0.1904 0.3662 0.2394 0.0188 0.3756 0.1349 0.0693 0.0455 0.1061
R16 0.4735 0.1710 0.1923 0.1632 0.0000 0.3574 0.2830 0.3596 0.0575 0.1490 0.1700 0.1829
R17 0.2338 0.4107 0.2141 0.1415 0.1978 0.0000 0.2543 0.5479 0.1967 0.0869 0.1328 0.2401
R18 0.2346 0.4122 0.2112 0.1420 0.1960 0.0000 0.2613 0.5427 0.2158 0.1022 0.1505 0.2642
R19 0.1405 0.2162 0.4258 0.2175 0.5279 0.2325 0.0000 0.2396 0.1941 0.1112 0.0753 0.1653




Classes MF method NR method Trad Proc [9]
c1 R2, R3, R6, R16, R2, R3, R6, R16 R2, R3, R6, R16
c2 R1, R9, R11, R13, R14, R17, R18 R11, R14, R17, R18 R11, R14, R17, R18
c3 R10, R15, R19 R1, R4, R8, R10, R13, R15, R19 R1, R8, R10, R13, R15, R19
c4 R4, R5, R7, R8, R12, R20 R5, R7, R9, R12, R20 R4, R5, R7, R9, R12, R20
TABLE III
RESULTS OF CLASSIFIED USING PROPOSED AND THAT OF [9]
to maximize or minimize this adequacy or inadequacy. In
the case of classes represented by a reference individual, a
divergence measure between an object to be classified and
this reference individual has been established which allows
the most appropriate class to be chosen. Finally, the results
obtained by applying the approaches developed here to a real
case encourage us to deepen them.
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