We consider a general class of two-time-scale Markov chains whose transition rate matrices depend on a parameter I. We assume that some transition rates of the Markov chain will tend to infinity as I → ∞. We divide the state space of the Markov chain X into a fast state space and a slow state space, and define a reduced Markov chain Y on the slow state space. Our main result is that the total variance distance between the distribution of the Markov chain X t and that of the reduced chain Y t will converge to zero uniformly in time t as I → ∞.
Introduction
In many areas of natural sciences, we often encounter systems that can be modeled by the following coupled stochastic differential equations with two separate time scales:
where X t ∈ R k , Y t ∈ R n−k , and I > 0 is a parameter. When I is very large, the components of X t are slow variables and the components of Y t are fast variables. Roughly speaking, if we focus on the dynamics of the slow variables X t , then the fast variables Y t can be averaged out. In this way, we can reduce the original n-dimensional stochastic differential equation to a simpler k-dimensional stochastic differential equation. This topic has been discussed thoroughly [1] [2] [3] [4] . In the above problem, the phase space of the stochastic system is the Euclidean space. However, in a number of problems arising in physics, chemistry, biology, and engineering [5] [6] [7] , we frequently encounter stochastic systems that can be modeled as continuous-time Markov chains with a discrete state space whose state transitions have two separate time scales. Specifically, let X = {X t : t ≥ 0} be a continuous-time Markov chain on a finite state space S and some transition rates of the Markov chain X are much larger than the other ones. Under this framework, the transitions between states have two separate time scales.
In order to study this type of two-time-scale Markov chains, engineers proposed the concept of stiff Markov chains [8] [9] [10] [11] . Rough speaking, let I be a given threshold value. If a transition rate of the Markov chain X is larger or smaller than I, then the transition rate is called a fast or slow rate, respectively. The state space S of the Markov chain X can be further divided into a fast state space A and a slow state space B. Since the holding times of the fast states are much shorter than those of the slow states, we have good reasons to believed that the original Markov chain X on the state space S can be reduced to a simpler Markov chain Y on the slow state space B. Although engineers have studied the approximation algorithm of stiff Markov chains, they did not obtain any rigorous mathematical results and convergence theorems on stiff Markov chains since the choice of the threshold I is rather arbitrary. In addition, Yin and his coworkers [12] [13] [14] [15] have studied a class of two-time-scale Markov chains called singularly perturbed Markov chains, whose transition rate matrix Q can be represented as
where Q 1 and Q 2 are two transition rate matrices. They defined a reduced Markov chain Y on the slow state space B and proved that for each t ≥ 0, the distribution of the original Markov chain X t will converge to that of the reduced Markov chain Y t as I → ∞ (see Theorem 2.1 of [14] ).
In this article, we consider a general class of two-time-scale Markov chains whose transition rate matrices depend on a parameter I > 0. We only assume that some transition rates of the Markov chain X will tend to infinity as I → ∞. Similar to the consideration in stiff Markov chains, we divide the state space S of the Markov chain X into a fast state space A and a slow state space B. We define a reduced Markov chain Y = {Y t : t ≥ 0} on the slow space B and prove a stronger result that the total variance distance between the distribution of the original Markov chain X t and that of the reduced Markov chain Y t will converge to zero uniformly in time t as I → ∞. Generally speaking, if the initial distribution of the Markov chain X is concentrated on B, then the convergence is only uniform over a finite time interval [0, T ] for any T > 0. However, if the reduced Markov chain Y is further assumed to be irreducible, we prove that the convergence is uniform over the whole time axis. In addition, the limit behavior of the Markov chain X under general initial distributions is also studied.
Prerequisites
In this article, we consider a continuous-time Markov chain X = {X t : t ≥ 0} on a finite state space S = {1, 2, · · · , |S|} with transition rate matrix Q(I) = (q ij (I)). The finiteness of the state space S is crucial in establishing the main results of this article. The transition rate matrix Q(I) = (q ij (I)) depends on a parameter I > 0. For simplicity, we assume that the transition rate matrix Q(I) is irreducible for each I > 0. We further assume that lim I→∞ q ij (I) is finite or lim I→∞ q ij (I) = ∞ for any pair of states i = j. When I is sufficiently large, this framework just describes a Markov chain whose state transitions have two separate time scales. We shall study the limit behavior of the Markov chain X as I → ∞.
Consistent with standard notations [16] , we let q i (I) = −q ii (I) = j =i q ij (I) and let q i = lim I→∞ q i (I). According to whether these q i is finite or infinity, we can classify the state space S into two disjoint subsets.
then i is called a fast state. The set of all fast states is denoted by A. If
then i is called a slow state. The set of all slow states is denoted by B.
Obviously, we have A ∩ B = ∅ and A ∪ B = S. If i is a fast state, then q i (I) will be very large when I is sufficiently large. Recall that q i (I) is the rate of the exponential holding time of state i. This means that the holding times of state i will be very short. That is why we name such a state i as a fast state. According to the above definition, lim I→∞ q ij (I) will be finite for any state j if i is a slow state. In the following discussion, we always assume that the slow state space B = ∅ and assume that q i > 0 for each i ∈ B. Example 1. Figure 1 illustrates a Markov chain X for which two transitions rates depends on I in a linear way and other transition rates are independent of I. This Markov chain is referred to as the Monod-Wyman-Changeux model [17, 18] which is extremely important in enzyme kinetics and cellular biology since it is widely used to model receptor systems in living cells. According to the definition, the fast state space is A = {1, 2} and the slow state space is B = {3, 4}. By relabeling the state space S, we can always arrange matters so that A = {1, · · · , |A|} and B = {|A| + 1, · · · , |S|}. From now on, we take for granted that we have done this. Thus the transition rate matrix Q(I) can be represented as a block matrix
Let Q = lim I→∞ Q(I). The matrix Q can be also represented as a block matrix
Note that some elements of the matrix Q may be ∞ or −∞. According to the definition of the slow state space B, the components of both matrices Q BA and Q BB are all finite. In order to study the limit behavior of the Markov chain X as I tends to infinity, we need the help of the jump chain, which is also called the imbedded chain. Let ξ = {ξ n : n ≥ 0} be the jump chain of the Markov chain X with transition probability matrix Ω(I) = (ω ij (I)) where ω ij (I) = q ij (I)/q i (I) for any pair of states i = j, and ω ii (I) = 0 for any state i. We also represent Ω(I) as a block matrix
We further assume that lim I→∞ ω ij (I) exists for any pair of states i = j. Let Ω = lim I→∞ Ω(I).
We also represent Ω = (ω ij ) as a block matrix
Since Ω(I) is a stochastic matrix for each I > 0, Ω is also a stochastic matrix. Let η = {η n : n ≥ 0} be the discrete-time Markov chain with transition probability matrix Ω.
Reduction of the Markov chain over finite time intervals
In the following sections, we shall study the limit behavior of the Markov chain X as I tends to infinity. Definition 2. Let B be the slow state space. The stopping time
is called the first-passage time of B for the discrete-time Markov chain η.
Lemma 1.
Assume that P i (T B < ∞) = 1 for any i ∈ A. Then the matrix E − Ω AA is invertible and
where E is the identity matrix.
Proof. Note that Ω AA is a nonnegative matrix and the sum of the elements in each row of Ω AA is less or equal to 1. Since P i (T B < ∞) = 1 for any i ∈ A, any subset of A is not a closed set for the Markov chain η. By the Perron-Frobenius theorem, the absolute values of all eigenvalues of Ω AA are less than 1. This shows that E − Ω AA is invertible and
Lemma 2. Assume that P i (T B < ∞) = 1 for any i ∈ A. Then the matrix
is a transition rate matrix on the slow state space B.
where [M ] ij represents the (i, j)-th element of the matrix M . We easily see that f (n) ij ≥ 0. Thus for any i, j ∈ B and i = j, we have
We still need to show that the sum of the elements in each row of Γ is 0. To this end, denote by 1 the column vector whose elements are all 1. We only need to show that Γ1 = 0. In fact, we have
Thus we complete the proof.
In the following discussion, we always assume that P i (T B < ∞) = 1 for any i ∈ A.
Definition 3.
The Markov chain Y = {Y t : t ≥ 0} on the slow state space B with transition rate
Let Γ = (γ ij ) be the transition rate matrix of the reduced chain. Consistent with standard notations, we let γ i = −γ ii . We easily see that
The following inequalities are important in estimating exponential random variables.
Lemma 3.
(1) For any x ≥ 0, we have e −x ≥ 1 − x.
(2) For any complex number x satisfying |x| ≤ 1, we have
Proof. The proofs of (1), (3), and (4) are straightforward. The proof of (2) can be found in [19] . We omit these proofs.
Lemma 4.
For any t ≥ 0, any h > 0, and any i, j ∈ B, we have
where P I i denote the probability measure under the transition rate matrix Q(I) and initial state i.
Proof. We only prove the first inequality. The proof of the second inequality is totally the same. By the semigroup property, we have
and
Thus we have
The following lemma, whose proof explains why the Markov chain X can be reduced to a Markov chain Y on the slow state space B, will play a key role in obtaining the limit behavior of the Markov chain X. In order not to interrupt things, we defer the proof of this lemma to the final section of this article. We define a constant M as
Lemma 5. Assume that there exists a constant η > 0, such that for any i, j ∈ B,
Then for any for any h < 1/M and any ǫ > 0, there exists I(h, ǫ) > 0, for any I > I(h, ǫ) and any i, j ∈ B, we have
where |B| is the number of states in B.
We are now in the position to state the main result of this section.
Theorem 1. For any T > 0 and any i, j ∈ B, we have
Proof.
By Lemma 3, we obtain that
Note that when I is sufficiently large, we have q i (I) ≤ M and γ i ≤ M . Thus 1 − e −qi(I)h ≤ ǫ and
We easily see that 0 ≤ t − nh ≤ h. Thus by Lemma 4, we obtain that
Note that
If we take η = 0 and t = 0 in Lemma 5, then we see that there exists I(ǫ) > 0, for any I > I(ǫ),
Applying Lemma 5 repeatedly, we see that for any I > I(ǫ),
Since t ≤ T , we have n ≤ T /h. Applying Lemma 3, we see that
where M 0 = 5e |B|M T /|B| is a positive constant. Thus for any I > I(ǫ) and any i, j ∈ B, we have
This shows that |P
Thus for any 0 < ǫ < 1 − 1/e, when I is sufficiently large, for any 0 ≤ t ≤ T , we have
This implies the result of the theorem.
Definition 4.
Let µ and ν be two probability measures on the state space S. Then the total variation distance between µ and ν is defined as
It is straightforward to check that the set of all probability measures on S is a complete metric space under the total variation distance. A direct corollary of Theorem 1 is the following result.
Corollary 1.
For any T > 0 and any probability distribution π concentrated on the slow state space B, we have lim
Proof. For any i ∈ B and j / ∈ B, we have
Letting I → ∞ and applying Theorem 1, we see that for any i ∈ B and j ∈ S,
In addition,
Letting I → ∞, we obtain the result of this corollary.
This corollary means that if the initial distribution of the Markov chain X is concentrated on the slow state space B, then the distribution of the Markov chain X will be very closed to that of the reduced chain Y over any finite time interval when I is sufficiently large. One may ask that whether or not the fixed time T > 0 in Theorem 1 can be replace by infinity, that is, whether or not we have for any i, j ∈ B, lim
In general, the answer is false. This phenomenon is similar to the continuous dependence on the initial value of the solution to an ordinary differential equation, where we can only prove that for any fixed time T > 0, the solutions up to time T are close to each other if the initial values are close enough to each other. The next example shows that (38) in general does not hold.
Example 2.
Consider the Markov chain X illustrated in Figure 2 . According to the definition, the fast state space is A = {1, 2} and the slow state space is B = {3, 4}. In order to calculate the transition rate matrix of the reduce chain Y , we first need to calculate Q(I) and Ω(I). We easily see that
Thus
where E is the identity matrix. Thus the transition rate matrix Γ of the reduce chain Y is
Thus the reduced chain Y is a constant process. Particularly, we have P 3 (Y t = 4) = 0 for any t ≥ 0.
On the other hand, we easily see that the invariant distribution µ(I) of the Markov chain X is
By the convergence theorem of irreducible Markov chains, we have
.
Thus we see that lim
If (38) holds, then we must have
This shows that (38) is not satisfied in our current example. We can only show that the distributions of the Markov chain X and the reduced chain Y are close to each other over any finite time interval when I is sufficiently large, but we fail to conclude that their distributions are close to each other over the whole time axis.
Reduction of the Markov chain over the whole time axis
In example 2, the reduced chain Y has more than one recurrent class. The fact that different recurrent classes cannot communicate with each other results in the strange phenomenon that for some i, j ∈ B, lim
This then raises the question that if the reduced chain Y is irreducible, then whether or not we have for any i, j ∈ B, lim
Surprisingly, the answer is affirmative. To prove this fact, we first prove the following theorem, which shows that if the reduced chain is irreducible, then the invariant distribution of the Markov chain X will converge to that of the reduced chain Y as I → ∞. Proof. Let M A (I) = diag(q 1 (I), · · · , q |A| (I)) be a diagonal matrix whose diagonal elements are q 1 (I), · · · , q |A| (I). Note that q ij (I) = q i (I)ω ij (I) for any i = j and q ii (I) = −q i (I) for any i ∈ S. Thus we have
LetQ(I) be the matrix obtained from Q(I) by changing all elements in the rightmost column of Q(I) to 1. ThenQ(I) can be represented as
whereQ AB (I) andQ BB (I) are matrices obtained respectively from Q AB (I) and Q BB (I) by changing all elements in the rightmost columns of Q AB (I) and Q BB (I) to 1. Since the Markov chain X is assumed to be irreducible, the matrixQ(I) is invertible. Note that µ(I)Q(I) = (0, · · · , 0, 1). Thus we obtain that
By the formula of inversion of block matrices, we obtain that
Similarly, letΓ be the matrix obtained from Γ by changing all elements in the rightmost column of Γ to 1. Since the reduced chain Y is assumed to be irreducible, the matrixΓ is invertible. Note that µ BΓ = (0, · · · , 0, 1). Thus we obtain that
In order to prove that lim I→∞ µ B (I) = µ B , it suffices to prove that
To this end, it only suffices to prove the following two facts:
To prove the first relation, note that
To prove the second relation, note that lim I→∞ M A (I) −1 = 0. Thus
Thus we have proved that lim I→∞ µ B (I) = µ B . Note that
Thus lim I→∞ µ A (I) = 0.
The next lemma will be proved in the final section of this article. We only state the result here.
Lemma 6. Let π = (π A , π B ) be a probability distribution on the state space S. Then for any h > 0 and any j ∈ S, we have lim
where
is a probability distribution on the slow state space B.
Proof. This is a direct corollary of Theorem 5 in the final section of this article.
Lemma 7.
For any h > 0 and any ǫ > 0, when I is sufficiently large, we have
Proof. By Lemma 6, we see that
Thus when I is sufficiently large, we have
Thus for any n ≥ 1 and any i ∈ S, when I is sufficiently large, we have
The next two lemmas will play a key role in obtaining the main result of this section.
Lemma 8.
Assume that the reduced chain Y is irreducible. Let µ(I) = (µ 1 (I), · · · , µ |S| (I)) be the invariant distribution of the Markov chain X. Then for any h > 0 and any ǫ > 0, when I is sufficiently large, for any n ≥ 1 and any i ∈ S, we have
Proof. Since the reduced chain Y is irreducible, we have P i (Y h = j) > 0 for any i, j ∈ B. This means that γ(h) > 0. By Lemma 6, for any j ∈ B, we have
Thus lim I→∞ min i∈S j∈B
Thus when I is sufficiently large, we have min i∈S j∈B
Thus for any n ≥ 1 and any i ∈ S,
By Lemma 7, we see that when I is sufficiently large, P I i (X nh ∈ A) ≤ ǫ/2 and P I µ(I) (X nh ∈ A) ≤ ǫ/2. Thus we obtain that
Lemma 9. Assume that the reduced chain Y is irreducible. Let µ(I) = (µ 1 (I), · · · , µ |S| (I)) be the invariant distribution of the Markov chain X. Then for any h > 0 and any ǫ > 0, when I is sufficiently large, for any n ≥ 1 and any i ∈ S, we have
Proof. Let a i n = j∈B |P I i (X nh = j) − µ j (I)|. By Lemma 8, when I is sufficiently large, for any n ≥ 2 and any i ∈ S, we have
Using the above relation repeatedly, we obtain that
Note that a
This shows that the lemma holds for any n ≥ 2. For n = 1, it is easy to check that the lemma also holds.
Theorem 3.
Assume that the reduced chain Y is irreducible. Then for any i, j ∈ B, we have
When I is sufficiently large, we have
Then for any t ≥ T 0 , we have
Choose n ≥ 1 such that (n − 1)h ≤ t ≤ nh. Then we see that
By Lemma 4 and Lemma 9, when I is sufficiently large, we have
Since the reduced chain Y is irreducible, Y has a unique invariant distribution µ B = (µ |A|+1 , · · · , µ |S| ). By the convergence theorem of irreducible Markov chains, we can choose T ≥ T 0 , such that for any
By Theorem 2, we see that when I is sufficiently large,
Thus when I is sufficiently large, for any t ≥ T , we have
By Theorem 1, when I is sufficiently large, for any 0 ≤ t ≤ T , we have
Combining (84) and (85), we complete the proof of this theorem.
The next result is a direct corollary of Theorem 3.
Corollary 2.
Assume that the reduced chain Y is irreducible. Then for any probability distribution π concentrated on the slow state space B, we have
Proof. The proof of this corollary is the same as that of Corollary 1.
This corollary shows that if the initial distribution of the Markov chain X is concentrated on the slow state space B and if the reduced chain is irreducible, then the distribution of the Markov chain X will be very close to that of the reduced chain Y over the whole time axis when I is sufficiently large.
Reduction of the Markov chain under general initial distributions
We have seen from previous discussions that if the initial distribution of the Markov chain X is concentrated on the slow state space B, then the distributions of the Markov chain X and the reduced chain Y are close to each other when I is sufficiently large. However, what is the case if the initial distribution of the Markov chain X is not concentrated on the slow state space B? In this section, we shall prove that, although the initial distribution may not be concentrated on B, the distribution of the Markov chain X will be "almost" concentrated on B after a very short time when I is sufficiently large. This fact implies the main result of this section, which shows that when the initial distribution is not concentrated on B, the distribution of the Markov chain X will be close to that of the reduced chain Y after an arbitrarily small time h > 0 when I is sufficiently large.
Definition 5.
Let B be the slow state space. The stopping time
is called the first-passage time of B for the Markov chain X.
In previous discussions, we have defined another first-passage time for the discrete-time Markov chain η as
Recall that we always assume that P i (T B < ∞) = 1 for any i ∈ A.
Lemma 10.
For any i ∈ A, we have
where f
For any i ∈ A, we easily see that
where we have used the fact that
Lemma 11. Let π be a probability distribution on the state space S. Then for any I > 0 and any ǫ > 0, there exists t(I, ǫ) > 0 such that
and that when I is sufficiently large,
Proof. Let S 1 , S 2 , · · · be the holding times of the Markov chain X and let J n = n i=1 S i . Then J 1 , J 2 , · · · are the jump times of the Markov chain X. For any i ∈ A and t > 0, we have
where E i,k1,··· ,kn is the sum of independent exponential random variables with parameters q i (I), q k1 (I), · · · , q kn (I). Recall that we have assumed that P i (T B < ∞) = 1 for each i ∈ A. Thus we see from Lemma (10) that
Thus we can choose a sufficiently large N , such that for any i ∈ A,
We further let t(I, ǫ) = sup
We easily see that t(I, ǫ) > 0. Since i, k 1 , · · · , k n ∈ A, by the Slutsky's theorem, E i,k1,··· ,kn converges in distribution to 0 as I → ∞. Thus for any h > 0, when I is sufficiently large, for all 0 ≤ n ≤ N and i, k 1 , · · · , k n ∈ A, we have
By the definition of t(I, ǫ), we see that t(I, ǫ) ≤ h. This clearly shows that lim I→∞ t(I, ǫ) = 0. Thus we obtain from (93) that
where f (98)
Thus we have P
Since the above equation holds for any i ∈ A, we finally obtain that
This implies the result of this lemma.
The following theorem, which is interesting in its own right, is a preparation theorem for the main result of this section.
Theorem 4.
Let π be a probability distribution on the state space S. Then for any I > 0 and any ǫ > 0, there exists t(I, ǫ) > 0 such that
Proof. Choose t(I, ǫ) as in Lemma 11. Note that for any j ∈ B, X t(I,ǫ) = j implies τ B ≤ t(I, ǫ). Thus we have
For any k ∈ B and k = j, we obatin from the strong Markov property that
where E k is an exponential random variable with parameter q k (I). Since k ∈ B, by Lemma 11, we have q k (I)t(I, ǫ) → 0 as I → ∞. Thus when I is sufficiently large, for any k ∈ B, we have
Thus we have P
Thus we obtain from (103) that
In addition, we obtain from Lemma 11 that P I π (τ B < t(I, ǫ)) ≥ 1 − ǫ when I is sufficiently large. Thus we have
Applying the strong Markov property again, we see that
Thus we obtain from (107) that
Combining (106) and (108), we see that
In addition, we have
This implies the result of this theorem.
Definition 6. P I π (X τB ∈ ·) is called the first-passage distribution of B for the Markov chain X.
The above theorem shows that when I is sufficiently large, given an arbitrarily small error ǫ > 0, we can always find a small deterministic time t(I, ǫ) > 0, such that the distribution of the Markov chain X at time t(I, ǫ) is close to the first-passage distribution of B with an admissible error less than ǫ. This clearly shows that when I is sufficiently large, the distribution of the Markov chain X will be almost concentrated on the slow state space B within a very short time. The first-passage distribution of B has an explicit expression stated in the next lemma. Lemma 12. Let π = (π A , π B ) be a probability distribution on the state space S. Then
Proof. For any j ∈ B, we have
The above lemma shows that as I → ∞, the first-passage distribution of B for the Markov chain X converges to the probability distribution
The next result is a direct corollary of Theorem 4 and Lemma 12.
Corollary 3. Let π = (π A , π B ) be a probability distribution on the state space S and let λ(π) = π B + π A (E − Ω AA ) −1 Ω AB . Then for any I > 0 and any ǫ > 0, there exists t(I, ǫ) > 0 such that
Proof. Choose t(I, ǫ) > 0 as in Theorem 4. Then lim I→∞ t(I, ǫ) = 0 and when I is sufficiently large,
Note that when I is sufficiently large,
Applying the triangle inequality of the total variation distance, we obtain that
This implies the result of this corollary.
When the initial distribution of the Markov chain X is not concentrated on the slow state space B, we cannot expect that the distributions of the Markov chain X and the reduced chain Y are close to each other over the whole time axis. However, we can prove that for any h > 0, the distributions of the Markov chain X and the reduced chain Y are close to each other after time h. Theorem 5. Let π be a probability distribution on the state space S and let λ(π) = π B + π A (E − Ω AA ) −1 Ω AB . Then for any 0 < h < T , we have
Proof. Note that we only need to prove that for any j ∈ B,
According to Corollary 3, for any ǫ > 0, we can choose t(I, ǫ) > 0 such that lim I→∞ t(I, ǫ) = 0 and when I is sufficiently large,
Thus when I is sufficiently large, we have 0 < t(I, ǫ) < h. Thus for any h ≤ t ≤ T , we have
By Theorem 1, when I is sufficiently large, for any k ∈ B, we have
Thus we obtain from Lemma 4 that
Thus we obtain that |P
If we assume additionally that the reduced chain Y is irreducible, then Theorem 5 can be strengthened, as pointed out by the following theorem.
Theorem 6. Assume that the reduced chain Y is irreducible. Let π be a probability distribution on the state space S and let λ(π) = π B + π A (E − Ω AA ) −1 Ω AB . Then for any h > 0, we have
Proof. The proof is totally the same as that of Theorem 5. .
We now give a visualized explanation of the main theorems of this article. In the following discussion, we choose a 12 = 3, a 13 = 6, a 21 = 1, a 23 = 1, a 31 = 4, a 32 = 2, and I = 10. In this case, the state transitions of the Markov chain X has two separated time scales.
We first assume that the initial state of the Markov chain X is state 2. In this case, the initial distribution of the Markov chain X is concentrated on the slow state space B. By Theorem 3, the two transition probabilities, P I 2 (X t = 1) and P 2 (Y t = 1), should be close to each other over the whole time axis. This fact is illustrated in Figure 3(b) , where the blue and red lines represent the graphs of P I 2 (X t = 1) and P 2 (Y t = 1) as functions of time t, respectively. We next assume that the initial state of the Markov chain X is state 3. In this case, the initial distribution of X is no longer concentrated on the slow state space B. By Theorem 6, the two transition probabilities, P I 3 (X t = 1) and P 3 (Y t = 1), should be close to each other after a very small time. This fact is illustrated in Figure 3(c) , where the blue and red lines represent the graphs of P I 3 (X t = 1) and P 3 (Y t = 1) as functions of time t, respectively.
Detailed proofs
In this section, we shall give the proof of Lemma 5.
Proof of Lemma 5 . By the definition of the transition rate matrix Γ, we have
Thus we can choose a sufficiently large N , such that for any k, j ∈ B,
Thus there exists I 1 > 0, for any I > I 1 , we have
where f (n)
Thus there exists I 2 > 0, for any I > I 2 and any j ∈ B, we have 1 < M , q j (I) < M , and γ j < M .
Since we have assumed that h < 1/M , for any I > I 2 and any j ∈ B, we have h < 1, q j (I)h < 1, and γ j h < 1. In the following discussion, we let S 1 , S 2 , · · · be the holding times of the Markov chain X and let J n = n i=1 S i . Then J 1 , J 2 , · · · are the jump times of the Markov chain X. Recall that we denote by ξ = {ξ n : n ≥ 0} the jump chain of the Markov chain X. For any i, j ∈ B, by the semigroup property, we have
We split the above summation into three parts. In detail, we set
(133)
Thus we obtain that
In the following discussion, we estimate A 1 , A 2 , and A 3 , respectively. Applying lemma 3, we obtain that
Moreover, we have
where E k and E j be two independent exponential random variables with parameters q k (I) and q j (I), respectively. According to Lemma 3, for any I > I 2 , we have
This implies that
Note that for n ≥ 2 and any k ∈ B, we have
where E k,k1,··· ,kn−1 is the sum of independent exponential random variables with parameters q k (I), q k1 (I), · · · , q kn−1 (I), and E j is an exponential random variable with parameter q j (I) which is independent of E k,k1,··· ,kn−1 . Since k ∈ B and k 1 , · · · , k n−1 ∈ A, by the Slutsky's theorem, both E k and E k,k1,··· ,kn−1 converge in distribution to an exponential random variable with parameter q k as I → ∞. Thus there exists I 3 > 0, for any I > I 3 , any n ≤ N , any k ∈ B, and any k 1 , · · · , k n−1 ∈ A, we have
Thus we obtain from (137) that 
Thus we obtain from (134), (138), and (140) that Thus we obtain that On the other hand, by the semigroup property, we have
According to Lemma 3, for any I > I 2 , we have
This implies that e −γjh ≤ 1 − γ j h + M 2 h 2 .
In the following discussion, we let σ n be the jump chain of the induced chain Y and let P = (p ij ) be the jump matrix of the reduced chain Y . Then we see from Lemma 3 that
where F k is an exponential random variable with parameter γ k . Applying Lemma 3 again, we obtain that
where F k and F l are exponential random variables with parameters γ k and γ l , respectively. Thus we obtain from (144), (145), and (146) that
Note that for any I > max{I 1 , I 2 , I 3 }, both (131) and (141) holds. Applying these two equations and h < 1, we obtain that
Recall that for any i, j ∈ B, we have
Thus we obtain from (147) and (148) that
