We consider the deterministic, the full observation and the partial observation LQG optimal control problems with finitely many IQ (integral quadratic) constraints. We show that the Separation Theorem does not hold. However, a generalization which we call a Quasi-Separation Theorem holds instead. We show how gradient-type optimization algorithms can be used to calculate the optimal control.
Introduction
We consider the deterministic, the full observation and the partial observation LQG optimal control problems subject to IQ (integral quadratic) constraints. In the unconstrained case, Wohnam's Separation Theorem [lo] is the major result. In [4, 6] , it is shown that a Separation Theorem holds in the case of linear integral constraints. In this paper, we generalize these results to the case of IQ constraints.
Unlike the unconstrained or the linearly constrained 
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cases, the Separation Theorem does not hold. The optimal control is calculated by solving a 'control problem' and a 'filtering problem'. However, they can not be solved independently. Indeed, the solution of the control problem dependends on the solution of the filtering Riccati equation. However, this dependence adds no complication. It is in this context that the label QuasiSeparation Theorem should be understood.
We conclude this paper by examing computational issues. The optimal control is determined by solving a finite dimensional optimization problem, known in the literature as an optimal parameter selection problem [9] .
We derive gradient formulas so that numerical optimization algorithms can be used to solve this problem.
Deterministic Case
In this section, we summarize some relevant results from [3] . Assume that T < CO and denote by Ly [O,T] 
where 2 is the solution of the differential equation (1) with ut = 0. Define
It follows then that z + Y is the set of solutions of (1).
where Hi, Q i ( t ) ERnXn and R i ( t ) €RmXm are contin- , . . . , N ) and
given constants. The deterministic LQ optimal control problem subject to IQ constraints is
We make the following assumption: [ O , T ] which is feasible for (4) .
We have the following result on the existence of an optimal solution (x", U*) for (4). 
(4).
We summarize the results obtained in [3] . For every X = ( X I , . . . ,~N ) ( 5 ) 
where P ( t , A) is the solution of the Riccati equation
and x(X) is the solution of (1) 
We make the following assumption: 
Furthermore, the optimal control U* of (4) 
exists and is
given by
Proof: This is an immediate consequence of the Lagrange Duality Theorem [8, Theorem 1, pp 2241 which is true under Assumption 3.2. (9) when X = X*.
Remark 2.2 The notation P ( t , X * ) is to interpreted as the solution of the Riccati equation
From Theorem 2.2, it follows that the optimal control U* for (4) is calculated by solving the finite dimensional optimization problem (11). 
with norm Define the sets
with A ( t ) , B ( t ) as in (1) and C ( t ) an Rnxj-valued continuous measurable function.
and z = (2,O) E X x U where 5 is the solution of the stochastic differential equation
Then z+Y is an affine subspace of X X U , and is the set of solutions of (17). Define the functionals f i : X x U -+ R,
where QI-(t), Ri(t) are the same as in (3). The full information LQG problem subject to IQ constraints is
Analogous to Assumption 2.1, we make the following assumption:
The following result for the existance of an optimal solution ( z * , u * ) for (21) (21) .
where fi (() is given my (20) and
We have the following result (see [5] ) for a proof 
where P ( t , A) is the solution of (9) and x(X) is the solution of (17) with U = .(A).
The dual cost is
+ilT Proof: See [5] .
To solve (21) we need the following assumption:
Under Assumption 3.2, we have the following result. 
tr{Qi(t)C(t)}dt + i t r { H i C ( T ) } (33)

where d i t = A(t)&dt + B ( t )~t d t --C(t)F(t) (G(t)G'(t))-l dv,
it follows that the partially observed LQG optimal control problem subject to IQ constraints is equivalent to the following full obscrvation problem:
{ ( 2 , U ) satisfies (34), U E U As a consequence, we have the following generalization of the Separation theorem [5] . 
Furthermore the optimal control f o r (32) exists and is given by
where Pt is the solution of (34) with ut given by (40) .
The reader should note the following. First, certainty equivalence does not hold. A second more important observation is that the Separation Theorem does not hold. To see this, observe (36), (38) and (39). From these equations, it is clear that the solution A* of (38) depends on the error covariance C ( t ) associated with the filtering problem (34)-(35). Thus the filtering and control problems are not independent. However, when solving (38) the dependence of A* (and hence the solution of the control problem) on X ( t ) adds no complication. Since C ( t ) is independent of A , it needs to be calculated only once, and the optimization problem (38) may be solved with no further re-calculation of C(t). It is in this sense that the control and filtering problems are andependent, and hence our naming Theorem 4.1 a Quasi-Separation Theorem.
Optimal parameter selection problems
In view of Theorems 2.2, 3.2 and 4.1, the optimal control for the deterministic, the full observation and the partial observation LQG problems with IQ constraints is obtained by solving the finite dimensional optimization problems (11), (26) and (38) respectively. These problems can be solved using efficient gradient-type optimization a1gori"thms so long as the value and gradient of the cost functional can be calculated for any given A. In this section, we derive the gradient of the cost functional for the problems (ll), (26) and (38).
In the deterministic case, a key part of calculating the gradient is solving an unconstrained LQ optimal control problem. In the full observation and partial observation problems, a similar result holds.
The gradient of (11) is given as folloes: 
q(t) = -R -l ( X , t ) B ' ( t ) P ( t ) P ( t )
( 43) with q(t) given b y
As can be seen, the gradient is calculted by solving an unconstrained LQ problem, and evaluating the value of the constraints with this optimal control.
The gradient of the cost functional of (26) is given as follows.
where
with qt given by
As in the deterministic case, calculating the gradient is equivalent to solving an unconstrained full observation LQG control problem, and evaluating the constraints with this optimal control.
The partially observed problem (32) is solved by transforming it into a full observation problem. For this reason, calculating the gradient of the cost functional of (38) involves solving the unconstrained, partially observed LQG problem that is equivalent to the transformed full observation problem. For this reason, there is a Separation theorem for calculating the gradient! Theorem
( G r a d i e n t Separation T h e o r e m )
Let X ERN, X 2 0 be given.
cost functional p(X) of the problem (38) is
Then the gradient of the
where r(t) = C ( t ) F ( t)(G(t)G'(t))-lG(t) and
v satzsjes dvt = dyt -F ( t ) a d t and y 2s the output of
For computational purposes, the following expression for the gradient is the most useful. 
Theorem 5.4 Let K ( t ) = 0 and E = c for (ll), K ( t ) = C ( t ) and t = c for (26) and K ( t ) =
C(t)H(t)(G(t)G'(t))-lF(t) and 2 be gzven by (36) for (38
q(t) = -R-l(X,t)B'(t) P ( t ) P ( t )
AK(t) is the solution of 6 Conclusion
We have studied the LQ and LQG optimal control problems subject to IQ constraints. We have shown that the Separation Theorem does not hold, but a generalization of this result which we call a Quasi-Separation Theorem is true. We show that the optimal control is determined by solving a finite dimensional optimization problem, and derive the gradient of its cost functional so that efficient algorithms for finite dimensional optimization problems can be used to calculate the optimal solution. We show that the problem of calculating the gradient is equivalent to solving an unconstrained LQG problem, and a Separation theorem for this gradient calculation (which we call a Gradient Separation Theorem) is proven.
