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The goal of this Letter is to calculate bound, resonant and scattering states in the coupled-channel
formalism without relying on the boundary conditions at large distances. The coupled-channel solution
is expanded in eigenchannel bases i.e. in eigenfunctions of diagonal Hamiltonians. Each eigenchannel
basis may include discrete and discretized continuum (real or complex energy) single particle states.
The coupled-channel solutions are computed through diagonalization in these bases. The method is
applied to a few two-channel problems. The exact bound spectrum of the Poeschl–Teller potential is well
described by using a basis of real energy continuum states. For deuteron described by Reid potential, the
experimental energy and the S and D contents of the wave function are reproduced in the asymptotic
limit of the cutoff energy. For the Noro–Taylor potential resonant state energy is well reproduced by
using the complex energy Berggren basis. It is found that the expansion of the coupled-channel wave
function in these eigenchannel bases requires less computational efforts than the use of any other basis.
The solutions are stable and converge as the cutoff energy increases.
© 2014 The Author. Published by Elsevier B.V. Open access under CC BY license. Funded by SCOAP3.1. Introduction
Considerable amount of effort is devoted all around the world
to studying the properties of unstable nuclei [1]. Because of this,
new theoretical approaches, which takes into account the contin-
uum explicitly, is called for revealing their properties. The coupled-
channel method is a very powerful formalism for studying the
structure of both strongly-bound nuclei [2,3] and loosely-bound
nuclei [4]. Here we propose a way to calculate the coupled-channel
solutions in which all bound and continuum (resonant and non-
resonant continuum) states are treated on the equal footing.
Complex eigenenergies, i.e. Gamow [5] or Siegert [6] states
were calculated using the Green’s function approach in momentum
space in Refs. [7,8] for coupled channel problems. Gamow states
for realistic deformed potentials were calculated ﬁrst in Ref. [9] by
solving the logarithmic derivative of the coupled equations with
outgoing boundary condition. In Refs. [10] and [11] the coupled-
channel Schrödinger equation with outgoing wave boundary con-
dition was used to study the proton decay states in a rare-earth
nucleus.
The complex scaling method has been successfully combined
with the coupled-equation formalism to calculate resonances
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tion problems in the framework of coupled-channel formalism was
recently implemented in Ref. [18], where the low-lying states of
7Li were calculated. The result of the direct integration of coupled
equations was compared with that of the Berggren [19] expansion
for the calculation of bound states of dipolar molecules in Ref. [20].
A full complex energy representation was used in Ref. [21] for the
calculation of the Isobaric Analog State by coupled Lane equations.
The present Letter extends the use of the continuum bases to the
inelastic processes in coupled-equation systems and to the calcu-
lation of scattering states.
The method presented in this Letter allows the calculation of
bound, resonances and scattering states in coupled systems on the
same footing. All these states may be found by a single diagonal-
ization simultaneously. Each channel wave function is expanded
in an optimized basis set deﬁned by the eigensolution of the cor-
responding uncoupled Schrödinger equation, that is the meaning
of eigenchannel bases. Since this method prescinds from explicit
boundary conditions, it might be useful for dealing with Coulomb
breakup problems that appear, for instance, in electron-impact ion-
ization [22] or in breakup reactions important in astrophysics [23,
24] or in studying the three-body Coulomb breakup reaction of
11Li [25].
In Section 2 we develop the method in which the coupled
Schrödinger equations are expanded in the continuum bases of un-
coupled channels. The ﬁrst application of the method is done inFunded by SCOAP3.
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Poeschl–Teller potential. This works as a test case. It shows the re-
liability of the method and it shows the relative importance of the
continuum for the deep and for the loosely bound states. In Sec-
tion 4, the method is applied to the bound and scattering states of
the deuteron. The last application in Section 5 is devoted to the si-
multaneous calculation of bound and resonant states. The outline
for the next applications and some remarks are given in the last
Section 6.
2. Formalism
Let us denote by H the Hamiltonian which describes a collision
between two nuclei being in bound states (a, A). We split H into
two parts: (1) the Hamiltonian H ′α that is left when the two initial
fragments are far away from each other and (2) V =∑i∈a, j∈A V ij
which includes the projectile (a)–target (A) interaction. Changing
in H ′α to relative coordinates in each fragments and then chang-
ing to the relative coordinates between the fragments [26], we end
up with H ′α = Hα + T (we have set the centroid kinetic energy to
zero), where T = − h¯22μ∇2r is the relative kinetic energy, μ is the
projectile–target reduced mass, and Hα = Ha + HA , where Ha and
HA are the intrinsic Hamiltonians of the projectile and target, re-
spectively. Then, the total Hamiltonian reads H = Hα + T + V . The
residual interaction V = Vd + Vod is split into a diagonal part Vd
and an off-diagonal one Vod [27]. The eigenfunction ψ Jπ M of H is
expanded into different channels using the channel basis functions
Φ
Jπ M
α deﬁned as
Φ
Jπ M
α (rˆ,a, A) =
[Y jl Ja (rˆ,a)φ J A (A)
]
Jπ M (1)
where α = {(l Ja) j, J A}, Y jml Ja (rˆ,a) = [Yl(rˆ)φ Ja (a)] jm , Haφ JaMa =
εaφ JaMa , HAφ J AMA = εAφ J AMA , Hαφα = εαφα , and εα = εa + εA .
Then,
ψ Jπ M(r,a, A) =
∑
α′
u J
π M
α′ (r)
r
Φ
Jπ M
α′ (rˆ,a, A) (2)
Substituting the channel expansion (2) into the Schrödinger
equation Hψ Jπ M(r,a, A) = Eψ Jπ M(r,a, A) and projecting into a
certain channel Φα we get (omitting the index JπM)
(εα + hα − E)uα(r) +
∑
α′ =α
Vαα′(r)uα′(r) = 0 (3)
where we have separated the diagonal matrix elements Vαα and
we have deﬁned the single particle channel Hamiltonians,
hα = − h¯
2
2μ
d2
dr2
+ h¯
2
2μ
lα(lα + 1)
r2
+ Vαα (4)
with Vαα′ = 〈Φα |V |Φα′ 〉rˆaA , where the suﬃx indexes mean inte-
gration over the angular coordinate rˆ of the relative motion and
the internal coordinates of the projectile a and target A nuclei, re-
spectively. Notice that the structures of Eqs. (3) and (4) are the
same as that of Eq. (25) of Ref. [27].
Although, in principle any complete set of states will allow the
computation of the interaction matrix elements, in practice, a ju-
dicious choice of the basis states will minimize the number of
matrix elements to be calculated and reduce the computation time
needed. Here we use the diagonal part Vd of the residual interac-
tion V = Vd + Vod to generate the basis. Notice that the basis does
not correspond to the one generated without residual interaction
V = 0.
In the next step, we expand the wave functions uα(r) in each
channel in the basis generated by its own channel Hamiltonian hαhαu
(0)
α,n(r) = ε(0)α,nu(0)α,n(r) (5)
uα′(r) =
∑
n′
cα′,n′u
(0)
α′,n′(r) (6)
where the summation includes integration over the continuum
part of the spectrum of hα .
Replacing the expansion of uα(r) (Eq. (6)) in Eq. (3) and pro-
jecting over u(0)α,n(r) we get
N∑
α′=1
Mα′∑
n′=1
[(
εα + ε(0)α,n − E
)
δαα′δnn′ + (1− δαα′)Vαn,α′n′
]
cα′,n′ = 0
(7)
where N denotes the number of channels and Mα is the number
of single particle basis states for the channel α.
The coupled equations problem in Eq. (7) can be transformed
to an eigenvalue problem with a sparse symmetric matrix of di-
mension M = M1 + · · · + MN by deﬁning the index i = {α,n} of
the following order i = {(α1,1), (α1,2), . . . , (α1,M1), (α2,1), . . . ,
(α2,M2), . . . , (αN ,1), . . . , (αN ,MN )}. The matrix is diagonal in
each channel block α of dimension Mα . The diagonal elements
in each channel block α are given by εα + ε(0)α,n − E , with n =
{1,2, . . . ,Mα}. The matrix elements between different channels
contain only the interaction Vii′ given by
Vαn,α′n′ =
∫
dr u(0)α,n(r)Vαα′(r)u
(0)
α′,n′(r)
Using the basis generated by the diagonal part of the channel
interaction one can save the calculation of Msaved =∑Nα=1 Mα(Mα+1)2
interaction matrix elements. The number of these matrix elements
increases rapidly as the number of open channels N and the di-
mension of the basis Mα increase.
There are two advantages of using a basis expansion method
instead of using the asymptotic boundary conditions. The matrix
diagonalization does not diverge even if the coupling terms are
large. This might happen in the direct numerical integration [3] of
the coupled equations. The matrix diagonalization does not face
any instability of the numerical integration of the coupled equa-
tions. The disadvantage of using a basis expansion is that one
has to deal with the completeness problem of the basis. A diﬃ-
culty of using the basis expansion is that one needs an eﬃcient
and accurate method to solve the single particle Schrödinger equa-
tion, that is, to ﬁnd real and complex poles as well as the real
and complex energy scattering states. The real and complex en-
ergy scattering states were calculated by using a piecewise per-
turbation method [28]. The code implements the so called Ixaru’s
method [29]. The real and complex energy poles were also calcu-
lated by using a modiﬁed version of the program [28]. This version
has a higher precision than the GAMOW code [30], which however
is more ﬂexible.
3. Application to the Poeschl–Teller potential: bound state
calculation using bases composed of bound states and real
energy continuum
In this section we compare the exact solution of the two-
channel Poeschl–Teller potential with the numerical solution using
the same eigenchannel bases for both channels. The bases are com-
posed of bound and real energy scattering states.
Let us consider the Schrödinger equations with two channels
and with h¯ = 2μ = 1, l1 = l2 = 0, ε1 = ε2 = 0 and Vαα′ (r) given by
Ixaru [31]
Vαα′(r) =
(
Vd(r) Vod(r)
V (r) V (r)
)
(8)od d
20 R.M. Id Betan / Physics Letters B 730 (2014) 18–23Fig. 1. Diagonal Vd(r) and off-diagonal Vod(r) parts of the two-channel Poeschl–
Teller potential.
For this special interaction the coupled equations (3) can be
collected into two uncoupled equations,
[
h+(r) − E+]u+(r) = 0 (9)[
h−(r) − E−]u−(r) = 0 (10)
with h±(r) = − d2
dr2
+ V±(r) and V±(r) = Vd(r) ± Vod(r). Then, one
may choose Vd and Vod such that V± have exact solutions. In
this way we ﬁnd the eigenvalues E+ and E− of h+ and h− which
will be also eigenvalues of the original coupled-equation, i.e. E =
{E+1 , E+2 , . . . , E−1 , E−2 , . . .}.
Taking [31],
Vd(r) = VPT(r;−45,1) + VPT
(
r;−39
2
,
1
2
)
(11)
Vod(r) = VPT(r;−45,1) − VPT
(
r;−39
2
,
1
2
)
(12)
one gets V+(r) = VPT(r;−90,1) and V−(r) = VPT(r;−39, 12 ) where
V±PT(r; V±0 ,α±) = V±0 cosh−2(α±r) are the Poeschl–Teller potentials
with eigenenergies E±n = −4(α±)2(n − t±)2, n = 0,1, . . . ,nmax;
with nmax the largest integer smaller than t± , t± = 0.25[−3 +√
1− 4V±0 /(α±)2].
3.1. Basis expansion
The channel wave functions u1(r) and u2(r) in Eq. (3) are ex-
panded in the same basis, since h1 = h2 = − d2dr2 + Vd(r). The po-
tential Vd(r) in Eq. (11), is shown in Fig. 1. The basis is formed by
the ﬁve bound states u(0)(r), with i = 1, . . . ,5 and Nc real energyiscattering states u(0)(r, ε j) with j = 1, . . . ,Nc , of h1. The ener-
gies of the bound states are: ε(0)1 = −45.5475, ε(0)2 = −26.1325,
ε
(0)
3 = −13.0841, ε(0)4 = −5.24900, ε(0)5 = −1.25622, while the
continuum is discretized using the Gauss–Legendre partition εi ∈
(0, εmax) with weights ωi .
The matrix elements Vαn,α′n′ (with α,α′ = 1,2 and n,n′ =
1, . . . ,5+Nc) were calculated using the potential Vod(r) in Eq. (12)
shown in Fig. 1. The integration was performed by using the
Gauss–Legendre quadrature with 40 mesh points between r =
(0,10).
The convergence of the solutions was studied as a function of
the cutoff energy εmax and the number of mesh points Nc . Ta-
ble 1 shows the convergence of the energies for εmax = 70 as
the function of the number of continuum states NC . We can see
a fast convergence for all states except the state being closest to
the threshold. It is worthwhile to mention that all ten perturbed
bound states were found in a single diagonalization by using the
bases with only ﬁve (unperturbed) bound states.
4. Application to the proton–neutron system: bound state and
eigenphase shifts calculations using real energy continuum bases
In this section we solve the coupled-equation for the deuteron,
and calculate the eigenphases δS and δD using the soft core po-
tential of Ref. [32]. Only a single adjustable parameter, the cutoff
energy is used here.
For this system the quantities which appear in the coupled
equations (3) are: l1 = 0, l2 = 2, ε1 = ε2 = 0, 1μ = 1mp + 1mn
(with mn and mp the neutron and proton mass, respectively), and
2μ/h¯2 = 0.0241138 (MeVfm2)−1. The potentials (see Fig. 2) are
given by the following expressions,
V11 = VC (r) (13)
V22 = VC (r) − 2VT (r) − 3V LS(r) (14)
V12 = V21 = 2
√
2VT (r) (15)
with
VC (r) = −10.463e
−x
x
+ 105.468e
−2x
x
− 3187.8e
−4x
x
+ 9924.3e
−6x
x
(16)
VT (r) = −10.463
[(
1+ 3
x
+ 3
x2
)
e−x
x
(
12
x
+ 3
x2
)
e−4x
x
]
+ 351.77e
−4x
x
+ 1673.5e
−6x
x
(17)
V LS(r) = 708.91e
−4x
− 2713.1e
−6x
(18)
x xTable 1
Two-channel Poeschl–Teller energies obtained in diagonalization as function of the number Nc of continuum states in the bases. The cutoff energy is εmax = 70. Eexact refers
to the exact energies of Eqs. (9) and (10). The last column shows the relative error erel in % for Nc = 70.
State n Nc Eexact erel %
0 10 30 50 70
E1 −63.962 −63.999 −63.999 −63.999 −63.999 −64.000 0.002
E2 −35.425 −35.982 −35.988 −35.990 −35.990 −36.000 0.028
E3 −30.249 −30.250 −30.250 −30.250 −30.250 −30.250 0.000
E4 −20.240 −20.250 −20.250 −20.250 −20.250 −20.250 0.000
E5 −14.289 −15.944 −15.967 −15.970 −15.971 −16.000 0.181
E6 −12.160 −12.240 −12.242 −12.243 −12.244 −12.250 0.049
E7 −5.0767 −6.1836 −6.1951 −6.2025 −6.2043 −6.2500 0.731
E8 −2.6000 −3.9565 −3.9786 −3.9801 −3.9804 −4.0000 0.490
E9 0.55301 −2.2636 −2.2478 −2.2482 −2.2482 −2.2500 0.080
E10 0.91049 0.18570 −0.11812 −0.14446 −0.15007 −0.25000 39.972
R.M. Id Betan / Physics Letters B 730 (2014) 18–23 21Fig. 2. First channel diagonal potential V11, Eq. (13) (solid line); second channel
diagonal potential V22, Eq. (14) plus centrifugal potential (dashed line); and off-
diagonal potential V12, Eq. (15) (dash-dotted line) for the triple-even np state.
The radial coordinate r is given in fm while the interactions are
given in MeV units and x = (0.7 fm−1) × r is dimensionless.
For ground state of the deuteron, the channel wave func-
tions u1(r) ≡ uS (r) and u2(r) ≡ uD(r) correspond to the 3 S1
and 3D1 components of the wave function. While for the n − p
scattering states u1(r) and u2(r) are standing-waves [33] which
asymptotically behave like u1,α(r) ∼ sin(kr + δα) and u2,α(r) ∼
sin(kr−π +δα) with α = S, D and δS and δD the eigenphase shifts
[34,35].
4.1. Basis expansion
Since none of the diagonal potentials hold any bound state (the
potential V11 has an anti-bound state at the energy −5.671 MeV),
the two bases are formed from discretized continuum states√
ωiu
(0)
α (r, εi) only. Here ωi are the weights of the Gauss–Legendre
mesh points at the energies εi ∈ (0, εmax). We took the same con-
tinuum basis for both channels, i.e. both channels were expanded
using the same number of mesh points up to the same cutoff en-
ergy εmax.
The interaction matrix elements were calculated using the
Gauss–Legendre quadrature with r ∈ (0, rmax). It was checked that
the bound state solution was stable when we varied the cutoff ra-
dius from 16 fm to 24 fm. For the calculation we took 20 fm for
the cutoff radius and 100 for the number of mesh points.
The ground state energy Ed and wave function of the deuteron
were calculated as a function of the cutoff energy εmax. The
real energy basis states were deﬁned by the following ver-
tices (in MeV): (0,10), (10,50), (50,100), (100,250), (250,500),
(500,750), (750,1000), (1000,2000), . . . , (9000,10000), where . . .
means that an interval of 1000 MeV have been used. Six mesh
points for each interval up to 1000 MeV and ten mesh points from
there on, have been taken. While the same energy partition was
used for both channels the scattering functions were not the same
since h1 and h2 were different. Fig. 3 shows that the deuteron
ground state energy converges very slowly to the experimental
value Eexp = −2.224 MeV as the cutoff energy increases. The ﬁ-
nal value Ed = −2.210 MeV gives 93.7% and 6.3% for the 3 S1 and
3D1 partial wave amplitudes, respectively. Both, the energy and
the wave function contents ﬁt well to the experimental values.
The ground state wave function was built from the eigenvec-
tor of Ed, Eq. (6). Fig. 4 shows the convergence of the channel
wave functions as the cutoff energy increases. The D component
of the deuteron wave function shows oscillations due to the os-
cillations in the high energy basis states. The magnitude of the
oscillations decreases by increasing the mesh point energies or byFig. 3. Deuteron ground state energy Ed as a function of the cutoff energy εmax. The
big dots represent the results of numerical calculations, while the thin line is just
to guide the sight. The dashed horizontal line represents the experimental ground
state energy.
increasing the cutoff energy. In short, the oscillations are due to
the incomplete representation used in the expansion of Eq. (6).
The oscillations in the S component are much smaller and they
are not visible at the scale used in the ﬁgure. The difference in
the magnitudes of the oscillations between the two components of
the wave function could be attributed to the large differences be-
tween the values of the diagonal potentials in the tail region (see
Fig. 2).
From the diagonalization we obtained, besides the ground state,
the scattering states. As for the bound ground state, we get the cor-
responding eigenvectors for each positive eigenvalue. Then, Eq. (6)
gives the scattering states expanded in the continuum basis. These
scattering solutions can be used to calculate the eigenphase shifts
[34,35] δS and δD . From each scattering state we built the sum
of the two channels wave functions and ﬁt it to the function
A[cos(δ) ∗ F0(kr) + sin(δ) ∗ G0(kr)] + B[cos(δ) ∗ F2(kr) + sin(δ) ∗
G2(kr)], for r > 9 fm. The functions Fl(kr) and Gl(kr) are the
regular and irregular Coulomb functions, respectively. They were
calculated using the program [36]. The eigenphases were calcu-
lated using the Levenberg–Marquad code from Numerical Recipes
[37]. Using the same basis as that for the deuteron we calculated
the eigenphase shifts δS and δD and compared them with the re-
sults obtained by doubling the mesh points for energy larger than
1000 MeV; it was found that the values of δS changed around 1%
while the values of δD changed in the third ﬁgure. Then, we dou-
bled and tripled the mesh for the energies below 1000 MeV. There,
it was found that the eigenphase δD had a smooth behavior, while
the eigenphase δS showed oscillations around and above 100 MeV.
In order to have a more uniform distribution, we made intervals
of 10 MeV from zero up to 350 MeV and took the same num-
ber of points nc in each interval. We calculated the eigenphases
for increasing nc . For nc = 1,2,3, we found the same qualitative
behavior as that for the deuteron basis, while for nc = 4 almost
no δS was found for energies larger than 120 MeV within the re-
quired error. Instead δD was ﬁtted all the range except between
290 MeV and 310 MeV. Using this last basis the ﬁt was done
with the restriction that for energies larger than 100 MeV only
the amplitude of the most important channel together with the
eigenphase shift was ﬁtted. Fig. 5 shows the results of these two
calculations. We can notice that δD values resulted by both calcu-
lations are very similar, while the two parameters ﬁt calculation
smoothly connects to the calculation of δS using the three param-
eters ﬁt.
22 R.M. Id Betan / Physics Letters B 730 (2014) 18–23Fig. 4. Deuteron ground state wave function components uS (left) and uD (right) parameterized in the cutoff energy εmax. The labels correspond to the value of εmax. The
oscillations due to the incomplete basis are sleeked as the cutoff energy increases.Fig. 5. δS and δD eigenphases in the proton–neutron scattering using the soft Reid
potential. The big open circles are the calculation ﬁtting all three parameters to the
asymptotic A[cos(δ) ∗ F0(kr) + sin(δ) ∗ G0(kr)] + B[cos(δ) ∗ F2(kr) + sin(δ) ∗ G2(kr)],
while the small ﬁlled dots joined by a thin line are the eigenphases found ﬁtting the
eigenphase shift and the main component of the scattering wave function. The large
diamond ﬁlled symbols are the results from Ref. [38] using R-matrix formalism.
5. Application to the Noro–Taylor potential: resonant state
calculations using complex energy basis states
The Noro–Taylor potential [39] is a two-channel model with a
strong repulsion in the second channel and with a strong coupling.
This system has a narrow resonance at the energy Er = 4.7682
(Γ = 0.001420). The parameters (in atomic units) which appear in
the coupled equations (3) are: l1 = l2 = 0, ε1 = 0, ε2 = 0.1, μ =
h¯ = 1. The potentials are given by the following expressions,
V11 = −r2e−r (19)
V22 = 7.5r2e−r (20)
V12 = −7.5r2e−r (21)
5.1. Basis expansion
The diagonal potential V11 has two bound states at energies
ε
(0)
1,1 = −0.296188 and ε(0)1,2 = −0.0106981, while the potential V22
has a resonance at the energy ε(0)2,1 = (3.42639,−0.0127745). The
matrix elements V1n,2n′ were calculated using the Gauss–Legendre
quadrature with 100 mesh points for the radial coordinate from 0
to 35.Table 2
Vertexes of the contours and the number of mesh-points N for the real (RR) and
complex (CR) representations for the Noro–Taylor potential.
Channel RR CR
Vertex N Vertex N
1 (50.,0.) 50 (50.,0.) 50
2 (3.4,0.) 50 (3.4,−0.1) 20
2 (3.5,0.) 50 (4.7,−0.1) 20
2 (250,0.) 50 (6.8,0) 20
2 (50,0) 50
Since the potential V22 is repulsive the channel wave func-
tion u2 is expanded only by continuum basis states. We consid-
ered two different bases: (1) only real positive energy states are
included, which we call a real energy representation, and (2) com-
plex energy states are also included, which we call a complex en-
ergy (Berggren) representation. Using the real representation only
bound states can be found while using a properly chosen complex
energy representation we can get also resonant states.
The ﬁrst channel wave function u1 is expanded in terms of the
wave functions of the two bound states ε(0)1,1 and ε
(0)
1,2 plus a set
of discretized continuum states along the real axis up to a cutoff
energy ε1,max. The second channel wave function u2 can either be
expanded by using a set of discretized real energy scattering states
up to a cutoff energy ε2,max (real energy representation) or alter-
natively by the resonant state ε(0)2,1 plus a set of discretized complex
energy scattering states taken along a contour in the complex en-
ergy plane.
The resonance in the second channel affects the selection of
the mesh points since its presence requires a denser mesh of the
scattering states in the vicinity of the resonant energy. The second
column of Table 2 shows the contour used in the real energy rep-
resentation (RR), while the fourth column shows the contour for
the complex energy representation (CR). Notice that the real rep-
resentation requires a larger ε2,max.
Table 3 shows the perturbed energies calculated using either
the real or the complex energy representations. For comparison
we give the results obtained in Ref. [40] using the Jost function
method combined with complex energy rotation, this corresponds
to the last column (named Eexact). It is found that only the com-
plex energy representation (Berggren basis [19]) is able to repro-
duce simultaneously bound and unbound perturbed states in this
coupled channels system.
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First ﬁve poles of the Noro–Taylor potential calculated from the diagonalization in
real (ERR) and complex (ECR) representations compared to Eexact given in Ref. [40].
n ERR ECR Eexact
1 −2.321 −2.316 −2.314
2 −1.327 −1.312 −1.310
3 −0.5554 −0.5396 −0.5374
4 −0.07627 −0.06496 −0.06526
5 (4.769,−0.00075) (4.768,−0.00071)
6. Conclusions
Loosely and deeply bound states, resonant states, and eigen-
phase shifts have been calculated in an optimized continuum basis.
Each channel deﬁnes its own basis (eigenchannel basis) through
the diagonal parts of the channel potentials, in this way the num-
ber of matrix elements to be calculated is reduced considerably.
The matrix diagonalization gives the poles and scattering solu-
tions simultaneously, i.e. the basis is energy-independent.
Since the solutions of the coupled-channel equations do not
rely on boundary conditions, the method could be convenient for
studying systems where the boundary conditions cannot be treated
easily.
In summary, we presented a method for describing nuclear re-
actions involving weakly bound or unbound system. The next step
is to apply the continuum eigenchannel basis expansion for study-
ing deuteron elastic breakup process.
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