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Serie de TaylorNo Conmutativa
OSWALDO LEZAMA*
ORLANDO VILLAMAYORt
Se define la serie de Taylor de un k-álgebra" no necesariamente
conmutativa y se usa para calcular la homologíay la cohomología
de Hochschild de álgebra ten~rial de un k-módulo libre de di-
mensión finita (k es un anillo conmutativo con unidad). Se define
además ciertas derivacionesy para ellas se establece el isomorfismo
Derk(A,M):::::HomA(O(A I k),M).
1. La serie de Taylor
El propósito de esta sección es definir la serie de Taylor y extender algu-
nas de las propiedades estudiadas en [3J al caso de álgebras no necesa-
riamente conmutativas. En adelante, sa.lvo que se advierta lo contrario,
los anillos considerados no son conmutativos ni tienen elemento unidad.
Sin embargo, los módulQ&sobre anillos con unidad son unitarios, además,
los homomorfismos de tales anillos respetan el elemento unidad. En lo
posible mantenemos la notación de [3J.
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Sea k un anillo conmutativo con unidad y A una k-álgebra con elemento
unidad. denotamos por Ae el álgebra envolveittede A, i.e., Ae =.A0kAop;
consideramos sobre A una estructura natural de Ae-módulos a izquierda
dada por el producto (a 0 b) . x = axb, a, b, x E A. La multiplicación 7r
- definida por
Ae ...!... A
a 0 b 1---+ ab
es un homomorfismo de Aé-módulos a izquiefd~: ~on núcleo denotado
por l. En lo que sigue también será útil considerar las estructuras de
A-módulos a izquierda sobre Ae y A;donae'esta última es inducida por
el k-homomorfismo de álgebras -A ...........•~é ¡a I---+Q 0 1, a E A.
(i) 1 como A-módulo (y por tanto, como Ae...,módu1o)está generado por
los elementos de la forma 10 x - x 0 1, x E A.
(ii) Si A es libre dobre k conbaseX·= .{l, X¡}.¡eI , enton<;es 1 es libre
sobre A con' base X' = {10',x, - 'Xi ® l} ¡El.
(iii) Si {Zj} jEJ es un conjunto de generadores de A como k-álgebra,
entonces cada elemento de 1 es una A-combinación lineal de po-
tencias de elementos de {l 0 Zj - Zj 0 l}jEJ .
Demostración.
r r
(i) Sean L: a¡ ® b, E 1; entonces L: a¡b¡ = OY
~1 ~1
r r r
Ea¡ 0 b¡= ~)a¡ 0 b¡)(10 b¡ ~ b, 01),= Ea,(1 0 b¡ - b¡ 01).
¡=1 i=1 ,=1
(ii) Veamos inicialmente quéAe éS •libre sobre A con base X" = {1 0 1,
r. "r r
1 0 X¡hEI. Sea E a¡ ~ b, E Ae; entonces E a¡ 0 b¡ = L: a,(l 0 b,);
~1~1 ~1
expresando a b¡ como una k-combinación de elementos de X, se obtiene
que X" genera a Ae sobre A. Sean ao, ... , a" E Ay consideremos una
combinación lineal nula con elementos de X", ao(101)+a¡, (101)+···+
a" (1 01) = O; cada elememto a¡ puede expresarse como una combinación
lineal de elementos de X, a, = OOi+ 01iX~+ ... + OmiX~,0j¡ E k. Puesto
que X ® X = {x ® y: x,y E X} es una k base de Ae, entonces aj¡ = O
para cada i y j, i.e., a¡ = Opara cada i. Esto completa la prueba de que
X" es una A-base de At.
Razonando como en (i) y teniendo en cuenta que X genera a A, se obtiene
- que X' genera al. Consideremos ahora una combinación lineal nula
de elementos de X' cpn coeficientes de A, a¡ (1 ® XI - XI ® 1) + ... +
an (1 ® Xn -$" ® 1) = O.Ento~ces, a},(1®x¡)+" '+an(l®xn)-(alxl +
... + anxn)(l ® 1) = O, pero como x" es una base de Ae, entonces a¡ = O
para 1 :::;i :::;n.
(iii) Para cada X E A definimos T(x) = 1 ® x - X ® 1, Y obtenemos una
función T de A en l. Nótese que T es k-lineal y cumple las siguientes
condiciones:
T( a . 1) - O, a E k;
T(xy) - xT(y) + yT(x) + T(y)T (x),
(1)
(2)
La afirmación (iii),es ahora consecuencia directa de (2); esto completa la
prueba del lema.. CJ
Las ideas eXlJ)uestas en la prueba del lema anterior conducen a la siguiente
definición.
Definición 2. seakun anillo conmutativo con unidad y A una k-álgebra
con unidad. Supóngase que B es un anillo con estructura de módulo a
izquierda sobre A. Una aplicación k-lineal F : A -+ B es una k-serie de
Taylor con valores en B si F cumple las condiciones (1) y (2) del lema 1.
Teorema 3. La Función T definida en la prlJ,eba del lema 1 es una k
serie de Taylor con valores en l. Además, si F : A -+ B es una k-serie eJt·
Taylor con valores en B, entonces existe una única [unción F* : 1 -+ U
tal que
(ii) F* es un Z (A)-homomorfismo de á1gebras (Z(A) denQta el centr •.
del anillo A).
(iii) F* o T = F.
Demostración. La función F' : A ~ B definida por F'(a, b) = aF(b) es
bilineal y k-balanceada; se in~uce entonces una función F* : A @ A ~ B
definida por F*(a@b) = aF(b), que es un A-h9momorfismo de módÚlosj
la restricción de F* a 1 la denotamos también por F*j para cada i en A
se tiene, F* o T(x) = F*(l @'x - x @ l)'~F(x)T, ya que P(l) = O. F*
es única ya que 1como A-módulo está generado por los elementos de la
forma T(x), x E A. Sólo resta probar que F* es un Z(A)-homomorfismo
de álgebras. Corno F* es Z(A}-lineal, basta dernostar que " ,
F*(T(x)T(y» - F*(T(x»F*(T(y», x,y E A.
- F* (1® yx -11 ® x - x ® 11+ xy @ 1)
- F(xy) - yF(x) - x.f(lI)
- yF(x) + xF(y) + F(x)F(y) - yF(x) - xF(y)
- F(x)F(y)
- F* (T(x» F* (T(y». O
Mediante computación directa se obtiene la siguiente propiedad ..•.
Lema 4. Sean A, B Y k como ant~. Supórigase qUe A como k -módúlo
está generado por {xiheH' y sea F : A ~ B un aplicación k-lineal. F
es una k-serie de Taylor con valores en B siy solo srF cumple (1), y (2)
se cumple para cada par de generadores Xi, Xj.
La fórmula (2) admite la siguiente generalización a variosiérminos:Hara
cada n ~·1 y cualesquiera e1emeRtos Xo, ••• , Xn E A se tiene
n
- ¿(_I)i+l ¿ Xj¡ "'XjlT(XO'" ~jl •.•. ~j¡ •. ·xn)
i=1 it<"'< i¡ >
donde el símbolo 1\ indica supresión del término correspondiente. La
prueba de (3) se hace por inducción sobre n y mediante aplicación de
(2), En efecto,
T(xn+t)T(xn)' .. T(xo) =
= [T(X1'" xn+d
- t<_l)i+l . L" Xii"'X'iIT(XO'" ~j¡ ••• ~i' ... xn+1)] T(xo)
i=l it<,.••< ii . .
- T(Xl" .x~+I)T(xo)
n •
_."'(_1)i+l "'. ·X.· ... x·T(xo···~· ... ~. "·X +1)T(xo)L.- 4.." Ji . . Jl . Jl . 1, n
i=1 j¡< ...< ii
- T(xo'" xn+d - XOT(Xl ... XnH) ~·:tl ..• Xn+lT(xo)
n
- L( _l)i+l .E .Xj, ... XjI {T(xo'" XiI'" Xii'" Xn+l)
i 'i=l jl·< ...<i¡ .
-.XOT(Xl .. :~j¡ .:. Xj, ... Xn+l) - Xl'· ·'·ril ... Xji •. , :tn+1T(XoH
= "T{xo'" Xn+l)
n-I) _l)i+l E ~Ji": XilT(xb':" XiI •.• Xi, ... xn+d
- i=1 iI <"'<ii
+ (t(.o-Oi+l.t . 1)x~~· 'xn+lT(xo)
1=1 11<"'<1'
T(xo'" Xn+l)
n
- "'(_1)i+l '" X· "'X' T(xo"'X' "'X' "'X +1)L..J L..J 1i 11 11 1i n,
i=1 iI < ···<ii
n n
E(-1)~+l E 10;r¡(~.1),E;(-1)i1.=(-1)(1 +(-lt) = O.
i=l iI <."!<ii i=O. .,
En esta. sección definiIllQsyestudiamos ciertas derivaciones y se establece,
al igual que en el ca.so cl4sico,su telación con 108 módulos· dediferen-
ciales. Sea k un anillo couIIlutativo ron un!dad, A una.álgebra con unidad
(no nesesariamente conmutativa) y M un A-módulo' a izquierda; una
derivación de A en M es una función aditiva d :A -+ M que cumple las
siguiente~ .~ndiciones:
d(xy) - xd(x) + yd(x), x, y E A
d( (} . 1) - O, (} E k
(4)
(5)
De (4) Y (5) resulta que d es k-lineal. El conjunto de derivadas df>A en
M. se denota por DerJe(A, M) Y tiene una estructura natural de grupo
abeliano. De otro lado, sea n (A I k) el A-~dulo cociente ] / ](2),
donde 1 es el ideal izquierdo definido en la sección anterior e 1(2) es el
~ A-submódulo de 1 generado por los elementos de la forma T(x)T(y),
x, y E A. Se tiene el siguiente isomorfismo de grupos abelianos.
Demostración. Dada una derivación d E Der1c(A, M), se induce una
fu,nción bilineal y k-balanceada de AxA en M que a (x,y) E A asigna
x dy¡ con esta función se construye un A-hombmorfismo de módulos
izquierdos J : A 0 A op --. M, dado por J (x 0 y) = x dy. Denotamos
también porJ la restricción <kJ al. Nótese que J(I(2») == o¡ se in-
duce entonces un A-homomorfismo d: n (A I Te) --. M, d (x 0 y) =
~dy, x 0 y = x 0 y + ](2), ,x 0 y e:--l....99sérvese, que la aplicación
T : A --. n (A I k) dada por T (x) = T (xtes, una derivación de A en
n(A I k) y además J =d 01'.
La discusión anterior permite definir una aplicación
a: Der (A, M) --+
d 1--+
RomA (n(A I k),M)
d.
Fácilmente se prueba que aes un ihoÍI\dmomsmo de grupos. De manera
• recíproca, si h es un A-homomorfismo de n (A I k} en M, enton<:es h o l'
es un derivación de A en M. En efecto, si X· y E A, entonces h oT (xy) =
h (xt (y) + y l' (x») = xh o l' (y) + yh o l' (x). Se induce lIDa 'función
{3 : RomA (n (A I k), M) --. Derk (A, M) dada por (3 (h) = h o l' y tal
que {3o.a = 1. Para completar la'prueba. del·teorema debemos mostrar
que fJ o a= 1.SeahE RomA'{fltA ~khM)yx® y E 1¡entonces
h oT (x 0 y) ~ ~ (h¿t)y~ h (xT(Y'») = h,(X®Y), ya que xy 01,= o¡
esto muestra que h o 1'= h, i.e., B o {3(h):;= _h.
De la prueba anterior se obtiene de manera directa la sigUient~propiedad
universal de n eA I k).
'CorOlarib:6.'Pá~a cada A~rri6~1dlz-quiéYd¿M )r cada derivación ¡¡de
A en M existe un único A-homomorfismo j:ff(Alk) ----'+ Aft-al que
d=¡ 01'.
Observación 7.
(i)'Si.X,eB: ºna'k~álg~bra'cpn~~tatlva eÍJt~nces /(2) = r yelisomor-
, flsmo del Teorema 2 es l'!D"~-i~omorlismo. El A-módulo n (A ¡.k)
se -c,0~oce COrnO el mód'ulo de,Jilere,ncíales de A ,st?bre k {ver por
ejemPl.o, ,(2] ).
(ii) Sea d : A - M una derivación y sean x, y, z elementos de A. En-
tonces d (x (y z » = d « xy ) z) , de donde se obtiene la siguiente igual-
dad:
(zx - x;:) dy + (zy - yz) dx = O.
" .', ' <
(6)
. t . - ,"_:: .
De otra parte, para la serie de Taylor T se tiene también que T (x (y z» =
T «xy) z); desarrollando ambos miembros de esta igualdad encontramos
que
(zx - xz)T(y) +(zy - y~)T(x) + [(T(z)x - xT(z))T(y)
+(T(z)y - yT(z))T(x)] =
- (z + T(z)}xT(y) +(~+T(z»yT(x'} - x(i+ T(z))T(y)
-y(z + T(z))T(x)
- [(1® .)(x ~ 1)- (x ® 1)(1 ~ z)]T(y)+ [(1® z)(y ® 1)
-(y ® 1)(1® z)]T(x)
- ,O.:"
Nótese que la expresión del corchete [J está en [(2): En efecto, puesto
que xT(z)T(y), yT(z)T(z) E [(2), basta observar que
T{z)xT 6;) +'T(.t) gT (~) = "
- T(z)[T(xy) - T(y)T(x)]
- T(z)T(xy) - T(z)T(y)T(x)
- T(z)T(xy),.... {T(yz) - yT(z)- zT(y)}T(x) E /(2).
3. Homolog)~ y Co4omQlogía de lIochscbil{J¡delAl-
gebra Tensorial
El propósito de esta sección es calcular la homología, la cohomología de
Hochschild del álgebra tensorial de un módulo libre de dimensión fi~ta
mediante el uso de la serie de Taylor no conmutativa:' Para. ¿ome~-
zar recordaremos la de~nición ~e homología,Y la de cohomol9JÍ~ de
Hochschild de -una k-álgebta a:soda~í~')f coÍl"unidad '(éoIDÓ siempre k
denota un anillo conmutativo~Ii'unid~J. P~a'cada n,~ 1 denotamos
, por A0"el productb ténsoriaf~oore k delas ,{coPias <feA y por Ae el
álgebra envolvente de A¡ A0"tiene una estructura naturafde Ae-módulo
a izquierda, ,~ada por
•
(a ®' b) . (al ® ... ® an) = aal ® ... ® an b .
Para n = 1 el producto en (7) coincide con el definido en la primera
sección. Para cada, n ~ 1 la funciQ¡¡da4a por
n-l
ao ® ... ® an 1---+ L: (-1)¡ ao ® a¡aí+! ® an
1=0
"1' ¡
es unmorfismo de Ae-rnQdulos¡ a<l.emás,{1I)2~ 0, con lo cual se obtiene
el complejo " "
b' A€l"+l~' 11, A'@n,b',b"A""A.',b'A..': --+ --+ --+ ... --+ ® --+ ¡
(8) es acíclico, ya que tiene una retracción homotópica definidª para cada
n ~ 1 por
f:o: A@n,--+. 1 ,A~+~
Z , •....•....•1@\Xi;
Tensorizando (A@·, b') por un Ae-módulQ.de~o!tl se obtiene el com-
plejo . " "
l@b'MiO\ A@n+l l~'" M .0., 'A' e" 1SIl'... --+ '<YAe --+ '<YAe --+ ...
l®b" l®b' " ,
... --+ M ®Ae A ~ A --+ M ~ Ae A,
el cual puede ser presentado en la forma simplificada (9) mediante las
identificaciones dadas por el diagrama (10):
... ~ A-f 0k A0n ~ M 0k A0n-1 ~ ••• ~ M 0k A ~ Mj (9)
M0Ae Aé••.•:l l~:' M ®.-t.' A0n+1
Qnl· lQn-l
M 0k A0n b M 0k A0n-1 ,
donde b = Qn-l o (10 b') o Q;l yel isomorfismo. Qn viene dado por
Qn(m0 10 al 0 ... 0 an 0 1) = m0 al 0 ... ®.(In(para definir Qnbasta
hacerlo sobre los elementos de,la.form~m 0 l~:r 0 1, :r E Anj en efecto,
m0aI0"'0an0an+t =m(ao0an+t)010 aI0···0an01). Nótese
que b está dado por
b(m0aI0···anL .~
- m(a} ®l}® az··· 0.an
n-l .+¿ (_l)i m 0 al 0 ... 0 aiai+l 0 ... 0 an (11)
1=1 ' .
b(m 0 al 0· ."0 a~) =
- Qn-l 0(10 b)(l 0 m@al 0'··0 an 0 1)
- Qn-l(m0 b'(1 0 al 0· ~:0an 01»
- an-l (ni ® [(al 0 a2® .'. ',®an 01)
+( -1)"10 al 0 a2 0'/' 0~.,...10an
+ ~ (-1 )i10 al '0 \ .. 0 aiai+t 0 ... an 0 lj.)
1=1
- Qn-l(m(al 0.1)0 (10 a20··· 0 Cln 01))·
+( -1)Qn-l(m(1 0 al) 010 al 0···0 an-l 0 1)
+a~_l;(Y:(-l)¡m ® 10 aI0'" 0a¡ai+l 0··· 0 an 0 1)
1=1
- m(al ® 1) ~a~:®" '.,@.a"
n-l
+¿)-l)im ® al ® ... ® a¡a¡+I ® ... ®'a"
¡=l
+( -l)"m(l ® a,,) ® al ® ... ® a,,_l'
Tomando en (9) M ....,..Ase obtiene el complejo de l{ochschild de A que se
denota por (A ® Ao· , b) ;su homología se conoce como la Homología de
Hochschild de A y se denota por HH. (A). Ea esta situación, b se calcula
por
b(ao®ai ®·.·®an) -
n-I
- L' (-l(ao ®~.~"4¡4i+1 ® .•. ® a"
¡=l
(La estructura de A como Ae-módulo a derecha esta dada por x (a ® b) =
bxa). Nótese que si A es k-proyectivo entonces A ® A0" ® A es Ae-
proyectivo, con lo cual H H. (A) = Tor~" (A, A).
Supongamos ahora que M es un Ae-módulo a izquierda; aplicando HomAe( ,
M) a (A o· , b') se obtiene la cocadepa, compkja ;
. ¡- .•
H (A A M) Hom(b',M) H (A A A M)' Hom(b',M) .omA" ®, --+ omA" ® ®, --+ ...
Hom(b',M) Hom(b',M) H (A0" M)' Hom(b',M)--+ . . . --+ omA" , --+
H (.A0"+1 M.) Hom(b',M)omAC' , ...
Podemos utilizar una identificación similar a{lO) y presentar la cocadena
anterior en una forma más sencilla: '
HomAc(A0"~:I} M)
113"
Hotn" (A@"',M) .
El isomorfismo 13n está definido de tal forma que si fE HomA" (A@"+2 , M)
Y al ® ... ® a" E A, 'érttonces 13n(f)Cal ® ... ® s,,) = f(l ® al ® ...
0an® 1) (si tE HomAe{A3", M)yao 0al 0···0 an 0an+l E A0
nH en-
tonces ,8;1(t)(ao 0 al 0···0 an 0 an+d = (ao0an+¡) t (a10··· 0 an)
); h está entonces definido como h = ,8n o Hom(b',M) o ,8;21; si 9 E
Homk (A3n-1 , M)Y al 0···0 an E A0
n
, entonces . ,
h (g)(al®···0 anr~ . ,.
~ (al 01) g(a2 ,~.'.... 0 a,n)
,,-1
+E( ....:lJi9 (~~'0"···0!aaa;-tl0·· ·an) (14)
i=l
+(~1)~{1 0an)g(a10··· 0an-I)
M ~HOJ;nk (A, M).~ .. : h---+ Horrik (A0n-1,M)
~ Hom/t (A0n,M) ~ ...
Para M = A la homología de (3.9) Se conoce ~omola cohomología de
Hochschild de A y se denota por H H*(A). En es_tecaso (14) toma la
forma
n-l
- alg(a20···0an)+ E(-1)ig(a10···0a'iai+10···0an)
il:::l
(16)
+ (-1t 9 (al 0 ... 0 an-l) an .
Nótese que si Aes: k~proyectiv(), HH* (A) = ExtA" (A, A).
Pasamos ahora a calcular la ~omología y cohomología de Hochschild del
álgebra teDso~1 de un ~""lllóduloli~r~ V con pase finita X = {Xl" .. ' xn}.
El álgebra tensorial de V será den0tada por T (V) . si 1 y T son como en
la primera sección, entonces se',tiene el siguiente lema preliminar:
(ii) {T(Xi)};:1 es un conjunto de generadores de !l(T(V) I k) como
T (V)-m6dulo.
Demostración.
(i) Veamos inicialmente que los elementos T (XI)" .. , T (x,,) generan
a 1 como T(V)e-módulo. Sea Ea, ~ b, E Ii entonces Ea, ~ b, =
E (a, ~ b,) (T (b,)) , y la prueba se reduce a mostrar que cada elemento
de la forma T (b), b E T (V) , es una T (V)e-eo~binación lineal de 108
elementos de T (XI) , ... , T (x,,) . puesto que T es' lineal, podemos asumir
que b es un monomio de r(V), digamos b ="1" ·."m, ", E Vi aplicando
(2) e inducción encontramos que T (b) es una T(V)e-combinación lineal
de los elementos T ("1) , ... ,T (u,,). Finalmente, podemos expresar cada
Ui como una k-linealidad de T.
Supóngase ahora que
I¡ InL aliXI ~ bti + ... +L a"¡x,, ~ b,,¡ =
i=1 ¡=I
I¡ In
Lal¡xI ~ bti + ... +L a,,¡ ® x"bni .
¡=I ,~I
Expresando cada aij como suma ascendente de sus componentes ho-
mogéneas se tiene
Esco.ge~os la componente.homog~nea, ~e rIl:r.0r grado; sin pérdida de
generahdad pódemos asUmIr que esta es m~(~;~)" Podemos agrup~r los
términos de miembro derecho de' la igua.ldad anterior que contienen Xn y
obtener
(m~(~~l)® bnl + ... +m~(!.7~)® bnln) (Zn ® 1) - O.
Desarrollando cada componente m en términos de la base Xl, ... , xn
podemos con,cluir que
m~~~l)® bnl + ... +m~(,t,i2)0 bn'n = ,O .
Utilizando esta conclusión, podemossimp~ificar (18) Y repetir eÍ proceso.
, ,', li
Al cabo de. un número finito de pasos se encuentra qúe E aji ® bji= O
. . _ i=l
para cada. 1 ~ j ~ n, lo cual queríamos demostrar.
(ii) Puesto que T(x)T(y) = O pa.?a.cada X, y E T(V); podemos adop-
tar la prueba 4e la 'primera parte de (i) y concluir que los elet;nemtos
T(xd, .. ·,T(xnl generan O(T(V) I k) como T(V)-lIlÓdulo.o
Teorema 9. SeaT (V) el álgebra tensorial de un k-módulo libre V eon
base finita X = {Xl; ... , Xn}. En'tonees
(i). ~
, ,
l. l' T.(V)/[T(V), T(V)~k[Xi, ... ,Xn}, .
HH,(T(V)) = {(p¡ •... P.) E T( v)" Jt.(x;p;'..c p;X¡) = O } ,
O,
si r = O,
si r = 1,
(ii)
{
k,
HH"(T(V)) = ~(v)n/{(aXI - xla, ... ,axn - xna) Ia E; A},
si r = O,
si r = 1,
si r~ 2.
Demostración.
(i) Según la hipótesis, H H. (T (V)) = Tor;(V)e (T (V), T (V» j por lo
tanto basta considerar lasiguieliteresoluCi6n T (Vr~:"'proyectiva de T (V):
0---+ F ~ T(V)e ~ T(V) ---+ O,
donde F es un T cvr -módulo libre con base {el,"" en}, f>.z (e¡) =
T (.rd. 1 S i S n. y h, es el producto. La exactitud de (19) es conse·
cuencia del lema 4 (i). Tensoriazando (19) a izquierda por r(V) resulta
o ~ T(V)" ~ T(V) ~ O,
n
donde b(p¡, ... ,Pn) = E (x¡P¡ - p¡x¡), p¡ E T (V), 1 ~ i ~ n.
i==l ..
Claramente Im(b) = [T(V), X] = k-módulo generado por los elementos
de la forma {a, x), a E T(V), x E X (nótese que b no es en general
un T(V)-homomorfismo). Veamos que [T(V), xl' = [T(V), T(V)]. En
efecto, en vista de la k-lineal de L, ) y mediante inducción cualquier
conmutador [p,q), P, q E T(V), puede reducirse a uno de la forma [p, xx'],
x,x'E X. Pero [P,xx') = [px;x') + [x'p,x] E [T(V),.Y']. Lo anterior
muestra que H Ho(T(V)) = T(V)f[T(V), T(V)]~k[i;¡, ... , xn]. De otra
n
parte, H Ht(T(V)) = ker(b) = {(Pt, ... ,Pn) I E (Xjp¡ - P¡x¡) = O,} Esto
. ¡=t
comprueba la prueba de (i).
(ii) Puesto que T(V) es proyectivo sobre k, HH*(T(V» = ExtT(l')"(
T(V), T(V)). Aplicamos entonces HomT(V)"( , T(v)e) a (19) y obtenemos
bO ~ T(V) ~ T(V)" ~ O,
donde b(a) = (axl - Xt a, ... , aXn - xna), a E T(V). Así, H HO(T(V)) =
ker(b) = kj HHt(T(V)) = T(V)"¡:lm(b), etOnIm(b) . {(axt - Xta, ... ,
aXn - xna) la E. T(V)}.
Esto completa la prueba del teorema 9. O
Observación 10. Nótese que los cálculos realizados en el teorema 9 co-
inciden con los que ya se conocían en la literatura clásica, [1].
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