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We propose a quantum dot qubit architecture that has an attractive combination of speed and
fabrication simplicity. It consists of a double quantum dot with one electron in one dot and two
electrons in the other. The qubit itself is a set of two states with total spin quantum numbers
S2 = 3/4 (S = 1
2
) and Sz = − 12 , with the two different states being singlet and triplet in the doubly
occupied dot. The architecture is relatively simple to fabricate, a universal set of fast operations
can be implemented electrically, and the system has potentially long decoherence times. These are
all extremely attractive properties for use in quantum information processing devices.
PACS numbers: 03.67.Lx,73.63.Kv,85.35.Be
Using electrically-gated quantum dots in semiconduc-
tor heterostructures to make qubits for quantum infor-
mation processing [1, 2] is attractive because of the po-
tential for excellent manipulability, scalability, and for in-
tegration with classical electronics. Tremendous progress
towards the development of working electrically-gated
quantum dot qubits has been made over the past decade,
and single-qubit operations have been demonstrated for
logical qubits implemented in single [3], double [4], and
triple [5] quantum dots in GaAs heterostructures. How-
ever, even with sophisticated pulse sequences that lead
to coherence times up to 200 µs [6], the important fig-
ure of merit, the number of gate operations that can be
performed within the qubit coherence time [7–9], needs
to be improved significantly for quantum dot qubits to
become useful. Moreover, it is highly desirable that a
given implementation be as simple as possible.
In this paper, we present a relatively simple double-
dot qubit architecture in which a universal set of fast
gate operations can be implemented. Each qubit con-
sists of a double quantum dot with two electrons in one
dot and one electron in the other. The qubit itself is
the set of two low-lying electronic states with total spin
quantum numbers S = 12 (square of the total spin of
3
4~
2) and Sz = − 12 (z-component of total spin of −~2 ).
These states form a decoherence-free subspace [10] that
is insensitive to long-wavelength magnetic flux noise. Ad-
ditionally, spin-conserving decoherence processes such as
charge noise do not induce transitions that go outside
of the subspace of an individual qubit. All of the gate
operations are implemented using purely electrical ma-
nipulations, enabling much faster gates than using either
ac magnetic fields [1, 3] or inhomogeneous dc magnetic
fields [4, 6, 11]. The qubit has the same symmetries in
spin space as the triple-dot qubit proposed by DiVincenzo
et al. [12], but is simpler to fabricate because it requires
a double dot instead of a triple dot. The hybrid qubit
proposed here also has significant advantages over the
three-dot qubit for implementing multi-qubit operations:
two hybrid qubits made of four dots in a linear array
have higher effective connectivity than the similar linear
array of dots considered in Ref. [12]. This increased effec-
tive connectivity reduces the number of nontrivial gate
manipulations required to implement two-qubit gates.
We present evidence that implementing this qubit in
silicon is feasible. The development of qubits in silicon
has attracted substantial interest [13–19] because spins
in silicon have been predicted [20, 21] and measured [22]
to have longer coherence times than spins in many other
semiconductors, because of both the weak spin-orbit in-
teraction and the low nuclear spin density in silicon.
Here, we measure a triplet-singlet relaxation time in a
single silicon dot to be > 100 ms and demonstrate read-
out of the singlet and triplet states of two electrons in a
silicon dot. We estimate dephasing times theoretically to
be on the order of microseconds, long enough for achiev-
ing high fidelity quantum operations.
Qubit design. An important advantage of the qubit
proposed here is that all qubit manipulations can be im-
plemented using electric and not magnetic fields, result-
ing in fast operations [12]. To understand why electri-
cal manipulation of our qubit is possible, we enumer-
ate the possible transitions between spin states of three
electrons that can be induced by spin-conserving manip-
ulations. When three spin-1/2 entities are added, the
resulting 8 total spin eigenstates form a quadruplet with
S = 3/2 and Sz = 3/2, 1/2, −1/2, −3/2, and two dou-
blets, each with S = 1/2, Sz = ±1/2, where the total
spin is ~2S(S + 1) and the z-component of the total spin
is ~Sz. Only states with the same S and Sz can be cou-
pled by spin-independent terms in the Hamiltonian. We
choose to use the group of two states with S = 1/2,
Sz = −1/2 for the states of the qubit.
As discussed in [12], the two states of the logical qubit
with S = 1/2 and Sz = −1/2 can be written as |0〉L =
|S〉|↓〉 and |1〉L =
√
1
3 |T0〉|↓〉 −
√
2
3 |T−〉|↑〉. In our case,
|S〉, |T0〉, and |T−〉 are the singlet ((|↑↓〉 − |↓↑〉)/
√
2), T0
triplet ((|↑↓〉 + |↓↑〉)/√2), and T− triplet (|↓↓〉) in the
left dot, and |↑〉 and |↓〉 respectively denote a spin-up
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FIG. 1. (a) Schematic drawing of a hybrid qubit consisting
of three electrons in two dots. The logical qubit states |0〉L
and |1〉L both have S = 1/2, Sz = −1/2; they are |0〉L =
|S〉|↓〉 and |1〉L =
√
1
3
|T0〉|↓〉 −
√
2
3
|T−〉|↑〉, where |S〉, |T−〉,
and |T0〉 are two-particle singlet (S) and triplet (T) states
in the left dot, and |↑〉 and |↓〉 respectively denote a spin-up
and spin-down electron in the right dot. Gate operations are
all performed electrically; gate voltages are used to change
the energy splittings between the singlet and triplet states in
the left dot and to change the tunnel couplings tS and tT
between the two dots. (b) and (c): Schematic illustrating
that the coupling between the electron in the singly occupied
dot and the singlet and triplet states in the doubly occupied
dot can be tuned independently via the barrier height and
relative energies in the two dots, as described in the text. (d):
Effective connectivity of two hybrid qubits composed of four
dots in a linear geometry. Each connection is a tunable two-
electron interaction. There are eight effective connections,
compared to five effective connections in a linear array of six
dots for the qubits considered in Ref. [12], shown in (e). For
(d), a two-qubit gate equivalent to CNOT up to local (one-
qubit) unitary operations can be implemented in 16 steps,
compared to 18 for (e) [23] (see Supplemental Information).
(f): Connectivity for which a fourteen-operation two-qubit
gate equivalent to CNOT up to local unitary operations has
been found (see Supplemental Information).
and spin-down electron in the right dot. The essential
difference between our system and that of [12] is that the
singlet and triplet states are of two electrons in one dot
instead of two different dots, as depicted in Fig. 1.
Single qubit gate operations. We now discuss how
gate operations are implemented in this qubit by chang-
ing gate voltages in the device. A complete set of
single-qubit manipulations consists of one that changes
the energy splitting between the qubit states and an-
other that drives transitions between the qubit states.
The energy difference between the two qubit states is
mainly the singlet-triplet splitting in the doubly occupied
dot, and this splitting indeed can be tuned by changing
gate voltages in both GaAs/GaAlAs [24] and in Si/SiGe
dots [25]. In Si/SiGe systems, changing the voltage on
a global top-gate should also change the singlet-triplet
splitting [26, 27].
Transitions between the two states of the hybrid qubit
can be induced by changing the off-diagonal terms in
the reduced Hamiltonian. These terms are each pro-
portional to t2i /∆Ei, where ti is the relevant tunneling
amplitude and ∆Ei is the energy difference between the
the relevant state with two electrons on the left dot and
the virtual state in which an electron has tunneled from
state i in the left dot onto the right dot. Explicit cal-
culations of the effective spin Hamiltonian obtained by a
canonical transformation that systematically eliminates
higher energy states [28–30] demonstrate that increasing
the tunnel couplings between the quantum dots indeed
drives transitions between the two states of the qubit
(see Supplemental Information). Therefore, gate modu-
lations that change the ti will induce transitions between
the qubit states, and modulations of the energy difference
∆Ei will similarly induce transitions when the ti are non-
negligible. We note that when the singlet-triplet splitting
∆ST is nonzero, Rabi flops are performed by modulating
the off-diagonal terms at the angular frequency Ω satis-
fying ~Ω = ∆ST . This modulation is easier to achieve
experimentally when ∆ST is not too large. A singlet-
triplet splitting of 0.05 meV, typical of splittings mea-
sured in quantum dots fabricated in Si/SiGe heterostruc-
tures [31, 32], corresponds to a frequency of ∼ 10 GHz.
Quantum dot gate operations have already been achieved
at this speed [33], and efficient schemes exist for refocus-
ing the fast rotations [34].
While the two manipulations obtained by changing
the singlet-triplet splitting in one dot or the tunnel cou-
pling between two dots described above are sufficient for
achieving arbitrary single qubit gates, a larger set of el-
ementary operations (or, equivalently, more fine-grained
control of the terms in the effective Hamiltonian) is use-
ful because it enables two-qubit gates to be implemented
with fewer elementary operations. We note that tS and
tT , the tunneling matrix elements that shift a single elec-
tron from the singlet or triplet state in the left dot to
the lowest energy state in the right dot, can be tuned
separately. Decreasing the tunnel barrier, as shown in
Fig. 1(c), increases both tunnel rates, whereas changing
the difference between the overall energies in the left and
right dots, as in Fig. 1(b), can change the ratio of the
two tunnel rates, because of energy-dependent tunnel-
ing [35, 36]. The tunable degrees of freedom (the singlet-
triplet splitting and the tunnel rates into the singlet and
into the triplet) are denoted schematically in Fig. 1(d) as
dashed lines.
Two-qubit gates. The spin symmetries of the hybrid
qubit are the same as in the three-dot qubit of [12] and
two-qubit gates are implemented similarly; however, be-
cause the hybrid qubit has higher effective connectivity,
two-qubit gates can be implemented with fewer elemen-
tary operations. The increased connectivity for dots in
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FIG. 2. Experimental measurement of loading (blue) vs. un-
loading (gold) rates of a Si/SiGe quantum dot in magnetic
fields such that the ground state is a triplet (a) or singlet
(b). The current IQPC through the quantum point contact
depends on the dot occupation, so changes in the current
signal loading or unloading. Following [38], the average oc-
cupation is measured as a function of wait time in a pulsed
gate experiment. The loading and unloading rates for the
triplet (singlet) are 521 Hz and 645 Hz (81 Hz and 182 Hz),
respectively. The strong dependence of the tunnel rate on
the dot state, triplet or singlet, enables qubit initialization
and readout. Details of the measurement are presented in the
supplemental material. Inset: scanning electron micrograph
of a top-gated Si/SiGe dot with the same gate structure as
the one used in the experiment, which is described in [19].
a linear array is illustrated schematically in Fig. 1(d-
f). Fig. 1(d) shows two hybrid qubits with eight ef-
fective connections, while Fig. 1(e) shows the five ef-
fective connections of two triple-dots in a linear array.
Fig. 1(f) shows a different arrangement of two double-
dots, also with eight effective connections. We have found
sequences of 16 and 14 two-qubit operations that yield
gates equivalent to CNOT up to local unitary operations
for Fig. 1(d) and Fig. 1(f), respectively. In comparison,
18 operations are needed for Fig. 1(e) [23]. These shorter
gate sequences, presented in the Supplementary Informa-
tion, provide strong evidence that increased effective con-
nectivity can enable implementation of gates of two log-
ical qubits with fewer elementary two-qubit operations.
Initialization and readout. The simplest initialization
procedure is to operate the qubit with a gate voltage tun-
ing and magnetic field chosen so that the state |S〉|↓〉 is
the lowest energy state of the system, enabling initializa-
tion by cooling to the ground state. Both initialization
and readout can be performed by exploiting different tun-
nel rates in and out of the singlet and triplet states of the
doubly occupied dot [37]. Fig. 2 shows that the tunnel
rates of singlets and triplets into and out of a Si/SiGe dot
differ significantly, and hence tunnel rate readout and ini-
tialization are feasible in the Si/SiGe system.
Coherence properties. While the spin symmetries of
the hybrid qubit are identical to those of the three-dot
qubit in [12], the coherence properties are different be-
cause the singlet and triplet states have different spatial
wavefunctions. An essential component of this qubit is a
long lifetime for the triplet state of the dot with two elec-
trons. Fig. 3 presents an experimental measurement of
the longitudinal relaxation time T1 of the triplet state T−
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FIG. 3. Experimental measurement of the triplet |T−〉 to sin-
glet |S〉 relaxation time in the Si/SiGe quantum dot shown
in Fig. 2, following [38]. The gate voltages on the dot are
changed to allow the triplet state to load, and the unloading
rate is measured as a function of the duration of the load-
ing pulse. The triplet-to-singlet relaxation time T1, obtained
by fitting the change in the observed unloading rate to an
exponential form (shown as the solid line), is 141± 12 ms.
in a Si/SiGe dot, yielding T1 ∼ 140 ms. This slow relax-
ation time is significantly longer than the value of ∼ 3 ms
measured in GaAs [38] and is consistent with theoretical
estimates that take into account Rashba spin-orbit cou-
pling and phonon-assisted hyperfine coupling [39, 40].
The different charge distributions of the two qubit
states gives rise to dephasing due to electron-phonon cou-
pling [41, 42] and charge noise [43]. Our calculations in-
dicate that for realistic states, the intervalley component
of the electron-phonon dephasing term is the most impor-
tant, and leads to T2 ∼ 1 µs [44], yielding ∼> 104 opera-
tions per coherence time. Dephasing due to charge noise
is suppressed in the hybrid qubit compared to charge
qubits [45] because the changes in charge distributions
are confined to a single quantum dot, making the ef-
fective dipole moment much smaller (indeed, the dipole
moment vanishes in the limit of harmonic dot poten-
tials) [44]. Therefore, charge fluctuation-induced deco-
herence is greatly suppressed in the hybrid qubit com-
pared to double dot charge qubits. Simple estimates in-
dicate that decoherence rates induced by nuclear spins
will be similar to those in singlet-triplet qubits [6].
Summary. We propose a solid state qubit architec-
ture consisting of three electrons in two quantum dots.
Compared to previous proposals, this new qubit has the
important advantages of fast gate operations and rela-
tive simplicity of fabrication. Experimental data are pre-
sented that support the feasibility of constructing the
qubit architecture using Si/SiGe quantum dots.
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FIG. S1. Schematic of the “hybrid” spin qubit. Here, levels L1 and L2 refer to the lowest single particle energies of the left,
doubly occupied dot and R1 is the lowest single particle energy of the right, singly occupied dot. We assume that changing
appropriate gate voltages changes the detuning, or relative energies of the states in the two dots (though always with the (2,1)
charge configurations having the lowest energy), and that gates can be used to change the tunnel barrier between the quantum
dots.
partment of Defense. The US government requires publi-
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sions contained in this document are those of the authors
and should not be interpreted as representing the official
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SUPPLEMENTAL INFORMATION
This Supplementary Information presents details for three topics in the main text: (1) the calculation, performed
using a canonical transformation technique, that shows that transitions between the qubit states can be driven by
modulating the tunnel couplings, which can be done by application of appropriate gate voltages; (2) the presentation
of gates of two logical qubits that are equivalent to CNOT up to local unitary operations using gate sequences of
14 and 16 operations for two hybrid qubits implemented in four dots in a linear array. These sequences have fewer
operations than for two three-spin qubits implemented in six dots in a linear array, for which the shortest sequence
known requires 18 operations; and (3) the presentation of the details of the experiments performed to measure the
lifetime of the T− triplet state in a Si/SiGe quantum dot.
DERIVATION OF EFFECTIVE HAMILTONIAN FOR HYBRID QUBIT USING A CANONICAL
TRANSFORMATION.
This section presents the derivation of an effective Hamiltonian that describes the quantum behavior of the “hybrid”
double quantum dot spin qubit in the regime of low energy excitations. The “hybrid” spin qubit consists of three
electrons in a double quantum dot in the (2,1) charge configuration. Changing gate voltages can detune, or change
the relative energies of the two dots (while remaining in the regime in which the (2,1) charge configuration has the
lowest energy), and also change the tunnel barrier between the dots. We will assume that the gate voltages applied
to the quantum dots are kept in the regime in which the the (2,1) charge configuration has lowest energy. Fig. S1
shows the detuned double quantum dot system with the lowest single particle energies of each dot labeled by 1 and 2.
Before presenting the details of our calculations, we present in Fig. S2 a cartoon that illustrates why introducing
tunneling between dots induces transitions between the singlet and triplet states of the doubly occupied dot. Fig. S2
shows that when tunneling is allowed, there is a matrix element between the (2,1) state with the two electrons in the
left dot in a singlet and the virtual (1,2) state in which the two electrons in the right dot are in a singlet, which in
turn is coupled to the (2,1) state with the two electrons in a triplet state. The coupling between the (2,1) singlet and
(2,1) triplet states is of order t2/∆, where t is the tunnel coupling and ∆ is the energy difference between the (2,1)
state and the (1,2) intermediate state.
We now provide a more detailed calculation of the couplings between the states of the hybrid qubit. The Hamiltonian
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FIG. S2. Cartoon illustrating why introducing tunneling between the dots induces transitions between the singlet and triplet
states in the doubly occupied dot. Starting from a state in which the electrons are in a singlet, if electron tunnels from the left
dot to the right dot, and then the other electron tunnels back to the left dot, the spins in the left dot will end up in a triplet.
The actual process, which conserves the total S2 and Sz, yields the state |1〉L =
√
1
3
|T0〉|↓〉 −
√
2
3
|T−〉|↑〉.
describing interacting electrons, in general, can be written in the Hubbard-like form
Hˆ =
∑
α,i,s
(αi + µα) nˆαis +
∑
α6=β
∑
i,j
∑
s
tαi,βj cˆ
†
αiscˆβjs +
1
2
∑
α,β,γ,δ
∑
i,j,k,l
∑
s,s′
Γαβγδijkl cˆ
†
αiscˆ
†
βjs′ cˆγks′ cˆδls, (S1)
where we have used Greek indices α, β, γ, δ to refer to the quantum dots, Roman indices i, j, k, l to refer to the orbitals
of a quantum dot, and s, s′ are spin indices. In this notation, operator cˆ†αis (cˆαis) creates (annihilates) an electron
with spin s in the i-th orbital of the α-th quantum dot, and nˆαis = cˆ
†
αiscˆαis is the number operator.
In the Hamiltonian of Eq. S1, the single particle energy of the ith orbital in the αth quantum dot is given by αi, and
the energy shift of the quantum dot is given by µα. This energy shift can be controlled experimentally by application
of some gate voltage. The second term on the right-hand side of Eq. S1 is the tunneling operator, which describes
the tunneling of an electron with spin s between the j-th orbital of the βth quantum dot and the ith orbital of the
αth quantum dot, where α and β refer to different quantum dots. Orbital and tunneling energies can be calculated
by single particle integrals between quantum dot orbital wavefunctions φαi(r),
αi =
∫
dr φ∗αi(r)
[
1
2m∗
pˆ2 + Vp(r)
]
φαi(r), (S2)
tαi,βj =
∫
dr φ∗αi(r)
[
1
2m∗
pˆ2 + Vp(r)
]
φβj(r), (S3)
where Vp(r) is the model quantum dot confinement potential, m
∗ is the effective mass of an electron in the conduction
band, e is the electronic charge and pˆ is the momentum operator.
The prefactor of the third term in the Hamiltonian in Eq. S1 is a two-electron Coulomb integral between quantum
dot orbital wavefunctions φ(r), given by
Γαβγδijkl =
∫∫
dr dr′ φ∗αi(r)φ
∗
βj(r
′)
e2
4pir0|r− r′|φγk(r
′)φδl(r), (S4)
where 0 is the permittivity of free space and r the relative permittivity of the material.
When the quantum dot indices refer to the same dot (α = β = γ = δ), we get the intra-dot Coulomb energies. This
can be further categorized into the direct and exchange Coulomb energies. When the orbital indices i = l and j = k,
we obtain the direct Coulomb energy, Γααααijji ≡ Cαi,αj . When the orbital indices i = k and j = l, we get the exchange
Coulomb energy, Γααααijij ≡ Kαi,αj . When the quantum dot indices refer to the different dots (α = δ, β = γ, α 6= β),
we obtain the direct and exchange Coulomb energies between the electrons localized in the different quantum dots,
i.e. Γαββαijji ≡ Cαi,βj and Γαββαijij ≡ Kαi,βj .
These direct and exchange Coulomb energies are given by
Cαi,βj =
∫∫
dr dr′ φ∗αi(r)φ
∗
βj(r
′)
e2
4pir0|r− r′|φβj(r
′)φαi(r), (S5)
Kαi,βj =
∫∫
dr dr′ φ∗αi(r)φ
∗
βj(r
′)
e2
4pir0|r− r′|φβi(r
′)φαj(r). (S6)
6Because of the non-vanishing overlap of the orbital wavefunctions between different quantum dots in the regime
where the dots are coupled, other integrals also yield nonzero contributions. In general, for a system of two quantum
dots, the integrals Γαββαijkl and Γ
βαβα
ijkl may be non-zero for different orbitals i, j, k and l, due to the overlap between
orbitals centered on different quantum dots α and β. On the other hand, for a single quantum dot, if we assume a
symmetric confinement potential Vp(r), such terms vanish.
By categorizing these energies into intra-dot, inter-dot and tunneling energies, we can transform the Hamiltonian
of Eq. S1 into a more familiar form [46] with intra-dot energy, inter-dot energy and tunneling operators Uˆ0, Uˆ1 and
Tˆ , respectively:
Hˆ = Uˆ0 + Uˆ1 + Tˆ , (S7)
where
Uˆ0 =
∑
α,i,s
(αi + µα) nˆαis +
1
2
∑
α
∑
i,j
∑
s,s′
(
Cαi,αj cˆ
†
αiscˆ
†
αjs′ cˆαjs′ cˆαis +Kαi,αj cˆ
†
αiscˆ
†
αjs′ cˆαis′ cˆαjs
)
, (S8)
Uˆ1 =
1
2
∑
α6=β
∑
γ 6=δ
∑
i,j,k,l
∑
s,s′
Γαβγδijkl cˆ
†
αiscˆ
†
βjs′ cˆγks′ cˆδls, (S9)
Tˆ =
∑
α6=β
∑
i,j
∑
s
tαi,βj cˆ
†
αiscˆβjs. (S10)
The Hilbert space of a system of three electrons confined in a double quantum dot potential spans the space of states
with charge configurations (3,0), (0,3), (2,1) and (1,2). Here, number pairs (n,m) denote the number of electrons in
the left (n) and right (m) dots. We shall denote by A(2,1), A(1,2), A(3,0) and A(0,3) the set of states spanning the
subspaces of (2,1), (1,2), (3,0) and (0,3) states respectively. The Hilbert space of the “hybrid” qubit is given by direct
sum of these subspaces, and will be denoted by A ≡ A(2,1) ⊕ A(1,2) ⊕ A(3,0) ⊕ A(0,3). In the Hilbert space A, the
inter-dot tunneling operator Tˆ describes the coherent tunneling of electrons between states of the distinct subspaces
whereas the intra-dot and inter-dot energy operators Uˆ0 and Uˆ1 do not couple these subspaces.
We can treat the tunneling matrix elements perturbatively and block-diagonalize the Hamiltonian by using the
Schrieffer-Wolff transformation [28–30]. In this way we can transform the Hubbard-like Hamiltonian into a spin
Hamiltonian Hˆ ′ by a unitary transformation,
Hˆ ′ = eiSˆHˆe−iSˆ
= Hˆ + [iSˆ, Hˆ] + . . .
= (Uˆ0 + Uˆ1) + Tˆ + [iSˆ, (Uˆ0 + Uˆ1)] + [iSˆ, Tˆ ] + . . . (S11)
We note that iSˆ can be chosen such that Tˆ + [iSˆ, (Uˆ0 + Uˆ1)] = 0, yielding an effective Hamiltonian for states
with a fixed number of electrons on each dot. The transformed Hamiltonian becomes, in the lowest order, Hˆ ′ ≈
Uˆ0 + Uˆ1 + [iSˆ, Tˆ ]. Ref. 29 provides an explicit expression for the choice of iSˆ, given by
iSˆ =
∑
n,m
|ϕn〉 〈ϕn|Tˆ |ϕm〉〈ϕn|Uˆ |ϕn〉 − 〈ϕm|Uˆ |ϕm〉
〈ϕm|, (S12)
where the states |ϕn〉 ∈ A are eigenstates of Uˆ ≡ Uˆ0+Uˆ1. Since |ϕn〉 are eigenstates of Uˆ , from the eigenvalue equation,
Uˆ |ϕn〉 = Un|ϕn〉, the orthogonality condition 〈ϕn|ϕm〉 = δnm, and the completeness relation,
∑
n |ϕn〉〈ϕn| = 1ˆ, one
obtains
[iSˆ, Uˆ ] = −Tˆ . (S13)
The first order commutator [iSˆ, Tˆ ] gives
〈ϕk|[iSˆ, Tˆ ]|ϕk′〉
=
∑
m
〈ϕk|Tˆ |ϕm〉〈ϕm|Tˆ |ϕk′〉
Uk − Um −
∑
m
〈ϕk|Tˆ |ϕm〉〈ϕm|Tˆ |ϕk′〉
Um − Uk′ . (S14)
7Therefore, the first order commutator contains terms describing the second order hopping of an electron between
states in the subspaces. These second order processes produce hoppings between the subspaces as follows: A(0,3) →
A(1,2) → A(0,3),A(3,0) → A(2,1) → A(3,0),A(1,2) → A(0,3) → A(1,2),A(2,1) → A(3,0) → A(2,1),A(1,2) → A(2,1) → A(1,2)
and A(2,1) → A(1,2) → A(2,1).
Eq. S14 shows that second order processes have coefficients that are are inversely proportional to the magnitude
of the intra-dot energy difference |Um − Uk| between states |ϕm〉 and |ϕk〉. Since intra-dot energies of the states in
subspaces A(0,3) and A(3,0) are larger than those of the states in subspaces A(2,1) and A(1,2) because of the much
larger Coulomb repulsion between electrons in triply-occupied quantum dots, second order hopping processes involving
triply-occupied states are virtual processes with much smaller probability compared to hoppings between states in
the subspaces A(2,1) and A(1,2). As we are interested in the low-lying energy states of the system, we can restrict our
basis to the states in the subspace of A(2,1) ⊕A(1,2) and ignore triply-occupied states.
Because the qubit states are encoded in the S = 12 , Sz = − 12 two-level subspace belonging to A(2,1), we can preserve
the (2,1) charge configuration of the qubit by adjusting the gate voltages that define the dots so that the lowest energy
A(1,2) configuration has higher energy than both of the qubit states in A(2,1). The energy coefficient of the n-th order
of the commutators in Eq. S11 is proportional to t
n+1
(Um−Uk)n and the series in Eq. S11 can be truncated to desired
order when t |Um − Uk|. Here, we keep only the lowest order contribution.
The effective Hamiltonian that describes the low-lying energy states can then be projected onto the subspace A(2,1)
by the projection operator Pˆ (2,1) ≡ ∑k |ϕ(2,1)k 〉〈ϕ(2,1)k |, where the set of states {|ϕ(2,1)k 〉} span A(2,1). The effective
Hamiltonian is given by
Hˆeff = Pˆ
(2,1)Hˆ ′Pˆ (2,1)
= Pˆ (2,1)
(
Uˆ + [iSˆ, Tˆ ]
)
Pˆ (2,1) . (S15)
With the understanding that we are restricting our basis to the A(2,1) subspace, we drop the projection operators
Pˆ (2,1). Using the bilinear spin identity ~Si =
1
2
∑
s,s′ cˆ
†
is~σss′ cˆis′ , we cast the effective Hamiltonian into the form
Hˆ
(t-J)
eff = Uˆ + HˆJ + HˆJ′ , (S16)
reminiscent of the t-J model [47]. The terms HˆJ and HˆJ′ are in the form of inter-dot and intra-dot Heisenberg-like
exchange interactions, and are given explicitly by
HˆJ =
1
2
∑
i
Ji
∑
s,s′
cˆ†Lis~σss′ cˆLis′
 ·
∑
s,s′
cˆ†R1s~σss′ cˆR1s′
− nˆLinˆR1

=
1
2
∑
i
Ji(4~SLi · ~SR1 − nˆLinˆR1), (S17)
HˆJ′ =
1
2
∑
i6=j
J ′ij
∑
s,s′
cˆ†Lis~σss′ cˆLjs′
 ·
∑
s,s′
cˆ†R1s~σss′ cˆR1s′
−(∑
s
cˆ†LiscˆLjs
)
nˆR1
 (S18)
Labels L,R denote the left and right quantum dots and i, j = 1, 2 refer to the lowest two orbitals of a quantum dot.
The meaning of these operators are as follows. HˆJ is the Heisenberg exchange coupling between electron spin in the
ith orbital of the left quantum dot and the electron spin in the ground orbital of the right quantum dot (R1). HˆJ′ is
the exchange coupling between the electron spins in the ith and jth orbital of the left quantum dot, mediated by the
spin in the ground orbital of the right quantum dot.
Here, we note that the difference in the energy eigenvalues Um and Uk, of the total intra- and inter-dot energy
operator Uˆ ≡ Uˆ0 + Uˆ1 in the subspaces of A(2,1) and A(1,2) appear in the denominator of each of the terms in
Eq. S14. If m and k refer to the ground eigenstates of these subspaces, the biggest contribution to the energy
difference in the denominator would be due to the detuning or energy shift differences between the dots, followed
contributions from differences in intra-dot energies, and finally, from differences in inter-dot energies in states m and
k. Therefore, one could omit the inter-dot energy operator Uˆ1 from the Hubbard-like Hamiltonian (Eq. S7) from the
start, without changing the physical processes described by the t-J Hamiltonian (Eq. S16) as it contributes only a
small correction to the Heisenberg coupling constants Ji and J
′
ij . In order to make our model less complicated without
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FIG. S3. Schematic of the Heisenberg exchange couplings as given by Eqs. S17 and S18. Levels L1 and L2 refer to the lowest
single particle energies of the left quantum dot, and R1 refers to the lowest single particle energy of the right dot. (a) J1 and
J2 are respectively, the Heisenberg exchange couplings between electron spins in the ground (1) and first excited (2) orbitals
of the left quantum dot and the electron spin in the ground orbital of the right quantum dot. (b) J ′ is the exchange coupling
between the electron spins in the lowest two orbitals of the left quantum dot, mediated by the spin in the ground orbital of
the right quantum dot. Explicit forms of J1, J2 and J
′ are given in Eqs. S19 assuming equal tunneling energies between the
orbitals of the two quantum dots.
losing the essential physics, we make the approximation of neglecting these inter-dot contributions. We also assume
that tunneling energies for different orbitals in Eq. S10 are equal, tαi,βj ≡ t.
Noting that the ground state of two electrons in a quantum dotat low magnetic fields is a singlet and the next three
higher energy states are triplets and denoting the energies of the singlet (S) and triplet (T) states of the left (L) and
right (R) quantum dot by E
L/R
S/T , we can then write the forms of Ji and J
′
ij in terms of the tunneling energies and
singlet and triplet energies. They are given by
J1 ≈ 2t
2
ERS − ELS
, J2 ≈ 2t
2
ERS − ELT
,
J ′12 = J
′
21 =
J1 + J2
2
≡ J ′. (S19)
The couplings due to these exchange terms are shown schematically in Fig. S3. Here, we assume that ERS −ELT > 0
is satisfied due to detuning, tighter right quantum dot confinement or some experimental scheme that is employed.
Then, ERS − ELS > 0 follows because the triplet states are higher in energy than the singlet state, ELT > ELS . Note
that in truncating the series in Eq. S11, we also implicitly assumed that t < (ERS − ELT ).
For the form of intra-dot energy operator given in Eq. S8, the singlet and triplet energies are
ELS = 2L1 + CL1,L1 + 2µL,
ERS = 2R1 + CR1,R1 + 2µR,
ELT = L1 + L2 + CL1,L2 −KL1,L2 + 2µL,
ERT = R1 + R2 + CR1,R2 −KR1,R2 + 2µR. (S20)
The logical basis given in the main text is in spin form. To make it consistent with the notations introduced here,
we explicitly write them out below. Here, the three-electron kets are the usual Slater determinants.
|0〉L ≡ |S〉| ↓〉 = |φL1↑(r1) φL1↓(r2) φR1↓(r3)〉, (S21)
|1〉L ≡
√
1
3
|T0〉| ↓〉 −
√
2
3
|T−〉| ↑〉
=
√
1
6
[|φL1↑(r1) φL2↓(r2) φR1↓(r3)〉+ |φL1↓(r1) φL2↑(r2) φR1↓(r3)〉]−
√
2
3
|φL1↓(r1) φL2↓(r2) φR1↑(r3)〉.
(S22)
9The effective Hamiltonian in the logical basis {|0〉L, |1〉L} is given by
Hˆ
(t-J)
eff =
 −J1 √ 32J ′√
3
2J
′ ELST − 32 (J1 + J2)
 , (S23)
with ELST ≡ ELT −ELS being the singlet-triplet splitting of the two electrons in the left quantum dot. Of significance
is the exchange term J ′ whose expression is given in Eq. S19, which couples the two logical states of the qubit and
can be modulated by means of electrically controlling the tunnel barrier between the quantum dots.
CNOT GATES FOR QUBITS WITH INCREASED CONNECTIVITIES.
This section presents gate sequences that implement gates that are equivalent to CNOT, up to local unitary
transformations, for two logical qubits that consist of the two eigenstates of three spins with J = 1/2, Jz = −1/2.
As noted in the main text, the spin symmetries of the hybrid qubit proposed here and the triple-dot qubit of Ref. 12
are the same. However, two hybrid qubits consisting of six electrons in four dots arranged in a linear array has more
spin-spin couplings than two logical qubits consisting of six electrons in six dots arranged in a linear array, as shown
in Fig. 1 of the main text. Here we present evidence that this increased connectivity can be exploited to reduce the
number of gate operations needed to implement gates of two logical qubits, by presenting two-spin gate sequences that
are equivalent to a CNOT gate, up to local unitary operations, for different connectivities of the spin-1/2 particles
that make up the logical qubits. This result is not unexpected, since Ref. 12 shows that for single qubit operations,
at most three gates are needed when all three spins are coupled (e.g. in a triangular quantum dot configuration), and
at most four gates are necessary when the spins are coupled only to nearest neighbors in a linear array.
The quantum dot geometries we considered are shown in panel (a) of Figs. S4 and S5. We implemented a search
algorithm similar to the one described in Ref. 23, which is a combination of Nelder-Mead [48] and genetic [49]
algorithms. We parallelized the program and exploited the resources of the University of Wisconsin Center for High
Throughput Computing (CHTC) [50] grid using Condor [51] to improve the speed of the calculations. As in Ref. 23,
the numerical results could be used to deduce exact gate times, which points to the power of the algorithm and
perhaps some underlying hidden symmetry of the S, Sz = 1 subspace in which the two logical qubits reside. The
exact gate sequences are presented schematically in Fig. S4(b) and Fig. S5(b).
We also obtained the local unitary operations necessary for obtaining the exact CNOT gate for the geometry of
Fig. S5(a), and the exact times and spin couplings are presented in Fig. S5(b). Note that in this coded qubit scheme,
the local unitary operations are implemented as exchange gates.
DETAILS OF THE EXPERIMENTAL MEASUREMENTS
This section presents the details of the experimental measurements shown in Figs. 2 and 3 in the main text. The
data in Fig. 2 and 3 correspond to a single electron tunneling between the left dot and the left reservoir, as shown in
the inset to Fig. 2(a). Charge sensing is performed by measuring the current IQPC using a bias voltage of 500 µV.
We measure the electron loading and unloading rates (Fig. 2(a,b) in the main text) by applying a small amplitude
square wave pulse to one of the gates defining the quantum dot and observing the electron tunneling events, which
are manifested as steps in IQPC. By averaging 200 of these single shot traces, we obtain a curve corresponding to
the number of tunneling events per unit time interval. The curves show an exponential decay (increase) for electron
loading (unloading) events. Fitting these curves to exponentials allows the extraction of the tunnel rates for electron
loading and unloading. To study the singlet and triplet states independently, we apply an in-plane magnetic field
B. As shown in Fig. 2(a), at B = 3 T, where the triplet T− is the ground state[25], we measure a loading rate of
521 Hz and an unloading rate of 645 Hz. At B = 1 T, shown in Fig. 2(b) and where the singlet is the ground state,
we measure a loading rate of 81Hz and an unloading rate of 182Hz.
The difference in the unloading rate of singlet S and triplet T− can be used to measure the triplet-singlet relaxation
time at magnetic fields B small enough that the singlet S is the ground state [38]. One can preferentially load the T−
by bringing the state in resonance with the Fermi level; with this initial condition, one then measures the unloading
rate of the dot, which will show an exponential decay as a function of waiting time. If the unloading rate is fast, it
indicates that the electron stays in the T− state through the loading portion of the pulse and leaves from the T−
state; if the unloading rate is slow, it indicates that the electron decays to the singlet state during the waiting period
and leaves from state S.
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FIG. S4. (a) Schematic of qubit-qubit couplings used to implement a gate that is equivalent to CNOT, up to local unitary
operations [52]. Each logical qubit A and B, is encoded in three spins 1, 2 and 3, with spins 1 and 2 both in one quantum
dot. (b) A 16 gate sequence, with gate times indicated, that implements a gate that is equivalent to CNOT up to local unitary
transformations between logical qubits A and B, in 11 time steps. The order of gate couplings run from left to right. Each
coupling between the ith and jth spins represents the unitary evolution Uij(t) = exp
(
− i~ tJ~Si · ~Sj
)
. Gate times are in units of
h/J , so that gate times of 1
4
and 1
2
correspond to
√
SWAP and SWAP operations respectively.
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FIG. S5. (a) Schematic of qubit-qubit couplings used to implement a CNOT gate of two logical qubits. Each logical qubit
A and B, is encoded in three spins 1,2 and 3, with spins 1 and 2 both in one quantum dot. (b) Gate sequence, with gate
times indicated, that implements an exact CNOT gate between logical qubits A and B, with the order of the couplings running
from left to right. The central block (in green) of 14 gates in 13 time steps give a CNOT, up to local unitary operations [52].
Together with the additional 4 local unitary operations (labelled by t1,2,3,4) shown in the outer block (in light blue), an exact
CNOT gate can be implemented by a total of 18 gates in 17 time steps. Each coupling between the ith and jth qubits represents
the unitary evolution Uij(t) = exp
(
− i~ tJ~Si · ~Sj
)
. Gate times are in units of h/J , so that gate times of 1
4
and 1
2
correspond to√
SWAP and SWAP operations respectively.
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To perform this measurement, it is useful to find the loading voltage that corresponds to resonance with the T−
state, by measuring the loading and unloading tunnel rates as a function of loading depth. As shown in Fig. S6, the
loading rate develops two peaks as we increase the loading depth of the pulse. We identify the two peaks as T−
and T0 states coming into resonance with the Fermi level. These states have fast tunnel rates because the triplet
wavefunction is more strongly coupled to the lead. The splitting between the peaks, when converted to energy using
a lever arm measured in [19], is 144 µeV between triplet T0 and T− , a value that is in good agreement with the
Zeeman splitting at B = 1.5 T, using the g-factor measured in [19]. The unloading rate, when the loading depth is
such that the T− state is in resonance with the Fermi level, is fast when the loading time is short, and is slow when
the loading time is long. This indicates that during a long loading period, the electron loads into state T− and then
relaxes to state S. As shown in Fig. S6(c), for short loading times, the electron remains in state T− until it unloads.
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FIG. S6. Measurement of loading and unloading rates into and out of the quantum dot as a function of loading depth. The
unloading level is kept at -150mV. The unloading time is 40ms for all three panels and the loading times are 600 ms, 300 ms
and 40 ms for panel (a), (b), and (c), respectively. For long loading times, as in panel (a), the unloading rate is slow because
the states T− and T0 relax to the singlet state S during the loading period; for short loading times and loading voltages
around 100 mV, as in panel (c), the unloading rate is fast, indicating that the state T− does not relax to the singlet S before
the electron tunnels out of the dot.
Fig. 3 of the main text shows a measurement of the T− lifetime using this type of data. The loading depth is set
so that the state T− is in resonance with the Fermi level, and the unloading rate is measured as a function of loading
time while keeping the unloading time constant (40ms). The unloading rate decays exponentially with loading time
with a time constant of 141 ms at B = 1.5 T.
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