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Abstract
The paper shows elimination of imaginaries for real closed valued fields to suitable sorts. We also
show that this result is in some sense optimal. The paper includes a quantifier elimination theorem
for real closed valued fields in a language with sorts for the field, value group and residue field.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Real closed valued fields; Imaginaries; Quantifier elimination
1. Introduction
The main goal of the paper is to prove Theorem 11.2, that is elimination of imaginaries
to suitable sorts for the theory of real closed valued fields, i.e. a real closed field with a (non-
trivial) convex valuation ring. To this end various concepts are explored and techniques
developed.
Section 2 develops the central concept of generic types. These are used to give results
about the image of polynomial functions on balls in real closed valued fields, about
definable types in weakly o-minimal theories, and about definable closure inCeq for weakly
o-minimal C. In Section 3, we consider the embedding of the value group and residue field
of a real closed valued field A within Aeq via a three sorted quantifier elimination.
Section 4 gives a classification of 1-types for field elements. Section 5 considers torsors
and introduces the geometric sorts. In Section 6 we define coding and matching, and this
allows us to sketch a strategy for the proof of 11.2, which can be found at 6.2.
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Section 7 is an investigation of the model theoretic relationship between the algebraic
closure A of a real closed valued field A, and A itself. This is used in Section 8 to show
matching for residual types. Sections 10 uses coding of functions from the value group
(proved in 9), to show matching for non-residual types.
Finally, Section 11 completes the proof of 11.2 and sketches a proof that it is in some
sense optimal.
1.1. Notation, conventions and initial definitions
We use the following notation to specify various first order languages and theories.
• Let LOR be the language of ordered rings, and RCF be the LOR-theory of real closed
fields.
• Let LOR+DIV be the language of ordered rings augmented by a binary relation |. Let
RCVF be the LOR+DIV -theory of a real closed valued field where the relation | is
interpreted such that x |y iff x−1 y is in the valuation ring.
• Let L R be the language of rings, and let ACF0 be the theory of characteristic zero
algebraically closed fields.
• Let L R+V be the language of rings augmented by a unary predicate. Let ACVF0 be the
theory of algebraically closed fields where V interprets a (non-trivial) valuation ring
whose residue field has characteristic zero.
The symbol C will denote an arbitrary first order structure. If C is an L-structure, we
will write Leq for the language of Ceq . An introduction to this construction can be found
in [4]. If S is a subset of Cn defined by the formula ψ(x, a) then we use the notation Sψ
to denote {a′ : C | ∀x(ψ(x, a) ↔ ψ(x, a′))} as a member of Ceq .
Note 1. If S is defined by ψ(x, a) and φ(x, b) then C | ∀x(ψ(x, a) ↔ φ(x, b)). It is
easy to show that Sψ and Sφ are interdefinable. Thus we will suppress the superscripts
and just write S as Sψ for some ψ which defines S (over some parameters).
If L is a multi-sorted language, and F is a sort from L, we say that a formula ψ is in F
iff each relation appearing in ψ is a relations on Fn .
Given any subset S of K n and any subset of natural numbers R ⊆ n let πR(S) denote
the projection of S onto the coordinates named in R, considered as a subset of K |R|.
Given a valued fieldA, we shall refer to the valuation ring ofA as VA, and the maximum
ideal as µA. The value group will be written (ΓA,+), and the valuation v : A→ ΓA∪{∞}.
The residue field VA/µAwill be denoted as kA.
When we write Γ with no subscript, we are referring to the value group of some large
monster model which embeds and is saturated over any models we are considering.
If U = {x : v(x −a) ≥ γ } for some a ∈ K and γ ∈ Γ , then we say U is the closed ball
with centre a and radius γ , and denote it as Bcl(a, γ ). Then Bcl denotes the set of closed
balls. Similarly if U = {x : v(x − a) > γ } then U is called the open ball with centre a
and radius γ . It is denoted as Bop(a, γ ) and the set of all such balls is denoted as Bop. For
a ball U , we may write |U | to denote the radius.
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Proposition 1.1. (1) Every ball is convex.
(2) If a > 0 and b > 0 then v(a + b) = min{v(a), v(b)}.
Proof.
(1) If U := Bcl(a, γ ) then pick some c such that v(c) = γ . Then the function f : U → V
given by f (x) = (x − a)/c is an order preserving bijection. Thus every closed ball is
convex. Now suppose U is open and contains a and b. For any c such that a < c < b
we have c ∈ W := Bcl(a, v(a − b)); now |W | > |U |, and so W is a proper subset of
U and thus c ∈ U .
(2) Suppose not, for a contradiction. Then without loss of generality, we may suppose
v(a + b) > v(a), so both a and b are non-zero. Thus v(1 + b/a) > v(1) = 0 so
1 + b/a ∈ Bop(0, 0). However 0 < 1 < 1 + b/a, and 1 ∈ Bop(0, 0). This contradicts
(1). 
The valuation ring and maximal ideal are to be thought of as ∅-definable subsets of A.
The value group and residue field of A are natural sorts in Aeq , and are to be thought of
as such. Note that the ordered group (respectively ordered field) structure is definable on
Γ (respectively k) by LeqOR+DIV -formulas. Thus each is an interpretable structure. Note that
as a group, Γ is divisible and as an ordered field, k | RCF. For emphasis, we may denote
the field sort of A by K .
The other sort that we need to consider as an interpretable structure is the algebraic
closure K of K as a valued field. It is a definable structure living on K 2, as follows.
For any real closed field K , one defines addition and multiplication on K 2 via (x1, x2)+
(y1, y2) := (x1 + y1, x2 + y2) and (x1, x2).(y1, y2) := (x1.y1 − x2.y2, x1.y2 + x2.y1). We
also define V := {(x1, x2) ∈ K 2 : v(x21 + x22) ≥ 0}. Now we can define K as the L R+V -
structure with domain K 2 in the obvious way.
Note that if A is a real closed field, members of Aeq can also be considered as members
of Aeq . Also, A embeds into A. However the definability relation is weaker in K eq .
To avoid confusion, we shall write a ∈ dcl(B) iff there is some formula ψ from the
language of Aeq and parameters b from B such that Aeq | ∀x(ψ(x, b) ↔ x = a).
Then a ∈ dclA(B) will mean there is a formula ψ from the language of Aeq and b from B
such that Aeq | ∀x(ψ(x, b) ↔ x = a).
Proposition 1.2. Let i be a root of x2 + 1 such that K (i) is an algebraically closed field.
Let v+ : K (i) → Γ be defined by v+(x + iy) := 12v(x2 + y2). Then both the following
hold.
(1) v+ is a valuation on K (i) onto Γ extending v (considering K embedded into K (i)
with x → x + 0i ).
(2) For any x, y ∈ K we have v+(x + iy) ≥ 0 iff v(x) ≥ 0 and v(y) ≥ 0.
Proof. It is trivial to show that v+ extends v. So, for the first part, we need only check that
v+ is a valuation. This is a simple calculation, which can be found in [10]. For the second
part, note that x2 ≥ 0 ≤ y2, so we may use Proposition 1.1. 
Corollary 1.3. The theory of K as an L R+V structure is ACVF0. Further the valuation on
K extends the valuation on the embedding of K into K 2 given by x → (x, 0).
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Proof. K is constructed from K in the same way as C is constructed from R, so K is
clearly an algebraically closed field of characteristic zero. Also V is a valuation ring by the
previous proposition. It is clear that if (n, 0) ∈ µ for some n ∈ N then n ∈ µ, and so µ has
characteristic zero. 
Throughout most of the paper, A will refer to a model of RCVF, and the term definable
will mean in the sense of Aeq . The exception is in the proof of Theorem 3.3 where A
will be a real closed valued field in a three sorted language. The symbol B will refer to a
sufficiently saturated model. If f is a polynomial, the notation f = fc indicates that the
f has coefficients c. The word “type” will always mean “complete type”. Whenever p is a
type, let P := {x ∈ B : x | p}.
1.2. Previous results
In [1], it is shown that RCVF has quantifier elimination. In [5] and [6] the following
canonical form for definable subsets of a real closed valued field K in terms of disc cuts
was shown. Firstly we define disc cuts.
Definition 1.4. • If U1,U2 are convex subsets of a totally ordered set, we write U1 < U2
iff for all x ∈ U1 and y ∈ U2, we have that x < y.
• A cut in a totally ordered set S is a subset S′ such that for all x ∈ S′ and any y ∈ S with
y ≤ x we have y ∈ S′.
• Let U be a ball or a singleton field element in a model A. Define ζ1(U) := {x ∈ A :
x < U} and ζ2(U) := {x ∈ A : x < U ∨ x ∈ U}. Then ζ1(U) and ζ2(U) are both cuts
in A, which we call disc cuts. We include A as a disc cut.
Theorem 1.5. Let A be a real closed valued field. Then any non-emptyA-definable subset
of A is a boolean combination of a finite set of disc cuts.
It was also shown that the theory does not have elimination of imaginaries to the field
sort, or even to the sorts of Field, Value group, and Residue field. In particular there is in
general no U-definable element of U for a closed ball U . It was conjectured that one
could show elimination of imaginaries to sorts coding balls.
In [2] the concept of a weakly o-minimal structure and theory was defined and
Dickmann proved that RCVF is weakly o-minimal. One can see that this is an easy
consequence of Jan Holly’s theorem above as cuts are convex sets.
The model theory of weakly o-minimal structures is developed in [9].
Definition 1.6. Let L, L ′ be languages. Let C be an L-structure. Let S ⊂ Ceq be a
C-definable set. Suppose for each n-ary function or relation symbol f in L ′ there is a
C-definable n-ary function or relation f ′ on S. Then we consider S as an L ′-structure by
interpreting the symbol f as the function or relation f ′.
• We say that the L ′-structure S is canonically embedded in C iff for every C ⊆ Ceq which
is ∅-definable in L and for every n we have that C ∩ Sn is ∅-definable in L ′. (That is,
there is some formula ψ in L ′ such that for any a ∈ Sn we have S | ψ(a) iff a ∈ C .)
• We say that the set S is stably embedded in C iff for every subset S′ of Sn definable over
Ceq in the language L we have that S′ is definable over S in L.
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• We say that the L ′-structure S is fully embedded in C iff both
· the set S is stably embedded in C and
· the L ′-structure S is canonically embedded in C.
As noted above, (ΓA,+,−, 0,<) and (kA,+,−, 0, 1, .,>) are interpretable structures
living in Aeq . In [12] van den Dries considers the value group of an expansion of an
o-minimal field by a convex subring. In particular, he investigates the definable structure
inherited from Aeq by the value group. The language Lvg is defined such that for every ∅-
definable relation R′ on Γ n , Lvg contains an n-ary relation symbol R. The theory Tvg is the
theory of Γ considered as an Lvg-structure (so that every relation symbol R is interpreted
by R′).
Theorem 1.7. Tvg is a definitional expansion of the theory of (Q,+,−, 0,<).
This is Theorem 4.4 from [12]. It shows that (Γ ,+,−, 0,>) is canonically embedded
in K . In Section 3 we show that (Γ ,+,−, 0,>) is fully embedded and a similar result for
(k,+,−, 0, 1, .,>).
An import of Theorem 1.7 is that any subset of Γ which is definable (in the sense
of Aeq ) is a finite union of intervals and points. Note also that ΓK = ΓK as this is
divisible. Thus one can define, for any definable subset S of A or A, the radius of S,
|S| := inf{v(x − y) : x, y ∈ S}, which is a member of ΓAor −∞. Note that if S is a ball,
this corresponds to the definition of radius given earlier. If S ⊂ A is definable, and a ∈ A,
then we write v(S − a) := inf{v(x − a) : x ∈ S}.
Let U be a B-definable closed ball. We define redB(U) to be the set of B-definable open
subballs W of U such that |W | = |U |. We use red(U) without a subscript to mean the
definable set in the monster model. If C | RCVF or ACVF0, then redC(U) is C-definably
isomorphic to kA.
1.3. Some basic results
Corollary 1.8. There is no definable injection from an infinite subset of k to Γ .
Proof. Suppose there were some counterexample f : S → Γ for S ⊆ k. Then
there would be some open interval in the domain of f . Given any interval I from k
we can put this in definable bijection with k. This is by the triangulation theorem for
o-minimal fields (see for example [13]) because k and I both have dimension 1 and Euler
characteristic −1. Thus we can define field structure on an infinite subset of Γ . Then from
Theorem 1.7 the field structure is locally definable in (Q,+,−, 0,<). This contradicts
quantifier elimination. 
Definition 1.9. Let U be a ball in K . We let U+ denote the algebraic extension of U to a
ball in K defined as follows. If U is closed then
U+ := {(x1, x2) ∈ K : ∀y ∈ U(v+((x1, x2) − (y, 0)) ≥ |U |)}.
If U is open then
U+ := {(x1, x2) ∈ K : ∀y ∈ U(v+((x1, x2) − (y, 0)) > |U |)}.
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Similarly if U+ is a ball in K then let
real(U+) := {x ∈ K : ∃y ∈ K ((x, y) ∈ U+)}.
We could equivalently define U+ := {(x1, x2) ∈ K : ∃y ∈ U((x1, x2)−(y, 0)) ≥ |U |)}
if U is closed. Similarly there is an equivalent existential definition to that above if U is
open. A simple calculation, which can be found in [10], shows the following.
Proposition 1.10. (1) Let U+ be a ball in K and suppose there is some a ∈ K with
(a, 0) ∈ U+. Let U = real(U+).
(a) Suppose U+ is closed. Then U = Bcl(a, |U+|).
(b) Suppose U+ is open. Then U = Bop(a, |U+|).
(2) Let U be a ball in A. Then real(U+) = U.
2. Generic types
In [3] the notion of a generic type of a ball in an algebraically closed valued field is
defined. We can apply this to the algebraic closure K of a real closed valued field. Suppose
U is a closed ball in K . The residue field kK is strongly minimal and fully embedded. It
is also definably isomorphic to the set of maximal open subballs of U . Thus, by analogy
with strongly minimal sets, the generic type of U over the parameters B is the set of all
formulas ψ(x, b), where b is a sequence from B and {W ∈ red(U) : W ⊆ ψ(K , b) ∩ U)}
is infinite.
Let U be an open ball in K and S a B-definable subset of U . Then either S is contained
in a smaller closed subball of U , or U \ S is. Thus, there is again a unique generic type
{¬ψ(x, b) : |ψ(K , b) ∩ U | > |U |}. An element that realizes such a type is said to be a
generic element of U over B.
Let A be any real closed valued field, U be a ball (open or closed), and B be a parameter
set. We define, by analogy, that a type p is a generic type of U over B iff for any proper
B-definable subball W of U , we have p  x ∈ W . We shall show that there is not a unique
generic type of a ball in general. A more useful definition is that of left (and right) generic
types, which can be phrased for any definable set in any weakly o-minimal structure. The
following is a simple calculation, which can be found in [10].
Proposition 2.1. Let C be a weakly o-minimal structure. Let B be a parameter set. Let
p be a set of formulas such that for every B-definable convex set C, exactly one of the
formulas x ∈ C, ∀y ∈ C(x < y), ∀y ∈ C(x > y) is in p. Suppose p is consistent. Then p
is a complete 1-type over B.
Definition 2.2. Let (C,<) be an ordered structure. Let C be a convex set. Then A ⊂ C is
initial on C iff ∀x ∈ C∃y ∈ A ∩ C(y ≤ x). Two convex sets are coinitial iff each is initial
on the other. We define final and cofinal analogously.
Let C be weakly o-minimal. Let C, A be definable subsets of C. Suppose C is infinite
with no least member. Then as C and A are finite unions of convex sets, exactly one of the
following holds:
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(1) A is initial on C or
(2) (C \ A) is initial on C .
Also if A is finite then A is not initial on C , and if A is not initial on C and A′ ⊆ A then
A′ is not initial on C . We define the left generic type p of C over C as the set of all formulas
(with parameters from C) which define sets which are initial on C . It is clear that this is
consistent, and by Proposition 2.1, p is complete. Any element realizing this type is called
a left generic or a 0-generic of C . Right generics or 1-generics are defined analogously
(replacing initial by final).
Also define the left generic type over the parameter set B as the restriction of the left
generic type over C to L(B). We use the term order generic type to mean a type that is
either left or right generic (or possibly both). If C has a least member c, then we define the
left generic type of c as the type isolated by x = c.
Notice that for balls in a real closed valued field, we have defined both “generic types”
and “order generic types”. One can justify this: Suppose p is an order generic type of a ball
U in a real closed valued field A over B . Then it is a generic type of U over B . The proof
is trivial as any proper subball of a ball U is not coinitial (or cofinal) with U .
Proposition 2.3. Let U be an open ball containing a. Let a and U be B-definable. Let
u ∈ U and let δ := v(u − a) − |U |. Then the following are equivalent:
• For any B-definable α greater than 0, we have 0 < δ < α.
• u is generic in U over B.
Proof. ⇒ Suppose u is not generic. Then there is some B-definable ball Q ⊂ U containing
u, but then u ∈ Bcl(a, v(Q − a)) and so v(u − a) ≥ v(Q − a), i.e. |U | + δ ≥ v(Q − a)
or δ ≥ v(Q − a) − |U |.
⇐ Suppose there is some B-definable α such that v(u − a) − |U | ≥ α. Then
u ∈ Bcl(a, |U | + α) so u is not generic. 
Proposition 2.4. Let U be a B-definable closed ball. Let u ∈ U be generic in U over B.
Let a ∈ U. If v(a − u) > |U | then tp(a/B) = t p(u/B). In particular if u is -generic in
U over B for  ∈ {0, 1}, then so is a.
Proof. Let W0 := Bop(a, |U |) = Bop(u, |U |). Then W0 is not B-definable as
u is generic in U over B . Let C be a B-definable convex subset of U . Define
C† := {x : ∃y ∈ C(v(x − y) > |U |)} which is a union of a convex set of balls S from
red(U).
Firstly suppose u ∈ C . Then u ∈ C†, so W0 ⊂ C† and then a ∈ C†. If a ∈ C then
W0 is coinitial or cofinal with C† as C is convex. This implies that W0 is B-definable, and
a ∈ C . For example, suppose that W0 is coinitial with C†. Then
W0 =
{
x : ∃y[(∀z ∈ B
cl(x, v(x − y)))(∃w ∈ C†)(w < z)]
∧[(∀w ∈ C†)(∃z ∈ Bcl(x, v(x − y)))(z < w)]
}
.
Similarly if a ∈ C then u ∈ C .
Now suppose u < C . Then u ∈ {x : x < C} which is B-definable, so as above we
have a ∈ {x : x < C} and a < C . We proceed similarly to show that u < C iff a < C ,
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and u > C iff a > C . Now for any definable convex set C ′, a < C ′ iff either U < C
or a < C ∩ U , and similar conditions hold for a > C ′ and a ∈ C ′. Thus we can apply
Proposition 2.1 to get the required result. 
This proof highlights the following. If u is generic in U := Bcl(a, γ ) over B , then
P := {x : tp(x/B) = tp(u/B)} contains Bop(u, γ ) as a subset. In fact we can see that
there is some infinite convex subset C of red(U), such that ∪C ⊂ P as Bop(u, γ ) is not
B-definable.
2.1. Polynomials on balls
In Chapter Three of [10], a good understanding of the image of balls and of generic
elements of balls under polynomial maps is obtained. The work there is quite extensive,
covering images of multivariable polynomials on cartesian products of balls. Here,
however, we extract only what is needed. We include the working that allows us to prove
Proposition 2.12 for closed balls. A similar analysis must be carried out for open balls. The
starting point for this is Proposition 2.3.
Definition 2.5. For any c ∈ K n+1, for any γ ∈ Γ , let
β(c, γ ) := min{v(ci ) + iγ : 1 ≤ i ≤ n}.
We may write β( f, γ ) when f = fc, to mean β(c, γ ). Let
I ( fc,U) := {i : v(ci ) + i |U | = β( f, |U |)}.
From now until Proposition 2.12, assume the following setting. Let B be some
parameter set. Let U be a closed B-definable ball with |U | = γ , and let f = fc be a
B-definable polynomial.
Proposition 2.6. Suppose U = Bcl(0, γ ). Suppose i = j and one of ci and c j is non-zero.
Then v(cir i ) = v(c j r j ) for r a right generic of {x : x < U}.
Proof. r ∈ U , so v(r) < γ , but r is right generic over B , so its value is closer to
γ than any B-definable value. If v(cir i ) = v(c j r j ) then v(ci/c j ) = v(r j−i ) and so
v(r) = v(ci/c j )/( j − i) contradicting genericity. 
Corollary 2.7. Suppose U = Bcl(0, γ ). Let r be a right generic of {x : x < U}. Then
v( f (r) − f (0)) < β( f, γ ).
Proof. v( f (r) − f (0)) = v(∑ni=0 ci (r i − 0i )) = v(∑ni=1 cir i ). Now by Proposition 2.6
we have v( f (r) − f (0)) = min{v(cir i ) : 0 < i ≤ n} < β( f, γ ) as v(r) < γ . 
Lemma 2.8. Suppose U = Bcl(0, γ ). Let u be left (right) generic in U over B. Suppose
that fc is strictly increasing on an initial (final) part of U. Then f (u) is a left (right)
generic of Q := Bcl( f (U), β( f, γ )).
Proof. Note that a right generic r of the set {x : x < U} has an image below Q by
Corollary 2.7. We now show that any left generic l of U has an image in Q:
v( f (l) − f (0)) = v(∑ni=1 cili ) ≥ min{v(ci ) + i.v(l)}= min{v(ci ) + iγ } = β.
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Now f is increasing on the convex set
D := {right generics of {x : x < U}} ∪ {left generics of U} .
The image of this set is convex, and has elements below and inside Q. Therefore f (D) is
initial on Q, and the left generics of Q are images of elements of D.
For a contradiction, suppose l is left generic in U , but f (l) is not left generic in Q. Then
there is some φ(x) ∈ LOR+DIV such that φ(A) is initial on Q but A | ¬φ( f (l)). The left
generic type of U includes ¬φ( f (x)), so f does not map any left generic of U to φ(A).
Also f does not map any right generic of {x : x < U} into Q, so φ(A) ∩ Q ∩ f (D) = ∅.
The contradiction shows that f (l) is left generic in Q whenever l is left generic in U . 
Corollary 2.9. Let a be B-definable and suppose that U = Bcl(a, γ ). Let u be left (right)
generic in U over B. Suppose that fc is strictly increasing on an initial (final) part of U.
Let g(x) := f (x+a). Then f (u) is left (right) generic in Q := Bcl( f (a), β(g, γ )) over B.
Proof. Let W := Bcl(0, γ ). As u is left generic in U , u − a is left generic in W over B .
The polynomial g is strictly increasing on an initial part of W . By Lemma 2.8, g(u − a) is
left generic on Bcl(g(0), β(g, γ )). 
Proposition 2.10. Suppose that f has roots a1, a2, . . . , an ∈ K . Let Q ⊂ U be an open
subball with |Q| = γ . Suppose that there is some a ∈ Q+ that is a root of f in K . Then
for any LOR+DIV -automorphism σ of K fixing B, σ(Q) = Q.
Proof. Q+ contains a root of f , which is B-definable, so σ(Q+) must contain a root of f .
Let
S := {open balls U in K radius γ such that U+ contains a root of f }.
Now f has finitely many roots, and so |S| is finite. Any automorphism fixing B must fix
S, and preserve the total order on S. So σ fixes each ball in S setwise and σ(Q) = Q. 
Proposition 2.11. Let u be generic in U over B. Then v( f (u)) = min{v( f (w)) : w ∈ U}.
Proof. Let f have roots a1, a2, . . . , an ∈ K such that f (X) = c∏(X − ai). Then
v( f (X)) = v+(c) +∑ v+(X − ai). Consider each v(X − ai ).
• If ai ∈ U+ then v(w − ai ) ≥ |U | for any w ∈ U . By Proposition 2.10 the restriction to
K of the open ball containing ai is B-definable. Thus v(u − ai ) = |U | for generic u.
• If ai ∈ U+ then v(u − ai ) is constant for all u ∈ U .
Thus the v( f (u)) is minimum in U for generic u. 
Proposition 2.12. Let δ ∈ {op, cl} and U := Bδ(a, γ ). Suppose that U, a, γ are all
B-definable, and let f (x) ∈ K [x] be a B-definable polynomial. Let l be left generic in
U over B, and r right generic in U over B. Then there is a unique ball Q with all the
following holding:
(1) If d f/dx(l) > 0 then f (l) is left generic in Q.
(2) If d f/dx(l) < 0 then f (l) is right generic in Q.
(3) If d f/dx(r) > 0 then f (r) is right generic in Q.
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(4) If d f/dx(r) < 0 then f (r) is left generic in Q.
(5) f (U) ⊆ Q.
Proof.
(1) If d f/dx(l) > 0 then f (l) is left generic in Q by Corollary 2.9 and a similar argument
holds for open balls.
(2) If d f/dx(l) < 0 then define the function I− f (x) := − f (x).
Then d(I− f ))/dx(l) > 0 and so I− f (l) is left generic in Bcl(I− f (a), β(I−g, γ )).
As v(x) = v(−x) for all x , f (l) is right generic in Q.
The next two cases are analogous. The final case follows from Proposition 2.11. 
2.2. Definable types in weakly o-minimal structures
We shall show that the definable types of a weakly o-minimal structure C are exactly
the order generic types of definable sets. This will allow us to show that algebraic closure
and definable closure coincide on Ceq .
Suppose that C is a strongly minimal structure, algebraically closed valued field, or
weakly o-minimal structure. Then we can think of generic types as the intersection of
the negations of formulas defining small subsets E of C . Here, small means either finite
(strongly minimal), contained in a finite collection of proper subballs (ACVF0), or non-
coinitial (weakly o-minimal).
In each of these cases we have the following. Property 1: whenever c defines C , for
each A ∈ E the orbit of A over Aut(C/C) viewed as a subset of Ceq is c-definable. From
this it is easy to show that p, the generic type of C , is c-definable. However, establishing
Property 1 is technical. Instead we directly show that left generic types are definable.
Proposition 2.13. Let C be a weakly o-minimal structure, B be a set of parameters, and
p = p(z) a 1-type over B. Consider the following properties.
(1) There is some convex B-definable subset C of C, and p is the left or right generic type
of C over C.
(2) p is B-definable.
Then 1 ⇒ 2, and whenever Th(C) is a model complete weakly o-minimal theory and B is
a model we have 2 ⇒ 1.
Proof. 1 ⇒ 2: Suppose without loss of generality that p is the left generic type of
C . Let φ(z, y) be any L-formula. Then for any m ∈ Cln(y) we have φ(z, m) ∈ p iff
C | ∀y ∈ C∃x ∈ C(x ≤ y ∧ φ(x, m)).
2 ⇒ 1: We may suppose that p = p(z) is not realized in the model B as, if it were, it
would be isolated over its realization. As p is definable, we have some defining schema, so
let ψ<(z, a) be the defining formula for x < z. Similarly we let ψ>(x, a) be the defining
formula for x > z. Then ψ<(B, a) and ψ>(B, a) is a definable partition of B into definable
convex sets. Let B ′ be some elementary extension of B containing some b | p (here we
use model completeness). Then exactly one of B ′ | ψ<(b, a) or B ′ | ψ>(b, a) holds.
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Suppose that B ′ | ψ>(b, a) so p  ψ>(z, a). Let C := ψ>(B, a). Then for any
definable set φ(B, c) ⊆ B exactly one of the following holds:
• φ(B, c) is initial on C . Thus p  φ(z, c).
• B \ φ(B, c) is initial on C . Then p  ¬φ(z, c).
Thus p is the left generic type of C .
Similarly if p  ψ<(z, a) then p is the right generic type of ψ<(C, a). 
Now we show that definable closure and algebraic closure coincide in Ceq forC a weakly
o-minimal structure. Firstly we exhibit a total order <T on the set con(C) of convex subsets
of C. Note that this ordering is different from the usual order where C < C ′ iff for every
x ∈ C and y ∈ D we have x < y.
Definition 2.14. Define a binary relation <T on con(C) as S1 <T S2 iff any of the
following hold:
(1) S2 is not initial on S1, i.e. ∃x ∈ S1∀y ∈ S2(x < y).
(2) S1 and S2 are coinitial and S1 is not final on S2, i.e.
∀x ∈ S1∃y ∈ S2(y ≤ x) ∧ ∀x ∈ S2∃y ∈ S1(y ≤ x)
∧ ∃x ∈ S2∀y ∈ S1(x > y).
Let D(C) denote the set of definable subsets of C. We extend <T to D(C) in the following
way: As C is weakly o-minimal, we can definably partition each Si into its convex
components Si = Ci,1 ∪ Ci,2 ∪ · · · ∪ Ci,ni with Ci,1 < Ci,2 < · · · < Ci,ni . Then we
put S1 <T S2 iff one of the following holds.
• There is some j ≤ min{n1, n2} such that for every l < j we have C1,l = C2,l and
C1, j <T C2, j .
• For every j ≤ min{n1, n2} we have C1, j = C2, j and n2 > n1.
The following proposition is routine.
Proposition 2.15. <T is an irreflexive total order on D(C).
The order described above is defined using a first order formula, so for any definable
subset J of D(C), we have that <T |J is a definable order. Thus if d ∈ D(C) is algebraic
over B , it is definable over B . We now extend this result to the whole of Ceq .
Lemma 2.16. Let C be any weakly o-minimal structure. Then algebraic closure and
definable closure coincide on Ceq .
Proof. Fix some B ⊆ Ceq . We must show that for any B-definable equivalence relation E
on Cn with finitely many classes e1, e2, e3, . . . , em , each ei is B-definable.
We use a double induction. Fix some (n, m) ∈ ω2 and suppose
• For each B-definable equivalence relation R on Cn−1 with finitely many classes, each
equivalence class is B-definable.
• For all definable equivalence relations R on Cn with fewer than m classes, each class is
B-definable.
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The base for the induction is m = n = 1 so there is nothing to prove.
Let E be a B-definable equivalence relation on Cn with m classes. Let e1, e2, . . . , em be
the classes. Consider the projections of the classes onto the first coordinate.
• Suppose there are two classes with different projections to the first coordinate, and there
are two classes with the same projection to the first coordinate. Then the equivalence
relation given by E ′(x1, x2) iff
(∀y1 E(x1, y1) → ∃y2(E(x2, y2) ∧ π1(y1) = π1(y2)))∧
(∀y2 E(x2, y2) → ∃y1(E(x1, y1) ∧ π1(y1) = π1(y2)))
has fewer than m classes and so each is B-definable. For any one of these E ′ classes C ,
the restriction of E to C has fewer than m classes, so each is BC-definable, and so
B-definable. Let ei be any E class. Then it is for some E ′ class C a class of E |C ; thus
it is B-definable.
• Suppose that no two classes have the same projections to the first coordinate. Then we
can order the classes by these projections and each is B-definable by Proposition 2.15.
• Now suppose that each class has the same projection to the first coordinate; call this P .
Then P is certainly B-definable.
Pick a left generic a in P over C. Let p = tp(a/C). Then a is in some extension
B. Consider the equivalence relation E ′ on K n−1, given, for (y1, y2) ∈ K 2n−2, by
E ′(y1, y2) iff E((a, y1), (a, y2)), which is Ba-definable. Now p is B-definable by
Proposition 2.13, 1 ⇒ 2; thus for any ψ(x, y) there is some dψ(y, z) and some b
from B such that p  ψ(x, m) iff C | dψ(m, b).
Suppose φ(a, y1, y2, b
′
) defines E ′. Then E ′(m1, m2) iff C | φ(a, m1, m2, b′) iff
p  φ(x, m1, m2, b′) iff C | dφ(m1, m2, b′, b). Thus E ′ is not just Ba-definable
but B-definable, and by the induction hypothesis each class of E ′ is B-definable. Any
automorphism of C fixing B fixes each E ′-class. Thus it fixes each E class. Thus as the
E classes are definable objects, they are B-definable.
One should note here that we have not required B to be weakly o-minimal; thus
the lemma remains true for structures without weakly o-minimal theory. Indeed, Th(B)
proves a sentence stating that on a convex set initial with P , E ′ has less than m classes.
Thus the classes of E are definable. By induction the classes of all C-definable
equivalence relations with m classes on Cn are C-definable for all m. Again by induction
we can extend this result to any n. 
3. Quantifier elimination in three sorts
We prove a quantifier elimination result for real closed valued fields in three sorts
(K , k,Γ ). We shall use quantifier elimination for real closed valued fields due to Cherlin
and Dickmann [1], and for real closed fields and ordered divisible abelian groups which
are both due to Tarski.
Definition 3.1. Suppose S is some set of parameters from some modelC. For any a ∈ C\S,
we let S[a] be the substructure of C generated by S and a.
242 T. Mellor / Annals of Pure and Applied Logic 139 (2006) 230–279
Lemma 3.2. Let A be a real closed valued field. Let S be a parameter set from A. Let u be
generic in an S-definable closed ball U over S. Then dcl(S[u]) ∩ Γ = dcl(S) ∩ Γ .
Proof. Suppose not, for a contradiction. Let γ := |U |. Let P := {x : tp(x/S) = tp(u/S)}.
Then there is some formula ψ(x, y) over S such that ψ(u,A) = {α} for some α ∈
dcl(S) ∩ Γ . Then the function f : P → LeqOR+DIV (A) given by f : x → ψ(x,A) is
the restriction of an S-definable function defined on the union of some infinite convex set
C of open subballs in red(U) (see the comment after Proposition 2.4). Let W be the open
subball of U of radius γ containing u.
(1) Suppose that f (W ) is infinite. Then it contains an SW-definable interval I as Γ is
o-minimal.
(a) Suppose I is not cofinal with Γ . Let δm be the supremum of I ; then this is SW-
definable.
(i) Suppose δm is S-definable; then pick some δ′ right generic in {x : x < δm}
over S. The preimage D of δ′ in C is then a definable set. However, there is an
infinite subset C ′ of C such that D∩Q is a proper subset of Q for each Q ∈ C ′.
Thus D is not a finite union of convex sets, contradicting weak o-minimality of
A.
(ii) Suppose δm is not S-definable; then there is some S-definable C ′ ⊂ C
containing P and some function f ∗ : C ′ → Γ such that f ∗(U) := sup{ f (x) :
x ∈ U} with infinite range. This contradicts Corollary 1.8.
(b) Suppose I is not coinitial with Γ . Let δm be the infimum of I : then this is SW-
definable. Then as above this gives a contradiction.
(c) Suppose I = Γ . Pick any δ ∈ Γ . The preimage of δ is a definable set, and as above
is not a finite union of convex sets, so contradicting weak o-minimality.
(2) Suppose f (W ) is finite and let δ be the least member. If | f (W )| = 1 then there is an
infinite subset C ′ of red(U) containing P such that {x : ∃Q ∈ C ′(x ∈ Q ∧ f (x) =
min( f (Q)} and its complement each intersect every ball of C ′. This contradicts weak
o-minimality, so | f (W )| = 1. Now δ is SW-definable. If δ is not S-definable, then
we can construct a function that contradicts 1.8. Thus δ is S-definable, and f is constant
on W and so f (u) = δ which is the required contradiction. 
Let L3 be the following three sorted language:
(1) (K ,+,−, ., 0, 1,<),
(2) (Γ ,+,−, 0,∞,<),
(3) (k,+,−, ., 0, 1,<),
with the additional functions
• v : K → Γ and
• Res : K 2 → k.
Let T3 be the L3 theory which proves
• (K ,+,−, ., 0, 1,<) is a real closed field,
• (Γ \ ∞,+,−, 0,<) is a divisible ordered abelian group,
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• (k,+, ., 0, 1,<) is a real closed field,
• v is a non-trivial valuation from K \ {0} onto Γ \ {∞}, and v(0) = ∞,
• for every x, y from K ,
· if v(x) ≥ v(y) then Res(x, y) is the residue of xy−1 and
· if v(x) < v(y) then Res(x, y) = 0 (the 0 of k).
Res is a more powerful function than the usual residue function. Compare this to the
language used in [1], where the divisibility relation has a similar strength.
Note 2. Recall that µ denotes the maximal ideal of the valuation ring. Let a, b, c ∈ K , with
v(a/c) ≥ 0 and v(b/c) ≥ 0. Then Res(a + b, c) = (a + b)c−1 +µ = ac−1 + bc−1 +µ =
Res(a, c) + Res(b, c).
Theorem 3.3. T3 has elimination of quantifiers.
Start of Proof: Fix any saturated model A of T3. Let S be any small substructure of A.
LetB be a saturated model of T3, and suppose σ : S → B is an isomorphic embedding.
We must show that for any a ∈ A \ S we can extend σ as an isomorphism from S[a],
the substructure generated by S and a.
For the rest of this section, definable means within A or B, so with respect to T3. We
shall consider the canonical extension of σ to polynomials in one variable over dom(σ ) for
f ∈ S[x] with coefficients c. Write σ( f ) to denote the polynomial with coefficients σ(c).
The strategy is to first show that we can extend σ to an isomorphism whose domain is
a model of T3. This is done in several steps. At each step we show that dom(S) can be
extended to include certain elements. Thus for the subsequent steps we may assume that S
has any of these elements that we require.
Note that any quantifier free formula over S with one field variable is a boolean
combination of formulas of the following forms:
• v( f (x)) > δ for δ ∈ S ∩ Γ and f a polynomial over S ∩ K ,
• p(Res( f1(x), g1(x)), . . . , Res( fn(x), gn(x))) > r where each fi and gi is a polynomial
over S ∩ K , r ∈ S ∩ k, and p is a polynomial over S ∩ k, and
• f (x) > 0 where f is a polynomial over S ∩ K .
Given some substructure S′ of a model A we say that G is the value group of S′ ∩ K iff
it is the completion with respect to − of the image of S′ ∩ K under v. Given a subgroup
G of a divisible group H , the divisible hull of G is the smallest divisible subgroup of H
containing G. In particular if H is the value group of some real closed valued field A | T3
and G is the image of v on S′ ofA, then any element of the divisible hull of the value group
of S′ ∩ K is definable over S′ ∩ K .
Step 1: Extending σ to elements of the value group and residue field.
Proposition 3.4. Suppose a ∈ A ∩ (Γ ∪ k). Then we can extend σ to an isomorphism
S[a] → B.
Proof. Suppose that a ∈ A ∩ Γ . As there are no functions from Γ to k ∩ K in L3, we
need only check that there is some a′ ∈ B such that the following formulas are preserved:∑
i qi si +r x > 0 for r and the qi from Q and the si from S∩Γ . This, however, follows from
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quantifier elimination for ordered divisible groups. A similar argument using quantifier
elimination for real closed fields can be framed for the other case. 
Step 2: Extending σ to the field generated by S ∩ K .
Proposition 3.5. Suppose a ∈ A is in the field generated by S ∩ K . Then we can extend σ
to an isomorphism S[a] → B.
Proof. We show that the field generated by S ∩ K does not add to Γ or k. Let b ∈ S ∩ K
be non-zero and let σ(b) = b′. Then for any polynomials fc over S ∩ K we have
v( f (1/b)) = v(∑ni ci b−i ) = v(b−n ∑i (ci bn−i ))
= −nv(b) + v(∑i (ci bn−i )) ∈ S ∩ Γ .
Let fc, gd be polynomials from S∩K . Suppose without loss of generality that the degree
ng of g is greater than the degree n f of f . Then
Res( f (1/b), g(1/b))
= (∑n fi ci b−i )(∑ngi di b−i )−1 + µ
= (∑n fi ci bng−i )(∑ngi dibng−i )−1 + µ
which is a term in b. Thus for any residue field formula ψ(1/b) over S, b−1, we can find
an A-equivalent quantifier free residue field formula.
We can extend σ to a field isomorphism taking 1/b to 1/b′, by quantifier elimination
for real closed fields. As S ∩ Γ and S ∩ k are not increased, we have that this extension is
a valued field isomorphism. 
Step 3: Extending σ such that the divisible hull of the value group of S ∩ K equals
dcl(S ∩ K ) ∩ Γ = S ∩ Γ .
By the previous two steps, we assume that S ∩ K is a field, S ∩ k is a field, and that
S ∩ Γ contains dcl(S ∩ K ) ∩ Γ .
Lemma 3.6. Let γ ∈ S∩Γ \(dcl(S ∩ K ) ∩ Γ ). Let a be generic in the ball U := Bcl(0, γ )
over S. Let f be a polynomial over S ∩ K of degree n. Then there is some m ≤ n and some
α ∈ dcl(S ∩ K ) ∩ Γ such that v( f (a)) = α + mγ .
Further α and m are determined by the quantifier free type of γ over dcl(S ∩ K ) ∩ Γ .
Proof. Recall that in Proposition 1.2 we defined the extension v+ of v to the algebraic
closure of K . Let f have roots r1, . . . , rn in the algebraic closure of S ∩ K . Then for
each i ≤ n, ri times its complex conjugate rci is an S-definable element of K . Thus
v+(ri ) = v+(rir ci )/2 is definable over S ∩ K .
For each i , consider v+((a, 0) − ri ). If ri ∈ U+, then v+((a, 0) − ri ) = γ as (a, 0) is
generic in U+. If r ∈ U+, then v+((a, 0)− ri) = min{v+((a, 0)), v+(ri )} = v+(ri ). Thus
if f (x) = c∏i (x − ri ), we have v( f (a)) = v(c)+∑i min{γ, v+(ri )} and the first part of
the lemma follows. The second part follows because min{γ, v+(ri )} = γ iff γ < v+(ri ),
which is a quantifier free formula in γ over dcl(S ∩ K ) ∩ Γ . 
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Proposition 3.7. Suppose γ is not in the divisible hull of the value group of S ∩ K . Then
for any polynomials f, g over S there are some c, d ∈ S ∩ K such that for any a with
v(a) = γ , we have Res( f (a), g(a)) = Res(c, d). Thus S[a] ∩ k = S ∩ k.
Proof. Pick any two polynomials f, g. Write f (x) = ∑i ci x i and g(x) = ∑i di x i .
Then for any a with v(a) = γ we have v(ci ai ) = v(c j a j ) for i = j because
otherwise γ = v(a) = v(ci/c j )/( j − i) which is in the divisible hull of S ∩ K .
Likewise v(d j a j ) = v(ci ai ) for i = j . Thus v( f (a)) = min{v(ci ai )} = v(clal)
and v(g(a)) = min{v(di ai)} = v(cmam) for some l, m which depend only on γ , and
not on a. Further, for j = l, we have v(c j a j ) > v(clal) and for j = m, we have
v(d j a j ) > v(dmam).
Case 1: v( f (a)) = v(g(a)). We can apply Note 2, as for each i , v(ci ai/g(a)) ≥ 0.
Thus Res(
∑
i ci a
i , g(a)) = Res(clal, g(a)) = Res(g(a), clal)−1. Again apply Note 2, as
for each i , v(di ai(clal)−1) ≥ 0. Thus
Res(g(a), clal)−1 =
[∑
j
Res(d j a j , clal)
]−1
= Res(cl , dl) ∈ S ∩ k
which is the required result.
Case 2: v( f (a)) = v(g(a)). Then Res( f (a), g(a)) = 0 ∈ S ∩ k.
It should be noted that results like this appear in [8] though the setting and proofs are
slightly different. We shall need the following, which is part of Theorem 2 from Section
4.2, Page 119, of [11].
Theorem 3.8. Let K1, K2 be fields. Let K2|K1 be a normal algebraic extension of finite
degree. Let v be a valuation of K1. Let v1, v2 be extensions of v to K2. Then there is some
valued field automorphism σ of K2 such that σ(v1) = v2.
Proposition 3.9. Let γ be in S ∩ Γ but not in the divisible hull of the value group of
S ∩ K . Let a ∈ A be left generic in Bcl(0, γ ) over S, γ , and let a′ ∈ B be left generic in
Bcl(0, σ (γ )) over σ(S), σ (γ ). Then
(1) We can extend σ to S[a] with σ(a) = a′ and
(2) S[a] ∩ Γ = S ∩ Γ .
Proof.
(1) Case 1: Consider the value group formula v( f (x)) > δ. By Lemma 3.6 we have that
v( f (a)) = α + nγ for some α ∈ dcl(S ∩ K ), and some natural number n.
Note that n and α depend only on the quantifier free type of γ over dcl(S ∩ K )∩Γ .
We have ensured that dcl(S ∩ K ) ∩ Γ is contained in S ∩ Γ . Thus by Lemma 3.6,
A | v( f (a)) > δ iffB | v(σ ( f )(a′)) > σ(δ).
Case 2: Now consider the residue formula
p(Res( f1(x), g1(x)), . . . , Res( fn(x), gn(x))) > r.
By Proposition 3.7 part 1. applied to Res( fi (a), gi(a)) we have that A |
p(Res( f1(a), g1(a)), . . . , Res( fn(a), gn(a))) > r iff
B |σ(p)(Res(σ ( f1)(a′), σ (g1)(a′)), . . . , Res(σ ( fn)(a′), σ (gn)(a′))) > σ(r).
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Case 3: Now we must consider atomic formulas in the field. We must show that for
any polynomial f over S ∩ K , A | f (a) > 0 iffB | σ( f )(a′).
We use induction on the degree of f . The result is trivial for degree zero
polynomials, as σ is an isomorphism from S toB. Suppose as an inductive hypothesis
that for all polynomials f of degree n with image polynomial f ′ (under σ ), we have
A | f (a) > 0 iffB | σ( f )(a′) > 0. Let g have degree n + 1.
Subcase 3.1: v(g(0) − g(a)) > v(g(0)). Then σ(g)(a′) > v(σ(g)(0)) by Case 1.
We have g(a) > 0 iff g(0) > 0 and we are finished.
Subcase 3.2: v(g(0) − g(a)) ≤ v(g(0)). Then σ(g)(a′) ≤ v(σ (g)(0)) by Case 1.
Here we will apply the inductive hypothesis to f , the derivative of g. Proposition 2.12
gives us that A | g(a) > 0 ↔ f (a) < 0. Thus by induction and another use of
Proposition 2.12, A | g(a) > 0 iffB | σ(g)(a′) > 0.
(2) This is a direct consequence of Lemma 3.2. 
Step 4: Extending σ such that the image of x → Res(x, 1) on S is S ∩ k.
Lemma 3.10. Let r ∈ S ∩ k. Then there is some a ∈ A with Res(a, 1) = r , and some
a′ ∈ B such that we can extend σ to an isomorphism S[a] → B taking a to a′.
Proof.
(1) Suppose there is some element a ∈ A ∩ K such that a ∈ rcl(S ∩ K ) and
Res(a, 1) = r . Then there is some minimum degree polynomial fc ∈ S[x] such
that f (a) = ∑ni ci ai = 0. For some i we have v(ci ) = min{v(c j ) : j ≤ n}. By Step
2, c−1i ∈ S ∩ K and so g(x) := c−1i f (x) is a polynomial over S ∩ V . The residue map
extends naturally to polynomials (coordinatewise on their coefficients). Now g(x) has
a root with residue r and so σ(g)(x) has a root a′ with residue σ(r). Extend σ by
putting a → a′. Now as f was irreducible, σ |S[a]∩K is a field isomorphism.
By Theorem 3.8, σ preserves value group formulas with parameters from S ∩ K ,
and by Step 3, all value group formulas are preserved.
Consider an arbitrary atomic formula in the residue field.
p(Res(q1(a), h1(a)), Res(q2(a), h2(a)), . . . , Res(qn(a), hn(a))) > s.
For each i we let di be an element of least value from the set of coefficients of
gi together with the coefficients of hi . Then di gi denotes the polynomial which takes
x → di gi (x) and so res(di gi) is defined, and similarly for di hi . Now
Res(qi (a), hi (a)) = Res(di qi (a)/dihi (a)) = res(di qi )(r)
res(di hi )(r).
Thus
p(Res(q1(a), h1(a)), Res(q2(a), h2(a)), . . . , Res(qn(a), hn(a))) > s
iff
p
(
res(d1q1)(r)
res(d1h1)(r)
,
res(d2q2)(r)
res(d2h2)(r)
, . . . ,
res(dnqn)(r)
res(dnhn)(r)
)
> s.
This is a quantifier free formula over S (as S ∩ k is a field) and so is preserved.
T. Mellor / Annals of Pure and Applied Logic 139 (2006) 230–279 247
(2) Suppose there is no element c in rcl(S ∩ K ) such that Res(c, 1) = r . Pick an arbitrary
a with Res(a, 1) = r and an arbitrary a′ with Res(a′, 1) = σ(r).
Subcase 1: Let q be a polynomial over S∩V . Let the roots of q be α1, α2, . . . , αn in
the algebraic closure of K . Suppose for a contradiction that for some i , v+(a−αi ) > 0.
Define R := rcl(S ∩ K ). Then U+ := {x ∈ K : v+(x − αi ) > 0} ∈ dclA(R). Recall
that this notation means definable in the sense of Aeq . Now by Proposition 1.10,
as (a, 0) ∈ U+, we have U := real(U+) is an open ball in A. It is fixed by
automorphisms fixing R and so is R-definable. Thus U is a ball in the model R, and so
contains some element u from R. We have that Res(u) = r again by Proposition 1.10
which is a contradiction.
Thus for every polynomial q over S ∩ V , if q(x) = c∏i (x − αi ) then v(q(a)) =
v(c), and so value group formulas are preserved.
Subcase 2: Residue field formulas can be handled exactly as in the proof of Case 1.
Subcase 3: We now consider formulas in the field sort. Let q(x) be a polynomial
over S∩K . Let q(x) :=∑i ci x i . For some j we have v(c j ) = min{v(ci )}; suppose c j
witnesses this minimum. Then f (x) :=∑i c−1j ci x i is a polynomial over S ∩ V . Thus
v( f (a)) = 0, and q(a) > 0 iff either c j > 0 and Res( f (a), 1) > 0 or c j < 0 and
Res( f (a), 1) > 0. So by Subcase 2 it follows that q(a) > 0 iff σ(q)(a′) > 0. 
Step 5: Extending σ to include rcl(S ∩ K ).
Proposition 3.11. Let g1, g2, . . . , gn, h1, h2, . . . , hn be polynomials over S ∩ K and let p
be a polynomial over S ∩ k. Let a ∈ A ∩ K . Then
(1) Suppose Res(g1(a), h1(a)) = 0 = Res(g2(a), h2(a)). Then
Res(g1(a), h1(a))Res(g2(a), h2(a)) = Res(g1(a)g2(a), h1(a)h2(a)).
(2) Define I := {i ≤ n : Res(gi(a), hi (a)) = 0}. Then∑
i Res(gi (a), hi (a)) > 0
iff one of the following hold
1.
∏
i∈I hi (a) > 0 ∧
∑
i∈I gi (a)(
∏
j =i∧ j∈I h j (a)) > 0∧
v
(∑
i∈I gi∈I (a)(
∏
j =i∧ j∈I h j (a))
)
= 0
2.
∏
i∈I hi (a) < 0 ∧
∑
i∈I gi (a)(
∏
j =i∧ j∈I h j (a)) < 0∧
v
(∑
i∈I gi∈I (a)(
∏
j =i∧ j∈I h j (a))
)
= 0.
(3) There is a boolean combination of atomic formulas A(S, a) over S, a in the field and
value group sorts such that we have
A | p(Res(g1(a), h1(a)), Res(g2(a), h2(a)), . . . , Res(gn(a), hn(a))) > 0
⇔ A | A(S, a).
Proof. 1 and 2 are trivial from the definition.
To prove 3 let p− be the sum of the monomials from p where the exponent of xi is zero
if i ∈ I . Then
A | p(Res(g1(a), h1(a)), Res(g2(a), h2(a)), . . . , Res(gn(a), hn(a))) > 0
⇔ A | p−(Res(g1(a), h1(a)), Res(g2(a), h2(a)), . . . , Res(gn(a), hn(a))) > 0.
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We can repeatedly use part 1 until p− is linear, and we can arrange that the coefficients
of p− are 1 as S ∩ k is the image of S ∩ K under Res(x, 1). Now one can use part 2 to
produce the atomic formulas in K and Γ . 
Proposition 3.12. Let a ∈ rcl(S∩K ). Then we can extend σ to an isomorphism from S[a].
Proof. By quantifier elimination for real closed fields, we can find some a′ ∈ B such
that, when we extend σ so that σ(a) = a′, atomic formulas with relations in the
field are preserved. Theorem 3.8 gives us that atomic formulas in the value group are
preserved (via an argument similar to that used in Proposition 3.11 Case 1, as we have
that S ∩ Γ = dcl(S ∩ K ) ∩ Γ ). For an atomic formula in the residue field we can find by
Proposition 3.11 some A-equivalent boolean combination of atomic formulas in K and Γ ,
so we are done. 
Final part of proof of Theorem 3.3
We must show that for any b ∈ A, we can find some b′ ∈ A and extend σ to an
isomorphism S[b] → B with b → b′. Firstly we extend σ so that its domain is some
S′ ⊃ S with S′ | T3. This is by Stages 1 to 5; note that we ensure that the valuation is
non-trivial via Stage 1. Now either b ∈ S′ when we are done, or b ∈ S′.
By quantifier elimination for RCVF there is some b′ such that we can extend σ so that
σ(b) = b′ and σ preserves any atomic LOR+DIV -formulas. It remains to show that the
extended σ preserves all atomic L3-formulas. Let A′ | RCVF be the LOR+DIV -structure
on A∩ K , where the field operations are those on A∩ K , and x |y iff v(x) ≥ v(y). We use
aB′ similarly.
Consider an arbitrary L3-formula in the value group, say v( f (b)) > γ . Then there is
some s ∈ S such that γ = v(s) and then
A | v( f (b)) > γ iff
A | v( f (b)) > v(s) iff
A′ | s| f (b) ∧ ¬ f (b)|s iff
B′ | σ(s)|σ( f )(b′) ∧ ¬σ( f )(b′)|σ(s) iff
B | v(σ ( f )(b′)) > σ(γ ).
For an atomic formula in the residue field we can find as above, by Proposition 3.11, some
A-equivalent boolean combination of atomic formulas in K and Γ , so we are done. 
3.1. Corollaries to quantifier elimination for T3
Lemma 3.13. Let C be a real closed valued field in the language L3. Then (ΓC,+,−,
0,>), and (kC,+,−, ., 0, 1,>) are fully embedded in Ceq .
Proof. Suppose A ⊆ Ceq is ∅-definable in Ceq . Then A∩Γ n is ∅-definable quantifier free in
L3 by Theorem 3.3. We show that for each atomic formula ψ in L3 which defines a subset
of Γ n , there is some ψ ′ in the language of ordered groups such that ψ(Cn) = ψ ′(Γ n). This
is trivial as the only atomic formulas without parameters which define proper non-trivial
subsets of Γ are atomic formulas in the value group sort. Thus Γ is canonically embedded.
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Now suppose that A ⊆ Γ n is definable; then it is definable from some c from K . Then
it is c-definable quantifier free in L3, again by Theorem 3.3.
We show that for every atomic formula ψ(c, x) ∈ L3(c) that defines a proper non-trivial
subset of Γ n there is some ψ ′(y, x) and some γ from Γ such that ψ(c,Cn) = ψ ′(γ ,Cn).
We can suppose that each of the parameters in c is in K , as if they are in Γ we have no
work, and if they are in k then there is no atomic formula defining a proper non-trivial
subset of Γ involving them.
Thus suppose l < ω and {mi }0<i≤l are from Z and for each i with 1 ≤ i ≤ n we
have some fi ∈ Q[c]. Suppose {ri }1≤i≤n are from Q. Then consider the formula ψ given
by
∑l
i=1 miv( fi (c)) >
∑
j≤n r j x j . Now put γi := v( fi (c)) ∈ Γ , so now the formula∑n
i=1 miγi >
∑
j r j x j defines the same set as ψ(c) and is a formula of the required type.
A similar proof works for k. 
Corollary 3.14. Let C be a model of T3; then Γ and k are o-minimal as embedded
structures in Ceq . In other words, if S ⊂ Γ (resp. k) is a definable subset of Ceq , we
have that S is a finite union of intervals and points using the order on Γ (resp. k).
Proof. This is clear, as, for example in k, every definable subset of k is definable in the
language of real closed fields by parameters from k, and thus a finite union of intervals and
points. 
As quoted earlier, o-minimality and canonical embedding of the value group is shown
in [12] in a much more general setting.
4. 1-types in real closed valued fields
In this section we consider the properties of 1-types of field elements of a real closed
valued fields leading to a classification. Here, again A | RCVF and B is a parameter set
from A. Firstly we consider a weakening of the notion of definable type.
4.1. Automorphism invariant types
Definition 4.1. Let C be an L-structure and B ⊂ Ceq a parameter set. Let p ∈ S1(C). Then
we say p is Aut(C/B)-invariant iff for every σ ∈ Aut(C/B), every ψ(x, y) ∈ L and every
b ∈ Cn we have p  ψ(x, b) ⇔ p  ψ(x, σ (b)).
Proposition 4.2. Suppose p ∈ S1(C) is B-definable. Then p is Aut(C/B)-invariant.
Proof. Let σ ∈ Aut(C/B). Suppose dψ(c, y) is the defining formula for ψ(x, y), so
c ∈ B . Then for any a ∈ Cn we have
p  ψ(x, a) ⇔ A | dψ(c, a)
⇔ A | dψ(σ(c), σ (a)) ⇔ A | dψ(c, σ (a)) as σ(c) = c
⇔ p  ψ(x, σ (a)). 
Definition 4.3. Let B be a parameter set from a weakly o-minimal structure C. Let
{C j : j ∈ J } be a sequence of B-definable convex sets decreasing by inclusion. Suppose
there is no B-definable set coinitial with ∩ j C j . Let p be the set of formulas containing for
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each j the formula x ∈ C j , and for every B-definable set A ⊂ ∩ j C j the formula x < A.
Then we say p is the left generic type of ∩ j C j over B. The right generic type of ∩ j C j over
B is defined analogously.
It should be noted that if p  x ∈ A for every A as above, then p must prove that
x < A for every such A, or that x > A for any such A. This is because the smallest convex
set containing A1 and A2 is B-definable if A1 and A2 are B-definable. Note also that if
there were a B-definable set A coinitial with ∩ j C j , then p defined above would be the left
generic type of A.
Proposition 4.4. Assume the setting of Definition 4.3. Let p be the left generic type of
∩{Ci : i ∈ I }. Then
(1) p is a complete type and
(2) p is Aut(C/B)-invariant.
Proof.
(1) We use Proposition 2.1. Let A be a B-definable convex set. Then either
(a) there is some i ∈ I such that for all j > i we have A ∩ C j coinitial with C j or
(b) there is some i ∈ I such that for all j > i we have A ∩ C j not coinitial on C j . In
this case one of the following holds:
(i) for each j > i , for every x ∈ C j and every y ∈ A we have y < x ;
(ii) for each j > i , there is some x ∈ C j such that for all y ∈ A we have x < y.
Case (a) gives p  x < {y : y > A} ∧ x > {y : y < A}; thus p  x ∈ A as A is
convex. Case (b)i gives us p  A < x directly and (b)ii gives us that {y : y < A} is
coinitial with each Ci so p  x ∈ {y : y < A}; thus p  x < A.
(2) Let ψ(x, a) ∈ p, and let σ ∈ Aut(C/B). Then, by the proof of part 1 there is some
i ∈ I such that for all j > i , ψ(C, a) is initial with Ci . As σ is an order automorphism
ψ(C, σ (a)) is coinitial with σ(C j ) for each j > i . However σ(C j ) = C j as C j is
B-definable, so again by the proof of part 1 we have p  ψ(x, σ (a)). 
4.2. A classification of 1-types
Definition 4.5. A type p over B is valuational iff for any a | p we have [dcl(a B) ∩ Γ ] \
[dcl(B) ∩ Γ ] = ∅. Similarly a type p is residual iff it definably increases the residue field.
A type is immediate iff it is neither valuational or residual.
Suppose S is a definable set. Then ilt(S) (interior lower) is the left generic type of S
and iut(S) (interior upper) is the right generic type of S. Also elt(S) (exterior lower type)
is the right generic type of {x : x < S} and eut(S) is the left generic type of {x : x > S}.
Finally a+, a−, ∞+, and ∞− refer to ilt({x : x > a}), iut({x : x < a}), iut(K ) and ilt(K )
respectively.
We know by Proposition 2.13 that the definable 1-types over a model are the order
generics of definable sets. By the characterization of definable sets in Theorem 1.5 we
have that any definable (non-isolated) 1-type over a model is in one of the above forms.
Now we will consider non-definable types.
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Definition 4.6. Now let A | RCVF, and let B be a parameter set. We name two classes of
1-types over B .
• T1: p determines a non-definable cut in redB(U) for some closed ball U , or
• T2: p is an order generic type of some strictly decreasing chain of balls (Ui )i∈I .
Proposition 4.4 shows that those in T2 are Aut(A/B)-invariant types.
Proposition 4.7. Let p be a non-definable type over a model A.
(1) If p is T1 then p is residual.
(2) If p is T2, then p is not residual.
Proof. The first assertion is clear because redA is definably isomorphic to k. The second is
because in some extension, the intersection of this chain of balls contains an element; see
[7], Theorem 2. 
For each p ∈ SK1 (B), we define
D(p) := {U ∈ dcl(B) ∩ (Bop ∪ Bcl) : (x ∈ U) ∈ p}.
Note that D(p) is totally ordered under inclusion. We will say D(p) is unbounded if the
radii of its members are unbounded upwards in dclΓ (B). We also define
E(p) := {W ∈ dcl(B) ∩ (Bop ∪ Bcl) : ∀U ∈ D(p)(W ⊆ U)}.
If D(p) is empty then p = ∞+ or p = ∞−. Now consider the p such that D(p) is
bounded. Firstly note that D(p) has a smallest member U iff p is a generic type of U .
The rest of the section will allow us to prove the following.
Proposition 4.8. Let p be a 1-type in K over the real closed valued field A. Then:
(1) p is residual iff it is of one of the following forms:
• ilt(U) or iut(U) for closed ball U,
• elt(U) or eut(U) for open ball U,
• T1.
(2) p is valuational iff it is of one of the following forms:
• ilt(U) or iut(U) for open ball U,
• elt(U) or eut(U) for closed ball U,
• T2 such that⋂ D(p) contains some definable subset,
• a+ or a− for field element a, or
• ∞+ or ∞−.
(3) If p is immediate it is isolated or of type T2, where⋂ D(p) = ∅.
Proposition 4.9. Suppose there is a least member U of D(p) (under inclusion), and that
U is open. Then p is an order generic type of U.
Proof. We prove the contrapositive. Let u | p in some extension. Suppose there were
some S1 ≤ u ≤ S2 with S1, S2 both B-definable subsets of U that witness that u is not
order generic in U . Let S := {z : S1 < x < S2}; then u ∈ S. Let s1 ∈ S1 and s2 ∈ S2. Then
W := Bcl(s1, v(s1 − s2)) is B-definable and contains S and so contains u. As U is open,
v(s1 − s2) > |U | and so W is a proper subball. 
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Recall that redB(U) is totally ordered. Any cut ζ in redB(U) determines a complete type
p over B such that U is the least member of D(p) by Proposition 2.1. If ζ is a definable
cut then there is some W ∈ redB(U) such that p is either left generic in {x : x > W } or
right generic in {x : x < W }. Otherwise ζ determines a T1 type.
Proposition 4.10. Suppose there is no least member of D(p), but there is some greatest
member U of E(p). Then U is closed, and p is either left generic in {x : x > U} or right
generic in {x : x < U}.
Proof. Suppose U is open. Then either it, or the closed ball of the same radius containing
it, would be the least member of D(p). This is contrary to the hypothesis, so U is closed.
Now (x ∈ U) ∈ p so suppose (x < U) ∈ p. For any A-definable convex set C we have
that v(C−U) := inf{v(c−u) : c ∈ C∧u ∈ U} ∈ dclΓ (A) so Bop(U, v(C−U)) ∈ dcl(A).
So if C < U then (x > C) ∈ p. 
Proposition 4.11. Suppose D(p) has no least member and E(p) has no greatest member.
Let (Ui )i∈I be any cofinal sequence of D(p). Then p is the left or right generic type of⋂
i∈I Ui , and thus is T2.
Proof. By assumption p  x ∈ Ui for every i ∈ I . Let C be any B-definable set such
that C ⊂ Ui for every i ∈ I . We must show that p  x ∈ C , by the comment under
Definition 4.3. Note that W := Bcl(C, |C|) is B-definable, so suppose W ∈ D(p). Then
there is some i ∈ I such that |Ui | > |C|. Thus there exists some c ∈ C \ Ui which is a
contradiction. Thus W ∈ E(p) and p  x ∈ W ∧ C ⊆ W . 
Proposition 4.12. Suppose p is a non-algebraic type. Suppose D(p) is unbounded. If⋂
D(p) ∩ dclK (B) = ∅, then p = a+ or p = a− for some a ∈ dclK (B).
Proof. Suppose there is some a ∈ dclK (B) with a ∈ U for each U ∈ D(p). Then
(v(x−a) > γ ) ∈ p for each γ ∈ dclΓ (B). Suppose x > a ∈ p. Then for any a′ ∈ dclK (B)
with a′ > a, we have that v(a′ − a) ∈ dclΓ (B) so x < a′ and p = a+. Similarly if
p  x < a then p = a−. 
Thus a non-definable type is either T1 or T2.
Proof of 4.8. The third clause follows from the fact that all other non-isolated types appear
in the first and second clauses. To see for example that the interior lower type of an open
ball U is valuational, note that the ball contains an element a as A is a model, and for any x
left generic in U we have v(x −a) ∈ A∩Γ by Proposition 2.3. Also the set of realizations
of the left generic type of U is bijective with the set of realizations of the left generic type
of U − a. Thus by Proposition 3.7 this type is not residual. We work similarly with the
other forms of types using Propositions 3.7 and 2.11 and 2.3. 
We note that the valuational types of sort elt(U) and eut(U) for closed U are again
the left and right generic types of the intersection of closed balls containing U , and a
similar result holds for elt({a}), eut({a}), ilt(K ) or iut(K ). Thus we can characterize all
non-residual non-isolated types as either the left or right generic type of an open ball or
the left (or right) generic type of a chain of closed balls that is not coinitial (respectively
cofinal) with any A-definable set.
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5. Torsors and the geometric sorts
In this section, we consider various important parts ofAeq . We shall be coding the germs
of functions to V -torsors later, so we consider these in the first subsection.
The second subsection introduces V -lattices, which allow us to define the geometric
sorts. These are the sorts to which we later prove elimination of imaginaries.
5.1. V -Torsors
Let K be any field and V a valuation ring of K .
• A V -torsor is defined to be any coset of a V -submodule of K n .
• Given a torsor T , there is a unique module M such that T is a coset of M . This will be
denoted as M(T ).
• Given two modules M1 and M2, a torsor T2 of M2 is a subtorsor of a torsor T1 (of M1)
iff it is a subset of T1. This implies that M2 ⊆ M1.
The proof of the following is a simple calculation which can be found in [10].
Proposition 5.1. Let T ⊆ K n be non-trivial. Then T is a V -subtorsor of K n iff for every
t1, t2, t3 ∈ T and a ∈ V we have
(1) t1 + t2 − t3 ∈ T ,
(2) at1 − (a − 1)t2 ∈ T .
Definition 5.2. For every i ∈ ω define Θi as the set of definable subtorsors of K i . Given
T ∈ Θi let M(T ) be the unique module that T is a coset of (as described above).
Let T1, T2 be torsors. A pair (g, c) is an affine homomorphism from T1 to T2 iff all the
following hold.
• g is a module homomorphism from M(T1) to M(T2).
• c : T1 → T2.
• For every t ∈ T1 and every m ∈ M(T1) we have c(t + m) = g(m) + c(t).
Let Aff(T1, T2) be the set of affine homomorphisms from T1 to T2.
Note that Θ1 = Bcl ∪ Bop ∪ K ∪ {K }.
Let (g1, c), (g2, c) ∈ Aff(T1, T2). Let m ∈ M(T1). Now if t ∈ T1 we know that
g1(m) = c(t + m) − c(t) = g2(m). Thus g1 = g2.
Definition 5.3. Let T be a subtorsor of K n . Then define fiber : π1(T ) → π2,...,n(T ) to be
the function given by fiber(x) := {y ∈ K n−1 : (x, y) ∈ T }.
Proposition 5.4. Let T ∈ Θn. Let R ⊆ n. Let x, y both be in π1(T ). Then
(1) πR(Θn) ∈ Θ|R|,
(2) fiber(x) and fiber(y) are torsors and
(3) M(fiber(x)) = M(fiber(y)).
The simple proofs to these and other algebraic results illustrating the structure of torsors
can be found in [10]. We finish with the important result that will be used in the proof of
elimination of imaginaries.
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Lemma 5.5. (1) Let M be a definable V -submodule of K n. Then there is a definable
subtorsor T of K n−1 and some γ ∈ Γ such that M is interdefinable with the pair
(T , γ ).
(2) Let T be a definable subtorsor of K n−1. Then there is a definable V -submodule M of
K n such that T  and M are interdefinable.
Proof. The proof is identical to that in [3]. The proof requires that the field is maximal (no
proper immediate extensions) and is model complete. This allows us to find field elements
over which the isomorphism is definable. For algebraically closed valued fields this was
proved by Robinson, but follows for real closed valued fields by quantifier elimination in
[1]. 
5.2. The geometric sorts
Definition 5.6. Let n < ω. Let A := {a1, a2, . . . , an} ⊆ K n . Define M(A) to be the
module generated by A linearly over V .
We say A is V -linearly independent iff there are no non-trivial linear relations between
members of A over V . In this case, we say M(A) is a V -lattice of K n . For each n < ω we
define Sn to be the set of V -lattices of K n .
One can see that Sn is bijective with the set of equivalence classes of V -linearly
independent size n subsets of K n , under the equivalence relation A ≡ A′ iff M(A) =
M(A′). Thus Sn is a uniformly definable family of subsets of K n and is a natural sort in
K eq . We will show that S1 is the set of closed balls with centre zero. Thus the definition of
red below is an extension of the definition given in Section 1.2 for closed balls.
Definition 5.7. For any n < ω, for any M ∈ Sn we define red(M) := M/µM , and we let
Rn :=⋃{red(M) : M ∈ Sn}. Finally define τn : Rn → Sn by τn(z) = M iff there is some
a ∈ M such that z = a + µM .
Proposition 5.8. Let M ∈ Sn. Then:
(1) There is some definable module isomorphism σ : M → V n.
(2) red(M) is definably isomorphic to kn.
(3) If n = 1 then M = Bcl(0, γ ) for some γ ∈ Γ .
Proof.
(1) M ∈ Sn so M = M({a1, a2, . . . , an}) for some V -linearly independent
{a1, a2, . . . , an}. For each i ≤ n let σ(ai ) = ei be the i th coordinate vector of K n . Now
σ extends to an isomorphism of M as {a1, a2, . . . , an} is linearly independent, and σ
is obviously onto V n . Note that this is not a canonical isomorphism as {a1, . . . , an} is
not a canonical basis. In particular, σ will not generally be M-definable.
(2) We use σ as in (2). Define f (x + µM) = σ(x) + µV n . Then if z1 + µM = z2 + µM
we have f (z1 + µM) = f (z2 + µM) as σ is an isomorphism, so f is well defined.
Also f is a vector space isomorphism as σ is a module isomorphism.
(3) M ∈ S1 so M = M({a}) for some a. Let γ := v(a); then it is trivial to check
M = Bcl(0, γ ). 
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Proposition 5.9. Let M be a V -lattice in K n. Let I ⊂ {1, . . . , n}. Then πI (M) is a
V -lattice in K |I |.
Proof. This follows from an argument similar to that given in [3] Lemma 2.2.7 and so is
omitted. 
The geometric sorts are G := K ∪ Γ ∪ k ∪ {Si }i<ω ∪ {Ri }i<ω . We will go on to show
elimination of imaginaries for real closed valued fields to these geometric sorts.
A similar construction can be found [3], to obtain the geometric sorts in K . We shall
call these G.
6. Germs of functions, coding, strong coding, and matching
For any structure C, B ⊂ Ceq and collection of sorts S, define dclS(B) := dclCeq (B)∩S.
We say an element s of Ceq has a code in the sorts S iff dcl(dclS(s)) = dcl(s). In other
words we can find some sequence from the sorts S which is interdefinable with s in Ceq .
This sequence will be called a code for s. Elimination of imaginaries to the sorts S is
equivalent to showing we have a code in S for all s ∈ Ceq . The following lemma is stated
in Remark 3.2.2 from [3].
Lemma 6.1. Let A be a large saturated structure, and {Ri : i ∈ I } a collection of sorts
from Aeq , with R0 = A, and R = ∪i∈I Ri . Suppose, for every definable subset S of A,
every i ∈ I , and every definable function f : S → R, that (S, f ) is coded by some tuple
from R. Then every element of Aeq is coded in R.
Proof. We show by induction that every definable n-ary relation on A is coded. The case
n = 1 holds as the identity function on A restricted to S is definable. So assume that
every definable subset of An is coded in R. Let X ⊂ An+1. Let Y := π{1}(X). Define
fiber : Y → An by fiber(a) := {x : (a, x) ∈ X}. Then for each a we have by induction
that fiber(a) is coded by some c(a) in R. By compactness and saturation, the function
c : a → c(a) is definable, and Y can be partitioned into finitely many definable pieces
Y1, Y2, . . . , Yk such that for each i ∈ {1, . . . , k} we have that c|Yi is to some product of the
R j s (and i is determined by the product). Now by assumption each pair (Yi , c|Yi ) is coded
by some tuple ei in R. Now X is coded by (e1, e2, . . . , ek). 
Remark 6.2 (Strategy for Proof of Theorem 11.2). We will use Lemma 6.1 when A is a
real closed valued field and R = G. Below we introduce a notion called matching. It is
enough to show that a function is matched on every type and apply compactness and obtain
a code for the function. Thus, one can think of matching a function on a type as similar to
“locally coding the function”. In the following sections will show that we have matching
on every type. Matching is also related to strong coding of germs of functions which we
also present here.
Definition 6.3. • Let p ∈ S1(A) be a type. Let c and d be from A. Let f, g be functions
defined over c, d respectively. Then we say f and g have the same germ on p in B iff
f (x) = g(x) for every x ∈ P .
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• Let c ∈ A. Let h be a definable function, defined by the formula φ(x, y, c) where
ln(c) = n and suppose p is a definable type over A. Then we define an equivalence
relation on An so that z ≡ z′ iff the functions defined by φ(x, y, z) and φ(x, y, z′) have
the same germ on p. Then the germ of h on p relative to φ in B is c/ ≡.
Proposition 6.4. Let A be some model. Let p ∈ S1(A). Let f, g be functions definable over
c, d respectively. Let B1,B2 be |A|+-saturated models containing A. Then f and g have
the same germ on p inB1 if they do in B2.
Proof. Suppose f and g have the same germ on p in B1. Let a ∈ B2 with tp(a/A) = p.
We must show that B2 | f (a) = g(a). Now p is realized in B1; let a′ | p be in B1.
ThenB1 | f (a′) = g(a′) so p  f (x) = g(x). ThusB2 | f (a) = g(a). 
In view of this we just talk of two functions f, g having the same germ on p iff they
have the same germ on p in some |A|+-saturated model containing Bcd.
Proposition 6.5. Suppose the function f is defined by the formula φ(x, y, d). Suppose p
is a definable type in A. Then the germ of f on p relative to φ is a definable set.
Proof. Let ψ(x, z, z′) be the formula ∃y(φ(x, y, z) ∧ φ(x, y, z′)). Define the equivalence
relation ≡φ on An by w ≡φ w′ iff ψ(x, w,w′) is in p. As p is a definable type there is
some dψ(z, z′), the defining formula for ψ . Now the germ of the function defined by d
on p and the germ of the function defined by d ′ on p are the same iff p  ψ(x, d, d ′) iff
A | dψ(d, d ′). Thus the germ of the function defined by φ(x, y, d) on p is dψ(d,An).

We name the imaginary corresponding to this definable set germ( f, p)φ . Note that
if f is definable via two formulas ψ and φ, then germ( f, p)ψ and germ( f, p)φ are
interdefinable, so we will omit the subscript.
In the following, the definition of a code for a germ of a function on a definable type
is merely an instance of the general definition of coding. It is included to compare with
strong coding and matching.
Definition 6.6. • Let h be a definable function. Let p ∈ S1(A). Suppose p is definable
over dclG(h). We say that the germ of h on p is coded in G iff there is some e from
G such that the germ(h, p) ∈ dcl(e) and e is definable from the germ(h, p) (in Aeq ).
• A code e for the germ of a function h on a h-definable type p is strong iff there is an
e-definable function g agreeing with h on p.
The advantage of a strong code that we use here is that it gives a definable function. This is
a more robust object than an equivalence class under interpretations, or use of compactness.
If p is not a definable type then the notions above are not applicable. We still wish to
find some definable function agreeing with f on p, because of this robustness. The germ
of f on p is not necessarily an object in Aeq but f itself is.
Definition 6.7. Let h be a definable function h : A → G. Let B := dclG(h), and
p ∈ S1(A). Then h is matched on p in G iff there is some g : A → G such that g and h
agree on P and g ∈ dcl(B).
If p is h-definable then dclG(germ(h, p)) ⊆ dclG(h). This gives the following.
T. Mellor / Annals of Pure and Applied Logic 139 (2006) 230–279 257
Proposition 6.8. Let h be an A-definable function, and p ∈ S1(A) a h-definable type.
Suppose there is a strong code for germ(h, p). Then h is matched on p.
7. The algebraically closed valued field
In Section 1.1, we introduced the structure K , the definable algebraically closed field
living in K 2. Any subset S ⊆ K n can be thought of as a subset of K 2n; when thought of
like this it will be written as κ(S). This gives a natural inclusion of K eq in K eq . We can
also embed K into K via K ∼ K × {0} ⊂ K , and we call this map . The main goal of
the section is to prove the following theorem and the corollary below.
Theorem 7.1. Let A | RCVF, and let G ⊂ Aeq be the geometric sorts of Aeq . Let A be
the algebraic closure of A, and let G ⊂ Aeq be the geometric sorts of Aeq . Suppose a ∈ G;
then there exists some b ∈ G such that dcl(b) = dcl(a).
Corollary 7.2. Let M be a definable submodule of K n. Let
M+ := the V -submodule of K n generated by {(x) : x ∈ M} ⊆ K n .
Let b ∈ K n; define T := b + M, and T + = (b, 0) + M+. Then all of the following hold.
(1) π{1,3,5,...,2n−1}(κ(M+)) = M.
(2) Any automorphism σ of K fixes M setwise iff it fixes M+ setwise.
(3) Any automorphism σ of K fixes T setwise iff it fixes T + setwise.
(4) M and T are coded in G.
Proof.
(1) Firstly suppose
(m1, m2, . . . , mn) ∈ M then
((m1, 0), (m2, 0), . . . , (mn, 0)) ∈ M+ thus
(m1, m2, . . . , mn) ∈ π1,3,...,2n−1(κ(M+)).
Now suppose m := (m1, m2, . . . , mn) ∈ π{1,3,...,2n−1}(κ(M+)). Then it is easy to
show that (m) ∈ M+; thus there is some l1, l2, . . . , lq from M and ((bi,1, bi,2))i≤q
from V such that (m) =∑ j≤q(b j,1, b j,2)(l j ). We can pick the li s to be V -linearly
independent. Now
∑
j b j,2l j = 0 so each b j,2 = 0. Also each l j ∈ M and each
b j,1 ∈ V so m =∑ j≤q b j,1l j ∈ M .
(2) M+ is obviously fixed by A-automorphisms fixing M . The other direction follows
immediately from the previous part.
(3) Suppose σ fixes T and takes b to b′. Then σ fixes M and so M+. Also b′ − b ∈ M , so
(b′) − (b) ∈ M+. Thus T + = (b) + M+ = (b′) + M+ = σ(T +).
Now suppose σ fixes T +, taking b to b′. We certainly have σ(M+) = M+, so
σ(M) = M . As σ is an automorphism of K , b′ ∈ K and (b) − (b′) ∈ M+, so
b − b′ ∈ M . Thus T = b + M = b′ + M = σ(T ).
(4) This follows as K has elimination of imaginaries to G and every element of G is coded
in G by Theorem 7.1. 
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Before proving Theorem 7.1 we shall consider the relation between dclAand dcl (recall
this notation from Section 1.1).
Definition 7.3. • When S is a set and m ∈ N, we write Pm(S) to be the set of subsets of
S of cardinality at most m.
• Let f : A→ S be an function in dcl(B), such that S := Im( f ) is a uniformly definable
family of subsets of An . Let B ⊆ C and let p be a type over C . We say that f is
approximatable at p iff there is some family of subsets S∗ of An , some m < ω and
some function f ∗ : A → Pm(S∗) with f ∗ ∈ dclA(B) such that if a | p then there is
some b ∈ f ∗(a) such that f (a) = b ∩ An .
Proposition 7.4. Let f : A → A be a definable function. Then f is approximatable
everywhere.
Proof. For any a ∈ A we have f (a) ∈ dcl(Ba) = rcl(Ba), so f (a) is a root of some
g(a, x) where g is a polynomial over B of degree n. Now define f ∗ : A → Pn(A) such
that f (x) := {y : g(x, y) = 0}. 
Showing that all unary functions to the geometric sorts are approximatable is a key part of
the proof of elimination of imaginaries. For now we note that this property can be thought
of as a partial converse to the following.
Proposition 7.5. Let t ∈ Aeq . Let s be a sequence from Aeq . Suppose t ∈ aclA(s). Then
t ∈ dcl(s).
Proof. t ∈ acl(s) because A is a definable structure in A. In Aeq , however, algebraic
closure equals definable closure, by 2.16. 
7.1. Proof of Theorem 7.1
Definition 7.6. Let A ⊂ K n; then define
AI := {κ(a) : a ∈ A} ∪ {κ((0, 1).a) : a ∈ A} ⊆ K 2n.
Proposition 7.7. Let A ⊂ K n. Then the following are equivalent:
(1) A is a V -linearly independent set.
(2) AI is a V -linearly independent set.
Proof. Suppose “not 2”. Then there is some {y j,l : j ≤ n ∧ l ∈ {1, 2}} ⊆ V such
that
∑
j y j,1κ(a j ) +
∑
j y j,2κ((0, 1)a j ) = 0, and {y j,l : j ≤ n ∧ l ∈ {1, 2}} = {0}.
Setting y j = (1, 0)y j,1 + (0, 1)y j,2 ∈ V for each j ≤ n, we have ∑ j y j a j = 0 and{y j : j ≤ n} = {0}. This is “not 1”.
Now suppose “not 1”. Then there is some {y j : j ≤ n} ⊂ V n , with {y j :
j ≤ n} = {0}, and ∑ j y j a j = 0. For each j ≤ n, we define y j,1 ∈ V and
y j,2 ∈ V via (1, 0)y j,1 + (0, 1)y j,2 = y j (this is well defined as κ is a bijection). Then∑
j y j,1κ(a j ) +
∑
j y j,2κ((0, 1)a j ) = 0, and {y j,l : j ≤ n ∧ l ∈ {1, 2}} = {0}. This is
“not 2”. 
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If A ⊂ K n generates a lattice then |A| = n and A is linearly independent. Thus AI is
linearly independent and |AI | = 2n and AI generates a lattice in K 2n . Then it is a simple
calculation to show that x ∈ M(A) iff {κ(x),κ((0, 1)x)} ⊆ M(AI ) iff κ(x) ∈ M(AI ).
Then if A1 and A2 generate lattices in K
n
, the following are equivalent.
(1) A1 and A2 generate the same V -lattice in K n .
(2) AI1 and AI2 generate the same V -lattice in K 2n .
Definition 7.8. Given a V -lattice T of K n , define T I as the V -lattice of K 2n such that for
any n-set A which freely generates T , we have that AI freely generates T I .
Proposition 7.9. Any definable V -lattice T of K n is interdefinable in Aeq with the V -
lattice T I of K 2n.
Proof. Let σ be any automorphism of Aeq . Let G(T ) be the set of V -linearly independent
sets that generate T . Let G(T I ) be the set of V -linearly independent sets A such that both
• A generates T I and
• for each (a1, a2) ∈ A with ln(a) = ln(b) = n we have (−a2, a1) ∈ A.
Then G(T I ) is certainly interdefinable with T I . Now σ fixes T iff it fixes G(T ) and
similarly σ fixes T I iff it fixes G(T I ). The ∅-definable mapping κ is a bijection that maps
G(T ) onto G(T I ), so σ fixes T iff σ fixes T I . 
Proposition 7.10. Let T be a V -lattice in K n. Let a ∈ T . Then for any x ∈ K n we have
x ∈ a + µT iff κ(x) ∈ κ(a) + µT I .
Proof. Suppose x ∈ a + µT ; then there are b ∈ µ and c ∈ T such that x = a + bc.
Thus κ(x) = κ(a) + κ(bc). Suppose κ(b) = (b1, b2) and κ(c) = (c1, c2). Then
κ(bc) = (b1c1 − b2c2, b1c2 + b2c1) ∈ µT I . The argument works similarly in the other
direction. 
Corollary 7.11. For any n for every definable element r of Rn, there is an element r ′ of
R2n interdefinable with r in K eq .
Proof. Again this is because κ is an ∅-definable function in K eq . 
Proof of Theorem 7.1: It is clear that any element a of A is interdefinable with κ(a).
The other sorts in G are of the form Sn or Rn . However we have proved the result for these
cases in Proposition 7.9 (for Sn) and Corollary 7.11 (for Rn).
8. Matching on residual types
As remarked earlier, our strategy towards proving Theorem 11.2 is to first show that
every unary function is matched on every one type. In this section we consider residual
types, and we have two goals. The first goal is to show that every function is matched on
every residual type. The second is to show that if the type is definable, then the germ of the
function on that type has a strong code. This second part is needed to show matching for
functions on valuational types in Section 10.
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Proposition 8.1. Let C ⊆ B ∩ K . Then
(1) rcl(C) = dcl(C) ∩ K and
(2) if U is a C-definable ball, then U contains some C-definable field element.
Proof.
(1) Let b ∈ dcl(C) ∩ K . Then b is definable by some formula from LOR+DIV which
is RCVF equivalent to a quantifier free formula by [1]. Thus b is definable by a
conjunction of atomic formulas ∧i ψi (x, c). If b is in the interior of finitely many
sets then b is in the interior of their intersection. Any atomic formula with div as the
relation defines a union of proper convex sets. Thus if ψi (x, c) is in the value group
then b is in the interior of ψi (x, c). Thus b is an endpoint of some set defined by an
atomic formula in the field sort. Any atomic formula with field equality or inequality as
the relation defines a finite union of convex sets with endpoints in rcl(C)∩{+∞,−∞}.
Thus b ∈ rcl(C).
(2) Suppose |dcl(C)∩Γ | = 1; then dcl(C) is a model. Thus, as the closed (open) subballs
of radius γ are a uniformly definable family of sets, U contains some element of
dcl(C). If |dclΓ (Ca)| = 1 then all definable subtorsors of Kdcl(C) are either Kdcl(C) or
{b} for some b ∈ Kdcl(C). 
Proposition 8.2. Suppose B is a real closed valued field. Let C ⊆ B ∩ K . Let T be a
C-definable torsor. There is some (b1, . . . , bn) ∈ T with each bi ∈ rcl(C).
Proof. First suppose that |dcl(C) ∩ Γ | = 1. Then every definable set is definable in the
language of ordered rings and by the proof of elimination of imaginaries for real closed
fields the proposition follows.
Now suppose |dcl(C) ∩ Γ | = 1. Thus dcl(C) is a model. We work inductively on the
base case coming from 8.1. Thus suppose true for all subtorsors of K n−1. Consider π1(T )
which is a subtorsor of K and contains an element b1 of rcl(C). Now fiber(b1) is a torsor
of K n−1 and so contains some b2, b3, . . . , bn ∈ rcl(C) by the inductive hypothesis. Then
b1, b2, b3, . . . , bn is the required sequence. 
These propositions indicate a strategy for a proof of the matching and coding results
on residual types. For orientation, we sketch this strategy. Firstly recall that, for every
i ∈ ω, Θi denotes the set of definable subtorsors of K i . By Proposition 8.2 we think of a
C-definable function h : K → Θ1 as being (locally) defined such that h(a) is the ball of
size γ containing b (which is a root of a polynomial g(x, a) over C). Consider the function
galg : K → P(Θ1) which takes a to the set of balls of radius γ containing a root of g(x, a).
This function is definable in the valued field language, and its germ on a definable residual
type has a strong code.
There are, of course, various choices of g, but we show that there is a g such that the
code for galg provides a strong code for the germ of h on a definable residual type. We
simultaneously prove a matching result for residual types which are not definable. The
arguments will run concurrently: we shall state the hypothesis and proofs for the definable
types, and show where the things are changed for non-definable types in brackets. The
major difference is that instead of requiring certain automorphisms to fix the germ of h on
p, we require that they fix h restricted to p.
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A residual type is a generic type of a closed ball U . If a ∈ U is generic in U over
B , then we have that (a) is generic in U+ over (B). Indeed, for any (B)-definable
subball W+ of U+ containing a, then by Proposition 1.10 we have that π1(κ(W+)) is a
B-definable subball of U containing a.
This is the basis of an inductive argument which will follow later, and runs along similar
lines.
It is important that the result we are quoting from [3] is a strong coding result. If we just
had a code for germ(galg,U+), this would not be enough to code germ(h, p) because, in
general, germ(h, p) is not definable over germ(galg,U+).
8.1. The base case, h : K → Θ1
We present the case h : K → Bop ⊂ Θ1. The argument for functions K → Bcl is
almost exactly the same (some strict inequalities become non-strict). Similarly if h : K →
K then the same argument carries through if we define halg(x) := {y ∈ K : gc(x, y) = 0}
in Definition 8.4. Also for p not definable we use the same steps but some of the hypotheses
are weaker; in particular, instead of considering automorphisms of A fixing the germ of h
on p, we consider automorphisms of A fixing h.
Hypothesis A:
• A is some model of the theory of real closed valued fields (contained in some large
modelB).
• h is an A-definable function h : K → Θ1.
• U is an h-definable closed ball in A, and p is a definable generic type of U over A.
• a ∈ B \A is such that tp(a/A) = p.
(Let Hypothesis A′ state that p is a residual type but not necessarily definable, and define
P := {x ∈ B : x | p}.)
From now on we assume Hypothesis A. Also assume that h : K → Bop (as we noted
above, the other cases are similar).
Proposition 8.3. There is some c, a sequence from K ∩ A, such that
(1) h is c-definable,
(2) γ := |h(a)| is c-definable,
(3) p is c-definable in Aeq ,
(4) there is some gc(y, z) a polynomial such that gc(y, a) has a root in h(a).
Proof. We show that for each of the first three parts there is a finite sequence defining what
is required. The concatenation is then a finite sequence defining all parts together. Part 1 is
obvious as h is a definable object in K eq . For part 2 A is a model and p residual, so by the
classification of 1-types it is not valuational. Thus there is some b ∈ A∩ K with v(b) = γ
as RCVF proves that v is onto Γ . Part 3 follows because all definable types in a weakly
o-minimal structure are definable over a finite set; see Lemma 2.16.
Now part 4 follows from Proposition 8.1. 
Fix such a c and gc. (Note that the above Proposition part 3 is neither true, nor used, for
p a non-definable type.)
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Definition 8.4. • Define h1(a) := h(a)+.
• Define galgc : K → Pn(Bop) by
galgc (x) := {W ∈ Bop : ∃y ∈ K (y ∈ W ∧ |W | = γ ∧ gc(x, y) = 0)}.
• Each ball W ∈ galgc (x) is called a component of galgc (x).
• The number of components of galgc (a) is called the degree of galgc (x) on p.
Note that galgc is a function definable in the valued field language (without the order) over
c. Note also that h1(a) ∈ galgc (a) for each c and g.
Let Z(h, p) be the set of pairs (c, h′) such that c is from A and h′ : K → Pn(Bop) with
the following properties.
• h is c-definable in Aeq (recall that this is via a formula in LeqOR+DIV ).
• h′ is (c)-definable in Aeq (recall that this is via a formula in LeqR+DIV ).• h1(a) is an element of h′(a).
• The degree of h′ on p is n a finite natural number.
We have shown above that Z(h, p) is non-empty. Thus we pick some (c, halgc ) from
Z(h, p) such that the degree of halg on p is minimal. For any other parameter set c′, let
the function halg
c′ be the one defined identically to h
alg
c but replacing the parameters from c
by those from c′.
Lemma 8.5. Suppose that p is definable. Let c′ ∈ A be such that germ(hc, p) =
germ(hc′ , p) (or if p is not definable then we consider c′ such that hc|P = hc′ |P). Then
halgc (a) = halgc′ (a). Furthermore for each pair s1, s2 from halgc′ (a) there is a valued field
automorphism of B fixing (c),(a),(c′) taking s1 to s2.
Proof. Note that the function h′ : x → {W : W ∈ halgc (x)∧ W ∈ halgc′ (x)} is cc′-definable
in Aeq . Thus by minimality of the degree of halgc , the first part follows.
Now suppose there is no valued field automorphism of Aeq taking s1 to s2 fixing
(cac′). Then there is some formula ψ(x) with parameters from cac′ such that Beq |
ψ(s1) ∧ ¬ψ(s2). Suppose without loss of generality that Beq | ψ(h1(a)). Thus the
function hψ : x → {W : W ∈ halgc (x)∧ψ(W )} again contradicts our choice of c and halgc .

The same argument works exactly for h : K → Bcl . If p was a valuational type then this
argument would break down as |h(a)| would not necessarily be fixed. (Note that the proof
rests only on the fact that hc(a) = hc′(a) and that p is residual so the weaker result follows
for p not definable.)
Lemma 8.6. The germ of halgc on the generic type of U+ is coded in G by some e. Further,
there is some h∗ definable in A over e which agrees with halgc on the generic type of U+.
Proof. By elimination of imaginaries for algebraically closed valued fields to the sorts G,
we can think of halgc as a function to G
m for some m. Each coordinate function will then
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have a strong code by Lemma 7.2 from [3], as h∗ is a definable function in the valued field
language L R+DIV . 
Definition 8.7. For each n < ω, define real : P(K n) → P(K n) such that for S ⊂ K n we
have the real intersection of S, real(S) := κ(S) ∩ (K × {0})n.
Note: We shall now fix some e witnessing Lemma 8.6. We let eR be the code for e in G
witnessing Lemma 7.1.
Now a is generic in U+ overA in K , so h∗(a) = halgc (a). Also note that any component
of h∗(a) is eRa-definable in K eq as it is algebraic over ea in K
eq by Lemma 7.5. Thus the
real intersection of any component of h∗(a) is eRa-definable, as real is an ∅-definable
function in K eq . Recall that the notation germ( f, q) refers to the germ of the function f on
the (definable) type q and that we extend this notation to germs of functions on definable
types inAeq . Here if U+ is a ball, then germ( f,U+) refers to the germ of f on the (unique)
generic type of U+. We have by Lemma 8.6 and that (c, halgc ) ∈ Z(h, p) that there is some
component h∗1(a) of h∗(a) such that real(h∗1(a)) = h(a), i.e. h∗1(a) = h1(a).
Lemma 8.8. Given Hypothesis A, and the function h∗ from Lemma 8.6, the functions
h1 : K → Θ1 and h∗ : K → Pn(Θ1) have the following properties:
(1) h∗ is A-definable in Aeq and h1 is A-definable in Aeq .
(2) The real intersection of h1(a) is h(a).
(3) h1(a) ∈ h∗(a).
(4) Let σ be any automorphism ofBeq fixing P setwise, fixing germ(h, p), which induces
an automorphism σ ′ on A. We have
(a) σ ′ fixes the germ of h∗ on U+.
(b) If σ fixes a then σ(h1(a)) = h1(a).
(5) For any two components s1, s2 of h∗(a) there is a valued field automorphism σ of B,
fixing A pointwise and fixing a, whose induced action onB takes s1 to s2.
(If p is not definable we have the following: Let σ be any automorphism of Beq
fixing P and h|p and fixing A setwise. The generic type of U+ in Aeq is definable, so
germ(h∗,U+) is an object of Aeq . We have σ(germ(h∗,U+)) = germ(h∗,U+) and
σ(h1(a)) = h1(a) when elements ofBeq are considered as members ofBeq .)
Proof. We have shown the existence of h1 and h∗ with properties 1, 2 and 3. For the
fourth part we know that e is definable from germ(halgc ,U+). Fix some σ and σ ′ as in
the statement. Note that |h(a)| is definable from germ(h, p) and so fixed by σ . Suppose
σ ′(c) = c′. Then germ(hc, p) = germ(hc′ , p), and thus we can quote Lemma 8.5 to get
the required result. Also σ(h1(a)) = h1(a) by the definition of h1(a) as σ(h(a)) = h(a).
Part 5 is from 8.5.
(Again this Lemma is merely by definition of h1 and h∗ and via Lemma 8.5 thus follows
for non-definable types.) 
Corollary 8.9. There is a strong code for the germ of h on p.
Proof. The code will be eR . The eR-definable function agreeing with h on p will be
x → real(h1(x)). Note that h1(a) is definable from h and a in Aeq . Unfortunately it is
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not a A
eq definable function, so we could not find a code directly for it. Instead we found a
code for the “more general” function halgc (which contains h1 as a component). However,
in the ordered language the code for halgc defines h1 and thus is a strong code for h. We
must show
P1 The function f : x → real(h1(x)) has the same germ as h on p and is
eR-definable in Aeq ,
P2 germ(h, p) is eR-definable,
P3 eR ∈ dclG(germ(h, p)).
Now:
(1) h(a) is the real intersection of h1(a) by Lemma 8.8, part 2.
(2) The real intersection of h1(a) is h1(a)-definable in Beq as real is an ∅-definable
function inBeq .
(3) h1(a) is one of finitely many components of h∗(a).
(4) h∗(a) is ea-definable in Beq by Lemma 8.8, part 4.
(5) real(h∗(a)) is eRa-definable in Beq by lines 4 and 3.
(6) real(h1(a)) is eRa-definable in Beq by Proposition 7.5 and line 5.
(7) h(a) is eRa-definable in Beq by lines 2 and 6.
Thus we can define a function which agrees with h on p over eR in Aeq , which is P1.
P1 implies P2. P3 is because e ∈ dclG(germ(halgc ,U+)) and dclG(germ(halgc ,U+)) ⊆
dclG(germ(h, p)) by Lemma 8.8, part 4. 
Corollary 8.10. If p is a residual type, then every definable function h mapping to Θ1 is
matched on p.
Proof. We have from 8.5 that germ(halgc ) is definable over h in Aeq . Thus e and eR are
definable over h in Aeq . Now x → real(h1(x)) is eR-definable and so matches h. 
8.2. Inductive step
Hypothesis An: Let m ≤ n and let h : K → Θm be an A-definable function. Then there
is some h1 : K → Θm such that for every a | p we have real(h1(a)) = h(a) and some
minimal i < ω called s(h) and some function halg : K → Ps(h)(Θm) such that:
(1) h1 is A-definable in Aeq .
(2) halg is A-definable in Aeq .
(3) For all a | p we have h1(a) ∈ halg(a).
(4) Letting σ be an ordered valued field automorphism of B, which induces an
automorphism σ ′ of A which fixes the germ of h on p, then:
• σ ′ fixes the germ of halg on U+.
• If σ fixes a then σ(h1(a)) = h1(a).
(5) For any a | p and any two components s1 and s2 of halg(a) there is a valued field
automorphism ofB fixing A pointwise, fixing (a) and taking s1 to s2.
(If p is not a definable type then in part 4 we instead consider automorphisms fixing
h|P .)
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Proposition 8.11. Hypothesis A ⇒ Hypothesis A1.
Proof. This is Lemma 8.8. 
Corollary 8.12. Assume A and An for some n. Let m ≤ n and let h : K → Θm be
A-definable in Aeq. Then the germ of h has a strong code on p. (For non-definable residual
types p we claim that h is matched on p.)
Proof. We need to exhibit some finite subset e′ in the geometric sorts such that:
(1) Any ordered valued field automorphism of A fixing the germ of h on p fixes e′
(pointwise).
(2) There is some definable function f agreeing with h on p, such that any ordered valued
field automorphism of A fixing e′ (pointwise) fixes f .
We have a strong code for germ(halg,U+) by [3]. Thus there is some e ∈ G and some
e-definable h∗ such that
• Any valued field automorphism of A fixing the germ of halg on the generic type of U+
fixes e.
• h∗ agrees with halg on the generic type of U+.
Let e′ := eR be the real code for e. For the first part let σ be an automorphism of A fixing
the germ of h on p. Then σ fixes germ(halg,U+) by the Induction Hypothesis, part 4.
Thus σ fixes e as it is the strong code for halg and thus σ fixes eR by Proposition 7.9 and
Corollary 7.11.
For the second part, let σ be an ordered valued field automorphism of A fixing eR and
thus e. Now e defines some h∗ which agrees with halg on p, and h1(a) is an element of
h∗(a). Thus h1(a) is algebraic over ea in B
eq
, and by Proposition 7.5 is definable over
eRa in Beq . Thus x → h1(x) is eR-definable. Now real is an ∅-definable function, so
real(h1(x)) is an eR-definable function which agrees with h on p. 
Thus if we can show (A ∧ An−1) → An we will have that the germs of all definable
functions to torsors on p have strong codes. For this we need to prove that for any
h : K → Θn , we can find a witness halg to An for h by assuming An−1. From now
on we assume A and An−1 and fix h as some A-definable function from K to Θn . Firstly
we describe some function halg with the following properties:
• halg is definable over A in K eq .
• There is some component halg1 (a) of halg(a) such that real(halg1 (a)) = h(a).
In order to keep a clear distinction between definable torsors seen as definable sets,
affine homomorphisms, and the module homomorphisms derived from them, we have
needed to use many names for similar objects while we define the function halg . This
is a preview of the steps taken and the names used:
• h is our function we need to find a strong code for.
• h(a) is then a subtorsor of K n .
• Ma is the characteristic module of h(a).
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• We can view h(a) as an affine homomorphism Ha : π1(h(a)) → K n−1/Ma . Any
parameter set defining h defines a → Ha in K eq .
• H˜a is the module homomorphism of Ha.
• g is the function a → H˜a.
• galg is the witness of the inductive hypothesis An−1 applied to g which applies by
Lemma 5.5.
• halg is an algebraic function from K to finite sets of subtorsors of K n .
• halg1 (a) is the component of halg(a) whose real projection is h(a) (note that halg1 will
be a definable function in Aeq but not necessarily in Aeq ).
Definition 8.13. • Let H˜a : M(π1(h(a))) → M(K n−1/Ma) be the module
homomorphism derived from Ha. In other words for any t ∈ π1(h(a)) we have
H˜a(x) = Ha(t + x) − Ha(t).
• Let g be the function a → H˜a .
• Now let galg and galg1 be a witness to Hypothesis An applied to g with minimum degree
s(g). This applies by Lemma 5.5 as g is a function onto V -submodules of An , and so
equivalently to V -subtorsors of K n−1 (as p is residual so not valuational).
• Let g∗ be the representative of germ(galg,U+) definable over dclG(germ(galg,U+)).
Consider an arbitrary set of parameters c which define h. Note that galg is c-definable
as g is. By Proposition 8.2, there is some sequence b1, b2, . . . , bn from K such that
(b1, b2, . . . , bn) ∈ h(a) and each bi ∈ rcl(ca).
We are viewing h(a) as an affine homomorphism Ha. An affine homomorphism is
determined by its module homomorphism and the function on one point. Therefore we
are considering b2, . . . , bn as the image of b1. Thus we shall use the notation b :=
(b2, b3, . . . , bn) so (b1, b) = (b1, b2, b3, . . . , bn).
Note the following for all x ∈ K and y ∈ K n−1:
(x, y) ∈ h(a)
⇔ x ∈ π1(h(a)) ∧ y ∈ Ha(x)
⇔ x ∈ π1(h(a)) ∧ y ∈ (Ha(b1) + H˜a(x − b1))
⇔ x ∈ π1(h(a)) ∧ y − (b2, . . . , bn) ∈ H˜a(x − b1))
⇔ x ∈ π1(h(a)) ∧ y − (b2, . . . , bn) ∈ (g(a))(x − b1).
This motivates the form of the definition of halg .
Definition 8.14. We say that c is an algebraic defining set for h iff
(1) h is c-definable in Aeq ,
(2) galg is (c)-definable in Aeq ,
(3) there is some (b1, b) ∈ h(a) such that (b1, b) ∈ rcl(ca).
There is some algebraic defining set for h in A as galg is A-definable in Aeq and there
is some (b1, b) ∈ h(a) such that (b1, b) ∈ rcl(Aa). We now fix c as an algebraic defining
set, and (b1, b) ∈ h(a) witnessing Property 3. As (b1, b) are ca-definable in A, they are
in rcl(ca) by Proposition 8.1. Thus they are a solution to some polynomials in ca, and so
they are algebraic over ca in K eq .
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Definition 8.15. • Let (b1, b) = (d1, d), (d2, d2), (d3, d3), . . . , (dr , dr ) be the conjugates
of (b1, b) under automorphisms of A fixing ca.
• Let galg2 , . . . , galgs(g) be the components of galg , other than galg1 . These are c-definable
functions on Aeq (but not necessarily in Aeq ).
• Note that π1(h(a)) is a V -subtorsor of K . Suppose it is an open ball of radius γ ; then we
define R(a) to be the open ball inB of radius γ containing b1. Similarly if it is a closed
ball of radius γ , then we define R(a) to be the closed ball in B of radius γ containing
b1. This is then algebraic over ca. Let its conjugates be {Ri (a)} where R1(a) = R(a).
• We define the components of halg(a) as follows:
Si, j = Si, j (a) := {(x, y) : x ∈ Ri (a) ∧ y − di ∈ (galgj (a))(x − di )}.
Then define
halg(a) := {Si, j : i ≤ m(h) ∧ j ≤ s(g)}.
We can clearly see that halg(a) has finitely many elements and that it is ca-definable in
B
eq
; thus its components are in the algebraic closure of Aa in Beq .
Proposition 8.16. Let f be a function K → K n. Let f ∗ be a function K → K n.
Suppose that real(graph( f ∗)) = graph( f ). Then for any x in the domain of f we have
real( f ∗(x)) = f (x).
Proof. Let x be in the domain of f and set (y1, y2, . . . , yn) := y := f (x). Then
(x, y) ∈ real(graph( f ∗))
⇔ ((x, 0), (y1, 0), (y2, 0), . . . , (yn, 0)) ∈ graph( f ∗)
⇔ f ∗((x, 0)) = ((y1, 0), (y2, 0), . . . , (yn, 0))
⇔ real( f ∗(x, 0)) = y = f (x). 
Proposition 8.17. h(a) = real(S1,1).
Proof. Note that the bi s are in the real closure of ca and so in B; equivalently (bi) ∈
B× {0} ⊂ B. Thus
(x, y2, y3, . . . , yn) ∈ real(S1,1)
⇔ ((x, 0), (y2, 0), . . . , (yn, 0)) ∈ S1,1
⇔ (x, 0) ∈ π1(h(a))+) ∧ (y, 0) − (b, 0) ∈ galg1 (a)((x, 0) − (b1, 0))}
⇔ x ∈ π1(h(a)) ∧ y − b ∈ real(galg1 (a)((x, 0) − (b1, 0)))⇔ x ∈ π1(h(a)) ∧ y − b ∈ g(a)(x − b1)
by Proposition 8.16
⇔ (x, y) ∈ h(a). 
Proposition 8.18. Let σ be an ordered valued field automorphism of B which induces
an automorphism on A. Suppose σ |A fixes the germ of h on p, and suppose σ(a) = a.
Then σ(S1,1(a)) = S1,1(a). (If p is not definable then we consider automorphisms fixing
h and a.)
Proof. Note:
(1) galg1 (a) is fixed by σ by Hypothesis An−1, part 4, applied to g.
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(2) π1(h(a))+ is fixed by σ , because π1(h(x)) is a definable function to Θ1, so we can
quote Lemma 8.8.
(3) σ(b1, b) ∈ σ(h(a)) = h(a), so in particular b − σ(b) ∈ g(a)(b1 − σ(b1)) (i.e.
H˜a(b1 − σ(b1))).
Now
(x, y) ∈ σ(S1,1(a))
⇔ x ∈ σ(π1(h(a))+) ∧ y − σ(b) ∈ σ(galg1 (a)(x − σ(b1))
⇔ x ∈ π1(h(a))+ ∧ y − σ(b) ∈ galg1 (a)(x − σ(b1))
by 1 and 2
⇔ x ∈ π1(h(a))+ ∧ y − σ(b) ∈
[
galg1 (a)(x − b1) + galg1 (a)(b1 − σ(b1))
]
as galg1 is a module homomorphism
⇔ x ∈ π1(h(a))+ ∧ y − b ∈
[
galg1 (a)(x − b1) + galg1 (a)(b1 − σ(b1))
]
as by 1 and 3, b − σ(b) ∈ g1(a)(b1 − σ(b1))
⇔ x ∈ π1(h(a))+ ∧ y − b ∈ galg1 (a)(x − b1)
as galg1 is a module homomorphism⇔ (x, y) ∈ S1,1(a). 
(The argument is identical for non-definable p.)
Thus we have exhibited that the function halg : K → Pi (Θn) defined in Definition 8.15
has the following properties:
• halg is A-definable in A,
• halg has i components,
• S1,1(a) ∈ halg(a),
• h(a) = real(S1,1(a)).
We fix some such halg with all the above properties so that i is minimal. Let c be some
parameter set from A such that h is c-definable in A and halg is c-definable in A. Note that
Propositions 8.17 and 8.18 show that halg has Properties 1–3 and the first clause of 4 from
An . We now show Properties 5 and the second clause of 4.
Lemma 8.19. Let s1, s2 be components of halg(a). Then there is some valued field
automorphism of B fixing A pointwise and fixing (a) taking s1 to s2.
Proof. Suppose for a contradiction that this is false. Then there is some formula ψ and
some parameters m from A such that B | ψ(s1, m) ∧ ¬ψ(s2, m). Suppose without loss
of generality that B | ψ(S1,1(a), m). Then the function h∗+ defined as x ∈ h∗+(a) iff
x ∈ halg(a) ∧ ψ(x, m) is A-definable, and this contradicts minimality of i . 
Lemma 8.20. Let σ be a valued field automorphism of A. Suppose that σ |A is an
automorphism of A. Suppose σ |A fixes the germ of h on p, and suppose σ(a) = a. Then
σ(halg(a)) = halg(a). (If p is not definable, then we consider automorphisms fixing h and
a.)
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Proof. Let σ(c) = c′. We know that S1,1(a) ∈ halgc (a) and S1,1(a) ∈ halgc′ (a) by
Proposition 8.17. For any s ∈ halgc (a), there is some valued field automorphism ξ of Beq
with ξ(acc′) = acc′ and ξ(s) = S1,1(a) ∈ halgc′ (a) by Lemma 8.19. Thus s ∈ halgc′ (a) as ξ
fixes c′a. Thus halgc (a) ⊆ halgc′ (a). The same argument in reverse shows the equality. 
Corollary 8.21. Hypothesis A and Hypothesis An−1 imply Hypothesis An. (We also have
the corresponding weakening for non-definable p).
Proof. We have exhibited the functions and the necessary properties are shown in
Propositions 8.17 and 8.18 and Lemmas 8.19 and 8.20. 
Corollary 8.22. If p is a definable residual type over A, and h a definable function to G,
then there is a strong code for the germ of h on p.
Proof. By Corollaries 8.21 and 8.12. 
Corollary 8.23. If p is a residual type over A, and h a definable function to G, then h is
matched on p in G.
Proof. Use the weakenings of 8.21 and 8.12. 
9. Functions from the value group
In this section, we shall show some coding results for functions from the value group to
the geometric sorts. These results will be used in Section 10.
9.1. A canonical form for functions from the value group
Results like those in [3] 2.4.8, 2.4.9, and 2.4.10 can be obtained in exactly the same
manner. We need not deal with finite covers of Γ as definable closure and algebraic closure
coincide. These results use only the following:
• K is a field,
• V is a valuation ring of K with field of fractions K ,
• V has a maximal ideal µ and the quotient field V/µ is k and
• Proposition [3] 2.4.4.
We can formulate a proof of a version of Proposition 2.4.4 from [3]. It is slightly stronger
as algebraic closure and definable closure coincide in K eq . Apart from this simplification
and the slightly different form of the characterization of definable sets from [6], the proof
is unchanged so the statement and proof are omitted.
Definition 9.1. Consider the following subsets of Gln(K ), Gln(k) and Gln(V ). Let J ∈
{K , k, V }.
• Bn(J ) ⊆ Gln(J ) is the group of upper triangular matrices over J which are invertible
in Gln(J ).
• Let Dn(J ) ⊆ Bn(J ) be the set of diagonal invertible matrices.
• Let Un(J ) ⊆ Gln(J ) be the set of upper unitriangular matrices.
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• For m ≤ n we let Bn,m(k) ⊆ Gln(k) be the set of elements of Bn(k) whose mth column
has a 1 in the mth entry and zeros elsewhere.
• Then Bn,m(V ) ⊆ Gln(V ) is defined to be the preimage of Bn,m(k) under the entrywise
residue map Bn(V ) → Bn(k).
In [3] it is shown that there are ∅-definable bijections identifying Sn with Bn(K )/Bn(V )
and Tn with
⋃
m≤n Bn(K )/Bn,m(V ). This is purely linear algebra that is true for any field
K and valuation ring V . It is then shown that given a B-definable function f : Γ →
Bn(K )/Bn(V ) there is a finite partition of Γ such that on each piece, f can be represented
in the form f (γ ) := bh(γ )Bn(V ) where h : Γ → Dn(K )/Dn(V ) is B-definable and
b ∈ Un(K ). It is clear that this is possible at any point (showing that h is definable is a
calculation). Showing that this can be done piecewise proceeds exactly as in [3] 2.4.11.
The following theorem then follows.
Note that in part 1, the proof is immediate for k from Corollary 1.8, and follows from
[3] 2.4.4 for K . Also part 2 holds by quantifier elimination for divisible ordered abelian
groups and the fact that Γ is fully embedded in K .
Theorem 9.2. Let f : Γ → G be a B-definable function. Then there is a partition of Γ
into finitely many definable pieces, and on each piece I , f can be written in one of the
following forms.
(1) If ran( f ) ⊆ k ∪ K , then f is constant on I .
(2) If ran( f ) ⊆ Γ , then there is some q ∈ Q and δ ∈ Γ ∩dcl(B) such that f (γ ) = qγ + δ
for all γ ∈ I .
(3) Suppose ran( f ) ⊂ Sn for some n. Then there is some b ∈ Bn(K ), and a B-definable
h : Γ → Γ n, such that h is given coordinatewise by some functions {hi }i≤n, each of
which satisfies 2. Then for any γ ∈ I , for any matrix D(γ ) ∈ Dn(K ) whose (i, i)th
entry has value hi (γ ), we have that f (γ ) is the lattice spanned by the columns of
bD(γ ).
(4) Suppose ran( f ) ⊂ Tn for some n. Then there are b, h, D(γ ) as above and some
m ∈ {1, . . . , n} such that for any γ ∈ I ,
• if g(γ ) is the lattice spanned by the columns of bD(γ ) and
• am is the mth column of bD(γ ),
then f (γ ) = am + µg(γ ).
Note that when considering for example functions Γ → Sn we shall use the bijection
with Bn(K )/Bn(V ) and consider f mapping to Bn(K )/Bn(V ). Then part 3 of the above
theorem is equivalent to the following:
Let f : Γ → Sn be a B-definable function. Then piecewise there exist some b ∈ Un(K )
and some function h : Γ → Dn(K )/Dn(V ) such that we have f (x) = bh(x)Bn(V ).
A function written in such a manner will be said to be in canonical form.
9.2. Coding functions from Γ
Functions from Γ to the geometric sorts can be shown to be coded in the geometric
sorts in a way similar to that in [3] Section 3.3.6. I sketch the main points in the argument,
and describe when there are differences.
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Note that there is a filtration of Bn(K ) into 1 = N0  N1  · · ·  Nn(n+1)/2 = Bn(K )
such that for each i , we have Ni+1/Ni definably isomorphic to (K ,+) or (K ∗, .). For
example we have
{1} 
{(
1 x1,2
0 1
)
∈ B2(K )
}

{(
1 x1,2
0 x2,2
)
∈ B2(K )
}
 B2(K )
where the first quotient is isomorphic to (K ,+) and the second and third are isomorphic
to (K ∗, .).
Definition 9.3. Let G be a definable group. Suppose that for every definable function g
from an interval I of Γ to the set of cosets of subgroups of G, such that for x, y ∈ I with
x < y we have g(y) ⊆ g(x), we have ⋂x∈I g(x) = ∅. Then we say that the group G has
Property *.
Proposition 9.4. Let F1  F2 be definable groups. Let G be a definable subgroup of F2.
Suppose that G/F1 has Property *, and that G∩F1 has property *. Then G has Property *.
Proof. Let g be any definable function from an interval I of Γ to the set of cosets of
subgroups of G as in the previous definition. Then define g1, a function from I to the set
of cosets of subgroups of G/F1 such that g1(x) = g(x)F1. Then, by * applied to G/F1 we
know that there is some c1 ∈⋂x∈I g1(x). Now let g2(x) := c−11 g(x) ∩ F1. By Property *
applied to G ∩ F1, there is some c2 ∈⋂x∈I g2(x). Now c1c2 ∈⋂x∈I g(x). 
Proposition 9.5. Let g be any definable function as in Definition 9.3. Suppose that we have
that each g(x) is a finite union of balls. Then
(1) there is a definable function f : I → Bcl∪op such that for each x ∈ I we have⋃ f (x) ⊆ g(x) and
(2) ⋂x∈I g(x) contains some element.
Proof.
(1) By compactness, the number of maximal balls which are subsets of g(x) as x ranges
through I is bounded by some n. Let these components of g(x) be {ti (x) : i ≤ n},
where ti < t j for i < j . Let the final degree of g be defined as the number of
components of g on a right generic of I . We work by induction on the final degree
of g.
Suppose that the final degree of g is 1. Then there is some definable interval J ,
cofinal with I , such that g|J maps to balls x → t (x). Let S := ⋂x∈J g(x). Then for
every y ∈ I \ J there is a unique i such that ti (y) contains S. Then put f (x) = ti (x)
on I \ J and f (x) = g(x) on J .
Suppose that g has final degree m and we have shown the claim for all definable
functions with final degree less than m. Define h : x → ti (x) iff i is the least such that
for every y > x we have ti (x) ∩ g(y) = ∅. Suppose that the h(x) are not nested. Then
there is some final segment J of I and some d < J such that h(x) ∈ g(d) for x ∈ J .
Define g†(x) := g(x) \⋃ h(x) on J , and g†(x) = g(x) if x ∈ I \ J . Then g† has
final degree m − 1, and g† satisfies the assumptions. Thus ⋂x∈I g†(x) = ∅. Also for
all x ∈ I we have g†(x) ⊆ g(x). The claim holds for g† by induction and thus for g.
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(2) By part 1, ⋂x∈I g(x) contains ⋂x∈I ⋃ f (x). We work as in [3] Lemma 2.4.3. Let
K ′ be a field extending K with no proper immediate extensions. Let ( f (x)′)x∈I
in K ′ be defined by the same formulas as the ( f (x))x∈I . Then, by Theorem 2 of
[7], ⋂x∈I ⋃ f (x)′ contains an element. Thus by model completeness there is some
c ∈⋂x∈I ⋃ f (x). 
Proposition 9.6. Let n ∈ ω. Then any subgroup G of Bn(K ) has Property *.
Proof. By considering the restriction of the filtration of Bn(K ) described above, we
construct a series 1 = G0  G1  · · ·  Gm = G for any subgroup G of Bn(K ). Here
Gi := Ni ∩ G, and so Gi+1/Gi = (Ni+1 ∩ G)/(Ni+1 ∩ Ni ∩ G) = (Ni+1 ∩ G)Ni/Ni ≤
Ni+1/Ni by the second isomorphism theorem. Suppose that the Proposition does not hold.
Then there is some minimal m = m0 such that there is a group G ⊆ Nm0 which is a
counterexample. So suppose I ⊆ Γ is an interval, and g is a function from I to the set of
cosets of subgroups of G that witness this counterexample. We show that this leads to a
contradiction.
• Suppose m0 = 0. Then G = {1} and the intersection of a chain of cosets of subgroups
of G is {1}. This contradicts G being a counterexample.
• Now suppose m0 = 0. Then consider the g′ given by g′(x) := g(x)Gm0−1. We know
that G/Gm0−1 is isomorphic to a subgroup of (K ,+) or (K ∗, .).
· Suppose that σ is a definable isomorphism from G/Gm0−1 to a subgroup of (K ,+).
Then for any coset C of a subgroup of G/Gm0−1, we have that σ(C) is a finite union
of balls. Thus by Proposition 9.5 we know that
⋂
x∈I g′(x) contains some element.· Suppose that σ is a definable isomorphism from G/Gm0−1 to a subgroup of the
multiplicative group K ∗. Now H3 := (K ∗, .) has two normal subgroups H1 < H2
where H1 := 1 + µ and H2/H1  (k∗, .); so H3/H2  Γ . The groups H3/H2 and
H2/H1 are both o-minimal, and so have no proper infinite definable subgroups. A
subgroup of 1 + µ is a finite union of balls as above. Thus by Propositions 9.4 and
9.5 we know that
⋂
x∈I g′(x) contains some element.
Thus
⋂
x∈I g′(x) contains some element c. Thus G/Gm0−1 has Property *. Now
by minimality of m0, we know that Gm0−1 has Property *. Now we can apply
Proposition 9.4 to show that G has Property *. 
Lemma 9.7. Let f be a B-definable function Γ → Sn. Then there is a finite partition of Γ
into B-definable intervals I1 < I2 < · · · < Im for some m such that on each interval f is
canonical (in the sense of Theorem 9.2).
Proof. Theorem 9.2 gives us that there is a partition of Γ into intervals such that on
each interval there is some u(x) ∈ Un(K ) and h(x) ∈ Dn(K )/Dn(V ) may write
f (x) = u(x)h(x)Bn(V ). We must show that we can do this such that the intervals are
B-definable.
Claim: If δ1 < δ2 ∈ Γ and f is canonical on (δ1, α) for each α < δ2, then f is canonical
on (δ1, δ2).
Proof of claim: For α ∈ (δ1, δ2) define C(α) := ⋂δ1<α h(x)Bn(V )h(x)−1. The cosets
uαC(α) form a decreasing chain, and we can apply Proposition 9.6 to find some u ∈⋂
δ1<x<δ2
h(x)Bn(V )h(x)−1. Thus f (x) = uh(x)Bn(V ) for x ∈ (δ1, δ2).
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Proof of Lemma: By the claim we can form a partition of Γ into intervals I1, I2, . . . , Il
such that f is canonical on each, and for any i ≤ l and any x , if x > Ii , then f is not
canonical on (Ii , x) := {y : ∃z ∈ Ii (z ≤ y < x)}. These are then clearly B-definable as
they are fixed by automorphisms fixing  f . 
It now remains to code f on one of these intervals I . This works exactly as in
[3]. For example if f maps to Sn then it can be represented on I (by identifying Sn
with Bn(K )/Bn(V ) as before) as x → uhI (x)Bn(V ), with u ∈ Un(K ) and h(γ ) ∈
Dn(K )/Dn(V ). It is clear that the function γ → h(γ ) is coded. In general u is not fixed
by f I , but U := {ug : g ∈ ⋂x∈I Bn(V )h I (x)} is, and together with hI this fixes f I . Thus
it remains to code U , which is done exactly as in [3]. A similar argument and another use
of Proposition 9.6 allows us to code germs of functions from Γ as well, exactly as in [3].
This gives us the following:
Proposition 9.8. Let f : Γ → G be a definable function.
(1) Let p be a definable type in Γ . Then the germ of f on p is coded in G.
(2) The imaginary  f  is coded in G.
10. Matching on non-residual types
In this section, we prove a matching result for functions on non-residual (non-algebraic)
types. Note that because of the order, non-algebraic is equivalent to non-isolated. We are
still considering types over our model A. Thus by the classification, we must consider two
sorts of types. The first is an order generic type of an open ball which is definable. The
second is the left (or right) generic type of a decreasing chain of balls {Ui : i ∈ I }
where
⋂
i Ui is not coinitial (cofinal) with any A-definable set. This sort of type is
automorphism invariant; see Section 4.1. The latter has two subcases depending on whether⋂
i Ui contains any A definable convex set.
Proposition 10.1. Let h be an A-definable function. Let U be an A-definable open ball.
Let p be the left generic type of elements of U over A. Then the germ of h on p is coded
in G.
Proof. Let δ := |U |. For any u ∈ U and γ > δ, we know that the germ of h on the
left generic type of Bcl(u, γ ) is coded in G by some code e(γ, u). By compactness we
may suppose that e is uniform in γ, u. For any u the function eu : Γ → Gn given by
eu(γ ) = e(γ, u) is hu-definable and so by the coding of germs of functions on Γ in
Proposition 9.8, the germ of eu is coded (uniformly) by some c(u) in G. Now for any pair
u, u′ from U we have for any γ generic above δ over u, u′ that Bcl(u, γ ) = Bcl(u′, γ ), so
c(u) = c(u′). Thus put c := c(u) for any u ∈ U and then c is a code for the germ of h
on p. 
Proposition 10.2. Let B be any parameter set from A. Let (Ui )i∈I be a decreasing chain
of B-definable balls, E := ∩i∈I Ui and p be the left generic type of E over A. Suppose p
is not definable (so (Ui )i∈I has no least element). Let f and g be functions (defined over
c, d respectively). Then the following are equivalent:
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(1) p  f (x) = g(x).
(2) There is some n ∈ N such that for all m > n we have that f and g have the same germ
on the left generic type of Um over A.
Proof. Suppose 1 and not 2. Consider the set S := {x : f (x) = g(x)}. Then S contains the
realizations of p and is Bc, d-definable. Let C be the Bc, d-definable convex component
of S containing the realizations of p. Then by saturation of B, B | ∃x(x ∈ C) and as
B  A, A | ∃x(x ∈ C).
Now S and therefore C does not contain left generics of any Ui for large i . Thus E ∩ C
is coinitial with C . Also as the set of realizations of p is coinitial with E and contained in
C , C contains nothing below E . Thus C and E are coinitial. Now p is the left generic type
of the definable set C , so is definable. This contradiction shows that condition 1 implies
condition 2.
Now suppose 2 and not 1. We use the same argument as above on S := {x : f (x) =
g(x)}. We let C be the convex component of S containing the realizations of p. Thus C is
Bc, d-definable. Again by saturation ofB and compactness, C is non-empty. We can show
that as above C is coinitial with E so p is definable. 
Definition 10.3. Let h be a definable function to Θn .
• Let E be some convex set in the domain of h. Let |E | = δ. Define for each γ > δ the
equivalence relation Rγ ⊆ E2 such that Rγ (x, y) iff |x − y| ≥ γ . Let Sγ (E) be the set
of Rγ -classes.
• For any closed ball W we have a strong code in the geometric sorts e(germ(h, W )) for
the germ of h on the left generic type of W from Corollary 8.22. This defines a function
gW agreeing with h on the left generic type of W .
Proposition 10.4. Let h, E and γ be as in the previous definition. Suppose E is the
intersection of a chain of strictly decreasing B-definable balls {Ui }i∈I and that E is not
coinitial with any A-definable set. Then there is some h- definable convex set E ′ such
that:
(1) E ⊂ E ′.
(2) There is some h-definable function fγ from the closed subballs of E ′ to (K × Θn)
taking W → gW .
Proof. We must show that gW can be defined uniformly in W over h.
Note that W → germ(h, ilt(W )) is uniformly definable over h on any h-definable
convex set containing E . We show that W → gW is uniformly definable with parameters
h and the function W → germ(h, ilt(W )), and the claim follows. Now for each
W ∈ Sγ (E), let φW (x, y) be the formula without parameters such that
| φW (gW , germ(h, ilt(W ))) ∧ ∃!xφW (x, germ(h, ilt(W ))).
We define the set AW to be the set of field elements which lie in a ball of radius γ where
gW = h left generically. In first order language, for each W let
AW :=
{
x : φW (gW , germ(h, ilt(W )))∧∃y ∈ Bcl(x, γ )∀z ∈ Bcl(x, γ )(z < y → gW (z) = h(z))
}
.
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Now by the definition of the functions gW , we have E ⊆ ⋃W∈S(γ ) AW . Suppose for a
contradiction that there was not a finite cover of E from {AW : W ∈ S(γ )}. Then the
following set of formulas:{
φW (gW , germ(h|W ))∧
∀y ∈ Bcl(x, γ )∃z ∈ Bcl(x, γ )(z < y ∧ gW (z) = h(z)) : W ∈ S(γ )
}
together with {x ∈ Ui : i ∈ I } are finitely satisfied.
There can only be countably many different φW , and so by saturation of B and
compactness there is some element of B realizing this partial type. This contradicts
E ⊆ ⋃W∈S(γ ) AW . Thus there is a finite cover of E from {AW : W ∈ S(γ )}. Now
the convex component of this finite cover containing E is h-definable, and W → gW is
uniformly definable over h on this convex component and W → germ(h, ilt(W )). 
Lemma 10.5. Let h be a definable function. Let B := dclG(h). Suppose the type p
satisfies one of the following:
(1) Let I be an index set. Let (Ui )i∈I be a decreasing chain of B-definable closed balls.
Let E := ∩i∈I Ui . Suppose that E is not coinitial with a B-definable set. Let p be the
left generic type of E.
(2) Q is a B-definable open ball and p is the left generic type of Q over B.
Then h is matched on p in G.
Proof. For Case 1 let δ := sup{|Ui | : i ∈ I }. For Case 2 let δ = |Q|, and let E := Q. For
any γ ∈ Γ with γ > δ, define the equivalence relation Rγ (x, y) iff v(x − y) ≥ γ as above.
• Firstly suppose E contains some proper subset s defined over B . Let γ be generic above
δ over B . Let e′(γ ) := e(germ(h, Bcl(s, γ ))), the strong code for the germ of h on the
left generic type of Bcl(s, γ ). Let gγ be the e′(γ )-definable function with the same germ
on the left generic type of Bcl(s, γ ) as h. Then γ → e′(γ ) is a Bh-definable function
on Γ defined on some interval containing γ . By the coding of functions Γ → G
exhibited in Proposition 9.8, it is definable over dclG(Bh) = B . For x ∈ E , let
C(x) := Bcl(x, v(s − x)).
Then C is a B-definable function. Now gC(x) is an e(C(x))-definable function, i.e.
B-definable. Let f be given by f (x) := gC(x)(x). Then f and h have the same left
germ on E , and f is B-definable. Thus f is the matching function for h and we are
finished.
• Now suppose there is no B-definable subset of E . Let
X (γ ) := {x : ∃W (W = Bcl(x, γ ) ∧ gW (x) = h(x))}
which is a Bhγ -definable set by Proposition 10.4. For each W (a radius γ closed
subball of E) we have X (γ ) ∩ W a proper subset of W ; so by [6] X (γ ) is contained in
a proper Bhγ -definable subball X ′(γ ) of E . As X ′(γ ) is a proper subball, it is non-
initial on E . As X ′(γ ) is Bhγ -definable, γ → X ′(γ ) is a Bh-definable function,
and by Proposition 9.8 it is coded in G and so B-definable. By Theorem 9.2 we have
276 T. Mellor / Annals of Pure and Applied Logic 139 (2006) 230–279
X ′(γ ) = ∅ as there is no ball or field element defined over B . So for any closed subball
U of E with radius γ we have that h agrees with gU on U .
Claim 1: For any h′ definable over B conjugate to h over B , and any i ∈ I , we have
that h and h′ agree on ilt(Ui/B).
Proof of Claim 1: Suppose we are in Case 1 of the hypothesis. Let h′ be conjugate to h
over B . For any i ∈ I we have that the germ of h on the left generic type of Ui over B
is strongly coded. This strong code lies in B . Now h′ is conjugate to h over B so its left
germ is coded by the same strong code giving the same function.
Now suppose we are in Case 2 of the hypothesis. We know that the germ of h on the
left generic type of U is coded by Proposition 10.1; thus every h′ conjugate to h over B
left generically agrees with h on Q.
Claim 2: For any h′ definable overB conjugate to h over B we have that h′|E = h|E .
Proof of Claim 2: Suppose h′ is a counterexample to Claim 2. Consider the set
S := {x ∈ B : h′(x) = h(x)}. Let C be the leftmost convex component of S that
intersects E . This exists by compactness, as h′ is a counterexample andB is sufficiently
saturated. C is hh′-definable, and non-initial on E by Claim 1. Let U be the smallest
ball initial on C (if C is coinitial with an interval then let U be the infimum of C).
Then U is C-definable. Let u be left generic in u over Bh, h′. Choose u′ ∈ E
such that tp(uh/B) = tp(u′h′/B). Let γ be generic above δ over Bh, h′uu′. Let
U ′ := Bcl(u, γ ). Then tp(uhγ /B) = tp(u′h′γ /B), as tp(γ /uh) is the left generic type
above δ over uh, and tp(γ /u′h′) is the left generic type above δ over u′h′.
Let σ be an automorphism of N fixing B , where σ(uhγ ) = u′h′γ . Thus σ fixes
U ′; also σ(h) = h′. Now h and h′ have the same left germ on U ′ by Claim 1,
since as U is properly contained in U ′, C is non-initial on U ′. Thus σ fixes the
code e(germ(h, ilt(U ′)) and the function gh,U ′ . Here the power of the strong coding
is needed. As X ′(γ ) = ∅ we have for any a in U ′ that
h(a) = gh,U ′(a) = σ(gh,U ′(a)) = σ(h(a)) = h′(a).
Thus h′ and h agree on U ′ over B . Now U ⊂ U ′ and U is initial on C , so U ′ ∩ C = ∅.
This contradiction shows that there are no counterexamples to Claim 2.
Proof of Lemma: Suppose we are in Case 1 of the hypothesis. Suppose there is no i ∈ I
such that on Ui all B-conjugates of h agree with h. Then for every ball Ui , there would
be some B-conjugate f which did not agree on Ui . As B is |I |-saturated there would
be someB-definable f , conjugate over B to h, which disagreed with h on ∩i∈I Ui . This
contradicts the previous claim, so there is some B-definable ball Ui such that h|Ui is
fixed by automorphisms fixing B . We know that h|Ui is definable, so by compactness it
is B-definable and the lemma is proved.
Suppose we are in Case 2 of the hypothesis. Then h|Q is the function required. 
11. Elimination of imaginaries
Recall Strategy 6.2 for the proof of Theorem 11.2. We now apply this.
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Lemma 11.1. Let h : K → Θn be an A-definable function. Then there is some sequence e
from G such that e ∈ dcl(h) and h ∈ dcl(e).
Proof. Let B := dclG(h). Let Σ := {D ⊆ K : D ∈ dcl(B) ∧ h|D ∈ dcl(B)}. Then
if h is matched on a type p over A then the set of realizations of that type is contained
in some element of Σ by definition. The function is matched on every type (either by
Corollary 8.23 for residual types, or by Lemma 10.5 for non-residual types). Thus K \⋃Σ
contains the realizations of no types over A; so K = ⋃Σ and thus by compactness h is
B-definable. 
Theorem 11.2. TG has elimination of imaginaries.
Proof. Every definable functionA→ G is coded in G by Lemma 11.1. Thus we can apply
Lemma 6.1 and so every element of Aeq is coded in G, and elimination of imaginaries
follows. 
Definition 11.3. Let n < ω with 1 < n. Let Gn := K ∪ Γ ∪ k ∪ {Si }i<ω ∪ {Ti }i≤n .
Thus Gn is a subset of the geometric sorts G.
Lemma 11.4. The theory of real closed valued fields does not admit elimination of
imaginaries to the sorts Gn for any n ∈ ω.
Sketch of proof. This follows in a similar manner to [3] Proposition 3.5.1, so the proof is
only sketched.
Let C be a parameter set from A. We denote by Intk,C the following multi-sorted
structure. The sorts of Intk,C are the k-vector spaces red(M) := M/µM for each
C-definable lattice M . The ∅-definable relations on Intk,C are the C-definable relations
from A. Similarly, for each n ∈ ω, define the multi-sorted structure Intnk,C as follows. The
sorts of Intnk,C are the K -vector spaces red(M) for each C-definable lattice M in K m for
some m < n. The ∅-definable relations on Intnk,C are the C-definable relations from A.
Claim 1: Let n ∈ ω. There is some base C , and some s ∈ dcl(C) ∩ Sn+2, such that red(s)
is not a subset of dcl(C ∪ Intnk,C ).
Sketch of proof of Claim 1: Let t ∈ Sn ∩ C . Define W := red(t). Then we show that
the group G of automorphisms of W induced by the group H of automorphisms of K
which fix k ∪C pointwise embeds in Bn(k). Thus G has derived length at most n. Thus the
group of automorphisms induced on Intnk,C by H is soluble, of derived length at most n. In
particular if n′ > n and t ∈ Sn′ ∩ dcl(C) and red(t) ⊆ dcl(Intnk,C ), then Aut(t/(k ∪C)) has
derived length at most n. We shall call this result *. This is exactly as in [3].
Now we construct our witness to the claim, using the identification between Sn and
Bn(K )/Bn(V ). Let m := n + 2. We pick some sequence (γi, j )0< j<i≤m such that each γi, j
is generically small with respect to the previous ones, such that
0 > γ2,1 > γ3,1 > · · · > γm,1 > γ3,2 > · · · > γm,m−1.
Then we pick some bi, j s all positive and such that v(bi, j ) = γi, j . Then each entry in
the sequence (b2,1, b3,1, . . . , bm,m−1) is right generic in K over the union of all previous
entries. We let B be the matrix with entries bi, j , and s be the lattice generated by the
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columns of B . Let A be any lower unitriangular matrix over V . Now there is some
σ ∈ Aut(K/k) with σ(B) = AB , by the genericity properties of both the sequence I
described above, and the entries of AB (note we had to pick our bi, j more carefully than
is the case in [3], to ensure that tp(B/k) = tp(AB/k)). Now σ fixes s and induces an
automorphism of W := s/µs. Also σ fixes C := dclG(s). As σ fixes k, its action σ ′
on W is a k-vector space isomorphism. Furthermore, with respect to some basis of B ,
σ ′ is represented by red(A)T . Thus, left multiplication by any element of Um(K ) gives
an automorphism of W induced by Aut(K/(k ∪ C)). The derived length of Um(k) is
m − 1 = n + 1. Thus s is not a subset of dcl(C ∪ Intnk,C ) by * above.
Claim 2: Let S be a C-definable set. Suppose that S ⊆ dcl(C ∪ k). Let c ∈ Gn ∩ S. If c is
a lattice or a field element, then c is C-definable.
Proof of Claim 2: Suppose not, and suppose that c ∈ Sn is a counterexample. Then there is
a C∪k-definable infinite set I ⊆ k and a C∪k-definable injection f : I → Bn(K )/Bn(V ).
We can arrange that I = k, as I contains some open interval, and any open interval of k
is ∅-definably bijective with k. Recall the filtration of Bn(K ) described in Section 9.2. For
each i ≤ n(n + 1)/2, define fi (x) := f (x)/Ni . There is some maximal i such that fi
has an infinite range. Then fi maps into an infinite subset of Ni+1/Ni which is definably
isomorphic to (K ,+) or (K ∗, .). (Similarly if c ∈ K were a counterexample, then f would
be a definable function k → K with infinite range.)
By weak o-minimality of K , there is a convex set J ⊆ K in the range of fi . Pick some
a ∈ J . Then the function x → v(a − fi (x)) is a definable function from k with infinite
range on Γ which contradicts Corollary 1.8.
Proof of Lemma: We do this exactly as in [3] Proposition 3.5.1, where our Claim 2 mimics
the information they extract from [3] Lemma 2.6.2.
Let s be the lattice constructed in Claim 1, and let C := dclG(s). Then the action of
Um(k) on red(s) is induced by Aut(K/k ∪C). We can choose some g ∈ Um(K )(m−1) \{1},
by Claim 1. Then g is induced by some σ ∈ Aut(K/k ∪C). Further, we can suppose that σ
can be expressed as a product of a sequence τ of elements of Aut(K/k∪C) so as to witness
g ∈ Um(K )(m−1), so σ ∈ (Aut(K/k ∪ C))(n−1). Now there is some element a ∈ red(s)
such that g(a) = a and so σ(a) = a. Suppose, for a contradiction, that a were coded in
Gn , and let (c1, . . . , cq) be a code.
Let i ≤ q . Then ci is a-definable, so there is an ∅-definable function x → di (x) where
a → ci . Then the set S := {di (x) : x ∈ red(s)} is C-definable, and a subset of dcl(C ∪ k).
Thus if ci is a lattice or a field element, we can apply Claim 2, and show that ci is fixed by σ .
If ci is not a field element or lattice, then it is a member of red(w) for some w ∈ dcl(C)∩Sl
for some l ≤ n. Then, by the first three lines of the proof of Claim 1, the elements of τ
fix w and σ fixes ci . Thus (c1, . . . , cq ) is fixed by σ , and so a is fixed by σ which is the
required contradiction. 
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