holds for every bounded Borel function f : R → R + and the Markov property of Θ is inherited from that of X, via K . Such situations have been described and studied by Rogers-Pitman [13] ; see Kurtz [7] for a more recent discussion. The purpose of this article is to examine, through concrete examples, how these properties are transformed after a change of probabilities of the form dQ| Xt = D t · dP | Xt (1.1) for some functional {D t }, which we shall assume to be of the form D t = φ(X t , A t , t).
In Section 2 we show that a number of different diffusion processes {X t , t = 0} have the property that {|X t | + L t (X), t = 0} is distributed as {|B t , t = 0} denotes the Brownian motion with constant drift µ ∈ R and {L t (Y ), t = 0} is the local time of a diffusion process Y = {Y t , t = 0} at 0.
In Section 3 our choice for {D t } turns out to yield only "strict" local martingales, i.e., local martingales which are not martingales (see, e.g., Elworthy-Li-Yor [1] , [2] for detailed study of such processes). Therefore the equation (1.1) has to be considered carefully and yields "explosive" real-valued diffusions (see Feller [4] , McKean [10] ).
Kennedy's Martingales
Let B = {B t , t = 0} be a standard Brownian motion and {L t , t = 0} be its local time at 0.
Then it is known (cf. Kennedy [5] , Revuz-Yor [12] , Exercise (4.9), p.264) that
defines a martingale for every α, µ > 0. We set
which is a three-dimensional Bessel process by virtue of Pitman's celebrated theorem. Then, since the conditional distribution of |B t | given R t = σ{R s ; s 5 t} is the uniform distribution on [0, R t ], it is easy to obtain the following.
Proposition 2.1 For every α, µ > 0 and t > 0, it holds that
We may rewrite (2.1) in the following manner by using Girsanov's theorem. 
where ϕ α,µ (x) = cosh(µx) + µ −1 α sinh(µ|x|). Then one has 
where {γ t , t = 0} denotes a one-dimensional Brownian motion.
Local martingales Related to Geometric Brownian Motion
In this section we discuss some computations analogous to those in the previous section, but now we are concerned with geometric Brownian motion and related stochastic processes. Let B (µ) = {B t + µt, t = 0} be a Brownian motion starting from 0 with constant drift µ > 0, defined on a probability space (Ω, B, P ), and {B (µ) t , t = 0} be its natural filtration (which, obviously, does not depend on µ). We set
Our main objects of study in [9] are the stochastic processes given by
which turn out to be, in fact, diffusion processes [with respect to their own filtrations, respectively]. It should be remarked that σ{ξ
t . Here are the main facts, drawn from [9] , about these diffusions. t , t = 0} and it admits the infinitesimal generator
a (transient) diffusion process with respect to its natural filtration {Z (µ)
t , t = 0} with infinitesimal generator
and a scale function is
t ) and the conditional law of e
is expressed by
where K µ is the usual Macdonald (modified Bessel) function.
for a modified Bessel function I µ and consider the stochastic process
Then, by using Itô's formula and the fact that I µ solves the differential equation
t )-local martingale. Another proof of the local martingale property of ∆ µ,δ consists in using Lamperti's representation (see, e.g., [12] , Exercise (1.28), p.452)
where R (µ) = {R (µ) (u), u = 0} denotes a Bessel process with index µ, and the well-known fact that the stochastic process {ϕ µ (δR
, u = 0} is a martingale with respect to the natural filtration of R (µ) (see, e.g., Kent [6] ); the corresponding result for ∆ µ,δ follows by time change. However, the following proposition shows how different the situation is from that in the previous section. 
where L (µ) [1] , [2] ; see also Takaoka [14] .
Remark 3.1 A general study of "strict" local martingales and their martingale defaults has been undertaken by Elworthy-Li-Yor
Proof. Formula (3.3) is deduced from the conditional law (3.1); indeed, one has
We now recall the integral representation of the product of the modified Bessel functions,
is an increasing function, we obtain
which implies that ∆ µ,δ is a strict local martingale.
Formula (3.2) is a particular case of the computation of the supermartingale P (L (µ)
t } (see, e.g., PitmanYor [11] , Section 6 and also Revuz-Yor [12] , Exercise (4.16), p.321).
Despite Proposition 3.2, we wish to apply Girsanov's theorem with respect to P and the (strict) local martingale ∆ µ,δ . This type of extension of Girsanov's theorem is dealt with in McKean [10] , pp.63-64, who considers there explosive Itô stochastic differential equations, and our situation fits into his framework perfectly well. See also Yoeurp [15] . 
is explosive a.s., that is, one can construct a process {X t , t < e} which solves (3.5); moreover one has P (e < ∞) = 1.
(ii) Let E µ,δ denote the expectation with respect to the law W µ,δ of {X t , t < e}. Then one has
for every positive Borel functional F defined on C([0, t]; R), where E on the right hand side of (3.6) denotes the expectation with respect to the Wiener measure P .
(iii) Define the stochastic process {η t , t < e} by η t = exp(X t ). Then it satisfies the equation
Moreover, {η t , t < e} is defined implicitly in terms of an upward Bessel process {R (µ,δ↑) 1 (u), u = 0} starting from 1 as follows :
Remark 3.2 For generalized (upward and downward)
Bessel processes, we refer to PitmanYor [11] and Watanabe [17] .
Proof. The assertions of (i) and (ii) follows from the general discussion of explosive diffusions on R (see, e.g., McKean [10] , pp.66-67, and Feller [4] ). In particular, we can check the Feller test for explosion as follows. Letting b(x) be the drift coefficient given by
we see, after some elementary computations, that a scale function s(x) is given by
The speed measure is then given by
Noting that
and
(cf. Lebedev [8] , p.136), it is easy to show that s(∞) < ∞ and s(−∞) = −∞. Moreover we have
Therefore, using (3.9) again, we obtain v(∞) < ∞ and, consequently, P (e < ∞) = 1. Equation (3.7) follows from (3.5), using the Itô formula. The implicit representation (3.8) follows from (3.7) by performing the time change
To develop the passage formulae from η to R (µ,δ↑) 1
, we note that, if {σ u , u = 0} is the inverse of A t , t < e, then (η σu ) 2 dσ u = du. This, combined with (3.8), yields
and one can define A t so long as
which is the explosion time e.
We now come back to our original task, which is to extend further our exponential version of Pitman's theorem [9] , that is, precisely to study the law of {Z
Theorem 3.4 Keeping the notations in Theorem 3.3, we define
Then one has the equality in law 
Consequently, in the filtration
{Z (µ) t },
