Abstract. We construct a corona of a relatively hyperbolic group by blowing-up all parabolic points of its Bowditch boundary. We relate the K-homology of the corona with the K-theory of the Roe algebra, via the coarse assembly map. We also establish a dual theory, that is, we relate the K-theory of the corona with the K-theory of the reduced stable Higson corona via the coarse co-assembly map. For that purpose, we formulate generalized coarse cohomology theories. As an application, we give an explicit computation of the K-theory of the Roe-algebra and that of the reduced stable Higson corona of a non-uniform lattice of rank one symmetric space.
1. Introduction 1.1. The coarse assembly map and its dual. The coarse category is a category whose objects are proper metric spaces and whose morphisms are close classes of coarse maps.
Let X be a proper metric space. There are two covariant functors X → KX * (X) and X → K * (C * (X)) from the coarse category to the category of Z 2 -graded Abelian groups.
Here the Z 2 -graded Abelian group KX * (X) is called the coarse K-homology of X, and the C * -algebra C * (X) is called the Roe algebra of X. Roe [27] constructed the following coarse assembly map
which is a natural transformation from the coarse K-homology to the K-theory of the Roe algebra. For detail, see also [17] , [32] and [18] .
On the other hand, there are two contravariant functors X → KX * (X) and X → K * (c r (X)). Here the Z 2 -graded Abelian group KX * (X) is called the coarse K-theory of X and the C * -algebra c r (X) is called the reduced stable Higson corona of X. Emerson and Meyer [9] constructed a dual of the coarse assembly map, which is called the coarse co-assembly map, µ * : K * +1 (c r (X)) → KX * (X).
In fact, µ * is a natural transformation from the K-theory of the reduced stable Higson corona to the coarse K-theory with shifting the grading by one. In this paper, we study the case of relatively hyperbolic groups with word metrics.
Theorem 1.1. Let G be a finitely generated group which is hyperbolic relative to a finite family of infinite subgroups P = {P 1 , . . . , P k }. Suppose that each subgroup P i admits a finite P i -simplicial complex which is a universal space for proper actions. Then (a) if for all i = 1, . . . , k, the coarse assembly maps µ * : KX * (P i ) → K * (C * (P i )) are isomorphisms, then so is the coarse assembly map µ * : KX * (G) → K * (C * (G)), (b) if for all i = 1, . . . , k, the coarse co-assembly maps µ * : K * +1 (c r (P i )) → KX * (P i ) are isomorphisms, then so is the coarse co-assembly map µ * : K * +1 (c r (G)) → KX * (G).
The authors proved the statement (a) in [12] . In this paper, we prove the statement (b).
1.2. Coarse compactification. Let X be a non-compact proper metric space. The
Higson compactification hX of X is the maximal ideal space of the C * -algebra of C- As an application, we give an explicit computation of the K-theory of the Roe-algebra and that of the reduced stable Higson corona of a non-uniform lattice of rank one symmetric space. See Corollary 9.1.
The organization of this paper is as follows. In Section 2, we review the coarse structure and introduce a pull-back coarse structure which plays an essential role in the construction of coronae in Section 7. We also review coronae for proper coarse spaces. In Section 3,
we formulate generalized coarse cohomology theories. In Section 4.1, we show that the coarse K-theory [9] satisfies axioms introduced in the previous section. In Section 4.2, we review the construction of the coarse co-assembly map. In Section 5, we show that the coarse co-assembly maps are isomorphisms in the case of proper geodesic spaces which are hyperbolic in the sense of Gromov. In Section 6, we review a definition of relatively hyperbolic groups due to Groves and Manning [15] and give a proof of Theorem 1.1. In Section 7, we construct a corona of a relatively hyperbolic group using a pull-back coarse structure. In Section 8, we give a proof of Theorem 1.2. In Section 9, we give an explicit computation for non-uniform lattices of rank one symmetric spaces. In Appendix A, we study coronae of uniform lattices of Carnot groups which we use for a calculation in Section 9. In Appendix B, we give a proof of the Milnor exact sequence for σ-C * -algebras, which we often use in the present paper.
Coarse compactification
2.1. Coarse structure. Here we review the coarse structure from [28] and introduce the pullback coarse structure.
Let X be a set. For E ⊂ X × X, put E −1 := {(y, x) : (x, y) ∈ E} and call it the inverse
and call it the product of E ′ and E ′′ .
Definition 2.1. A coarse structure on a set X is a collection E of subsets of X × X, called controlled sets for the coarse structure, which contains the diagonal and is closed under the formation of subsets, inverses, products, and finite union. A set equipped with a coarse structure is called a coarse space.
Example 2.2. Let X be a metric space. The bounded coarse structure on X is a collection of all subsets E ⊂ X × X such that sup{d(x, x ′ ) : (x, x ′ ) ∈ E} < ∞. Definition 2.4. Let X be a coarse space and let B be a subset of X. We say that B is bounded if B × B is controlled.
Definition 2.5. Let X be a coarse space and S be a set. Two maps f, g : S → X are close if the set {(f (s), g(s)) : s ∈ S} ⊂ X × X is controlled.
Definition 2.6. Let X and Y be coarse spaces, and let f : X → Y be a map.
(a) The map f is proper if the inverse image, under f , of each bounded subset of Y , is also bounded.
(b) The map f is bornologous if for each controlled subset E ⊂ X × X, the set f (E)
is a controlled subset of Y × Y . Here we abbreviate (f × f )(E) to f (E).
(c) The map f is coarse if it is proper and bornologous.
The spaces X and Y are coarsely equivalent if there exist coarse maps f : X → Y and g : Y → X such that g • f and f • g are close to the identity maps on X and on Y , respectively. Such a map f is called a coarse equivalence.
Definition 2.7. Let X be a locally compact second countable Hausdorff space. We say that a coarse structure on X is proper if (a) there is a controlled neighborhood of the diagonal, (b) every bounded subset of X is relatively compact, and (c) X is coarsely connected, that is, for any pair of points (x, x ′ ) ∈ X × X, the set
Definition 2.8. Let X be a set and let Y be a coarse space. Let f : X → Y be a map.
The pullback coarse structure on X is a collection of subsets
Proposition 2.9. Let Y be a coarse space. Let X be a set and let f : X → Y be a map. We equip X with the pullback coarse structure. Then f is a coarse map. If there exists a map g : Y → X such that the composite f • g is close to the identity, then X and Y are coarsely equivalent. If Y is coarsely connected, then so is X.
Proof. Let E Y be a coarse structure of Y . The pullback coarse structure E X is the
Then it is trivial that f is a coarse map. Suppose that there exists a map g : Y → X such that f • g is close to the identity. Then a subset
is bounded. Thus g is a coarse map.
Since f ({(x, g • f (x)) : x ∈ X}) ⊂ F , we have g • f is close to the identity. If Y is coarsely connected, then for any pair of points (x,
is controlled, thus so is {(x, x ′ )}. Therefore X is coarsely connected.
Definition 2.10. Let X be a topological space and Y be a metric space. A map f : X → Y is pseudocontinuous if there exists ǫ > 0 such that for any x ∈ X, the inverse image f −1 (B(f (x); ǫ)) of the closed ball of radius ǫ centered at f (x) is a neighborhood of x.
Proposition 2.11. Let Y be a proper metric space with the bounded coarse structure.
Let X be a locally compact second countable Hausdorff space. Let f : X → Y be a pseudocontinuous map. We equip X with the pullback coarse structure. If for any compact set
Proof. Fix ǫ > 0 satisfying the condition in Definition 2.10. Set ∆ ǫ = {(x, y) :
is relatively compact, and so is f −1 (f (B)). Therefore B is relatively compact. Since Y is coarsely connected, so is X.
The following is a typical example of the pullback coarse structure.
Proposition 2.12. Let X be a proper metric space. Let U be a locally finite cover of X such that any element of U has uniformly bounded diameter. Then (a geometric realization of ) the nerve complex |U| has a canonical coarse structure which is proper and coarsely equivalent to X.
Proof. Since X is a proper metric space and U is locally finite, |U| is locally compact second countable Hausdorff space. For each element U ∈ U, we choose a point x(U) ∈ U.
For each point p ∈ |U|, we choose U p ∈ U such that p ∈ st U p , where st U p denotes the star of U p . Then we define a map f : |U| → X by f (p) = x(U p ). Since U is locally finite, the pullback f −1 (K) of any compact set K ⊂ X is relatively compact. Since each U ∈ U has uniformly bounded diameter, f is pseudocontinuous. Let g : X → |U| be a continuous map induced by a partition of unity. It is easy to see that f • g is close to the identity.
Thus the assertion follows from Proposition 2.9 and 2.11. Definition 2.13. Let X be a proper coarse space and let V be a normed space. Let f : X → V be a bounded continuous function. We denote by df the function
We say that f is a Higson function, or, of vanishing variation, if for each controlled set E, the restriction of df to E vanishes at infinity, that is, for any ǫ > 0, there exists a bounded subset B such that for any (x, y) ∈ E \ B × B, we have df (x, y) < ǫ.
The bounded continuous C-valued Higson functions on a proper coarse space X form a unital C * -subalgebra of bounded continuous functions on X, which we denote C h (X). By the Gelfand-Naimark theory, C h (X) is isomorphic to a C * -algebra of continuous functions on a compact Hausdorff space.
Definition 2.14. The compactification hX of X characterized by the property C(hX) = C h (X) is called the Higson compactification. Its boundary hX \ X is denoted νX, and is called the Higson corona of X.
The assignment X → νX is a functor from the coarse category to the category of Let X be a proper coarse space. Let (W, ζ) be a corona of X. We consider the disjoint union X ⊔ W . We equip X ⊔ W with the final topology with respect to the map id ⊔ ζ : hX → X ⊔ W , which we denote byζ. Let X ∪ ζ W denote the space X ⊔ W with this topology. By the construction, we see that X ∪ ζ W is compact.
Next, we construct a compact Hausdorff space using functional analysis. The continuous map ζ induces a homomorphism ζ
be the quotient map. Then the pullback π
Then A is a unital commutative C * -algebra which contain C 0 (X) as an ideal. By the Gelfand-Naimark theory, there exists a compact Hausdorff space Z and an embedding i : X → Z such that C(Z) ∼ = A. We identify X with i(X).
Proposition 2.17. These two spaces X ∪ ζ W and Z are homeomorphic. Especially, X ∪ ζ W is a compact metrizable space. If ζ is surjective, X is dense in X ∪ ζ W and thus we call X ∪ ζ W a coarse compactification of X. We abbreviate X ∪ ζ W to X ∪ W for simplicity.
Proof. Let A be a C * -algebra defined in the above. The inclusion C 0 (X) ֒→ A is given by f → (f, 0). We also have a surjection A → C(W ), (f, g) → g. We consider the following diagram with two short exact sequences
The following notion is useful in the study of proper metric spaces and their coronae from the view point of the algebraic topology.
Definition 2.18. Let X and Y be proper metric spaces and let (W, ζ) and (Z, ξ) be respectively coronae of X and Y . Let f : X → Y be a coarse map and let η : W → Z be a continuous map. We say that f covers η if there exists a discrete subset X ′ ⊂ X such that the inclusion is a coarse equivalence and the restriction f | X ′ extends to a continuous
Remark 2.19. In the above setting, f covers η if and only if the following diagram is
In the rest of the paper, whenever we consider a corona (W, ζ) of a proper metric space X, we assume that X is non-compact. In particular, neither νX nor W is empty.
3. Generalized coarse cohomology theory 3.1. Axiom. The coarse category is a category whose objects are proper metric spaces and whose morphisms are close classes of coarse maps. The coarse cohomology [27], the coarse K-theory [9] and the K-theory of the reduced stable Higson corona [9] can be regarded as cohomology theories on the coarse category. In this section, we introduce a generalized coarse cohomology theory.
The following notion was introduced in [19] to state the Mayer-Vietoris principle for the coarse cohomology and the K-theory of the Roe algebra. Let X be a metric space and A ⊂ M be a subspace. For R > 0, we denote by Pen(A; R) the R-neighborhood 
Here N is a set of positive integers and we equip X × N with the l 1 -metric, that is,
Coarse homotopy is then an equivalence relation on coarse maps. 
The following notion of coarsely flasque spaces is based on [31, Definition 3.6].
Lemma 3.4. Let MX * be a generalized coarse cohomology theory. Let X be a space with a proper metric d. Suppose that X is coarsely flasque, that is, there exists a coarse map φ : X → X such that (a) φ is close to the identity;
(b) for any bounded subset K ⊂ X, there exists N K ∈ N such that for any n ≥ N K ,
(c) for all R > 0, there exists S > 0 such that for all n ∈ N and all x, y ∈ X with
Then MX * (X) = 0.
Proof. We define a coarse map Φ :
Here X ֒→ X × N is the inclusion into X × {1}. By axiom (i), the induced map
Since φ is close to the identity, MX * (X) = 0.
The following coarse homotopy invariance follows from a standard argument using The anti-Čech system is introduced in [27, Section 3] to relate the coarse cohomology to theČech cohomology. It is also used in [17] to formulate a coarse homology theory.
Definition 3.6. Let X be a metric space. Let U(1), U(2), . . . be a sequence of locally finite covers of X. We say that they form an anti-Čech system if there exists a sequence of real numbers R n → ∞ such that for all n, (a) each set U ∈ U(n) has diameter less than or equal to R n , and (b) the covering U(n + 1) has a Lebesgue number δ n+1 greater than or equal to R n , that is, any set of diameter less than or equal to δ n+1 is contained in some element of U(n + 1).
These conditions imply that for each n, there exists a map ϕ n : U(n) → U(n + 1) such that U ⊂ ϕ n (U) for all U ∈ U(n). We call ϕ n a coarsening map. We remark that this map is called refining map in the context ofČech cohomology theory. A coarsening map ϕ n induces a proper simplicial map |U(n)| → |U(n + 1)| of the nerve complexes, which we also denote by the same symbol ϕ n and also call a coarsening map. 
Examples of such cohomology theories are K-theory K * (−) and the compactly supported Alexander-Spanier cohomology H * c (−). These cohomology theories satisfy the continuity property (c) for a projective limit X = lim ← − X n of locally compact second countable Hausdorff
Let W be a compact second countable Hausdorff space. Then the constant map (iii) For a proper metric space X, there exists a character map c : MX
which is an isomorphism if X is uniformly contractible and has bounded geometry.
It is compatible with Mayer-Vietoris exact sequences of MX * and M * for ω-excisive decompositions.
(iv) Let {U n } be an anti-Čech system of a proper metric space X. There exists a functorial short exact sequence
Moreover, the composite of θ and a canonical map λ : lim
equal to the character map, where λ is given by a partition of unity. We call this a
Milnor exact sequence.
(v) Let (W, ζ) be a corona of X. Then there exists a transgression map Proof. The statements for HX * are proved in [27], those for K * (c r (−)) are proved in [9] and [31] . See Proposition 4.9. The statements for KX * are proved in Section 4.
3.2.
Coarse homology theories. Generalized coarse homology theories are formulated similarly, but we omit the detail. We remark that for a generalized homology theory M * on LCSH, we have a generalized coarse homology theory MX * by defining Their proof also works for MX * . We remark that this statement is first proved in [17, Proposition 3.8] under an additional assumption that X is a simplicial complex with a spherical metric.
The transgression map is constructed as follows. Let X be a proper metric space and let (W, ζ) be a corona of X. Let {U n } n∈N be an anti-Čech system of X. Since the nerve complex |U n | is coarsely equivalent to X (Proposition 2.12), the pair (W, ζ)
is also a corona of |U n | and we obtain a compact space |U n | ∪ W . A long exact se-
is the reduced M-homology of W defined as the kernel of π W * , where π W : Y → { * } is a constant map. By taking the inductive limit, we obtain T W : MX * (X) →M * −1 (W ). From the construction, it is easy to see that the transgression map is natural in the obvious sense.
The K-theory of the Roe-algebra, the coarse K-homology are generalized coarse homology theories and the coarse K-homology is the coarsening of the K-homology. See [17] , [19] 
For each k ∈ N, we fix a coarsening map ψ k,k+1 : |U(k)| → |U(k + 1)|. We put ψ k,l :=
for each k ∈ N and l ∈ N with k ≤ l −1 and we also call them coarsening maps. We denote the inductive limit by X , which depends on choice of ψ k,k+1 . Also we denote the canonical map |U(k)| → X by ψ k,∞ for each k ∈ N. We put
and we identify it with the projective limit of {C 0 (|U(k)|)} k∈N . This is a σ-C * -algebra.
We remark that by Phillips [25] , there exists an exact sequence, called a Milnor exact
See also Appendix B.
Lemma 4.1. Under the above setting, there exists an anti-Čech system {U ′ (k)} such that a coarsening map ψ
Proof. We take a copy
cover of X, but it is not locally finite. The identification between U i (k) and U(k) define the
Then we can take an anti-Čech system {U ′ (k)} of X and proper injective simplicial map ψ
and the following commutative diagram:
/ / U(3)
where p k is a proper surjective simplicial map induced by P k of the restriction on |U ′ (k)|.
For each k, we choose a section e k :
Then we have the following commutative diagram:
Note that the inductive limits of the second line and the forth line are X . We denote by X ′′ and X ′′′ , respectively, the inductive limits of the first line and the third line. Since
is surjective. The Milnor exact sequence and its functoriality imply the following commutative diagram:
Since e k • p k is contiguous to the identity map, (lim
* is an isomorphism by the five lemma, and thus (lim
Proposition 4.2. KX * (X) is well-defined, that is, this is independent of the choice of the anti-Čech system {U(k)} k∈N and the coarsening maps {ψ k,l } k≤l .
Proof. Let {U(k)} k∈N be an anti-Čech system and let {ψ k,l } k≤l be coarsening maps.
By Lemma 4.1, we can assume that ψ k,l is injective. We denote by X the injective limit of {U(k)}.
We compare {U(k)} with a special kind of an anti-Čech system of X defined as follows.
We take a subset Z of X and a constant C > 0 such that Pen(Z, C) = X and d(x, y) > 1
for any x, y ∈ Z with x = y. The existence of such a subset follows form Zorn's lemma.
(See [27, Lemma 3.15] .) We call Z a C-dense uniformly discrete subset of X. For each
which is a locally finite cover of
an anti-Čech system of X. We have a proper simplicial map ι k,l :
l ∈ N with k ≤ l. We denote the inductive limit by X Z,C . Also we denote the induced
Note that ι k,l is injective for any k ∈ N and l ∈ N ∪ {∞} with k ≤ l.
We prove that RK * (X ) and RK * (X Z,C ) are canonically isomorphic. Then we have the desired conclusion. We take an increasing sequence {k j ∈ N} such that for each j, the cover U(j) is an refinement of U Z,C (k j ). Then for each j ∈ N, we can choose an coarsening map f j : U(j) → U Z,C (k j ) such that the following diagram:
is commutative without arranging any maps in both horizontal lines.
Next, we take an increasing sequence {k
). Then we can choose coarsening maps
) such that the following diagram:
and that g j •f j is contiguous
We denote by X ′ the inductive limit of the second horizontal line. We remark that there are no canonical map from X ′ to X in general.
Again, we take an increasing sequence {k ′′ j ∈ N} such that for each j, covers U(k
and that h j •g j is contiguous
We denote by X ′ Z,C the inductive limit of the second horizontal line. We remark that there are no canonical map from X ′ Z,C to X Z,C in general. Now we have a sequence of maps
where we put
We prove that all maps induce isomorphisms of representable K-theory. Indeed we show that g ∞ •f ∞ and h ∞ •g ∞ induce isomorphisms of their representable K-theory.
We discuss only on the map g ∞ • f ∞ , since we can treat h ∞ • g ∞ by the same way. We consider the following commutative diagram: 
By the definition and Milnor exact sequence (4), KX * (−) satisfies axiom (iv).
Suppose we have a proper metric space Y and a coarse map f : X → Y . We take an anti-Čech system {V(k)} k∈N of Y . We take an increasing sequence {k j ∈ N} such that for each j, the covers U(j) and V(k j ) are respectively refinement of U(k j ) and V(k j+1 ).
Then we can choose a map f j :
for any U ∈ U(j) and the following diagram is commutative.
This induces a homomorphism f * : KX * (Y ) → KX * (X), which does not depend on the choice of anti-Čech systems, the maps f j and φ k j ,k j+1 . Let g : X → Y be another coarse map which is close to f . Then we have f * = g * . These facts can be proved by the similar arguments with the proof of Proposition 4.2, so we omit the details.
Let Z be a C-dense uniformly discrete subset of X. Then KX * (Z) coincides with the coarse K-theory of X defined by Emerson-Mayer [9] . Since Z and X are coarsely equivalent, we have KX * (Z) ∼ = KX * (X). Hence Emerson-Meyer's definition and ours are compatible.
Lemma 4.3. The coarse K-theory satisfies axiom (i).
Proof. Let {U(k)} k∈N be an anti-Čech system of X. Let
an anti-Čech system of X × N. For k ∈ N and s ∈ N ∪ {0}, we define a simplicial map
where U ∈ U(k). Since φ k,s is contiguous to φ k,s+1 , we have a proper homotopy
s is an integer satisfying t ∈ [s, s + 1]. We remark that the restriction
We need the following lemma to show that KX * (−) satisfies axiom (ii).
Lemma 4.4. Let the following be a pullback diagram of σ-C * -algebras:
where we suppose that f 1,k and f 2,k are surjective for any k ∈ N. Let Π k : P k+1 → P k ,
Suppose that the following diagram is commutative for every k ∈ N P k+1
A 1,k+1
Then we have the following Mayer-Vietoris exact sequence:
Proof. We refer to Proof of [1, Theorem 21.2.2].
By taking projective limit, we have the following commutative diagram
which is not necessarily a pull-back diagram. Put for each k ∈ N ∪ {∞},
For a σ-C * -algebra A, we denote by SA the suspension
there is a canonical map ψ k :
Then we have the following commutative diagram where two horizontal sequences are both exact,
Since (ψ k ) * is an isomorphism for each k, so is a map (ψ ∞ ) * .
We have the following 
We define κ ∞ : SA 1,∞ ⊕ SA 2,∞ → SB ∞ as the restriction of ψ ∞ . Then we have the following exact sequence
This gives the desired exact sequence by RK * +1 (−) ∼ = RK * (S−).
Proof of Proposition 3.8 for KX * (−). We prove that KX * (−) satisfies axiom (ii). Let X be a space with a proper metric d. We take a C-dense uniformly discrete subset Z of X.
We denote U Z,C (k) in Proof of Claim 4.2 by U(k) in this proof. It is straightforward to show the following claim.
Claim 4.5. Let L ⊂ X be a closed subset. By restriction, we have an anti-Čech system
as σ-C * -algebras and thus induces an isomorphism from RK * (lim
is an excisive decomposition as simplicial complexes. Hence we have the following projective system of pull-back diagrams of C * -algebras:
implies the following exact sequence:
It follows from Claim 4.5 that KX * (A), KX * (B) and KX * (X) are naturally isomorphic
By taking an increasing sequence {k j ∈ N} j , we have the following commutative diagram:
This implies that lim
Hence we have the desired exact sequence:
We can easily confirm its functoriality.
Now we show that KX * (−) satisfies axiom (iii). We have a proper continuous map X → |U(1)| by using partition of unity (see [17, Section 3] ). Then we have a * -homomorphism
This induces the character map c : KX
follows from Proof of the axiom (ii) that the character maps preserve Mayer-Vietoris sequences for ω-excisive decomposition. Also the character map for a uniformly contractible proper metric space with bounded geometry is an isomorphism by [9, Theorem 4.8]. We can confirm that this does not depend on the choice of partition of unity and so on.
Finally we show that KX * (−) satisfies axiom (v). We consider a proper continuous map ǫ : X → |U(1)| in the above. Then we can give a proper coarse structure on |U(k)| such that ι i,k • ǫ : X → |U(k)| is a coarse equivalence by using Proposition 2.9. Hence if W is a corona of X, then W is naturally a corona of |U(k)| for each k ∈ N. We have the
where we can assume that left vertical map is surjective without loss of generality. Hence
The map ǫ induces the following:
From the construction, it is easy to see that the transgression map is natural in the sense of axiom (v).
4.2.
The coarse co-assembly map. Let X be a proper metric space. We denote by B(H) the C * -algebra of bounded linear operators on a separable infinite dimensional
Hilbert space H. We also denote by K the C * -algebra of compact operators on H. Let {U n } be an anti-Čech system of X. We fix coarsening maps |U n | → |U n+1 | and put X := lim − → |U n |. Then we have canonical maps Ψ n : |U n | → X . We put
Both of C 0 (X , K) andc r (X ) are σ-C * -algebras. We have
Since coarsening maps X → |U n | and |U n | → |U n+1 | are coarse equivalences, Proposition 4.7 implies that the projective limit
is again a C * -algebra, which is isomorphic to c r (X). The following sequences of σ-C * -algebras is exact ([9, Lemma 3.12]).
Definition 4.8 ( [9] ). Let X be a proper metric space. The coarse co-assembly map for X is the map
that is obtained from the connecting map of the exact sequence (5). 
where both of horizontal sequences are exact and vertical maps are coarse co-assembly maps.
Coarse cohomology of hyperbolic metric spaces
In this section, we summarize the result of [26] and [17] from the view point of the coarse cohomology theories. Let M * be the K-theory or the compactly supported AlexanderSpanier cohomology and let MX * be its coarsening. 
Here T Y is a transgression map and ∂ is the boundary map in the long exact cohomology sequence for Y ⊂ CY .
Lemma 5.1. The character map c : MX q (OY ) → M q (OY ) and the transgression map
Proof. First, we consider a cohomology long exact sequence for Y ⊂ CY . Since CY is homotopic to one point, the long exact sequence splits and we obtain
Next, let {U i } be an anti-Čech system of OY constructed in the proof of [17, Proposition
4.3] (see also [12, Appendix B]). Then it is shown that:
• Each |U i | is equipped with a proper coarse structure which is coarsely equivalent to OY , so Y is also a corona of |U i |. Thus we have a coarse compactification
• The coarsening map |U i | → |U i+1 | covers the identity on Y .
• The extended map |U i | → |U i+1 | is nullhomotopic. 
Thus it follows from axiom (iv)
that the character map c :
is an isomorphism. Now the diagram (6) shows that the transgression map T Y is an isomorphism.
Hyperbolic spaces.
Let X be a proper geodesic space which is hyperbolic in the sense of Gromov. Roe [26] showed that the Gromov boundary of X, denoted by ∂X, Proposition 5.2. Let X be a proper geodesic space which is hyperbolic in the sense of Gromov. Then the coarse co-assembly map µ * :
It is easy to see that the coarse map O(∂X) → X covers the identity on ∂X. Therefore, by Lemma 5.1, axiom (v) and coarse homotopy invariance, we have the followings.
Corollary 5.3. Let X be a non-compact proper geodesic space which is hyperbolic in the sense of Gromov. The transgression maps T ∂X : KX * (X) →K * −1 (∂X);
are isomorphisms.
Relatively hyperbolic groups
Let G be a finitely generated group with a finite family of infinite subgroups P = {P 1 , . . . P k }. Groves and Manning [15] introduced an augmented space on which G acts properly discontinuously by isometries. The augmented space characterize hyperbolicity of G relative to P. We review the construction and show that there exists a weak coarsening of the augmented space for cohomology theories. From now on, we assume that P is not empty and all elements of P are of infinite index in G.
The augmented space.
Definition 6.2. Let (P, d) be a proper metric space. The combinatorial horoball based on P , denoted by H(P ), is the graph defined as follows:
(b) H(P ) (1) contains the following two type of edges:
(i) For each l ∈ N ∪{0} and p, q ∈ P , if 0 < d(p, q) ≤ 2 l then there is a horizontal edge connecting (p, l) and (q, l).
(ii) For each l ∈ N ∪ {0} and p ∈ P , there is a vertical edge connecting (p, l) and (p, l + 1).
We endow H(P ) with the graph metric.
When P is a discrete proper metric space, H(P ) is a proper geodesic space which is hyperbolic in the sense of Gromov. (See [15, Theorem 3.8 
]). It is easy to see that H(P )
is coarsely flasque. The following is used in Section 7.
Lemma 6.3. Let P be a proper metric space. We suppose that P is discrete. Then the Gromov compactification of the combinatorial horoball H(P ) is a one-point compactification of P . Thus the Gromov boundary of H(P ) consists of one point, called the parabolic point of H(P ).
Proof. See Lemma 3.11. in [15] .
Let G be a finitely generated group with a finite family of infinite subgroups P = {P 1 , . . . , P k }. We take a finite generating set S for G. We assume that S is symmetrized, so that S = S −1 . We endow G with the left-invariant word metric d S with respect to S.
Definition 6.4. Let G and P be as above. An order of the cosets of (G, P) is a sequence {g n } n∈N such that g i = e for i ∈ {1, . . . , k}, and for each r ∈ {1, . . . , k}, the map N → G/P r : a → g ak+r P r is bijective. Thus the set of all cosets k r=1 G/P r is indexed by the map N ∋ i → g i P (i) . Here (i) denotes the remainder of i divided by k.
We fix an order {g n } n∈N of the cosets of (G, P). Each coset g i P (i) has a proper metric d i which is the restriction of d S . Let Γ be the Cayley graph of (G, S). There exists a natural embedding ψ i : H(g i P (i) ; {0}) ֒→ Γ such that ψ i (x, 0) = x for all x ∈ g i P (i) .
Definition 6.5. The augmented space X(G, P, S) is obtained by pasting H(g i P (i) ) to Γ by ψ i for all i ∈ N. Thus we can write it as follows:
Remark 6.6. The vertex set of X(G, P, S) can naturally identified with the disjoint union of G and the set of 3-tuple (i, p, l), where i ∈ N, p ∈ g i P (i) , and l ∈ N. We sometimes denote g ∈ g i P (i) by (i, g, 0) for simplicity. Definition 6.7. A group G is hyperbolic relative to P if the augmented space X(G, P, S) is hyperbolic in the sense of Gromov.
Groves and Manning [15] showed that the above definition is equivalent to the original one by Gromov.
6.2. Weak coarsening of relatively hyperbolic groups. In this section, we construct a topological counterpart of the augmented space, which is the key to the proof of Theorem 1.1 and Theorem 1.2. Let G be a finitely generated group which is hyperbolic relative to P = {P 1 , . . . , P k }. Here we assume that for r ∈ {1, . . . , k}, each P r admits a finite P r -simplicial complex EP r which is a universal space for proper actions. By [12, Appendix A], there exists a finite G-simplicial complex EG which is a universal space for proper actions such that all EP r are embedded in EG. We can assume that G is naturally embedded in the set of vertices of EG and g i P (i) is embedded in g i EP (i) .
We define an embedding η i : g i EP (i) × {0} ֒→ EG as η i (x, 0) = x. We define a space
Thus we can write it as follows:
In the rest of this section, we show that EX(G, P) is a weak coarsening of X(G, P, S), that is, MX * (X(G, P, S)) ∼ = M * (EX(G, P)). Here M * is the K-theory K * or the Alexander-Spanier cohomology with compact support H * c . We can regard EX(G, P) as a metric simplicial complex in the sense of [17, Definition 3.1]. However, the bounded coarse structure associated to this metric is not coarsely equivalent to X(G, P, S). Therefore we equip EX(G, P) with a pull-back coarse structure as follows.
Let X(G, P, S) (0) denote the 0-skeletons of X(G, P, S). Since G and P r for r = 1, . . . , k are embedded respectively into EG and EP r , there is a natural embedding ι : X(G, P, S) (0) ֒→ EX(G, P). We define a left inverse ϕ of ι as follows. We take a finite subcomplex ∆ ⊂ EG containing a fundamental domain of EG. We may assume that ∆ r := ∆ ∩ EP r contains a fundamental domain of EP r for r = 1, . . . , k without loss of generality. Then we can write EX(G, P) as follows.
For every x ∈ EG, we choose g x ∈ G such that x ∈ g x ∆ and put ϕ(x) := g x ∈ Γ. For
denotes the integral part of t. We equip EX(G, P) with a pullback coarse structure by ϕ. It is easy to see that ι and ϕ satisfy the conditions in Proposition 2.9 and Proposition 2.11. Therefore EX(G, P) is a proper coarse space which is coarsely equivalent to X(G, P, S). By the construction, EG and EP i with the restricted coarse structure are respectively coarsely equivalent to G and P i . Since G is finitely generated, EG has bounded geometry in the sense of [28, Definition 3.9] and is uniformly contractible in the sense of [28, Definition 5.24], and so does EP i .
In Section 2.3 and Section 3.1 of [12] , the followings are defined.
(a) An anti-Čech system {U n } n of X(G, P, S).
(d) An anti-Čech system {EU n } n of EX(G, P) in the sense of [28, Definition 5.36] .
(e) Simplicial maps φ n : EU n → U n+1 .
Proposition 6.9. The following is commutative for all n ∈ N
By the continuity of M * , we have lim
we have MX * (G) ∼ = M * (EG). Hence Proposition 6.9 implies the following.
6.3. Coarse assembly map and its dual. In this section, we give a proof of Theorem 1.1. The first statement is proved in [12] . The second statement is proved by a similar way. We suppose that P satisfies the condition in Theorem 1.1, that is, the coarse co-assembly map is an isomorphism for all P ∈ P.
By Proposition 5.2, the coarse co-assembly map µ * :
) is an ω-excisive decomposition, by using the Mayer-Vietoris sequences, we can show that for all n ∈ N, the coarse co-assembly map µ * : K * +1 (c r (X n )) → KX * (X n ) is an isomorphism. Finally, by the continuity of the K-theory and Corollary 6.10 we have
The following is a somewhat converse statement of Theorem 1.1. However, we assume nothing on universal spaces for proper actions.
Proposition 6.11. Let G be a group which is hyperbolic relative to P.
Proof. We fix r ∈ {1, . . . , k}. Set A := Γ ∪ i =r H(g i P i ) and B := Γ ∪ H(g r P r ), Then X(G, P, S) = A ∪ B and B = Γ ∪ H(g r P r ) are ω-excisive decompositions. By the MayerVietoris arguments for A ∪ B, we have µ * : KX * (B) → K * (C * (B)) and µ * : K * (c r (B)) → KX * (B) are both isomorphisms. By the Mayer-Vietoris arguments for B = Γ ∪ H(g r P r ),
are both isomorphisms. Here we use the fact that H(g r P r ) is coarsely flasque. Since Γ ∩ H(g r P r ) is coarsely equivalent to P r , we have the conclusion.
Corona of relatively hyperbolic groups
In this section, we construct a corona of a relatively hyperbolic group. Here we sketch the construction. Let (G, P) be a relatively hyperbolic group. We fix a generating set S of G and an order {g n } n∈N of the cosets of (G, P) in the sense of Definition 6.4. The Bowditch boundary ∂X(G, P, S) contains no information on a maximal parabolic subgroup P because all orbits by P go to a single parabolic point s ∈ ∂X(G, P, S). We remove the parabolic point s and equip ∂X(G, P, S) \ {s} with a coarse structure which is coarsely equivalent to P . Let (W, ζ) be a corona of P . Then (W, ζ) is also a corona of ∂X(G, P, S) \ {s}. Thus we obtain a blown-up ∂X(G, P, S) \ {s} ∪ W . Repeating this procedure to all parabolic points, we obtain a corona ∂X ∞ of G.
7.1.
A coarse structure on the complement of a parabolic point. Let G be a group which is hyperbolic relative to P. For p, x, y ∈ X(G, P, S), we denote by (x|y) p the Gromov product
We denote by [x, y] a geodesic connecting x and y. Since X(G, P, S) is hyperbolic in the sense of Gromov, there exists δ 0 > 0 such that every geodesic triangle is δ 0 -thin, that is, for any x, y, z ∈ X(G, P, S), and for any u ∈ [x, y] and
Two geodesic rays in X(G, P, S) are said to be equivalent if the Hausdorff distance of their images is finite. For a geodesic ray l : [0, ∞) → X(G, P, S), we denote by [l] the equivalent class of l. We also write l(∞) = [l]. The Gromov boundary of X(G, P, S), denoted by ∂X(G, P, S), consists of equivalent classes of geodesic rays. It carries a natural topology and X(G, P, S) := X(G, P, S) ∪ ∂X(G, P, S) is a compactification of X(G, P, S).
The Gromov product is extended on X(G, P, S) as follows. For u, v ∈ X(G, P, S) and p ∈ X(G, P, S), we put
where the supremum is taken over all sequences (x i ) i≥1 and (y i ) i≥1 tending to u and v, respectively. For details, see [13, Chapter 7] . Let l 0 , l 1 : [0, ∞) → X(G, P, S) be geodesic rays such that p := l 0 (0) = l 1 (0). Then it is easy to see that (l 0 (s)|l 1 (t)) p is non-decreasing for all s, t ≥ 0, thus we have
The following is known.
Lemma 7.1. In the above setting, there exists t 0 such that for all s, t ≥ t 0 , we have
Proof. The lemma follows immediately from [13, Remark 7.2.8].
The augmented space have the following tautness.
Lemma 7.2. The augmented space X(G, P, S) is taut, in fact, for any vertex x ∈ X(G, P, S), there exists a bi-infinite geodesic l : (−∞, ∞) → X(G, P, S) such that x lies on l.
Proof. Take any vertex (i, g, n) ∈ X(G, P, S). (See Remark 6.6, we often use this
) and H(g j P (j) ). We remark that its end points p := l(0) and q := l(a) lie respectively on g i P (i) and g j P (j) . We take the vertical ray γ − : [0, ∞) → X(G, P, S) from p to the parabolic point s i of H(g i P (i) ).
Also we take the vertical ray γ + : [0, ∞) → X(G, P, S) from q to parabolic point point s j
Let N δ 0 be an integer greater than δ 0 +1. We fix i ∈ N and put X i := Γ∪ j =i H(g j P (j) ).
Set e i := (i, g i , N δ 0 ) as in remark 6.6. There exists a metric ρ i on ∂X(G, P, S) which is compatible with the topology and satisfying that there exists constants A, C > 0 such that for any u, v ∈ ∂X(G, P, S), we have
Let s i be the parabolic point of the combinatorial horoball H(g i P (i) ). SetP i := ∂X(G, P, S)\{s i }. We equipP i with the subspace topology, as a subspace of ∂X(G, P, S).
Let l : R ≥0 → X(G, P, S) be a geodesic ray such that l(0) = e i and l(∞) = s i . We define n i (l) := max{n : l(n) ∈ g i P (i) }. By [15, Lemma 3 .10], we can assume that geodesic segments l([0, ∞))∩H(g i P (i) ) consist of at most two vertical segments and a single horizontal segment of length at most 3.
Lemma 7.3. For any vertex x ∈ X i , there exists a geodesic ray l x : [0, ∞) → X(G, P, S)
and
Proof. By Lemma 7.2, there exists a geodesic l : (−∞, ∞) → X(G, P, S) and s x ∈ (−∞, ∞) such that x = l(s x ). Let l 1 , l 2 : [0, ∞) → X(G, P, S) be geodesic rays such that
, and l 2 (∞) = l(∞). We consider a geodesic triangle
We can assume without loss of generality that l(s x ) is contained in a δ 0 -neighborhood of l 1 ([0, ∞)). Therefore there exists t
In the rest of this section, we fix the following notations. For any vertex x ∈ X i , we choose a geodesic ray l x and t x ∈ [0, ∞) satisfying the statement of Lemma 7.3. For any point u ∈P i , we choose a geodesic ray l u such that l u (0) = e i and u = [l u ].
Proof. The Hausdorff distance of l x and l u is at most δ 0 . Thus there exists s
Lemma 7.5. Let l 1 : [0, a] → X(G, P, S) and l 2 : [0, b] → X(G, P, S) be geodesics such that l 1 (0) = l 2 (0) = e i , and both of l 1 (a) and l 1 (b) lie on X i . Then
. We also define a geodesic [p, y] similarly.
We consider a geodesic triangle
, which is δ 0 -thin. Here we remark
We define a map L i :P i → g i P (i) and F i : X i →P i as follows:
The composite L i • F i is a large scale Lipschitz map, in fact, for any
) and
We equipP i with the pullback coarse structure by L i . We remark thatÊ ⊂P i ×P i is controlled if and only if there exists R > 0 such that for any (u, v) ∈Ê, we have
Lemma 7.8. Let l : [0, ∞) → X(G, P, S) be a geodesic such that l(0) = e i and l(∞) = s i .
Then for any r > 0, there exists t r such that for all t ≥ t r , we have d(l(t), H(g i P (i) )) > r.
Proof. Suppose that there exists r > 0 such that d(l(t), H(g i P (i) )) ≤ r for all t ≥ 0.
Since the r-neighborhood of H(g i P (i) ) is coarsely equivalent to H(g i P (i) ), by Proposition 6.3, l(t) converges to a parabolic point s i as t goes to infinity. This contradicts the assumption.
Lemma 7.9.P i is a proper coarse space.
Proof. We show that L i satisfies the conditions in Proposition 2.11. Let K ⊂ g i P (i) be a compact set. Fix R > 0 such that K ⊂ B(e i ; R). Here B(e i ; R) denotes a closed ball in
Therefore we have
is relatively compact. We fix u ∈P i . Since u = s i , by Lemma 7.8, there exists t 0 > 0 such that for all t > t 0 ,
Then we can apply Lemma 7.5 to l u and
Proposition 7.10.P i and g i P (i) are coarsely equivalent.
Proof. We define a map H i :
for x ∈ g i P (i) . Then by Lemma 7.6, the composite L i • H i is close to the identity. So by Proposition 2.9,P i and g i P (i) are coarsely equivalent.
Proposition 7.11. For any Higson function f ∈ C h (P i ), the pullback
Proof. Let f ∈ C h (P i ) be a Higson function. We fix ǫ > 0 and R > 0. LetÊ := 
On the other hand, sinceP i is a proper coarse space,K is relatively compact. Thus the restriction f |K is uniformly continuous onK, so there exists θ > 0 such that
Let E R := {(x, y) : d(x, y) < R} be a controlled set of X i . By Lemma 7.7, we have
Thus by (7) we have
By Proposition 7.11, F i extends to a continuous map
Since the Gromov boundary is a corona, there exists a continuous map
which is the identity on X(G, P, S). Since coarse embedding X i ֒→ X(G, P, S) induces an embedding νX i ֒→ νX(G, P, S), we regard νX i as a subspace of νX(G, P, S). (See Proposition 2.15.)
Lemma 7.12. For any y ∈ νX i , if y / ∈ α −1 (s i ) then we have α(y) = hF i (y) ∈P i .
Proof. Let y ∈ νX i \ α −1 (s i ). We choose a net {y λ } λ∈Λ in X i such that y λ → y. Then α(y λ ) → α(y). The restriction of α to X(G, P, S) is the identity, so
Thus F i (y λ ) → α(y) inP i , so we have hF i (y) = α(y).
7.2.
Blow-up of parabolic points. In this section, we construct a corona of
For r = 1, . . . , k, let (W r , ζ r ) be a corona of P r . For i ∈ N, set W i := W (i) and ζ i :=
i , where νg We construct a corona of X n by replacing s i by W i as follows. Set
We abbreviate ∂X n (W i ; i = 1, . . . , n) to ∂X n . We equip ∂X n with the weakest topology such that the maps σ i : ∂X n →P i ∪ W i are continuous for all i ∈ {1, . . . , n}. Here
Definition 7.13. The n-th blown-up of ∂X(G, P, S) with respect to W i , i = 1, . . . , n is a compact space ∂X n (W i ; i = 1 . . . , n) equipped with the above topology. The blown-up corona of (G, P, {W 1 , . . . , W k }) is the projective limit ∂X ∞ = lim ← − ∂X n .
We also regard νX n and νG as subspaces of νX(G, P, S). We define a map ξ n : νX n → ∂X n as
Proposition 7.14. The map ξ n : νX n → ∂X n is continuous for all n ∈ N ∪{∞}. Thus ∂X n and ∂X ∞ are respectively coronae of X n and G. If ζ i is surjective for i = 1, . . . , k, then so is ξ n for all n ∈ N ∪ {∞}.
Proof. It is enough to show that ξ n is continuous on νX n ∩ α −1 (s i ). We fix x ∈ νX n ∩ α −1 (s i ). Let {x λ } λ∈Λ be a net in νX n such that
Here we remark thatζ i is the identity onP i . Sinceζ i • hF i is continuous, we have
We suppose ζ r is surjective for r = 1, . . . , k. We show that ξ n is surjective for all n ∈ N.
In fact, we prove that the restriction ξ n : νG → ∂X n is surjective. Since the action of G on ∂X 0 = ∂X(G, P, S) is minimal ([2, Section 6]), ξ 0 : νG → ∂X 0 is surjective. We assume that ξ n : νG → ∂X n is surjective. Let π n : ∂X n+1 → ∂X n be a natural projection.
Then we have ξ n = π n • ξ n+1 . Let x ∈ ∂X n+1 . If x ∈ π −1 n (s n+1 ) = W n+1 , then there exists y in ν(g n+1 P (n+1) ) such that ξ n+1 (y) = x, where we regard ν(g n+1 P (n+1) ) as a subspace of νG. Otherwise, there exists y ′ ∈ νG such that π n (x) = ξ n (y ′ ) = π n (ξ n+1 (y ′ )). Then we have ξ n+1 (y ′ ) = x since the restriction of π n to the complement of π −1 n (s n+1 ) is injective.
The transgression maps
Let M * be the K-theory K * or the Alexander-Spanier cohomology with compact support H * c . Let G be a group which is hyperbolic relative to P satisfying the condition of Theorem 1.2. Let {g n } n∈N be an order of the cosets of (G, P). Let s i be the parabolic point of g i P (i) . Let X n and EX n be the one defined in Section 6.3. We can choose a map ϕ n : EX n → X n such that the pullback coarse structure is proper and the ϕ n is a coarse equivalence. (See Section 6.2.) Therefore we can regard a corona of X n as that of EX n .
For a compact space Z, we denote by CZ a closed cone of Z, that is,
Let ∂X n = ∂X n (W i ; i = 1, . . . , n) be the n-th blown-up of ∂X(G, P, S). Let S n be a space obtained by pasting CW n+1 on ∂X n+1 along W n+1 .
Lemma 8.1. The natural quotient map S n → ∂X n which sends CW n+1 to the parabolic We use the following notations.
We remark that EH(g i P (i) ) is not any coarse compactification of EH(g i P (i) ). We recall definitions and properties related to Carnot groups. Let N be an n-dimensional simply connected nilpotent Lie group and n be its Lie algebra. Then the following are well-known:
• exp : n → N is an analytic homeomorphism (see for example [5, Theorem 1.
2.1]);
• every lattice of N is uniform.
Suppose that n satisfies a stratification n = n 1 ⊕ · · ·⊕ n l such that n l = {0}, [n j , n 1 ] = n j+1 for any j ∈ {1, . . . , l − 1}. Since n 1 generates n, it follows from Chow's theorem that any two points of N can be joined by a horizontal curve. For any a 1 , a 2 ∈ N, we define d cc (a 1 , a 2 ) as the infimum of length of horizontal curves from a 1 to a 2 . Then d cc is a metric on N, which is called a Carnot-Carathéodory metric (or a sub-Riemannian metric). We call a pair (N, d cc ) a Carnot group. We define R >0 × n ∋ (t, v) →δ t (v) ∈ n asδ t (v) := l j=1 t j v j where v j ∈ n j with v = l j=1 v j . Then we define an action R >0 × N ∋ (t, a) → δ t (a) ∈ N as δ t (a) := expδ t (v) where v ∈ n with a = exp v. The following are known facts which we freely use:
• d cc is a left invariant proper metric on N;
• d cc (δ t (a), δ t (a ′ )) = td cc (a, a ′ ) for any a, a ′ ∈ N and t ∈ R >0 ;
• For each t ∈ R >0 , D(t) := {a ∈ N | d cc (o, a) ≤ t} is homeomorphic to a closed n-dimensional Euclidean ball. Proposition A.1. Let N and ∂ cc N be as above. Let P be a uniform lattice of N. Then ∂ cc N is regarded as a corona of P and we have the following:
K * (C * (P )) ∼ = KX * (P ) ∼ =K * −1 (∂ cc N), K * −1 (c r (P )) ∼ = KX * (P ) ∼ =K * −1 (∂ cc N), HX * (P ) ∼ =H * −1 (∂ cc N).
Proof. Note that N can be regarded as a universal space for (free) proper actions of We show that ∂ cc N is a corona of N. We take t ∈ R >0 and f ∈ C(D(t)). Then it is enough to prove that F := f • π t is a Higson function on N. We take ǫ > 0 and Since the inclusion from P to N is a coarse equivalence which covers the identity on ∂ cc N,
we have the assertion.
Appendix B. Milnor exact sequences by Phillips
In this appendix, we state a Milnor exact sequence by Phillips and give a proof for reader's convenience.
Phillips [25] studied the representable K-theory of the projective limit of σ-C * -algebras.
See [25] for representable K-theory of σ-C * -algebras. He stated the following (in fact an equivariant version of the following) in [25, Theorem 5.8 (5)], which is a Milnor exact sequence for a projective system of σ-C * -algebras.
Proposition B.1. Let {π k : A k+1 → A k } k∈N be a projective system of σ-C * -algebras.
Then we have the following functorial exact sequence for each p ∈ Z.
Phillips gives a proof under the condition that every π k is surjective [25, Theorem 3.2] .
In order to prove, we refer to it and to [23] . 
We have a pullback diagram Now we have the desired functorial Milnor exact sequence.
