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SUMMARY
Uncovering the distribution of magnitudes and arrival times of aftershocks is a key to
comprehend the characteristics of the sequence of earthquakes, which enables us to pre-
dict seismic activities and hazard assessments. However, identifying the number of af-
tershocks is very difficult due to contaminations of arriving seismic waves immediately
after the main shock. To overcome the difficulty, we construct a likelihood based on the
detected data incorporating a detection function to which the Gaussian process regression
(GPR) is applied. The GPR is capable of estimating not only the parameter of the dis-
tribution of aftershocks together with the detection function, but also credible intervals
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for both of the parameters and the detection function. A property of both the Gaussian
process and a distribution of aftershocks are exponential functions leads to an efficient
Bayesian computational algorithm to estimate the hyperparameters. After the validations
through numerical tests, the proposed method is retrospectively applied to the catalog data
related to the 2004 Chuetsu earthquake towards early forecasting of the aftershocks. The
result shows that the proposed method stably estimates the parameters of the distribution
simultaneously their uncertainties even within three hours after the main shock.
Key words: Aftershock distribution; detection function; point process; Gaussian process
regression.
1 INTRODUCTION
A large earthquake triggers a number of aftershocks. There have been proposed reasonable models
to describe the distribution of aftershocks with temporal information as well as magnitudes such as
the Omori-Utsu (Omori 1894; Utsu 1961) and the Gutenberg-Richter (Gutenberg & Richter 1944)
formulae. The distribution of aftershocks enables us to forecast seismic activities and hazard assess-
ments (Resenberg & Jones 1989, 1994; Kagan & Jackson 2000). Until now, many statistical methods
to estimate parameters involved in the models have been proposed (Aki 1965; Ogata 1983). The disad-
vantages in these methods are that they assume the existence of complete data without missing, though
detecting all aftershocks immediately after the main shock is impossible due to contaminations of a
tremendous amount of seismic waves. Such incomplete data cause underestimations in the counting
of aftershocks.
In statistics, situations only some detected data being available are known as biased sampling
problem (Vardi 1982, 1985). In our case, detection probability of aftershocks clearly depends on the
magnitudes and elapsed times from the main shock. This type of biased sampling data is known as
missing not at random (MNAR), in which the detection probability depends on the values of unde-
tected data. Introducing a detection function, which is a model of the detection probability, enables us
to correct the bias (Qin 2017). Several studies have tackled this problem by introducing a parametric
model on the detection function for aftershocks (Ringdal 1975; Ogata & Katsura 1993, 2006; Omi
et al. 2013, 2014, 2015a,b). The detection function enables us to construct valid estimators in MNAR.
Three problems remain to be solved: (i) the resulting estimators are often unstable; (ii) misspecifica-
tion of the detection function causes bias; (iii) estimation of the detection function is difficult even with
a correct model. The first problem (i) arises from the simultaneous estimation of the detection func-
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tion and the distribution of aftershocks. The second problem (ii) is obvious because the bias correction
strongly depends on how close the defined detection function to the true one is. The third problem (iii)
is because some integration is required in the likelihood, which makes estimations difficult in biased
sampling problems.
In this study, we propose a nonparametric Bayesian estimator to overcome all the three prob-
lems. Appropriate prior information considering characteristics of seismic activities in a target area
improves the first problem (i). A technique of Gaussian process regression (GPR), which is nonpara-
metric Bayesian estimation, models the detection function, simultaneously solving the problems (i)
and (ii). Owing to the nonparametric modeling, the detection function does not need to have a spe-
cific functional form. The GPR has been often used especially in the recent machine learning and
deep learning researches due to its flexibility and wide coverage of function spaces (Rasmussen et al.
2006; de G. Matthews et al. 2018). As for computation of the model parameters, we propose an ef-
ficient Bayesian estimation algorithm utilizing the property that both the GP and the distribution of
aftershocks are exponential functions, which are compatible to compute solving the third problem (iii).
Another advantage in GPR is that it is capable of evaluating uncertainty of the estimated parame-
ters naturally, which has been hard in the previous works though knowing the uncertainty is inevitable
to decide statistical decision. In summary, the proposed method can solve the three problems and has
an additional property that can estimate the uncertainty of the parameters.
This paper is organized as follows. Section 2 introduces the GPR, and proposes a method to
estimate parameters for distribution of aftershocks with a detection function through the GPR. Section
3 validates the proposed method through numerical tests. Section 4 demonstrates the effectiveness of
the proposed method by applying to the catalog data of 2004 Chuetsu earthquake. Section 5 concludes
the present study including perspective future works.
2 METHODOLOGY
The detection function proposed in this paper that models temporal changes of the detection rate of
the aftershocks right after a main shock bases GPR. This section gives first a brief explanation related
to the GPR, then introduces the proposed method especially its theoretical properties and an efficient
computational algorithm.
2.1 Gaussian process regression
Some recent studies in the solid Earth science used the GPR to construct models from given data in
the cases that the physical or chemical process that produced the data was unknown or too compli-
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cated. The GPR estimates a regression function simultaneously with its uncertainty through Bayesian
nonparametric estimation. For example, Kuwatani et al. (2018) proposed to apply the GPR to interpo-
late the observed quantities of chemical compositions along with the radius of a rock. The estimated
uncertainty often provides valuable information for observational or experimental design, such as a
suggestion of times and/or places of the next new observations or measurements.
In this study, GPR is used as a tool for Bayesian nonparametric estimation for a regression func-
tion. Let x = (x1, . . . , xn)> and y = (y1, . . . , yn)> be sets of explanatory and response variables, re-
spectively, and both are assumed to relate each other through an unknown regression function f(·), i.e.,
yi = f(xi) (i = 1, . . . , n), where n denotes the number of time points. In this paper, we use the nota-
tion like f(·) to abbreviate the arguments by a dot emphasizing that f is a function. The GPR estimates
the function f(·) from the given a dataset assuming a kernel function mentioned below. In probability
theory and statistics, a Gaussian process (GP) is a stochastic process such that every finite collection of
those random variables has a multivariate normal distribution, e.g. f = (f(x1), . . . , f(xn)) follows a
multivariate normal distribution. One can think of the GP as defining a distribution over functions for a
target function that promotes effective Bayesian estimation giving a priori information of the function
(Rasmussen et al. 2006). The GP is usually denoted as GP(f0(·),K(·, ·)), where f0(·) is mean function
and K(·, ·) is variance function or “kernel”. The mean function f0(·) is often assumed as identically
zero since the mean is adjustable by subtracting the sample mean of y. The radial basis function is
often chosen among various candidate functions for the variance function or kernel K(·, ·):
K(x1, x2) = φ1 exp
{
−(x1 − x2)
2
φ22
}
(φ1, φ2 > 0), (1)
where x1 and x2 are arbitrary real numbers. This study also adopts the radial basis function for the
kernel since it adequately covers an infinite-dimensional function space of µ(·) with only a few hy-
perparameters. See Rasmussen et al. (2006) for the detailed explanation of GP including other kernel
functions.
Estimation of a function f(·) is equivalent to that of the value of f(x∗) at any fixed point x∗,
where the superscript “∗” is used to discriminate the fixed point from the data points. For any point
x∗ a posterior distribution of f∗ = f(x∗) given a dataset D = {x1, . . . , xn, y1, . . . , yn} is called the
predictive distribution. By using the Bayes’ theorem, calculation of the predictive distribution is given
by
p(f∗ | x∗,D) =
∫
p(f∗ | x∗,f ,D)p(f | D)df , (2)
where p(f∗ | x∗,f ,D) and p(f | D) are the conditional probability density function (PDF) of f∗
given the fixed point x∗, unobserved f , and the dataset D The PDF p(f | D) is the prior on f given
by a multivariate normal distribution as mentioned above. In this case, the predictive distribution can
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be explicitly obtained and becomes a normal distribution again because both p(f∗ | x∗,f ,D) and
p(f | D) are normal distributions. Therefore, the predictive distribution for a point x∗ is a normal
distribution with mean µf (x∗) and variance σ2f (x
∗) computed as
µf (x
∗) = κ>∗ K−1y, σ2f (x∗) = κ∗∗ − κ>∗ K−1κ∗,
where κ∗ = {K(x∗, x1), . . . ,K(x∗, xn)}> and κ∗∗ = K(x∗, x∗). The maximization of the marginal
likelihood
n∏
i=1
p(yi | xi;φ) =
n∏
i=1
∫
p(yi | xi,f ;φ)p(f | xi;φ)df . (3)
determines the hyperparameters φ = (φ1, φ2), where the integration in the right-hand side is explicitly
computable since the integrand given as the product of normal distributions p(yi | xi,f ;φ) and p(f |
xi;φ) is again a normal distribution.
Figure 1 shows the estimated predictive distributions from six data points with changing hyperpa-
rameters φ1 and φ2 in the kernel (eq. 1). As mentioned above, the GPR successfully obtains not only
the mean function but also its standard error or credibility. Figure 1 also indicates φ1 and φ2 strongly
associate with scale and shape of the regression function, respectively. A comparison between Fig-
ures 1(a) and 1(c), or 1(b) and 1(d) indicates that small/large φ1 means a small large/credible interval.
Another comparison between Figure 1(a) and 1(b), or 1(c) and 1(d) shows that small/large φ2 means
an oscillating/smoothed regression function. These results indicate the importance of deciding the
hyperparameters.
2.2 Notation and models
According to the Omori-Utsu law, aftershock occurrence rate n(t) at elapsed time t from the main
shock follows a non-stationary Poisson process (Omori 1894; Utsu 1961):
n(t; τ ) =
K
(t+ c)p
,
where τ is a vector containing all the model parameters, i.e., τ = (K, p, c)>. The parameter K
controls the level of seismic activity, i.e., large/smallK reflects the large/small number of aftershocks.
The parameter p is the slope of the occurrence rate in the logarithmic scale. It is known that the
occurrence rate is saturated over a period of time right after the main shock (Utsu 1961; Ogata 1983),
and the parameter c determines the time length of the saturation. According to the Gutenberg-Richter’s
law, intensity rate of the magnitudeM is modeled as a function proportional to an exponential function
(Gutenberg & Richter 1944):
m(M ; b) = A10−bM ∝ exp(−βM), (4)
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( 1, 2) = (0.3, 0.3)
<latexit sha1_base64="XUgRWpVE2ODtsREvT2a3AFBxlII=">AAACBHicbVBNS8MwGE7n15xf VY+7BIewwSjtFPQiDL14nOA+YCslzdItLE1Lkgqj7ODFv+LFgyJe/RHe/DdmXQ+6+UDyPjzP+5K8jx8zKpVtfxuFtfWNza3idmlnd2//wDw86sgoEZi0ccQi0fORJIxy0lZUMdKLBUGhz0jXn9zM/e4D EZJG/F5NY+KGaMRpQDFSWvLMcnUQj6nn1GFWG7Wrqm2d1aG+ap5ZsS07A1wlTk4qIEfLM78GwwgnIeEKMyRl37Fj5aZIKIoZmZUGiSQxwhM0In1NOQqJdNNsiRk81coQBpHQhyuYqb8nUhRKOQ193Rk iNZbL3lz8z+snKrh0U8rjRBGOFw8FCYMqgvNE4JAKghWbaoKwoPqvEI+RQFjp3Eo6BGd55VXSaViObTl355XmdR5HEZTBCagCB1yAJrgFLdAGGDyCZ/AK3own48V4Nz4WrQUjnzkGf2B8/gBdC5St</l atexit><latexit sha1_base64="XUgRWpVE2ODtsREvT2a3AFBxlII=">AAACBHicbVBNS8MwGE7n15xf VY+7BIewwSjtFPQiDL14nOA+YCslzdItLE1Lkgqj7ODFv+LFgyJe/RHe/DdmXQ+6+UDyPjzP+5K8jx8zKpVtfxuFtfWNza3idmlnd2//wDw86sgoEZi0ccQi0fORJIxy0lZUMdKLBUGhz0jXn9zM/e4D EZJG/F5NY+KGaMRpQDFSWvLMcnUQj6nn1GFWG7Wrqm2d1aG+ap5ZsS07A1wlTk4qIEfLM78GwwgnIeEKMyRl37Fj5aZIKIoZmZUGiSQxwhM0In1NOQqJdNNsiRk81coQBpHQhyuYqb8nUhRKOQ193Rk iNZbL3lz8z+snKrh0U8rjRBGOFw8FCYMqgvNE4JAKghWbaoKwoPqvEI+RQFjp3Eo6BGd55VXSaViObTl355XmdR5HEZTBCagCB1yAJrgFLdAGGDyCZ/AK3own48V4Nz4WrQUjnzkGf2B8/gBdC5St</l atexit><latexit sha1_base64="XUgRWpVE2ODtsREvT2a3AFBxlII=">AAACBHicbVBNS8MwGE7n15xf VY+7BIewwSjtFPQiDL14nOA+YCslzdItLE1Lkgqj7ODFv+LFgyJe/RHe/DdmXQ+6+UDyPjzP+5K8jx8zKpVtfxuFtfWNza3idmlnd2//wDw86sgoEZi0ccQi0fORJIxy0lZUMdKLBUGhz0jXn9zM/e4D EZJG/F5NY+KGaMRpQDFSWvLMcnUQj6nn1GFWG7Wrqm2d1aG+ap5ZsS07A1wlTk4qIEfLM78GwwgnIeEKMyRl37Fj5aZIKIoZmZUGiSQxwhM0In1NOQqJdNNsiRk81coQBpHQhyuYqb8nUhRKOQ193Rk iNZbL3lz8z+snKrh0U8rjRBGOFw8FCYMqgvNE4JAKghWbaoKwoPqvEI+RQFjp3Eo6BGd55VXSaViObTl355XmdR5HEZTBCagCB1yAJrgFLdAGGDyCZ/AK3own48V4Nz4WrQUjnzkGf2B8/gBdC5St</l atexit><latexit sha1_base64="XUgRWpVE2ODtsREvT2a3AFBxlII=">AAACBHicbVBNS8MwGE7n15xf VY+7BIewwSjtFPQiDL14nOA+YCslzdItLE1Lkgqj7ODFv+LFgyJe/RHe/DdmXQ+6+UDyPjzP+5K8jx8zKpVtfxuFtfWNza3idmlnd2//wDw86sgoEZi0ccQi0fORJIxy0lZUMdKLBUGhz0jXn9zM/e4D EZJG/F5NY+KGaMRpQDFSWvLMcnUQj6nn1GFWG7Wrqm2d1aG+ap5ZsS07A1wlTk4qIEfLM78GwwgnIeEKMyRl37Fj5aZIKIoZmZUGiSQxwhM0In1NOQqJdNNsiRk81coQBpHQhyuYqb8nUhRKOQ193Rk iNZbL3lz8z+snKrh0U8rjRBGOFw8FCYMqgvNE4JAKghWbaoKwoPqvEI+RQFjp3Eo6BGd55VXSaViObTl355XmdR5HEZTBCagCB1yAJrgFLdAGGDyCZ/AK3own48V4Nz4WrQUjnzkGf2B8/gBdC5St</l atexit>
( 1, 2) = (0.9, 0.1)
<latexit sha1_base64="CPlY/eAOq6/AV1dL 2x9CXtnzqDM=">AAACBHicbVDLSsNAFJ3UV62vqMtuBovQQglJEdSFUHTjsoJ9QBvCZDpph04mYW YilNCFG3/FjQtF3PoR7vwbp2kW2nrgcg/n3MvMPX7MqFS2/W0U1tY3NreK26Wd3b39A/PwqCOjRG DSxhGLRM9HkjDKSVtRxUgvFgSFPiNdf3Iz97sPREga8Xs1jYkbohGnAcVIackzy9VBPKaeU4dZb9 SuqrZ1WYe25dQ8s2Jbdga4SpycVECOlmd+DYYRTkLCFWZIyr5jx8pNkVAUMzIrDRJJYoQnaET6m nIUEumm2REzeKqVIQwioYsrmKm/N1IUSjkNfT0ZIjWWy95c/M/rJyq4cFPK40QRjhcPBQmDKoLzR OCQCoIVm2qCsKD6rxCPkUBY6dxKOgRn+eRV0mlYjo7s7qzSvM7jKIIyOAFV4IBz0AS3oAXaAINH8 AxewZvxZLwY78bHYrRg5DvH4A+Mzx9jPZSx</latexit><latexit sha1_base64="CPlY/eAOq6/AV1dL 2x9CXtnzqDM=">AAACBHicbVDLSsNAFJ3UV62vqMtuBovQQglJEdSFUHTjsoJ9QBvCZDpph04mYW YilNCFG3/FjQtF3PoR7vwbp2kW2nrgcg/n3MvMPX7MqFS2/W0U1tY3NreK26Wd3b39A/PwqCOjRG DSxhGLRM9HkjDKSVtRxUgvFgSFPiNdf3Iz97sPREga8Xs1jYkbohGnAcVIackzy9VBPKaeU4dZb9 SuqrZ1WYe25dQ8s2Jbdga4SpycVECOlmd+DYYRTkLCFWZIyr5jx8pNkVAUMzIrDRJJYoQnaET6m nIUEumm2REzeKqVIQwioYsrmKm/N1IUSjkNfT0ZIjWWy95c/M/rJyq4cFPK40QRjhcPBQmDKoLzR OCQCoIVm2qCsKD6rxCPkUBY6dxKOgRn+eRV0mlYjo7s7qzSvM7jKIIyOAFV4IBz0AS3oAXaAINH8 AxewZvxZLwY78bHYrRg5DvH4A+Mzx9jPZSx</latexit><latexit sha1_base64="CPlY/eAOq6/AV1dL 2x9CXtnzqDM=">AAACBHicbVDLSsNAFJ3UV62vqMtuBovQQglJEdSFUHTjsoJ9QBvCZDpph04mYW YilNCFG3/FjQtF3PoR7vwbp2kW2nrgcg/n3MvMPX7MqFS2/W0U1tY3NreK26Wd3b39A/PwqCOjRG DSxhGLRM9HkjDKSVtRxUgvFgSFPiNdf3Iz97sPREga8Xs1jYkbohGnAcVIackzy9VBPKaeU4dZb9 SuqrZ1WYe25dQ8s2Jbdga4SpycVECOlmd+DYYRTkLCFWZIyr5jx8pNkVAUMzIrDRJJYoQnaET6m nIUEumm2REzeKqVIQwioYsrmKm/N1IUSjkNfT0ZIjWWy95c/M/rJyq4cFPK40QRjhcPBQmDKoLzR OCQCoIVm2qCsKD6rxCPkUBY6dxKOgRn+eRV0mlYjo7s7qzSvM7jKIIyOAFV4IBz0AS3oAXaAINH8 AxewZvxZLwY78bHYrRg5DvH4A+Mzx9jPZSx</latexit><latexit sha1_base64="CPlY/eAOq6/AV1dL 2x9CXtnzqDM=">AAACBHicbVDLSsNAFJ3UV62vqMtuBovQQglJEdSFUHTjsoJ9QBvCZDpph04mYW YilNCFG3/FjQtF3PoR7vwbp2kW2nrgcg/n3MvMPX7MqFS2/W0U1tY3NreK26Wd3b39A/PwqCOjRG DSxhGLRM9HkjDKSVtRxUgvFgSFPiNdf3Iz97sPREga8Xs1jYkbohGnAcVIackzy9VBPKaeU4dZb9 SuqrZ1WYe25dQ8s2Jbdga4SpycVECOlmd+DYYRTkLCFWZIyr5jx8pNkVAUMzIrDRJJYoQnaET6m nIUEumm2REzeKqVIQwioYsrmKm/N1IUSjkNfT0ZIjWWy95c/M/rJyq4cFPK40QRjhcPBQmDKoLzR OCQCoIVm2qCsKD6rxCPkUBY6dxKOgRn+eRV0mlYjo7s7qzSvM7jKIIyOAFV4IBz0AS3oAXaAINH8 AxewZvxZLwY78bHYrRg5DvH4A+Mzx9jPZSx</latexit>
( 1, 2) = (0.9, 0.3)
<latexit sha1_base64="+XtZfIvzFbREJP5QTjJKEY8lNrg=">AAACBHicbVDLSgMxFM34rPU1 6rKbYBFaKEOmCupCKLpxWcE+oB2GTJppQzMPkoxQhi7c+CtuXCji1o9w59+YTmehrQcu93DOvST3eDFnUiH0baysrq1vbBa2its7u3v75sFhW0aJILRFIh6Jrocl5SykLcUUp91YUBx4nHa88c3M7zxQ IVkU3qtJTJ0AD0PmM4KVllyzVOnHI+baNZj1evWqgqzLGkTWadU1y8hCGeAysXNSBjmarvnVH0QkCWioCMdS9mwUKyfFQjHC6bTYTySNMRnjIe1pGuKASifNjpjCE60MoB8JXaGCmfp7I8WBlJPA05M BViO56M3E/7xeovwLJ2VhnCgakvlDfsKhiuAsEThgghLFJ5pgIpj+KyQjLDBROreiDsFePHmZtOuWjSz77qzcuM7jKIASOAYVYINz0AC3oAlagIBH8AxewZvxZLwY78bHfHTFyHeOwB8Ynz9mR5Sz</l atexit><latexit sha1_base64="+XtZfIvzFbREJP5QTjJKEY8lNrg=">AAACBHicbVDLSgMxFM34rPU1 6rKbYBFaKEOmCupCKLpxWcE+oB2GTJppQzMPkoxQhi7c+CtuXCji1o9w59+YTmehrQcu93DOvST3eDFnUiH0baysrq1vbBa2its7u3v75sFhW0aJILRFIh6Jrocl5SykLcUUp91YUBx4nHa88c3M7zxQ IVkU3qtJTJ0AD0PmM4KVllyzVOnHI+baNZj1evWqgqzLGkTWadU1y8hCGeAysXNSBjmarvnVH0QkCWioCMdS9mwUKyfFQjHC6bTYTySNMRnjIe1pGuKASifNjpjCE60MoB8JXaGCmfp7I8WBlJPA05M BViO56M3E/7xeovwLJ2VhnCgakvlDfsKhiuAsEThgghLFJ5pgIpj+KyQjLDBROreiDsFePHmZtOuWjSz77qzcuM7jKIASOAYVYINz0AC3oAlagIBH8AxewZvxZLwY78bHfHTFyHeOwB8Ynz9mR5Sz</l atexit><latexit sha1_base64="+XtZfIvzFbREJP5QTjJKEY8lNrg=">AAACBHicbVDLSgMxFM34rPU1 6rKbYBFaKEOmCupCKLpxWcE+oB2GTJppQzMPkoxQhi7c+CtuXCji1o9w59+YTmehrQcu93DOvST3eDFnUiH0baysrq1vbBa2its7u3v75sFhW0aJILRFIh6Jrocl5SykLcUUp91YUBx4nHa88c3M7zxQ IVkU3qtJTJ0AD0PmM4KVllyzVOnHI+baNZj1evWqgqzLGkTWadU1y8hCGeAysXNSBjmarvnVH0QkCWioCMdS9mwUKyfFQjHC6bTYTySNMRnjIe1pGuKASifNjpjCE60MoB8JXaGCmfp7I8WBlJPA05M BViO56M3E/7xeovwLJ2VhnCgakvlDfsKhiuAsEThgghLFJ5pgIpj+KyQjLDBROreiDsFePHmZtOuWjSz77qzcuM7jKIASOAYVYINz0AC3oAlagIBH8AxewZvxZLwY78bHfHTFyHeOwB8Ynz9mR5Sz</l atexit><latexit sha1_base64="+XtZfIvzFbREJP5QTjJKEY8lNrg=">AAACBHicbVDLSgMxFM34rPU1 6rKbYBFaKEOmCupCKLpxWcE+oB2GTJppQzMPkoxQhi7c+CtuXCji1o9w59+YTmehrQcu93DOvST3eDFnUiH0baysrq1vbBa2its7u3v75sFhW0aJILRFIh6Jrocl5SykLcUUp91YUBx4nHa88c3M7zxQ IVkU3qtJTJ0AD0PmM4KVllyzVOnHI+baNZj1evWqgqzLGkTWadU1y8hCGeAysXNSBjmarvnVH0QkCWioCMdS9mwUKyfFQjHC6bTYTySNMRnjIe1pGuKASifNjpjCE60MoB8JXaGCmfp7I8WBlJPA05M BViO56M3E/7xeovwLJ2VhnCgakvlDfsKhiuAsEThgghLFJ5pgIpj+KyQjLDBROreiDsFePHmZtOuWjSz77qzcuM7jKIASOAYVYINz0AC3oAlagIBH8AxewZvxZLwY78bHfHTFyHeOwB8Ynz9mR5Sz</l atexit>
(a) (b)
(c) (d)
Figure 1. Gaussian process regression applied to six data points (“×”) with different hyperparameters (φ1, φ2).
The green line is the mean function f0(·) of the prior distribution, which is assumed to be identically zero, the
red curve is the estimated mean µf (·) of the predictive distribution, and shaded region is the deviation 3σf (·)
from the mean of the predictive distribution.
where A is a constant, and b (or β = b ln 10), which is of our most interest, controls the amplitude of
the magnitudes. Combining these two laws, the joint occurrence rate of aftershocks as a function of
elapsed time t and magnitude M is represented by the product of n(t) and m(M) as
λ(t,M ; τ , β) =
K ′
(t+ c)p
βe−β(M−M0), (5)
where K ′ = β−1KA exp(−βM0) and M0 is the magnitude of the main shock used to adjust the
scale of K ′ (Utsu 1970). Note that even if K ′ is obtained, K can not be uniquely identified due to
the unidentifiability of the product KA. Resenberg & Jones (1989, 1994) found that estimation of
K ′ enables us to forecast seismic acitivities, so that the identifiability problem does not matter in this
context. Hereafter we use K instead of K ′ for notational simplicity.
An exact count of all aftershocks right after a main shock is very difficult due to contaminations of
arriving seismic waves, so that the occurrence rate of aftershocks are almost always underestimated. In
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order to correct the bias, the present study adopts probit-type detection function as is used in Ringdal
(1975), Ogata & Katsura (1993), Ogata & Katsura (2006), and Omi et al. (2013, 2014, 2015a,b):
pi(t,M ;µ, s) = P (δ = 1 | t,M ;µ, s)
=
∫ M
−∞
1√
2pis2
exp
{
−(x− µ(t))
2
2s2
}
dx, (6)
where δ is a detection indicator that takes 1/0 if the aftershock is detected/undetected, µ(t) is the
magnitude that makes aftershock detectable with probability 50% at elapsed time t, and s is a scale
parameter. Roughly speaking, the function µ(t) is decreasing with respect to the elapsed time t because
only large aftershocks are detectable immediately after the main shock and even small aftershocks are
detectable after enough time passes.
To make the difference between complete and detected data clear, let each t1 and M1 be the
elapsed time and magnitude of a detected aftershock, respectively. The subscript “1” indicates the
detected data, i.e., δ = 1. Note that, in this study, complete data t and M might not be detected, but
t1 and M1 are always available. Supposing that n aftershocks are detected, let the pair of elapsed
time from the main shock and magnitude of i-th aftershock be (t1i,M1i) (i = 1, . . . , n). By using
technique of the thinning operation or the random deletion in point processes (Ogata & Katsura 1993),
the likelihood function for the detected magnitudes can be written by
n∏
i=1
L(M1i | t1i;β, µ, s2)
=
n∏
i=1
e−βM1ipi(t1i,M1i;µ, s2)∫∞
−∞ e
−βMpi(t1i,M ;µ, s2)dM
=
n∏
i=1
β exp
{
−β(M1i − µ(t1i))− 1
2
β2s2
}
pi(t1i,M1i;µ, s
2), (7)
where the function µ(·) is assumed to be known, although it is estimated later in practice. Let βˆ and sˆ
be the estimated values for β and s obtained by maximizing the likelihood. With estimated βˆ and sˆ,
τ can be estimated by maximizing the log-likelihood function for detected elapsed times within any
time interval (0, T ) (Ogata & Katsura 1993),∑
0<t1i<T
ln ν(t1i; τ , βˆ, sˆ)−
∫ T
0
ν(t; τ , βˆ, sˆ)dt, (8)
where ν(t) is an intensity function for detected data defined by
ν(t; τ , β, s)
=
∫ ∞
−∞
λ(t,M ; τ , β)pi(t,M ; s)dM (9)
=
K
(t+ c)p
exp
{
−β(µ(t)−M0) + 1
2
β2s2
}
. (10)
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This paper proposes a more efficient estimation method for τ in Section 2.4, obtained from an inves-
tigation of the problem in the estimations of β and s as mentioned in Section 2.3.
However, it remains one serious problem that µ(·) is unknown. In frequentist ways, Ogata &
Katsura (1993) applied a B-spline basis function to µ(·), and Ogata & Katsura (2006) proposed a
specific parametric model based on the 2003 Miyagi-Ken-Oki earthquake as
µ(t) = a0 + a1 exp {−α(3 + ln t)γ} ,
where a0, a1, α, and γ are parameters to be estimated. Recently, Omi et al. (2013) proposed a flexible
nonparametric Bayesian estimation. They assumed a prior on µ(t1i) (i = 1, . . . , n), and compute
the posterior mean. Their method does not require any specification of µ(·) and, because of Bayesian
estimation, it can naturally incorporate the prior information of β, which considerably makes estimates
stable. The distribution of β can be easily computed in the same area before the main shock. However,
it is hard to estimate credibility of neither µ(t1i) (i = 1, . . . , n) nor β by their method. Estimating the
credibility of the estimator is inevitable to decide statistical decision.
2.3 Estimation for β, s2, and pi(·)
In this study, we put a Gaussian process (GP) prior on the “function” µ(·), not on the “points”
µ(t1i) (i = 1, . . . , n). The GP prior leads to an explicit form of the marginal likelihood of hyper-
parameters and posterior distribution of µ(·) as seen in the following discussion.
A graphical model for complete data is shown at the left panel in Figure 2. The graphical model
illustrates the relations among data, parameters, and hyperparameters in accordance with Omori-Utsu
and Gutenberg-Richters laws and the detection function, which enables us to grasp the notation and
models in this study. Each green, red, blue color indicates the relation by Omori-Utsu law, Guterberg-
Richter’s law, and the detection function, respectively. To avoid the problem, we focus on the partial
likelihood, which is the distribution of detected magnitude M1 given t1, derived in eq. (7). Once the
graphical model for the detected data was obtained, one would realize that relation among M1, µ, and
t1 is exactly the same as the regression. Based on this idea, we put a Gaussian process prior on µ(·),
that corresponds to f(·) in Section 2.1, and consider nonparametric bayesian estimation. However,
unlike the GPR explained in Section 2.1, the distribution (eq. 7) is not a normal distribution, and the
predictive distribution shall be more complicated.
The Gaussian process assumption on µ(·) is denoted by µ ∼ GP(µ0(·),K(·, ·)), where K is
defined as
K(x1, x2) = φ0 + φ1 exp
{
−(x1 − x2)
2
φ22
}
(φ1, φ2 > 0).
As for µ0(·), some reasonable function should be chosen because adjusting the mean of the prior
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ϕ
(a) Complete data (b) Partial data given t1
Gaussian Process Regression 
                 on M1 t1
Figure 2. Graphical models on (a) complete data; (b): partial or detected data given t1. Each square, circle, and
dotted circle indicates data, parameters, and subjective hyperparameters, respectively.
µ0(·) to identically zero is impossible unlike the usual GPR. In this paper, a simple linear model
µ0(t1i) = a0 + a1t1i is used as the mean of the prior distribution. The unknown parameters a0
and a1 are estimated by maximizing eq. (7) with the simple linear model. It can be seen later that
this simple prior works well in the numerical experiments in Section 3. One difference between the
above kernel and eq. (1) is the first term φ0. This term prevents K−1 from being a nonsingular matrix
and is set very small value (e.g. 10−7) so that it does not affect estimation of the other parameters.
The additional parameters to be estimated are only φ1 and φ2, so that the remaining parameters are
θ = (β, s2, φ1, φ2). Let θ0 = (µβ, σ2β) be the known parameters prescribing the distribution of θ, i.e.
subjective priors.
Predictive distribution of µ(·) and the marginal likelihood of the hyperparameters are computable
as follows. The proof is relegated to the Appendix.
10 K. Morikawa et al.
• Marginal likelihood of θ = (β, s2, φ1, φ2):
p(D | θ)
= p(θ;θ0)
∫
p(M1 | t1;β,µ, s2)p(µ | t1;φ1, φ2)dµ
= βn exp
−β
n∑
i=1
(M1i − µ0,i)− 1
2
β2
ns2 −∑
i,j
Ki,j

×p(θ;θ0)
∫
M
N
(
x; µ˜, K˜
)
dx, (11)
where t1 = (t11, . . . , t1n)>, M1 = (M11, . . . ,M1n)>, M = ⊗ni=1{xi ≤ M1i} is the integration
interval, µ˜ = µ0 + βK1, K˜ = K + s2In, In is the n by n identity matrix, and N (x;µ,Σ) is density
function of the normal distribution with mean µ and variance Σ.
• Predictive distribution of µ(·):
p(µ∗ | t∗1,D)
=
∫
p(µ∗ | t∗1,µ,D)p(µ | D)dµ
= Etrunc
{N (µ∗; D∗(X), (τ∗)2)} , (12)
where Etrunc is expectation on a variable X ∼ T N (µ˜, K˜,M), T N (µ,Σ,R) is the multivariate
normal distribution with mean µ˜, variance K˜, and truncated outside a regionR,
D∗(x) = (x+ s2K−1µ˜)>
{
τ2K˜−1 + K˜−1κ∗κ>∗ K˜−1
} κ∗
κ∗∗
,
κ∗ = (K(t∗1, t1), . . . ,K(t∗1, tn))>, κ∗∗ = K(t∗1, t∗1), and τ2 = κ∗∗ − κ>∗ K˜−1κ∗. In particular, mean
and variance of the predictive distribution are D∗(ξ) and (τ∗)2, where ξ = Etrunc(X). The symbol
“∗” is used to explicitly represent that the variable depends on the value t∗1.
• Predictive distribution of detection probability pi(·):
pi∗(M∗1 , t
∗
1)
=
∫
P (δ = 1 |M∗1 , µ∗,D)p(µ∗ | t∗1,D)dµ∗
= Etrunc
{
Ψ
(
M∗1 −D∗(X)√
s2 + (τ∗)2
)}
, (13)
where Ψ(·) is the cumulant distribution function of the standard normal distribution.
Although both the marginal likelihood and the predictive distribution include integration, the in-
tegration can be regarded as expectation on some truncated multivariate normal distribution. This
property is very important, and it reminds us to come up with the following computational algorithm
to obtain the posterior samples of θ.
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2.4 Estimation for τ
Recall that the log-likelihood function for τ is given in eq. (8), but pi(·) is unknown. One possible
way, as in the previous studies (Ogata & Katsura 1993; Omi et al. 2013), is replacing β, s2, and µ(·)
with estimated one. However, we now have obtained a predictive distribution of the detection function
itself as given in eq. (12). Therefore, it is possible to replace the detection function (eq. 9) with the
predictive one, and expected this new approach provides more efficient estimates since it uses full
information of the estimated detection function, while the previous method uses only information of
µ(·).
By replacing the detection function (eq. 9) with the predictive one, we have
ν∗(t; τ, β, s)
=
∫ ∞
−∞
λ(t,M ; τ , β)pi∗(t,M ; s)dM
=
K
(t+ c)p
exp
{
βM0 +
1
2
β2(s2 + (τ∗)2)
}
×Etrunc [exp {−β(D∗(X))}] . (14)
The known truncated multivariate normal distribution T N (µ˜, K˜,M) makes it possible to approxi-
mate the computation of the expectation Etrunc[·] with the Monte Carol method. As for integration on
t in eq. (8), we use a left Riemann sum with B, e.g. B = 104, rectangles of equal width.
2.5 Computational algorithm
Both the predictive distribution and the marginal likelihood involve integration on multivariate normal
distribution over an n-dimensional hyperrectangle M. It is known that explicit computation of the
integral is very hard even when the dimension is low (Genz & Bretz 2009). We divide the estimation
into two parts: (i) estimation of hyperparameters θ; (ii) computation of mean and variance of the
predictive distribution.
We first propose a sampling method to obtain from the posterior distribution of θ by using the data-
augmentation method (Tanner & Wong 1987). Regarding a variable x in eq. (11) as latent variables
leads to another representation of the marginal likelihood
p(D | θ) =
∫
M
p(D,x | θ)dx,
12 K. Morikawa et al.
where
p(D,x | θ)
= βn exp
−β
n∑
i=1
(M1i − µ0,i)− 1
2
β2
ns2 −∑
i,j
Ki,j

×N
(
x; µ˜, K˜
)
.
With the idea of Gibbs sampling, augmented data can be sampled from following two steps:
(i) Draw x ∼ p(x | θ,D) = T N (x; µ˜, K˜,M);
(ii) Draw θ ∼ p(θ | x,D) ∝ p(D,x | θ)p(θ | θ0),
Omi et al. (2013) used normal distribution with subjective hyperparameters estimated from the prior
knowledge as a prior of β. A non-informative constant prior is assumed for that of s2, φ1, φ2.
We use Gibbs sampling for sampling from the truncated normal distribution (Geweke 1991, 2005).
In R programming language, a package tmvtnorm (Wilhelm & Manjunath 2015) can be used to sam-
ple from truncated normal distributions. As for sampling of θ, the classical random walk MCMC
(Markov Chain Monte Carlo) method (Metropolis et al. 1953) works. For example, in the next section,
a random walk MCMC with normal distributions as the proposal distribution is used. By repeating the
two steps alternately, obtained θ becomes samples from posterior of θ. Hyperparameters are estimated
as the median of obtained samples. Once samples of x are obtained, ξ can be estimated by its sample
mean since ξ is just the mean of the truncated normal distribution. Therefore, mean and variance of
the predictive distribution is also computable with estimated ξ.
3 NUMERICAL EXPERIMENTS
We conduct numerical tests under two cases of synthetic observation data in order to illustrate the
performance of the proposed method. The two synthetic datasets of elapsed time were generated from
the Omori-Utsu and the Gutenberg-Richter laws with the parameters given in Table 1. Assume that
the main shock is M0 = 6.0. As for the prior distribution for β, N (1.0 ln(10), 0.22) is used, but, we
put no prior information on τ since the resulting estimates were stable without any prior distributions
on τ . The detection function in the two cases is
(i) µ(t) =
1
1 + 10t
+ 1.3;
(ii) (ii) µ(t) = 0.8
1 + cos(5pit)
1 + 4t
+ 1,
where the scale parameter s is common within the two cases set to s = 0.2. In the first case, µ(·) is
simple and strictly decreasing function, but in the second case, it is more complex. This supposed in
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Table 1. The true b and τ = (K, c, p) values in the Case 1 and 2.
Case b ln(K) p ln(c)
1 0.9 8.700 1.100 -5.809
2 0.9 8.987 1.100 -5.809
mind that a large aftershock excites many subsequent aftershocks as pointed out in Omi et al. (2013).
In Figure 3, the two µ(·) functions and occurrence rate calculated with synthetic data are shown. We
first estimate the predictive distribution of µ(·) and β, and their credibility with data detected within
3, 6, 12, 24 hours. The number of detected aftershocks are 483, 668, 875, and 1135 at 3, 6, 12, and 24
hours in Case 1; 275, 539, 695, and 925 in Case 2. With the estimated µˆ(·), βˆ, and sˆ, τ is estimated
by the method stated in Section 2.3.
Figure 4 shows estimated predictive distribution of µˆ(·). Mean of the predictive distribution is
quite close to the true µ(·) and inside a region within 3σˆ(·), where σˆ(·) is the estimated standard error
of µˆ(·). The resulting estimates with data (a) t ≤ 3 does not change so much with (d) t ≤ 24, which
shows robustness of our proposed method for small datasets. It is worth noting that even if mean of the
prior distribution (green line) is far from the true one (black dashed line), the predictive distribution
can estimate the true µ(·) considerably well. The estimated βˆ and τˆ are also reported in Table 2. The
posterior distribution includes the true b-values b = 0.9 even data with t ≤ 3 in both cases, though in
Case 2, the estimated b-value is somewhat underestimated, possibly due to the sampling bias. As the
elapsed time increases, the center of posterior samples closes to the true value, and the length of the
credible interval becomes shorter. Table 2 also shows that comparison of estimated τˆ with different
two methods: (i) proposed method that replaces the detection function pi(·) with predictive one in
eq. (9); (ii) previous method that replaces µ(·) with estimated µˆ(·) in eq. (10). The estimates are very
similar, but in Case 2, it seems that it fails to estimate p and (or) c values with data t ≤ 12, while our
proposed method gives stable estimates as expected in Section 2.3.
4 REAL DATA ANALYSIS
The proposed method is applied to the real catalog data related to the 2004 Chuetsu earthquake offi-
cially released from the Japan Meteorological Agency (JMA). The 2004 Chuetsu earthquake (magni-
tude M0 = 6.8, epicenter 37◦17′30′′ N, 138◦52′00′′ E) occurred in Niigata prefecture, Japan. Figure 5
shows the spatial distribution of aftershocks that occurred within 24 hours from the main shock. The
dataset is perfectly the same as used in Omi et al. (2015b), in which the aftershocks occurred in a rect-
angle area having the lengths four times the Utsu-Seki aftershock zone for latitudinal and longitudinal
14 K. Morikawa et al.
0 5 10 15 20
1.
4
1.
6
1.
8
2.
0
2.
2
Detection Function
0 5 10 15 20
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5
Occurence Rate of Elapsed Time
O
cc
ur
en
ce
 R
at
e
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5 completedetected
Elapsed time   (hour)t Elapsed time  (hour)t
μ(t
)
μ(t
)
(a)  (b)
Case 1
0 5 10 15 20
1.
6
1.
8
2.
0
2.
2
2.
4
2.
6
2.
8
Detection Function
0 5 10 15 20
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5
Occurence Rate of Elapsed Time
O
cc
ur
en
ce
 R
at
e
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5
complete
detected
Elapsed time   (hour)t Elapsed time  (hour)t
μ(t
)
μ(t
)
Case 2
(a)  (b)
Figure 3. Synthetic data in Case 1. (a) The mean µ(t) of the true predictive distribution. (b) The occurrence rate
of aftershocks n(t). The black solid and blue open circles indicate the complete and detected data, respectively,
comparing to the true occurrence rate shown by the dashed line.
directions are selected. The Utsu-Seki aftershock zone is a rectangle region, in which the epicenter is
located at the center, having the angle lengths of 2D(M0) for both latitudinal and longitudinal direc-
tions, where D(M0) is the Utsu-Seki aftershock zone length defined using the magnitude of the main
shock M0 as D(M0) = 0.01× 100.5M0−1.8 (Utsu 1969). In the case of the 2004 Chuetsu earthquake,
D(M0) is 23′53′′.
Figure 6 shows the results of applications to the real catalog data. Following the same procedure
in the numerical tests in Section 3, the proposed method estimates the mean µˆ(·) of the predictive
distribution with the standard error σˆ(·) starting from the prior µ0(·), assuming that the data available
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Figure 4. Results of numerical tests to validate the proposed method. The green line indicates the prior of the
mean of the predictive distribution µ0(·), and the red line indicates the estimated mean µˆ(·) with the estimation
error µˆ(·) ± 3σˆ(·) shown by the red shaded zone, comparing to the true mean µ(·) shown by the dashed line,
assuming that the data available for (a) 3 hours, (b) 6 hours, (c) 12 hours, and (d) 24 hours from the main shock.
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Table 2. Estimates (± standard error) of b and τ = (K, c, p)> in the Case 1 and 2 with two
methods: (i) proposed method (replacing the detection function with predictive one); (ii) a
method used in previous studies (replacing µ function with predictive one (eq. 10))
Case Data
Method (i) Method (ii)
b ln(K) p ln(c) ln(K) p ln(c)
1
t ≤ 3
0.846 -5.482 1.158 -5.616 -5.476 1.156 -5.621
(±0.047) (±0.304) (±0.111) (±0.437) (± 0.302) (± 0.110) (± 0.437)
t ≤ 6
0.860 -4.902 1.155 -5.649 -4.906 1.157 -5.644
(±0.043) (±0.160) (±0.068) (±0.342) (± 0.160) (± 0.068) (± 0.342)
t ≤ 12
0.889 -4.342 1.108 -5.844 -4.513 1.061 -6.443
(±0.038) (±0.094) (±0.045) (±0.288) (± 0.077) (± 0.035) (± 0.310)
t ≤ 24
0.901 -3.703 1.081 -5.950 -3.701 1.081 -5.949
(±0.037) (±0.057) (±0.031) (±0.262) (± 0.057) (± 0.031) (± 0.250)
2
t ≤ 3
0.846 -5.193 1.103 -5.838 -5.192 1.102 -5.849
(±0.053) (±0.317) (±0.119) (±0.574) (± 0.315) (± 0.118) (± 0.583)
t ≤ 6
0.850 -4.320 1.022 -6.298 -4.316 1.022 -6.303
(±0.044) (±0.140) (±0.062) (±0.462) (± 0.142) (± 0.063) (± 0.457)
t ≤ 12
0.851 -3.753 1.063 -6.052 -3.648 0.885 -7.554
(±0.040) (±0.104) (±0.053) (±0.419) (± 0.086) (± 0.037) (± 0.492)
t ≤ 24
0.859 -3.083 1.055 -6.057 -3.077 1.052 -6.072
(±0.038) (±0.062) (±0.037) (±0.350) (± 0.058) (± 0.034) (± 0.385)
for 3, 6, 12, and 24 hours from the main shock. The number of aftershocks during each of the elapsed
periods is 192, 355, 655, and 1099, respectively. The magnitudes of aftershocks are ranging from 0.8
to 6.6 by the elapsed time of 24 hours.
The µˆ(·) is found to not simply decrease but turn to increase at t = 12 beyond the estimated
credible interval µˆ+ 3σˆ. One possible reason for this may be the fact that a large aftershock occurred
at t = 10.06 with the magnitude of 4.8. The proposed method can extract such a hidden structure
without missing, owing to a stable estimation of µ(·).
The estimated µ(·) by Omi et al. (2014) shown in Figure 6 for comparison seems to be unstable
when available data were insufficient (Figures 6(a) and 6(b)), which is caused by some approximation
methods for the marginal likelihood (supporting information of Omi et al. (2014)), although it is
improved when the available data were extended to 24 hours. A similar phenomenon is also seen in
Figure 3 in Omi et al. (2013). The proposed method has been improved to make the estimation stable
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Figure 5. Spatial distribution of aftershocks (circle) within 24 hours from the main shock (star) of the 2004
Chuetsu earthquake officially released by JMA. The small rectangle is the Utsu-Seki aftershock zone, the center
of which is the epicenter of the main shock, having the angle lengths of 2D(M0) for both latitudinal and
longitudinal directions, where D(M0) is the Utsu-Seki aftershock zone length.
excluding any approximation for the marginal likelihood (eq. 11). Figure 7(a) shows the estimated
predictive detection function (eq. 13) in the case of the 2004 Chuetsu earthquake, and Figure 7(b)
plots its cross-sections at the magnitudes M = 0.8, 1.8, 2.3, and 2.8. These magnitudes correspond
to the minimum (0th percentile), 25th percentile, median (50th percentile), and 75th percentile in the
catalog data, where qth-percentile is the magnitude below which q% of all the aftershocks are found.
Figure 7(b) indicates that aftershocks with magnitudes larger than 2.3 are completely detected after
t ≥ 10, except 15 < t < 20 when the detection probability is slightly less than 1 probably due to a
large aftershock mentioned above.
Table 2 summarizes mean and standard error of the posterior distribution of b within elapsed time
3, 6, 12, and 24 hours. The 95% credible interval for the b-value computed with the mean and standard
error includes the true b-value irrespective to the time available. On the other hand, the estimates of p
18 K. Morikawa et al.
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Figure 6. Results of application of our method to the 2004 Chuetsu earthquake. The green line indicates the
prior of the mean of the predictive distribution µ0(·), and the red line indicates the estimated mean µˆ(·) with
the estimation error µˆ(·)± 3σˆ(·) shown by the red shaded zone, comparing to the true mean µ(·) shown by the
dashed line, assuming that the data available for (a) 3 hours, (b) 6 hours, (c) 12 hours, and (d) 24 hours from the
main shock.
and c with 24 hours are significantly small compared to the estimates with t ≤ 3, 6, 12. This indicates
our method is successful in detecting the changes of seismic activity due to the large aftershock at
t = 10.06.
5 CONCLUDING REMARKS
Immediate prediction of seismic activities after the main shock is important to assess hazards for sub-
sequent aftershocks. Contaminations of arriving seismic waves right after the main shock interfere
with counting the number of the aftershocks correctly. so that the detected number of the aftershocks
is underestimated. This underestimated count of the aftershocks causes distorted estimates for the dis-
tribution of the aftershocks or the seismic activities. In order to solve this problem, we introduced a
detection function for the aftershocks through GPR to remove the effects of undetected aftershocks.
Owing to the nonparametric and Bayesian property of GPR, the proposed detection function has four
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Figure 7. Estimated predictive distribution of detection function pi∗(M∗1 , t∗1) with application to method to
the 2004 Chuetsu earthquake: (a) predictive distribution of detection probability; (b) predictive distribution of
detection probability with fixed magnitude at M = 0.8, 1.8, 2.3, 2.8.
advantages superior to the previous methods: (i) the resulting estimates are stable by virtue of a subjec-
tive prior; (ii) specification of the detection function is not required; (iii) MCMC sampling is effective
to compute the hyperparameters without computation of complicated integration; (iv) credible inter-
vals can be obtained in a natural way.
The limitation of the proposed method is in the assumption on the joint intensity function (eq. 5).
It is known that real catalog data should be described by more complicated intensity functions such
as represented by Epidemic Type Aftershock Sequence (ETAS) models (Ogata 1988). The proposed
method can be extended straightforwardly to ETAS models as done by Omi et al. (2014), which
remains as a future work.
Table 3. Estimates (± standard error) of b and τ = (K, p, c)> in the Chuetsu earthquake.
Data b ln(K) p ln(c)
t ≤ 3
0.787 -3.975 1.529 -3.573
(±0.066) (±0.438) (±0.243) (±0.478)
t ≤ 6
0.745 -3.129 1.484 -3.589
(±0.051) (±0.264) (±0.188) (±0.492)
t ≤ 12
0.794 -2.822 1.537 -3.509
(±0.045) (±0.117) (±0.123) (±0.391)
t ≤ 24
0.779 -1.658 1.270 -3.987
(±0.035) (±0.045) (±0.045) (±0.362)
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APPENDIX A: THEORETICAL RESULTS
In this section, we prove that each the marginal likelihood and the predictive distribution is computed
as eq. (11) and eq. (12), respectively. For the proof of eq. (11), a detailed proof is given, but for eq. (12),
only a sketch proof is because they are almost same. In the proofs, a formula sum of two squared forms
(Petersen & Petersen 2012, section 8.1.7) is repeatedly used. The formula says, for any vectors m1
andm2, and nonsingular matrices Σ1 and Σ2, it holds that
−1
2
(x−m1)>Σ−11 (x−m1)
−1
2
(x−m2)>Σ−12 (x−m2) (A.1)
= −1
2
(x−mc)>Σ−1c (x−mc) + C,
where
Σ−1c = Σ
−1
1 + Σ
−1
2
mc = (Σ
−1
1 + Σ
−1
2 )
−1(Σ−11 m1 + Σ
−1
2 m2)
C =
1
2
m>c Σ
−1
c mc −
1
2
(m>1 Σ
−1
1 m1 +m
>
2 Σ
−1
2 m2).
Proof of Eq. (11). The definition of the marginal likelihood is
L(θ) = p(β)
∫ n∏
i=1
p(M1i | µi;β, s2)p(µ | µ0,K)dµi, (A.2)
where θ = (β, s2, φ22)
>, µ0 = (µ0(t11), . . . , µ0(t1n))> is mean of the prior distribution, and K is
variance of the prior distribution which is an n by n matrix with (i, j)th element K(t1i, t1j). Hereafter
we ignore p(β) because it does not have effect on integration. Recall that definition of the conditional
distribution of M1 given µ is given in eq. (7). It follows from
exp(βµi)Φ(M1i;µi, s
2)
=
exp(βµi)√
2pis2
∫ M1i
−∞
exp
{
−(x− µi)
2
2s2
}
dx
=
exp(s2β2/2)√
2pis2
∫ M1i
−∞
exp
[
βx− {µi − (x+ s
2β)}2
2s2
]
dx
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that the conditional distribution can be rewritten as
n∏
i=1
p(M1i | µi;β, s2)
= βn exp
{
−β
n∑
i=1
M1i − n
2
β2s2
}
n∏
i=1
exp(βµi)Φ(M1i;µi, s
2)
=
βn exp(−β∑ni=1M1i)√
(2pi)n|Σ|
∫
x∈M
exp(β1>x)
× exp
[
−1
2
{µ− (x+ βΣ1)}>Σ−1{µ− (x+ βΣ1)}
]
dx,
where Σ = s2In, In is n by n identity matrix, andM = ⊗ni=1{xi ≤ M1i}. Letting m1 = x+ βΣ1,
m2 = µ0, Σ1 = Σ, and Σ2 = K with the formula (eq. A.1), leads to
L(θ)
=
βn exp(−β∑ni=1M1i)√
(2pi)n|Σ|√(2pi)n|K|
∫
M
exp(β1>x)
×
∫
exp
{
−1
2
(µ−m1)>Σ−11 (µ−m1)
}
×
∫
exp
{
−1
2
(µ−m2)>Σ−12 (µ−m2)
}
dµdx
=
βn exp(−β∑ni=1M1i)
(2pi)n
√|Σ||K|
×
∫
M
exp(β1>x)
√
(2pi)n|Σc| exp(C)dx.
Next, we compute mc, Σc, and C in the formula. It follows from the standard argument in linear
algebra that
Σc = (K−1 + Σ−1)−1 = KK˜−1Σ,
mc = Σc{Σ−1(x+ βΣ1) +K−1µ0},
C = −1
2
µ>0 K˜−1µ0 −
1
2
(x+ βΣ1)>K˜−1(x+ βΣ1)
+µ>0 (K + Σ)−1(x+ βΣ1),
where K˜ = K + Σ. Rearranging the integrand so that it becomes a quadratic form of x, we have
L(θ)
=
βn√
(2pi)n|K˜|
exp
{
− β
n∑
i=1
(M1i − µ0i)− β
2
2
1>(Σ−K)1
}
×
∫
M
exp
{
−1
2
(x− µ˜)>K˜−1(x− µ˜)
}
dx,
where µ˜ = µ0 + βK1. This is the desired conclusion.
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Proof of Eq. (12). Let t∗1 be any data point may not be in the dataset. What we need to compute is
p(µ∗ | t∗1,D)
=
∫
p(µ∗ | t∗1,µ, t1)p(µ | t1,M1)dµ
=
∫
p(µ∗ | t∗1,µ, t1)p(M1 | µ)p(µ | t1)dµ∫
p(M1 | µ)p(µ | t1)dµ .
Here, denominator of the predictive distribution is exactly the same as the marginal likelihood which
is already computed. Hence it remains to show the numerator becomes
βn exp
−β
n∑
i=1
(M1i − µ0,i)− 1
2
β2
ns2 −∑
i,j
Ki,j

×
∫
M
N (µ∗; D(x), τ2)N
(
x; µ˜, K˜
)
dx.
It is computed by using the formula (eq. A.1) with respect to µ with some tedious calculus.
Proof of Eq. (13). It follows from the result of eq. (12) that
P (δ = 1 |M∗1 , t∗1,D)
=
∫
P (δ = 1 |M∗1 , µ∗,D)p(µ∗ | t∗1,D)dµ∗
=
∫ ∞
−∞
∫ M
−∞
N (z;µ∗, s2)
×
∫
MN
(
µ∗; D∗(x), (τ∗)2
)N (x; µ˜, K˜) dx∫
MN
(
x; µ˜, K˜
)
dx
dµ∗
=
∫ M
−∞
∫
MN
(
z; D∗(x), s2 + (τ∗)2
)N (x; µ˜, K˜) dx∫
MN
(
x; µ˜, K˜
)
dx
dz
= Etrunc
{
Ψ
(
M∗1 −D∗(X)√
s2 + (τ∗)2
)}
.
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Proof of Eq. (14). By using the Fubini’s theorem, we have
ν∗(t; τ, β, s)
=
∫ ∞
−∞
λ(t,M ; τ , β)Etrunc
{
Ψ
(
M −D∗(X)√
s2 + (τ∗)2
)}
dM
=
K
(t+ c)p
∫ ∞
−∞
βe−β(M−M0)
×
∫M
−∞N (z;D∗(x), s2 + (τ∗)2)dz
∫
MN
(
x; µ˜, K˜
)
dx∫
MN
(
x; µ˜, K˜
)
dx
dM
=
K
(t+ c)p
∫ ∞
−∞
∫ ∞
z
βe−β(M−M0)dM
×
N (z;D∗(x), s2 + (τ∗)2) ∫MN (x; µ˜, K˜) dx∫
MN
(
x; µ˜, K˜
)
dx
dz
=
K
(t+ c)p
Etrunc
[
exp
{
−β(D∗(x)−M0) + 1
2
β2(s2 + (τ∗)2)
}]
,
as desired.
