Summary. We demonstrate that locally connected networks of classical processing units that have primitive learning capabilities can be used to perform a deterministic, event-based simulation of universal quantum computation. The new simulation method is applied to implement Shor 's factoring algorithm.
Introduction
The basic ideas of quantum computation were formulated more than twenty years ago [1, 2] . Ten years ago DiVincenzo has proven that the CNOT gate and single-qubit operations constitute a set of gates that can be used to construct a universal quantum computer [3] . This statement is equivalent to the one that a digital classical computer can be constructed by means of NAND gates only. Conventional computers can simulate the physical behavior of quantum computer hardware by solving the (time-dependent) Schrödinger equation [4, 5] . However, the idea of building a quantum computer has lead to many advances in nanotechnology, making it possible to control individual ions, atoms, photons and the like and these single events cannot be described by quantum theory. In this paper we demonstrate how a quantum computer can be built from locally-connected networks of processing units with a primitive learning capability that deterministically generate events with frequencies that agree with the corresponding quantum mechanical probabilities.
Stochastic learning machines (SLMs)
In [6] we explained in detail how a DLM works. Here we describe its stochastic variant. The term stochastic refers to the method that is used to select the output channel that will carry the outgoing message. Only changes are made to the learning algorithm of the output DLM, DLMo, described in [6] , where x 0 , x 1 , x 2 and x 3 are the four elements of the internal vector x of a DLM, correspond to the probabilities of quantum theory. Instead of sending out messages in a deterministic way as described in [6] , we choose a random number 0 < r < 1 and send out a zero event if x 2 1 + x 2 2 ≤ r and a one event otherwise. Although the learning process of this processor is still deterministic, in the stationary regime the output events are randomly distributed over the two possibilities. Replacing DLMs by SLMs in a DLM-network changes the order in which messages are being processed but leaves the content of the messages intact.
Universal quantum computation: Concepts
Qubit. -The state |Φ of a qubit can be written as |Φ = a 0 |0 + a 1 |1 , where a 0 and a 1 are complex numbers so that |a 0 | 2 + |a 1 | 2 = 1. In general, the state |Φ of the qubit can also be written as
, where p 0 and p 1 = 1 − p 0 denote the probability to find the qubit in state |0 and |1 , respectively, and ψ 0 and ψ 1 denote phase factors.
In principle, any physical object that carries a S = 1/2 degree-of-freedom can serve as a physical realization of a qubit [7] . The state |φ of a qubit can therefore also be written as a linear combination of the spin-up and spin-down states [8] 
T [7] . The three components of the spin-1/2 operator S = (S x , S y , S z ) are defined (in units such thath = 1) by [8] 
and have been chosen such that | ↑ and | ↓ are eigenstates of S z with eigenvalues +1/2 and -1/2, respectively. The expectation values of the three components of the qubits are defined as
Single qubit operations. -The most general operation on a single qubit can be expressed as a rotation of the operator S about a vector v 
CNOT operation. -By definition the CNOT gate flips the target qubit if the control qubit is in the state |1 . If we take the first qubit, that is the least significant bit in the binary notation of an integer, as the control bit the operation of the CNOT gate on a two qubit state |φ = a 0 |00 + a 1 |01 + a 2 |10 + a 3 |11 results in |φ = a 0 |00 + a 3 |01 + a 2 |10 + a 1 |11 . In other words, the probability amplitudes of the states |01 and |11 interchange.
Hadamard and CNOT gate: DLM-based processors
The diagram of a network that performs a deterministic event-based simulation of a Hadamard gate is shown in Fig. 1.1 (left) . The DLM-based Hadamard gate consists of three units. Unit one, called DLM1, "learns" about the occurrence of 0 and 1 events, as described in [6] . The 0 event, corresponding to a qubit in state |0 , carries a message y 0 = (y 0 , y 1 ) = (cos ψ 0 , sin ψ 0 ) and the 1 event, corresponding to a qubit in state |1 , carries a message y 1 = (y 2 , y 3 ) = (cos ψ 1 , sin ψ 1 ). Unit two transforms the output of DLM1 by performing an Hadamard operation and feeds this data in the third unit, called DLM2. DLM2 "learns" about the transformed data and responds to the input event by sending out either a 0 or 1 event, as described in [6] .
In the quantum system a Hadamard gate transforms the qubit state |Φ into |Φ = [(a 0 + a 1 )|0 + (a 0 − a 1 )|1 ]/ √ 2. In the corresponding classical system the ys are thus transformed as (y 0 , y 1 ) → (y 0 + y 2 , y 1 + y 3 )/ √ 2 and (y 2 , y 3 ) → (y 0 − y 2 , y 1 − y 3 )/ √ 2. This is the transformation performed by the second unit in the DLM-based Hadamard processor.
The schematic diagram of the DLM-network that performs the CNOT operation on an event-by-event (particle-by-particle) basis is shown in Fig. 1.1  (right) . Conceptually the structure of the network is the same as in the case of a single qubit operation. We now have four instead of two different types of input events, corresponding to the quantum states |00 , |01 , |10 and |11 . Each event carries a message consisting of two real numbers y = (cos φ i , cos φ i ) for i = 0, . . . , 3, corresponding to the phase of the quantum mechanical probability amplitudes a 0 /|a 0 |, a 1 /|a 1 |, a 2 /|a 2 and a 3 /|a 3 |, respectively. The internal unit vector of the input and output DLMs have length eight and there are sixteen candidate update rules. The transformation in the transformation unit is simple: all it has to do is swap the two pairs of elements (x 2 , x 3 ) and (x 6 , x 7 ) . This corresponds to the interchange of the probability amplitudes of the states |01 and |11 in the quantum system. Summarizing, by making use of the DLM-networks for the Hadamard and CNOT gate we can build a deterministic event-based universal quantum computer.
Factoring N = 15 using Shor's algorithm
As an example of a quantum algorithm running on the deterministic eventbased quantum computer we consider the problem of factoring N = 15 on a seven-qubit quantum computer using Shor's algorithm [7, 9] . Shor's algorithm is based on the fact that the factors p and q of an integer N = pq can be deduced from the period M of the function f (j) = a j modN for j = 0, . . . , 2 n − 1 where N ≤ 2 n . Here a < N is a random number that has no common factors with N. Once M has been determined at least one factor of N can be found by computing the greatest common divisor of N and a M/2 ± 1. The quantum network for N = 15, a = 11 can be found in [10] . The quantum network contains Hadamard and CNOT gates and a network to perform the Fourier transform, containing Hadamard gates and controlled phase shifts. In this particular case the period M of the function f (j) can be determined from the expectation values of the first three qubits, that are the qubits involved in the Fourier transform. According to quantum theory we expect to find
We transform the quantum circuit in a DLM or SLM circuit by replacing the quantum gates by DLM or SLM-based gates. The DLM or SLM network to perform a controlled phase shift is constructed by mimicking the procedure for constructing the CNOT gate. We count the number of 1 events in the three output channels of the Fourier transform and divide these numbers by the total number of events analyzed to obtain numerical estimates for the qubits Q 1 , Q 2 and Q 3 . In Fig. 1.2 we present simulation results for the DLM (left) and SLM (right) implementation of the circuit. After processing a few events the results of quantum theory are reproduced with high accuracy.
Discussion
We have demonstrated that networks of locally connected processing units with primitive learning capabilities are capable of simulating universal quantum computers, not through solving the Schrödinger equation, but by generating event by event. Since it is known that the time evolution of the wave function of a quantum system can be simulated on a quantum computer [7] , it should thus be possible to simulate real-time quantum dynamics through a deterministic event-based simulation. In conclusion, the work presented in this paper suggests that there exist deterministic, particle-like processes that generate the probability distributions of quantum theory.
