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Optimization of nanocomposite materials for permanent magnets by
micromagnetic simulations: effect of the intergrain exchange and the hard
grains shape
Sergey Erokhin and Dmitry Berkov
General Numerics Research Lab, Moritz-von-Rohr-Strasse 1A, D-07749 Jena, Germany
In this paper we perform the detailed numerical analysis of remagnetization processes in nanocom-
posite magnetic materials consisting of magnetically hard grains (i.e. grains made of a material with
a high magnetocrystalline anisotropy) embedded into a magnetically soft phase. Such materials are
widely used for the production of permanent magnets, because they combine the high remanence
with the large coercivity. We perform simulations of nanocomposites with Sr-ferrite as the hard
phase and Fe or Ni as the soft phase, concentrating our efforts on analyzing the effects of (i) the
imperfect intergrain exchange and (ii) the non-spherical shape of hard grains. We demonstrate that
- in contrast to the common belief - the maximal energy product is achieved not for systems with
the perfect intergrain exchange, but for materials where this exchange is substantially weakened.
We also show that the main parameters of the hysteresis loop - remanence, coercivity and the en-
ergy product - exhibit non-trivial dependencies on the shape of hard grains, and provide detailed
explanations for our results. Simulation predictions obtained in this work open new ways for the
optimization of materials for permanent magnets.
PACS numbers: 75.40.Mg, 75.50.Ww, 75.50.Tt, 75.60.-d
I. INTRODUCTION
Magnetic materials which can be used for the
manufacturing of permanent magnets belong to
the key materials in many high-technology applica-
tions today1. Modern electromotors, actuators and
magnetic-field-based sensors (to name only a few ap-
plications) require high-performance magnets. The
effectiveness of these magnets is usually estimated by
the value of the maximal energy product (BH)max
achieved in the second quadrant of their B−H hys-
teresis loop. One of the most promising ways to
obtain large values of this parameter is the usage
of magnetic nanocomposites, i.e. materials which
combine a high coercivity of a magnetically hard
phase (the phase made of a material possessing a
large magnetocrystalline anisotropy) with the high
saturation magnetization of the another (soft) phase.
At present, best performance magnets are pro-
duced basing on rare-earth metals (NdFeB, SmCo)
and employing the precise fabrication control (see,
e.g.2). Unfortunately, these magnets are relatively
expensive and subject to the availability and price
fluctuations due to the high volatility of the rare
earth elements market.
Another very important class of materials for per-
manent magnets is represented by nanocomposites
containing ferrites as the hard phase. The energy
product of Co-, Ba- and Sr-ferrite-based magnets is
sufficient for many applications of permanent mag-
nets, e.g. in microwave devices, telecommunication,
recording media, and electronic industry. Another
important advantage of these materials have a much
better temperature and corrosion resistance than
NdFeB-based magnets (see, e.g. Ch. 12.2 in3). In
addition, situation with the production of ferrite-
based magnets is more stable, and costs are much
lower due to the wider availability of the correspond-
ing raw materials.
The specified performance of a nanocomposite
material can in principle be achieved by tailoring
various parameters of a nanocomposite, such as rel-
ative fractions of the soft and hard phases, size
and shape of hard grains, mutual arrangement of
grains belonging to different phases, and the qual-
ity of the intergrain boundaries. The development
of new magnets of any type requires the thorough
understanding of the relationship between their mi-
crostructure and magnetic properties4. Advanced
structural experimental techniques can provide a
very important information; well known examples
are, e.g. the electron Bragg scattering diffraction
studies of the grain alignment in sintered NdFeB5 or
the X-ray diffraction along with the high-resolution
transmission electron microscopy applied for the
measurements of the grain size distribution in soft
magnetic alloys6.
Recent publications of different scientific collabo-
rations have shown that in order to study the ques-
tion of the microstructure-magnetism relationship in
details, it is absolutely necessary to employ numeri-
cal modeling - in particular, micromagnetic simula-
tions, combining it with other experimental meth-
ods like 3D atome probe7, energy-dispersive X-ray
spectroscopy8 or magnetic neutron scattering9,10.
The usage of micromagnetic modeling in the de-
velopment process allows the a priori performance
optimization of permanent magnets, by predicting
magnetic characteristics of a nanocomposite mate-
rial before its actual manufacturing.
In general, micromagnetic simulations are per-
fectly suited for modeling of magnetic compos-
ites, because the typical micromagnetic character-
istic length - a few nanometers - allows to resolve
very well the magnetization distribution inside the
nanocomposite grains with sizes of several tens of
nanometers. However, corresponding simulations re-
quire an enormous computational effort due to two
main reasons. First, a very fine mesh of finite el-
ements is required for the adequate approximation
of each single grain as a geometrical object with a
complicated shape. Second, a large number of soft
and (especially) hard grains should be present in the
simulated volume, in order to study the magneti-
zation reversal as a collective phenomenon and to
obtain a sufficiently accurate statistics for these dis-
ordered systems (see a detailed discussion of these
issues in11–13).
In recent years, major simulation effort was de-
voted to the understanding of rare-earth-based ma-
terials, with the strategic goal ”to push the border”
of the conventional (non-superconducting) mag-
nets. In the first line, a large amount of nu-
merical research was carried out for composites
based on NdFeB7,8,14–16 and PrFeB17–19; some re-
sults have been published also for SmCo and similar
compounds20.
For NdFeB-based materials, the question of the
internal magnetization structure (mainly vortex) in
a single grain have been studied14. The influence of
the soft phase concentration (Fe or FeB), the hard
grain size15 and (very recently) magnetic behaviour
of hard grains for several different shapes16 was in-
vestigated. Special attention was paid to Nd-rich
compositions, where it has been shown that the en-
richment with Nd leads to the coercivity enhance-
ment due to the concentration of the additional Nd
on intergrain boundaries7,8.
Studies of composites based on PrFeB and con-
taining Fe as the soft phase have been devoted to
the increasing role of the magnetodipolar interaction
with the growing soft phase fraction17, correlation of
the magnetization reversal of soft and hard grains18
and the effect of the hard grains alignment19. For
SmCo-like materials different mechanisms of the
magnetization reversal when changing the angle be-
tween the anisotropy axis and the applied field were
identified20.
Somewhat apart from the main road lie the sim-
ulations of a highly interesting yet not really ap-
plicable class of MnBi-based materials. Here the
influence of the soft phase concentration (Co and
FeCo) and the orientation degree of the hard grain
anisotropy axes was studied numerically in21.
In contrast to the rare-earth-based composites,
materials based on various ferrites as the hard phase
have not been studied - up to our knowledge - by mi-
cromagnetic simulations, although this class of ma-
terials becomes increasingly important for reasons
listed above. In the present paper we address this
challenge, starting with detailed studies of the effect
of the intergrain exchange coupling and the influence
of the hard grain shape on the material properties in
nanocomposites SrFe12O19/Fe and SrFe12O19/Ni.
Our polyhedron-based micromagnetic algorithm
provides a high statistical accuracy of simulated re-
sults, because we are able to handle systems con-
taining a few thousand grains, including the ability
to resolve a possibly non-trivial magnetization dis-
tribution in every grain. Due to the flexibility of our
mesh generation method, a nearly arbitrary grain
shape can be adequately approximated, so that a
simulated sample may include the grains of different
shapes and sizes.
The paper is organized as follows: in Sec. II we
explain the mesh generation method which we use
to create a polyhedron mesh for a system containing
non-spherical hard grains embedded into a magnet-
ically soft matrix. Evaluation of micromagnetic en-
ergy contributions in our methodology is also briefly
presented. Sec. III contains simulation results.
Here, subsection IIIA is devoted to the analysis of
the influence of the intergrain exchange weakening
on the magnetization reversal, whereas subsection
III B deals with the effect of non-spherical shapes of
the hard grains. Both subsections contain a detailed
physical discussion of results obtained. We conclude
with the summary of our findings and possible per-
spectives for the improvement of ferrite-based com-
posites in Sec. IV.
II. OUR MICROMAGNETIC
METHODOLOGY FOR SIMULATION OF
NANOCOMPOSITES
To overcome the difficulties in modeling mag-
netic nanocomposites using standard micromagnetic
methods (finite difference and tetrahedral finite ele-
ments), we have developed13 a novel micromagnetic
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methodology based on a discretization of magnetic
materials using polyhedrons of a special type. This
methodology combines the flexibility of general fi-
nite element schemes for the geometrical description
of a nanocomposite structure with the possibility to
use Fast Fourier Transformation for the calculation
of the most time consuming contribution to the total
energy - magnetodipolar interaction.
A. Mesh generation for grains of a general
shape
One of the main questions discussed in this pa-
per is the influence of the non-spherical (spheroidal)
shape of hard grains on the magnetic behavior
of nanocomposites. For such a system, we had
to introduce two additional steps into the mesh
generation procedure described in our previous
publications11–13. Namely, in the present work the
mesh for hard grains is generated separately from
the soft phase mesh (Fig.1) (additional step 1), and
then both systems are merged (Fig. 2) (additional
step 2).
FIG. 1. (color online) Examples of the spatial distribu-
tion of hard crystallites (soft crystallites not shown) in
simulated samples for different aspect ratio a/b of corre-
sponding ellipsoids of revolution (see text for details).
As in our standard methodology, we start from the
generation of mesh consisting of small nearly spheri-
cal polyhedrons with the sizes less the characteristic
micromagnetic length. These polyhedrons will be
used in micromagnetic simulations as corresponding
finite elements (see11–13 for details).
Next, we generate a system of non-overlapping el-
lipsoidal particles (additional step 1) with sizes and
shapes corresponding to the hard grains of our com-
posite. We point out that the generation of an en-
semble of non-overlapping ellipsoids is computation-
ally challenging: the evaluation of an overlapping
FIG. 2. (color online) Example of a microstructure (hard
and soft phases) used in our modeling of nanocomposites.
of two ellipsoids and the introduction of the suitable
overlapping criterion require a development of a spe-
cial numerical scheme. We use a method described
by Donev et al.22, which is based on the Perram-
Wertheim overlap potential and provides a suitable
parameter describing the overlapping degree of two
ellipsoids. This parameter is then used in the model
of interacting particles with a short-range repulsive
potential, where initially ellipsoids are placed ran-
domly, but due to the nature of this potential the
number of overlaps is continuously decreasing.
At the second additional step, these ellipsoids are
mapped on the system of (much smaller) polyhe-
drons used as mesh elements in our micromagnetic
simulation. By this mapping all mesh elements with
centers inside ellipsoids, are assigned to the hard
phase and the rest of elements - to the soft phase.
All mesh elements belonging to the same hard grain
have the same direction of the anisotropy axes; this
direction coincides with the rotational symmetry
axis of the ellipsoid. Note, that the discretization
of crystallites of the soft and hard phases is based
on mesh elements of the same size.
B. Energy contributions and minimization
procedure
In our simulations we take into account all four
standard contributions to the total magnetic free
energy: energy in the external field, magnetocrys-
talline anisotropy energy, exchange stiffness and
magnetodipolar interaction energies11–13.
The local energy parts - energy in the external
field and the magnetocrystalline anisotropy energy -
are computed in a standard way, multiplying the cor-
responding energy densities by the volume of finite
3
elements (polyhedrons in our case) and summing
over all these elements. The magnetodipolar field
and energy are computed using the optimized ver-
sion of the lattice Ewald method for disordered sys-
tems. In this algorithm, the mapping of the initial
(disordered) system of mesh elements on the trans-
lationally invariant regular lattice allows to keep the
high speed of the lattice method (fast Fourier trans-
formation), at the same time making the mapping
errors negligibly small.
In this work, we concentrate ourselves in particu-
lar on the effect of the intergrain exchange. Hence
we remind that the exchange energy in our method-
ology is computed in the nearest neighbouring ap-
proximation as
Eexch = −
1
2
N∑
i=1
∑
j⊂n.n.(i)
2Aij V ij
∆r2ij
(mimj) , (1)
where V ij = (Vi + Vj)/2, ∆rij is the distance be-
tween the centers of i-th and j-th finite elements
with volumes Vi and Vj . The exchange constant
Aij for the homogeneous bulk material is equal
to the corresponding exchange stiffness constant
A, but is obviously site-dependent in composite
materials12,13.
For the minimization of the total magnetic en-
ergy, obtained as the sum of all four contributions
described above, we use the simplified version of a
gradient method employing the dissipation part of
the Landau-Lifshitz equation of motion for magnetic
moments23,24. The minimization is considered as
converged, when the condition for the local torque
max{i} |[mi×h
eff
i ]| < ε is fulfilled (here mi is a nor-
malized magnetic moment of the i-th mesh element
and heffi is the corresponding effective field; the value
ε = 10−3 was found to be small enough for our qua-
sistatic minimization procedure).
Further details of our method can be found in13.
III. RESULTS AND DISCUSSION
Due to the high performance of our methodology,
we are able to simulate bulk nanocomposites with
hard grains of any prescribed shape, whereby the
simulated system may contain up to 600 hard grains
with an average discretization of 300 mesh elements
pro grain. Employing this algorithm, we could ob-
tain systematic results with the high statistical ac-
curacy for two model systems: SrFe12O19/Fe and
SrFe12O19/Ni.
For simulations of these nanocomposites we have
used standard magnetic parameters of correspond-
ing materials (see, e.g.3, Chap. 5.3 and 11.6) which
are summarized in the table below:
SrFe12O19 Fe Ni
Ms(G) 400 1700 490
Anis. kind uniaxial cubic cubic
K (erg/cm3) 4.0 · 106 5.0 · 105 −4.5 · 104
A (erg/cm) 0.6 · 10−6 2.0 · 10−6 0.8 · 10−6
The average grain volume for all phases was cho-
sen to be equal to the volume of a spherical grain
with the diameter D = 25 nm. The volume concen-
tration of the hard phase in all presented simulations
was chard = 40%.
A. Effect of the exchange weakening in
SrFe12O19/Fe
One of the central questions for permanent mag-
nets made of nanocomposite materials is the depen-
dence of magnetic properties on the exchange weak-
ening between different grains. This weakening is
unavoidable in real systems, because it is nearly
impossible to obtain perfect intergrain boundaries.
The quality of these boundaries strongly depends
on the concrete method used for the manufactur-
ing of a nanocomposite and substantial efforts has
been devoted to obtaining materials with more per-
fect intergrain boundaries (and especially bound-
aries between grains belonging to different phases)
in order to achieve better exchange coupling. How-
ever, recently25 is was demonstrated both experi-
mentally and theoretically that the perfect inter-
grain exchange may strongly decrease the perfor-
mance of a magnetic nanocomposite material, so
that this question requires a detailed theoretical
study.
The exchange weakening in our methodology is
defined by multiplying the exchange energy of neigh-
boring mesh elements belonging to different crystal-
lites by a factor 0 ≤ κ ≤ 1. This exchange weakening
coefficient is introduced into the expression (1) for
the exchange energy as
Eexch = −
1
2
N∑
i=1
∑
j⊂n.n.(i)
κ
2Aij V ij
∆r2ij
(mimj) , (2)
if neighboring magnetic moments i and j are located
in different grains (crystallites). From (2) it can be
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seen that κ = 1 corresponds to the perfect intergrain
exchange (equal to the exchange within a bulk ma-
terial) and κ = 0 means no exchange interaction at
all between different grains.
Dependence of magnetic properties on this ex-
change weakening was studied for the composite
SrFe12O19/Fe with approximately spherical hard
grains (obtained from the random placement of
spheres with D = 25 nm, see Sec. II A).
FIG. 3. (color online). Simulated hysteresis curves of the
nanocomposite SrFe12O19/Fe with spherical hard grains
for different exchange weakening constant.
The overall trend is shown in Fig. 3, where the
evolution of hysteresis curves by increasing the ex-
change coupling (κ = 0.0 → 0.5) between grains is
demonstrated. Systems without (κ = 0.0) or with a
strongly reduced (κ = 0.05) exchange coupling be-
tween grains exhibit the two-steps magnetization re-
versal. The first step - large jump on the hystere-
sis loop in small negative fields (see the panel for
κ = 0.05 in Fig. 3) - represents the magnetization
reversal of the soft phase, which volume fraction is
relatively high. The second step - reversal of hard
grains in much higher fields - leads to the closure
of the loop. Reversal of the hard phase occurs in
fields ∼ HhardK , where the anisotropy field is defined
as HK = 2K/Ms = βMs (β = 2K/M
2
s denotes the
reduced anisotropy constant). The large magnitude
of the magnetization jump during the first reversal
step is due to the dominating contribution of the
soft phase to the system magnetization: msoft =
csoft ·Msoft/(chard ·Mhard + csoft ·Msoft) ≈ 0.86.
For the detailed analysis of the magnetization re-
versal in a magnetic composite it is very useful to
plot hysteresis loops for the soft and hard phase sep-
arately. Such loops can be easily obtained from sim-
ulated magnetization configurations by summing up
contributions from finite elements belonging to ei-
ther soft or hard phase and calculating correspond-
ing total magnetizations of these phases.
We begin our consideration from systems with
an absent or very low intergrain exchange coupling,
where the dominant interaction is the magnetodipo-
lar one. To clarify the effect of this interaction, the
above mentioned magnetization reversal curves of
hard and soft phases are plotted in Fig. 4 for the
composite without any intergrain exchange coupling
(κ = 0).
In order to understand the hysteretic behavior of
both phases, it is useful to calculate the reduced
anisotropy constant β = 2K/M2s , which magnitude
gives (roughly speaking) the relation of the magne-
tocrystalline anisotropy field to the magnetodipo-
lar field from the nearest neighbor in the system
of spherical particles. Substitution of magnetic pa-
rameters of our materials (see the table above) re-
sults in the values βh = 50(≫ 1) for the hard phase
(SrFe12O19) and βs = 0.34(∼ 1) for the soft phase
(Fe). We note that the much higher value of β for
the hard phase is due not only to its large anisotropy
constant K (which is ’only’ 8 times larger than by
Fe), but mainly due to the much higher value of the
soft phase magnetizationMFe/MSrFeO = 4.25, which
gives an additional factor of ≈ 18.
Considering the magnetization reversal of the soft
phase first, we note that this phase would exhibit
in the absence of the magnetodipolar interaction
the ’ideal’ hysteresis loop for a system of non-
interacting particles with the cubic anisotropy con-
stant Kcub > 0 (as it is the case for Fe). Such a loop
has the remanence j
(0)
R ≈ 0.83 and the coercivity
H
(0)
c ≈ 0.33HK = 0.33βMs ≈ 195Oe (see, e.g.
26).
The relatively low value of the reduced anisotropy
for our soft phase βs(Fe) = 0.34 means that the mag-
netodipolar interaction can considerably modify the
corresponding ’ideal’ hysteresis. This influence man-
ifests itself primarily in the smoothing of the ’ideal’
loop26, as it can be seen in Fig. 4, where the loop
for the soft phase of our system is shown in red. The
remanence jR ≈ 0.836 is nearly the same and the co-
ercivity Hc ≈ 260Oe increased by ≈ 30% compared
to the non-interacting case.
Unfortunately, we are not aware of any systematic
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theoretical studies of the magnetodipolar interaction
effects in systems of ’cubic’ particles, except for the
paper27, where only simulation results for the Henkel
plots are shown; any quantitative comparison with a
detailed study of these effects for ’uniaxial’ particles
presented in28 is meaningless due to very different
energy landscapes for these two anisotropy types.
For this reason, we can only suggest that the nearly
unchanged remanence (compared to the ’ideal’ sys-
tem) is due to the interplay of the magnetodipolar
interactions within the soft phase and between the
soft and hard phases. The increase of Hc is most
probably due to the ’supporting’ action of the mag-
netodipolar field from the hard phase onto the soft
grains. Magnetization of the hard phase in our sys-
tem is rather low, so that the corresponding effect is
relatively small.
FIG. 4. (color online). Simulated hysteresis loops for
SrFe12O19/Fe (with spherical hard grains) without the
intergrain exchange (κ = 0) presented for hard (solid
blue line) and soft (solid red line) phases separately.
Dashed line represents the unsheared loop of the SW
model with particle parameters as for SrFe12O19, solid
green line - the SW loop sheared according the aver-
aged internal field (see text for details). External field
is normalized by the anisotropy field of the hard phase
HK = βhMh = 20 kOe.
The non-interacting hard phase consisting of
grains with the uniaxial anisotropy (as for
SrFe12O19) would reverse according to the ideal
Stoner-Wohlfarth (SW) loop29 with jR = 0.5 and
Hc ≈ 0.48HK ≈ 10 kOe shown in Fig. 4 with the
thin dashed green line. The very large value of the
reduced single-grain anisotropy βh(SrFeO) = 50 for
this phase means that intergrain correlations of hard
phase magnetic moments are negligible. However,
in our composite material hard grains are ’embed-
ded’ into the soft phase. Hence, in order to prop-
erly compare (at least in the mean-field approxi-
mation) the simulated hard phase loop - blue solid
line in Fig. 4 - with the SW model, we have to
take into account the average magnetodipolar field
〈Hmd,z〉 = (4pi/3)〈M
soft
z 〉 acting on a spherical par-
ticle inside a continuous medium with the average
magnetization of the soft phase 〈M softz 〉.
Correction of the SW loop using this internal field
(which depends on the external field via the corre-
sponding dependence 〈Mz(Hz)〉) leads to the loop
shown with the thick solid green line in Fig. 4.
It can be seen that this corrected SW loop is in
a good agreement with the simulated hard phase
loop. Remaining discrepancies are due to local inter-
nal field fluctuations (always present in disordered
magnetic systems) which are especially pronounced
in our composite due to the high difference between
the magnetizations of soft and hard phases.
This analysis reveals that the first jump on the
hard phase loop in small negative fields is due to
the abrupt change in the internal averaged dipolar
field due to the magnetization reversal of the soft
phase. The second jump - for Hz/Hk ≈ −0.3 -
is the manifestation of the singular behavior of the
SW loop of the hard phase itself, which occurs for
the unsheared loop at Hcr = −Hk/2 (near this field
Mz ∼
√
−(Hz −Hcr) for Hz < Hcr
30).
In summary, despite a relatively high saturation
magnetization Ms = 1180G, the corresponding
composite without any intergrain exchange coupling
would have only a relatively small maximal energy
product of ≈ 15 kJ/m3 (see Fig. 5b). The reason is
its very small coercivity Hc ≈ 250Oe, which is de-
termined entirely by the magnetization reversal of
the soft phase in small negative fields.
Before we proceed with the analysis of the effect
of the intergrain exchange coupling on the hysteretic
properties of a nanocomposite, an important me-
thodical issue should be clarified. Namely, we have
to determine the maximal value of the exchange cou-
pling (maximal value of κ), for which our simulations
can produce meaningful results.
The problem is that with increasing the cou-
pling strength, the interaction between the grains
increases, so that grains are starting to form clus-
ters, inside which magnetic moments of constituting
grains reverse nearly coherently. The average size of
such a cluster 〈dcl〉 obviously growths with increas-
ing κ. In order to obtain statistically significant re-
sults, we have to assure that 〈dcl〉 is significantly less
(ideally much less) than the maximal system size ac-
cessible for simulations. Otherwise we might end up
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with the case where we are simulating the magne-
tization reversal of a system consisting of a single
(or very few) cluster(s), so that corresponding re-
sults will be non-representative for the analysis of
real experiments.
The best quantitative method to determine 〈dcl〉
is the calculation of the spatial correlation function
of magnetization components perpendicular to the
applied field (in our case Mx and My): the average
value of these components should be zero, and the
decay length of their correlation functions Cx(r) =
〈Mx(0)Mx(r)〉 (the same for My) would provide a
most reliable estimation of 〈dcl〉.
However, taking into account a complex 3D char-
acter of Cx,y(r), we have adopted another crite-
rion to determine the approximate number of in-
dependent clusters contained in our simulated sys-
tem. Namely, as the figure of merit we have em-
ployed the maximal value of the perpendicular com-
ponent of the total system magnetization m⊥ =√
M2x +M
2
y/Ms during the magnetization reversal.
If the system contains only one (or very few) clus-
ter(s), than for some field during the reversal pro-
cess this component should be large (close to 1), be-
cause one cluster reverses nearly in the same fashion
as a single particle, i.e., its magnetization rotates
as a whole without significantly changing its magni-
tude. Hence at some reversal stage m⊥ would un-
avoidably become relatively large. In the opposite
case, where a system contains many nearly indepen-
dent clusters (Ncl ≫ 1), their components Mx,i and
My,i (i = 1, ..., N), being independent variables with
zero mean, would average themselves out, leading to
small values of m⊥.
A simple statistical analysis based on the assump-
tion of the independence of different clusters shows
that the number of such clusters can be estimated
as Ncl ≥ 1/m
2
⊥. This means that up to m⊥ ≈ 0.3
we produce statistically significant results, because
in this case Ncl ≥ 10. Corresponding analysis shows
that for our systems (containing about ∼ 5 · 105 fi-
nite elements) this is the case up to κ ≈ 0.5, so
below we show results only in this range of exchange
couplings.
Simulation results showing basic characteristics
of the hysteresis loop - remanence jR, coercivity
Hc and energy product Emax = (BH)max - for
the SrFe12O19/Fe composite as functions of the ex-
change weakening κ are presented in Fig. 5. We
remind that for these simulations approximately
spherical hard grains were used.
From Fig. 5 it can be clearly seen that the rema-
nence jR of this material depends on the intergrain
(a)
(b)
(c)
FIG. 5. (color online). (a) Remanence, (b) coerciv-
ity and (c) energy product of simulated nanocomposite
SrFe12O19/Fe with spherical hard grains as a functions
of exchange weakening on the grain boundaries. Inset
in (a) represents the maximal value of perpendicular (to
the directions of applied field) component of magnetiza-
tion during the remagnetization process. Dashed lines
are paths for the eye.
exchange coupling relatively weak. The reason is
that jR is very high already for the fully exchange
decoupled composite (jR(κ = 0) ≈ 0.8). Such a high
value, in turn, is due to the fact that the remanence
is governed by the soft phase consisting of cubical
grains. The remanence of the non-interacting (ideal)
ensemble of such grains is j
(0)
R ≈ 0.83. This high re-
manence can not be significantly increased by the
exchange interaction within the soft phase (as it is
the case for the system of uniaxial particles with ran-
domly distributed anisotropy axes, where j
(0)
R = 0.5;
see also31 for the analysis of a corresponding 2D
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system). Neither can this remanence be substan-
tially decreased by the exchange coupling with hard
grains, because their magnetization at Hz = 0 is still
nearly aligned along the initial field direction due
the strong magnetizing field from the Fe soft phase,
(with its high magnetization MFe = 1700 G).
In contrast to jR, the coercivity Hc exhibits a pro-
nounced maximum as the function of the exchange
coupling κ, resulting in the corresponding maximum
of the κ-dependence of the maximal energy product
(BH)max(κ). We will explain the reasons for the
appearance of this maximum below, analyzing the
hysteretic behavior of our nanocomposite for vari-
ous κ.
For the smallest non-zero κ studied here the mag-
netization reversal process is visualized in Fig. 6,
where hysteresis loops for soft and hard phases are
shown separately and the magnetization configura-
tion is displayed for several characteristic external
fields. First, it can be clearly seen that the mag-
netizations of soft and hard phases reverse sepa-
rately. The inspection of magnetization configura-
tions shows that the reversal of magnetic moments
starts within the soft phase (see panel (a)) around
the hard grains which anisotropy axis are directed
’favorably’ (i.e. deviate strongly from the initial field
direction). Then the reversed area expands, occupy-
ing even larger regions of the soft phase (panel (b))
until nearly the entire soft phase is reversed (panel
(c)). Note that in the negative field corresponding
to this nearly complete reversal of the soft phase,
the majority of the hard phase is still magnetized
approximately along the initial direction. Only in
much larger negative fields (right drawing of hystere-
sis loops) the hard phase magnetization also starts
to reverse (see panel (d)).
We emphasize here two important circumstances:
although the exchange coupling between the soft and
hard phases is very weak (κ = 0.05) and the concen-
tration of the hard phase is moderate (40%), the
’supporting’ action of the hard phase is enough to
nearly double the coercivity of the soft phase and
hence - of the whole system, when compared to the
case of κ = 0 - see Fig. 5. At the same time, due
to this low exchange coupling, hard grains reverse
separately from the soft phase and nearly separately
from each other (see panel (c)), leading to a high
coercivity of the hard phase (right drawing of hys-
teresis loops).
For the larger exchange coupling κ = 0.1 (see Fig.
7) the ’supporting’ effect of the hard phase increases
the coercivity of the soft phase even further (com-
pared to κ = 0.05). At the same time, this larger
coupling also leads to the much earlier reversal of
FIG. 6. (color online). Magnetization reversal process
for the composite with exchange weakening κ = 0.05.
From top to bottom: microstructure of the system
(warm colors - soft, cold colors - hard grains); hystere-
sis shown as separate curves for the soft (red) and hard
(blue line) phases (note different scales of the H-axis);
magnetization configurations shown asmz-maps for field
values indicated on the hysteresis plots shown above.
the hard phase, significantly decreasing its coerciv-
ity - see hysteresis plots in Fig. 7. Magnetization
reversal for this coupling starts in those system re-
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FIG. 7. (color online). Magnetization reversal for the
composite with the exchange weakening κ = 0.10 pre-
sented in the same manner as in Fig. 6.
gions where the hard phase is nearly absent (due to
local structural fluctuations) - see panel (b) in Fig.
7 - and is much more cooperative compared to the
case of κ = 0.05.
The resulting coercivity of the entire system is at
its maximum, because the interphase coupling is,
on the one hand, large enough to prevent the soft
phase from the reversal in small fields, but on an-
other hand, small enough to enable to the reverse of
the hard phase in much higher negative fields than
the soft phase.
FIG. 8. (color online). Magnetization reversal for the
composite with the exchange weakening κ = 0.20 pre-
sented in the same way as in Fig. 6. Simultaneous re-
versal of the hard and the soft phases is clearly visible.
When the intergrain exchange coupling is in-
creased further, magnetization reversal of the sys-
tem becomes fully cooperative, so that the soft and
hard phases reverse simultaneously (in the same neg-
ative fields) - see hysteresis loops shown in Fig. 8
for κ = 0.2. Spatial correlations between the mi-
crostructure and the nucleation regions for the mag-
netization reversal become weak, as it can be seen
from microstructural and magnetic maps presented
in this figure. It is also apparent that the correlation
distance of the magnetization configuration strongly
increases, as it was noted in the discussion above.
The overall result is the decrease of the system co-
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ercivity, because the soft phase causes the much ear-
lier reversal of the hard phase, so that the supporting
effect of the high anisotropy of the hard phase be-
comes smaller. However, for this relatively low value
of κ = 0.2 this ’supporting’ effect is still present:
Hc(κ = 0.2) is nearly twice as large as Hc(κ = 0).
When the exchange coupling increases even fur-
ther, the magnetization reversal becomes completely
dominated by the soft phase due to its larger mag-
netization and volume fraction. In particular, for
κ = 0.5 both the coercivity and the energy product
are nearly the same as for κ = 0. We note that hys-
teresis loops for these two cases (κ = 0 and κ = 0.5)
look qualitatively different, but this physically im-
portant difference (two-step vs one-step magnetiza-
tion reversal) does not matter for the performance
of the nanocomposite from the point of view of a
material for permanent magnets.
The non-monotonous dependence of the max-
imal energy product on the exchange coupling
(BH)max(κ) can be easily deduced from the depen-
dencies jR(κ) and Hc(κ). When κ increases from 0
to ≈ 0.1, both remanence and coercivity increase, re-
sulting in the rapid growth of (BH)max. For κ > 0.1,
the small increase of the remanence (up to κ ≈ 0.2)
can not compensate the large drop of coercivity, re-
sulting in the overall decrease of the energy prod-
uct. We point out here that such a behavior occurs
only when the dependence of the coercivity on the
corresponding parameter (in our case the exchange
weakening κ) is really strong. The case when the co-
ercivity depends relatively weak on the parameter of
interest, is analyzed in detail in the next subsection.
Summarizing this part, we have shown that, in
contrast to the common belief, there exist an op-
timal value of the interphase exchange coupling in
a soft-hard nanocomposite which provides the max-
imal energy product. This optimal value obviously
depends on the fractions of the soft and hard phases,
but it is very likely that the optimal coupling should
be significantly less than the perfect coupling (κ = 1)
for all reasonable compositions in this class of mate-
rials.
This important insight opens a new route for the
optimization of the permanent magnet materials.
B. Effect of the grain shape of the hard phase
in SrFe12O19/Fe and SrFe12O19/Ni composites
One of the intensively discussed questions when
optimizing the nanocomposite materials for perma-
nent magnets is whether the materials containing
the hard grains with the non-spherical shape could
provide an improvement of the energy product for
corresponding composites (see corresponding refer-
ences in the Introduction).
The standard argument in favor of the possi-
ble improvement of Emax is the additional shape
anisotropy of non-spherical particles. For an elon-
gated (prolate) ellipsoid of revolution this anisotropy
could increase the already present magnetocrys-
talline anisotropy (mc-anisotropy), thus enhancing
the coercivity of the hard phase and hence - the en-
ergy product. Below we will demonstrate that this
line of arguments is not really conclusive and that
the grain shape effect may be even the opposite - the
energy product can be larger for a material contain-
ing oblate hard grains.
Before proceeding with the analysis of our results,
we emphasize, that the relative contribution of the
shape anisotropy can be approximately the same for
rare-earth and ferrite-based materials. The former
materials have a much larger mc-anisotropy Kcr, so
that on the first glance shape effects for rare-earth
’hard’ grains should be much smaller. But the the
relation between the shape anisotropy and the mc-
anisotropy contributions is determined not only by
the value of Kcr, but by the reduced anisotropy con-
stant β = 2Kcr/M
2
s , which gives, roughly speaking,
the relation between the mc-anisotropy energy and
the self-demagnetizing energy of a particle.
The presence of the material magnetization in the
denominator of the expression for β makes this con-
stants for both material classes very similar. For ex-
ample, the mc-anisotropy Kcr ≈ 4.6 × 10
7 erg/cm3
for Nd2Fe14B is more than one order of magnitude
larger than its counterpart Kcr ≈ 4 × 10
6 erg/cm3
for SrFe12O19. However, the much lower magne-
tization Ms ≈ 400G of SrFe12O19 compared to
Ms ≈ 1300G of Nd2Fe14B makes the difference be-
tween reduced anisotropies of these materials quite
small: βNdFeB ≈ 60, whereas βSrFeO ≈ 50.
In the language of the anisotropy field we have to
compare the values of the mc-anisotropy field HK =
βMs = 2Kcr/Ms with the values of the magnetiz-
ing magnetodipolar field, which attains its maximal
value Hmaxdip = 2piMs for a needle-like particle. Cor-
responding relation Hmaxdip /HK = piM
2
s /Kcr = 2pi/β
is ≈ 10.5 for Nd2Fe14B and ≈ 12.5 for SrFe12O19.
This means that in the best case the effect of
the shape anisotropy for both material classes can
achieve ≈ 20%, what would be a non-negligible im-
provement on a highly competing market of modern
permanent magnet materials.
Unfortunately, several circumstances are expected
to strongly diminish the shape anisotropy contribu-
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tion. First, the estimate above holds for a strongly
elongated particle; for ellipsoidal particles with a re-
alistic aspect ratio a/b ∼ 2 − 3 (a is the length of
the axis of revolution) the shape anisotropy field is
only about half its maximal value. Second, this es-
timation holds for a single-domain particle, whereas
strongly elongated or nearly flat particles acquire a
multi-domain state much easier than the spherical
ones, because the domain wall energy for strongly
non-spherical particles is much smaller, than for a
sphere. Finally, the relation derived above is true
only for an isolated particle, and hard grains in
nanocomposites are always embedded into a soft
phase or are in a close contact with another hard
grains.
For these reasons we have performed a detailed
numerical study of the dependence of hysteresis
properties on the hard grain shape for nanocom-
posite SrFe12O19/Fe and - for comparison - for
SrFe12O19/Ni . For this purpose we have simulated
magnetization reversal in these composites with the
hard grains having the shape of ellipsoids of rev-
olution (spheroids) with the aspect ratio a/b =
0.33, 0.5, 1.0, 2.0, 3.0; aspect ratios a/b > 1 corre-
spond, as usual, to prolate spheroids. For all aspects
ratios the volume of a single hard grain was kept
the same (and equal to the volume of the approxi-
mately spherical grains with D = 25 nm). Volume
concentration of the hard phase chard = 40% was
the same, as for simulations reported in the previ-
ous Sec. III A. The exchange weakening parameter
κ = 0.1 was chosen close to the optimal value for
spherical hard grains obtained above.
1. Grain shape effect for SrFe12O19/Fe
First we discuss simulation results obtained for
the composite SrFe12O19/Fe - see Figs. 9, 10 and
11. In Fig.9, magnetization reversal curves for dif-
ferent aspect ratios a/b are shown; both the loops for
the entire system and for the soft and hard phases
separately are presented. The most interesting ob-
servation here is the pronounced difference between
the reversal curves of ’soft’ and ’hard’ phases for
a/b = 1 and nearly synchronous magnetization re-
versal of both phases for other aspect ratios shown in
the figure. This is a key feature for the understand-
ing of the system behavior and will be discussed in
detail below.
Overall dependencies of basic hysteresis parame-
ters jR, Hc and (BH)max on the aspect ratio a/b is
presented in Fig. 5. Both main parameters of the
hysteresis - remanence jR and coercivity Hc exhibit
a/b = 0.33 a/b = 1.0
a/b = 2.0 a/b = 3.0
H (kOe) H (kOe)
M
z
/M
s
M
z
/M
s
FIG. 9. (color online). Simulated hysteresis curves of the
nanocomposite SrFe12O19/Fe for the exchange weaken-
ing κ = 0.1 and different aspect ratios of hard crystallites
as indicated on the panels. Black loops - hysteresis of the
total system, blue curves - upper part of the hysteresis
loop for the hard phase, red curve - the same for the soft
phase.
a highly non-trivial dependence on this aspect ratio,
which should be carefully analyzed.
The dependence jR(a/b) shown in Fig. 10
is clearly counter-intuitive, because normally one
would expect a higher remanence for a system con-
taining elongated particles - in our case for a/b > 1
- due to the positive shape anisotropy constant for
such particles. The simulated dependence shows
the opposite trend - the remanence increases with
decreasing the aspect ration a/b, i.e., jR becomes
larger for a composite with oblate hard grains.
This behavior can be explained taking into ac-
count that hard ellipsoidal grains are mostly embed-
ded into the soft magnetic matrix (soft phase), which
magnetization is larger than that of the hard phase:
MFe > MSrFe12O19 . This means that hard grains
represent magnetic ’holes’ inside a soft matrix, what
means, in turn, that the total magnetodipolar field
acting on the magnetization of the hard grain, is
directed (on average) towards the initially applied
field. With another words, this field acts as a mag-
netizing field, i.e. it increases the remanence of the
hard phase.
The magnitude of this magnetizing field is propor-
tional to the difference between magnetizations of
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(a)
(b)
(c)
oblate
prolate
FIG. 10. (color online). (a) Simulated reduced re-
manence, (b) coercivity and (c) energy product of
nanocomposites SrFe12O19/Fe with different aspect ra-
tios (a/b) of hard grains. Inset in (a) shows the demag-
netizing factor in dependence on a/b. Dashed lines are
guides for an eye.
the soft and hard phases and is of the order Hmagdip ∼
Ndem ·(MFe−MSrFe12O19) = Ndem ·∆M . For our sys-
tem parameters ∆M = 1300G, so that, taking into
account that Ndem ∼ pi, we obtain H
mag
dip ∼ 4 kOe.
This value is comparable to the mc-anisotropy field
of the hard grain itself (HK(SrFe12O19) = 20 kOe),
so the effect of this magnetodipolar field can be sig-
nificant.
To explain the trend jR(a/b) seen in Fig. 11, it
remains only to note that this magnetizing field is
larger for oblate spheroids, for which it can achieve
the magnitude of 4pi∆Ms - the limiting case for a
thin disk with the revolution axes along the mag-
netizing direction of the system. In contrast, for
the prolate spheroid Hmagdip becomes weaker when
a/b increases (spheroid becomes more prolate), be-
cause the main contribution to this field comes from
the soft phase regions near the ends of this prolate
spheroid.
The result of this complicated interplay is the
better alignment of magnetic moments of the hard
phase consisting of oblate particles. This leads to
the higher remanence of the whole system for two
reasons: (i) the remanence of the hard phase itself
is larger and (ii) the ’supporting’ action of the hard
phase on the soft phase - due to the interphase ex-
change coupling - is more significant.
The explanation of the non-trivial dependence of
the coercivity on the aspect ration Hc(a/b) - with
the maximum between a/b = 0.5 and a/b = 1.0 -
requires a detailed understanding of the magnetiza-
tion reversal mechanism in composites with partial
interphase exchange coupling.
Namely, magnetization reversal of these nanocom-
posites always occurs according to the following sce-
nario: the soft phase switches first, and then exhibit
a torque on the hard grains due to the interphase
exchange interaction. For non-negligible interphase
exchange this torque is the main interaction mech-
anism between the phases and leads (together with
the applied field) to the magnetization reversal of
the hard phase in larger negative external fields.
In order to understand, why the coercivity has
its maximum for particles with a weak shape
anisotropy, we have to recall that the interphase ex-
change interaction is a surface effect and as such is
proportional to the interphase surface area. In our
case this is the surface area of hard grains, which are
mostly surrounded by the soft phase. This means,
that exchange torque which the soft phase exhibits
on the hard grains, is proportional to the surface
area of these grains. Hence, this torque should be
minimal for the hard grains with the spherical shape,
because the surface area of an ellipsoid of revolu-
tion with the given volume is minimal for a/b = 1
(sphere).
For this reason hard phase with grains having the
shape close to spherical will have the maximal coer-
civity, i.e. reverse in the largest negative field. Such
grains will be also able to ’support’ soft phase up to
negative fields larger than non-spherical hard grains
would do, leading to the largest coercivity of the
whole sample.
To provide further proof of this hypothesis, we
have plotted in Fig. 11 the coercivities of the hard
and soft phases separately (see curves for Hhardc and
Hsoftc on the panel (a)) and the difference between
them ∆Hc on the panel (b) as functions of the aspect
ratio a/b. The excellent qualitative agreement be-
tween ∆Hc(a/b) and the inverse of the surface area
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hard phase
soft phase
(a)
(b)
FIG. 11. (color online) (a) Coercivities of the hard (blue
circles) Hhardc and soft (red circles) H
soft
c phases and (b)
difference ∆Hc between these coercivities as functions of
the aspect ratio a/b; inset in (b) - inverse of the surface
area of an ellipsoid of revolution in dependence on a/b
. Dashed lines are guides for an eye. See text for the
detailed explanation.
of an ellipsoid of revolution 1/Sell(a/b) (see inset to
this panel) as the functions of a/b clearly shows that
the observed effect is due to the surface-mediated
interaction, what in our case clearly means the in-
terphase exchange interaction.
We finish this subsection with the explanation
why the dependence of the maximal energy prod-
uct on the aspect ratio Emax(a/b) (panel (c) in
Fig.10) for our system closely follows the correspond-
ing trend of the remanence jR(a/b) (see panel (a)),
but is not influenced by the dependence Hc(a/b)
(panel (b)).
To understand this phenomenon, we recall that
the energy product is defined as the maximal value of
the product (BH) within the second quadrant of the
hysteresis loop, i.e. for external fields −Hc < H < 0
(here and below we omit for simplicity the index z
by H , B and M):
Emax = max
−Hc<H<0
[B(H)·H ] = max[(H+4piM(H))·H ],
(3)
where it is important, that the energy product de-
pends on H both explicitly and implicitly - via the
dependence M(H).
Let us now assume that for some reference pa-
rameter value (e.g. in our case for a/b = 1) with
the magnetization vs. field dependence given by the
function Mref(H) the product (3) reaches its maxi-
mum E
(0)
max for the field value H0. This means that
the corresponding derivative of the energy product
dE/dH vanishes at this point, leading to the condi-
tion
d
dH
[(H + 4piMref (H)) ·H ]|H=H0 =
= H0 + 2pi
[
Mref(H0) +H0
dMref
dH
∣∣∣∣
H=H0
]
= 0
(4)
If the parameter in question changes (i.e. we take
another value of a/b), then the hysteresis loop also
changes, becoming Mnew(H) =Mref(H) +∆M and
the maximum of the energy product is achieved at
another field Hnew = H0 + ∆H . The new maximal
energy product then is
Enewmax = (Hnew + 4piMnew(Hnew)) ·Hnew]. (5)
Assuming that ∆M and ∆H are small, we can
expand the functions Mref(H) and ∆M(H) in the
vicinity of the point H0. Starting from Eq.5 and re-
taining only terms linear in ∆M and ∆H , we obtain
for Enewmax the expression
Enewmax = E
(0)
max + 4piH0∆M(H0)+
+2∆H
{
H0 + 2pi
[
Mref(H0) +H0
dMref
dH
∣∣∣∣
H=H0
]}
(6)
The coefficient in braces after ∆H is exactly the
expression (4) at the point where the reference en-
ergy product reaches its maximum and as such is
equal to zero. Hence we are left with the expression
of the new maximal energy product as
Enewmax = E
(0)
max + 4piH0∆M(H0) (7)
This expression shows that the change of the en-
ergy product due to the variation of some exter-
nal system parameter is controlled mainly by the
change of the magnetization curve (upper part of
the M − H hysteresis loop) at the external field
H0 where the reference energy product reached its
maximum. Obviously, this magnetization change
is roughly proportional to the remanence change,
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which explains the semiquantitative correspondence
between the dependencies jR(a/b) and Emax(a/b).
We point out once more that this statement is true
only if the coercivity shift due to the variation of this
parameter is relatively small. If this is not the case,
then the position of the vertical side of the rectangle
(in the (B − H) plane) used for the determination
of (BH)max can strongly depend on the coercivity
value, making the derivation of Eq. (6) invalid.
2. Grain shape effect for SrFe12O19/Ni
The second composite which we have used to
study the grain shape effect - SrFe12O19/Ni - is
qualitatively different from the previous material
(SrFe12O19/Fe) due to the much lower magnetiza-
tion of the soft phase: Ms(Ni) ≈ 490G. The idea
behind the usage of a soft phase with such a low
magnetization is that the coercivity of the resulting
material should be much higher due to the weaker
response of the soft phase with a smaller magneti-
zation to the external field. This higher coercivity
might compensate the decrease of the net magneti-
zation, resulting in a competitive energy product.
a/b = 0.33 a/b = 1.0
a/b = 3.0a/b = 2.0
FIG. 12. (color online).Simulated hysteresis curves of
the composite SrFe12O19/Ni for κ = 0.1 and different as-
pect ratios of hard crystallites as indicated on the panels.
Black loops - total hysteresis, blue curves - upper part
of the hysteresis loop for the hard phase, red curve - for
the soft phase.
(a)
(b)
(c)
FIG. 13. (color online). (a) Remanence, (b) coer-
civity and (c) energy product of the nanocomposite
SrFe12O19/Ni in dependence on the aspect ratio a/b of
hard grains. Dashed lines are guides for an eye.
Simulation results for SrFe12O19/Ni with various
grain shapes are presented in Fig. 12 (hysteresis
loops) and Fig. 13 (basic characteristics of the hys-
teresis). As it can be clearly seen, the Ni-containing
composite behaves itself qualitatively different com-
pared to Fe-containing material.
The main new feature is - as expected - the higher
coercivity of both soft and hard phases. The consid-
erably larger coercivity of the Ni phase (Hc(Ni) ≈
1000Oe - see Fig. 12, red loops) compared to the
coercivity of the Fe phase in the previously stud-
ied composite (Hc(Fe) ≈ 600Oe - see Fig. 11a) is
mainly due to the lower magnetization of Ni, as men-
tioned above.
The much larger coercivity of the hard phase (we
remind that this phase is the same for both stud-
ied materials) for SrFe12O19/Ni can be most prob-
ably explained by three reasons. First, due to the
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lower Ms(Ni) the reversal of the soft phase starts
for the Ni-containing composite in higher negative
fields, what should by itself lead to larger Hhardc
for the hard phase also. However, this reason alone
could not be responsible for the more than fourfold
increase of Hhardc (H
hard
c (SrFe12O19/Ni) ≈ 4000Oe
vs Hhardc (SrFe12O19/Fe) < 1000Oe).
The second reason is that the magnetodipolar field
of the soft phase acting on hard grains is much
smaller for Ni- than for Fe-containing composites
(due to the same much lower magnetization of Ni).
After the reversal of the soft phase this magne-
todipolar field is directed opposite to the initial ma-
terial saturation and thus assists the reversal of hard
grains. Much smaller magnitude of this field thus
leads to much higher external field required to re-
verse the hard phase.
Finally, the considerably smaller exchange con-
stant of Ni compared to Fe (see Table 1) results in
the lower exchange torque acting on hard grains af-
ter the reversal of the soft phase, also decreasing the
total torque acting on the hard phase and increasing
its coercivity.
This qualitatively new situation - the non-
correlated magnetization reversals of the soft and
hard phases - leads to the another type of the co-
ercivity dependence on the aspect ratio a/b of hard
grains: coercivity Hc(a/b) decreases when this ratio
increases (see Fig. 13b), behaving itself in a very
similar way as the remanence jR(a/b) (Fig. 13a).
The most likely explanation of this behavior is
the following: the degree of the magnetization align-
ment of hard grains for their different aspect ratios is
nearly the same for various values of a/b. Hence the
main effect on the soft phase reversal is due to the
difference in the magnetodipolar field distributions
caused by hard grains having various shapes. Pro-
late ellipsoids of revolution produce a non-uniform
magnetodipolar field which maximal value is higher
than for oblate ellipsoids. However, the field of
prolate particles is strongly concentrated near their
’sharp’ ends, whereas the dipolar field of oblate el-
lipsoids (magnetized on average along their axes of
revolution) occupies a much larger region near their
’flat’ surfaces. For this reason the dipolar field of
oblate hard grains supports the magnetization of the
soft phase in larger space regions, thus leading to the
increase of the soft phase (and total) coercivity with
decreasing a/b, i.e. when hard grains become more
oblate.
As the result of the decrease of both jR and Hc,
the energy product also decreases with increasing
a/b, as shown in Fig. 13c. We point out that al-
though the resulting behavior is qualitatively some-
what similar to the case of the Fe-containing ma-
terial (compare to Fig. 10) - the energy product
decreases with increasing aspect ratio - the physical
reasons for this behavior are fundamentally different
for these two composites.
It also interesting to note that despite the larger
coercivity of Ni-containing composite, its energy
product remains smaller than for the Fe-containing
material due to its much lower net magnetization.
This relation can change for materials with different
fractions of soft and hard phases.
IV. CONCLUSION
In this paper we have presented a detailed numer-
ical study for the dependence of magnetic proper-
ties of Sr-ferrite-based nanocomposites on two very
important material parameters: (i) exchange cou-
pling between various crystallites (what includes the
coupling between soft and hard grains) and (ii) the
shape of the hard grains.
First, we have demonstrated - in contrast to the
common paradigm - that the maximal energy prod-
uct Emax = (BH)max is a non-monotonous func-
tion of the intergrain exchange coupling κ and that
the optimal κ-value (for which the energy product
reaches its highest value) is far below the perfect cou-
pling. This non-monotonous character of the func-
tion Emax(κ) is due to the corresponding dependence
of the coercivity on the exchange coupling Hc(κ).
Second, we have studied the dependence of the
hysteresis properties and the maximal energy prod-
uct on the shape of hard grains for two very different
nanocomposite materials - SrFe12O19/Fe (Ms(Fe) ≈
1700G) and SrFe12O19/Ni (Ms(Ni) ≈ 490G). Hard
grains have been assumed to have (approximately)
a shape of ellipsoids of revolution, which aspect ra-
tio was varied in the range 1/3 ≤ a/b ≤ 3 (a/b > 1
corresponds to a prolate ellipsoid). We have shown,
that for both materials the aspect ratio dependence
of the maximal energy product Emax(a/b) essentially
follows the corresponding dependence of the hys-
teresis loop remanence jR(a/b) and have supported
this observation by analytical considerations. For
both materials, the maximal value of jR(a/b) - and
hence of Emax(a/b) - was obtained for the oblate hard
grains with the smallest aspect ration a/b = 1/3
(also in contrast with common expectations). Phys-
ical reasons for this behavior are revealed.
Finally, we have also analyzed the dependence
of the coercivity on the shape of hard grains
Hc(a/b) and have shown that this dependence for
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the two composites under study is qualitatively dif-
ferent. For SrFe12O19/Fe the function Hc(a/b) has
a pronounced maximum for approximately spher-
ical grains, whereas for SrFe12O19/Ni coercivity
monotonously decreases with increasing a/b. This
difference is explained by analyzing the dominating
interaction mechanisms between the hard and soft
phases in these materials.
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