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Abstract—Let X be a random variable with distribution μ taking values in a Banach spaceH. First,
we establish the existence of an optimal quantization of μ with respect to the L1-distance. Second,
we propose several estimators of the optimal quantizer in the potentially inﬁnite-dimensional
space H, with associated algorithms. Finally, we discuss practical results obtained from real-life
data sets.
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1. INTRODUCTION
Clustering consists in partitioning a data set into subsets (or clusters), so that the data in each
subset share some common trait. Proximity is determined according to some distance measure. For
a thorough introduction to the subject, we refer to the book by Kaufman and Rousseeuw [14]. The origin
of clustering goes back to 45 years ago, when some biologists and sociologists began to search for
automatic methods to build diﬀerent groups with their data. Today, clustering is used in many ﬁelds.
For example, in medical imaging, it can be used to diﬀerentiate between diﬀerent types of tissue and
blood in a three-dimensional image. Market researchers use it to partition the general population of
consumers into market segments and to better understand the relationships between diﬀerent groups
of consumers/potential customers. There are also many diﬀerent applications in artiﬁcial intelligence,
sociology, medical research, or political sciences.
In the present paper, the clustering method we investigate is based on the technique of quantization
commonly used in signal compression (Graf and Luschgy [12], Linder [17]). Given a normed space
(H, ‖ · ‖), a codebook (of size k) is deﬁned by a subset C ⊂ H with cardinality k. Then, each x ∈ H
is represented by a unique xˆ ∈ C via the function q,
q : H → C,
x → xˆ,
which is called a quantizer. Here we come back to the clustering, as we create clusters in the data by
regrouping the observations which have the same image by q.
Denote by d the distance induced by the norm onH:
d : H×H → R+,
(x, y) → ‖x− y‖.
In this paper, observations are modeled by a random variable X onH with distribution μ. The quality
of the approximation of X by q(X) is then given by the distortion E d(X, q(X)). Thus the aim is to
minimize E d(X, q(X)) among all possible quantizers. However, in practice, the distribution μ of the
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observations is unknown, and we only have at hand n independent observations X1, . . . ,Xn with the
same distribution as X. The goal is then to minimize the empirical distortion:
1
n
n∑
i=1
d(Xi, q(Xi)).
We choose here the distortion measure d for the robustness of the medians. Moreover the properties
of the L1-Wasserstein norm will be primordial in our demonstrations.
Since the early work of Hartigan [13] and Pollard [19], [20], [21], the performance of clustering have
been considered by many authors. Convergence properties of the minimizer q∗n of the empirical distortion
have been mostly studied in the case when H = Rd. Consistency of q∗n was shown by Pollard [19], [21]
and Abaya and Wise [1]. Rates of convergence have been considered by Pollard [20], Linder et al. [18],
Linder [17].
As a matter of fact, in many practical problems, input data items are in the form of random functions
(speech recordings, spectra, images) rather than standard vectors, and this casts the clustering problem
into the general class of functional data analysis. Even though in practice such observations are observed
at discrete sampling points, the challenge in this context is to infer the data structure by exploiting
the inﬁnite-dimensional nature of the observations. The last few years have witnessed important
developments in both the theory and practice of functional data analysis, and many traditional data
analysis tools have been adapted to handle functional inputs. The book by Ramsay and Silverman [22]
provides a comprehensive introduction to the area. Recently, Biau et al. [3] gave some consistency
results in Hilbert spaces and with an L2-based distortion.
Thus, the ﬁrst novelty in this paper is to consider data taking place in a separable and reﬂexive Banach
space, with no restriction on their dimension. The second novelty is that we consider an L1-based
distortion, which leads to more robust estimators. For a discussion of the advantage of the L1-distance
we refer the reader to the paper by Kemperman [15].
This setup calls for substantially diﬀerent arguments to prove results which are known to be true
when considering ﬁnite-dimensional spaces and an L2-based distortion. In particular, speciﬁc notions
will be required, such as weak topology (Dunford and Schwartz [10]), lower semi-continuity (Ekeland
and Temam [10]) and entropy (Van der Vaart and Wellner [23]).
The paper is organized as follows. We ﬁrst provide the formal context of quantization in Banach
space in the ﬁrst part of Section 2. Then, we focus on the problem of existence of an optimal quantizer.
In Sections 3 and 4 we study two consistent estimators of this optimal quantizer, and we confront them
to real-life data in Section 5. Proofs are collected in the Appendix.
2. QUANTIZATION IN A BANACH SPACE
2.1. General Framework
The fact that the closed bounded balls are not compact is a major problem when considering inﬁnite-
dimensional spaces. To overcome this, the classical solution is to consider reﬂexive spaces, i.e., spaces
in which the closed bounded balls are compact for the weak topology (Dunford and Schwartz [9]). Thus,
throughout the paper, (H, ‖ · ‖) will denote a reﬂexive and separable Banach space. We let X be an
H-valued random variable with distribution μ such that E‖X‖ < ∞.
Given a set C = {yi}ki=1 of points inHk, any Borel function q : H → C is called a quantizer. The set C
is called a codebook, and the yi, i = 1, . . . , k, are the centers of C. The error made by replacing X by
q(X) is measured by the distortion:
D(μ, q) = E d(X, q(X)) =
∫
H
‖x− q(x)‖μ(dx).
Note that D(μ, q) < ∞ since E‖X‖ < ∞. For a given k, the aim is to minimize D(μ, ·) among the setQk
of all possible k-quantizers. The optimal distortion is then deﬁned by
D∗k(μ) = inf
q∈Qk
D(μ, q).
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When it exists, a quantizer q∗ satisfying D(μ, q∗) = D∗k(μ) is said to be an optimal quantizer.
Any quantizer is characterized by its codebook C = {yi}ki=1 and a partition of H in cells Si = {x ∈
H : q(x) = yi}, i = 1, . . . , k, via the rule
q(x) = yi ⇐⇒ x ∈ Si.
Thus, from now on, we will deﬁne a quantizer by its codebook and its cells.
Let us consider the particular family of Voronoi partitions constructed by the nearest neighbor rule.
That is, for each center of the codebook, a cell is constituted by the elements x ∈ H closest to it (Gersho
and Gray [11]). A quantizer with such a partition is named a nearest neighbor quantizer, and we denote
byQknn the set of all k-nearest neighbor quantizers. It can be easily proven (see Lemma 1 in Linder [17])
that
inf
q∈Qk
D(μ, q) = inf
q∈Qknn
D(μ, q).
More precisely, given two quantizers q ∈ Qk and q′ ∈ Qknn with the same codebook, we have
D(μ, q′) ≤ D(μ, q).
Therefore, in the following, we will restrict ourselves to nearest neighbor quantizers.
A complementary result (see Lemma 2 in Linder [17]) is that for a quantizer q with codebook C and
partition S, a quantizer q′ with the same partition but with a codebook deﬁned by
y′i ∈ argmin
y∈H
E
[‖X − y‖ | X ∈ Si
]
, i = 1, . . . , k,
satisﬁes
D(μ, q′) ≤ D(μ, q).
Note that sinceH is a reﬂexive Banach space, arg miny∈H E[‖X − y‖ | X ∈ Si] is non empty thanks
to Kemperman [15].
From the two previous optimality results, on the codebook and associated partition, we can derive
a simple algorithm in order to ﬁnd a good quantizer. This algorithm is called the Lloyd algorithm and
based on the so-called Lloyd iteration (Gersho and Gray [11], Chapter 6). The outline is as follows:
1. Choose randomly an initial codebook;
2. Given a codebook Cm, build the associated Voronoi partition;
3. Build Cm+1, the optimal codebook for the previous partition;
4. Stop when the distortion no longer decreases.
Unfortunately, this algorithm has two drawbacks: it depends on the initial codebook chosen, and it
does not necessarily converge to the optimal distortion. In Section 4 we will discuss an alternative to
this algorithm leading to an optimal quantizer.
2.2. Existence of an Optimal Quantizer
The aim of this section is to show that the minimization problem of D(μ, q) has at least one solution.
Recall that we consider only nearest neighbor quantizers, which can be entirely characterized by their
codebook (y1, . . . , yk), and set yk = (y1, . . . , yk).
We denote the associated distortion by
D(μ, q) = D(μ,yk).
Therefore our ﬁrst task is to prove that the function D(μ, ·) has at least one minimum, or, in other words,
that there exists at least one optimal codebook.
Theorem 2.1. Assume thatH is a reﬂexive and separable Banach space. Then, the function D(μ, ·)
admits at least one minimum.
Theoretically speaking, it is of interest to search for an optimal quantizer. To make the link with
clustering, Theorem 2.1 states that there exists at least one optimal repartition of the spaceH in diﬀerent
clusters. The next step is to consider the statistical case, in which the distribution of X is unknown.
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3. A CONSISTENT ESTIMATOR
3.1. Construction and Consistency
In a statistical context, the distribution μ of X is unknown and we only have at hand n random
variables, X1, . . . ,Xn, independent and distributed as X. Let the empirical measure μn be deﬁned as
μn(A) =
1
n
n∑
i=1
1[Xi∈A]
for any measurable set A ⊂ H. For any quantizer q, the associated empirical distortion is then given by
D(μn, q) =
1
n
n∑
i=1
‖Xi − q(Xi)‖.
An empirical quantizer (that is a quantizer depending on the sample set (X1, . . . ,Xn)) q∗n =
q∗n(·,X1, . . . ,Xn) satisfying
q∗n ∈ argmin
q∈Qk
n∑
i=1
‖Xi − q(Xi)‖
is said to be empirically optimal. In particular, if we set (with a slight abuse of notation)
D(μ, q∗n) = E
[‖X − q∗n(X)‖ | X1 . . . ,Xn
]
,
we have
D(μn, q∗n) = D
∗
k(μn).
From Theorem 2.1, we know that for every n, an empirically optimal quantizer always exists.
The following theorem, which is an adaptation of Theorem 2 in Linder [17], establishes the asymptotic
optimality of the quantizer q∗n with respect to the distortion.
Theorem 3.1. Assume thatH is a reﬂexive and separable Banach space and set k ≥ 1. Then, any
sequence of empirically optimal k-quantizers (q∗n)n≥1 satisﬁes
lim
n→∞D(μ, q
∗
n) = D
∗
k(μ) a.s.
and
lim
n→∞D(μn, q
∗
n) = D
∗
k(μ) a.s.
3.2. Rate of Convergence
Most results in the literature concern the situation when H = Rd and the distortion is an L2-based
one (Pollard [20], Linder [17], Linder et al. [18]). For example, it is shown in [17] that if there exists T > 0
such that P[‖X‖ ≤ T ] = 1, then
ED(μ, q∗n)−D∗(μ) ≤ CT 2
√
k(d + 1) log(k(d + 1))
n
,
where C > 0 is a universal constant.
Recently, Biau et al. [3] proved that whenH is a Hilbert space and the distortion is an L2-based one,
then
ED(μ, q∗n)−D∗(μ) ≤ C
k√
n
,
where C > 0 is a universal constant.
In the sequel, our goal is to establish a rate of convergence in a Banach space with an L1-criterion.
This will require some new notions.
Let P(H) be the set of all probability measures onH.
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Deﬁnition 3.1. Let p ∈ [1,∞[.
1. The Lp-Wasserstein distance between φ, ξ ∈ P(H) is deﬁned by:
ρp(φ, ξ) = inf
X∼φ,Y∼ξ
(
E d
(
X,Y
)p) 1p
.
2. A probability φ ∈ P(H) satisﬁes a transportation inequality Tp(λ) if there exists λ > 0 such that,
for any probability ξ ∈ P(H),
ρpp(φ, ξ) ≤
√
2
λ
H(ξ | φ),
where
H(ξ | φ) =
∫
H
dξ
dφ
log
(
dξ
dφ
)
dφ
is the Kullback information between φ and ξ.
Remarks:
• The Lp-Wasserstein distance, also called Lp-Kantorovich distance, is known to be appropriate
for the quantization problem (Graf and Luschgy, Section 3 [12]);
• For this choice of distance, in view of getting rates of convergence, the so-called transportation
inequalities, or Talagrand inequalities, are well designed (Ledoux [16]).
Generally speaking, it is a diﬃcult task to determine whether a probability μ ∈ P(H) satisﬁes a
transportation inequalityTp(λ). However, the problem is simpler when p = 1 as expressed in the theorem
below proven in Djellout et al. [7] (Theorem 2.3 and Section 1).
Theorem 3.2. A probability φ ∈ P(H) satisﬁes a transportation inequality T1(λ) if and only if,
for all α < λ/2,
∫
H
eα‖x−y‖
2
dμ(x) < ∞
for one (and therefore for all) y inH.
In the sequel, we will only consider the case p = 1, and we set ρ = ρ1. For any set Λ ⊂ H, let P(Λ)
be the set of all probability measures on Λ. Let also N (r,Λ) be the smallest number of balls of radius r
(for the metric ρ) required to cover P(Λ), that is
N (r,Λ) = inf
{
n ∈ N s.t. ∃x1, . . . , xn ∈ P(Λ):
n⋃
i=1
BP(Λ)(xi, r) ⊃ P(Λ)
}
,
where BP(Λ)(xi, r) is the ball in P(Λ) centered at xi and with radius r (for the metric ρ). The quantity
log(N (r,Λ)) is the entropy of P(Λ) (Van der Vaart and Wellner [23]).
In the same way, let N(r,Λ) be the smallest number of balls of radius r required to cover Λ, with
respect to the metric ofH.
In order to state a rate of convergence for D∗(μn), we introduce the following assumptions:
A1: There exists λ > 0 such that μ satisﬁes a transportation inequality T1(λ);
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A2: There exists a Banach space (G, ‖ · ‖G) and a compact embedding
I : (G, ‖ · ‖G) ↪→ (H, ‖ · ‖)
such that the closed bounded balls B in G are totally bounded if we see them as subsets ofH. That
is, for all r > 0, N(r, I(B)) is ﬁnite. Moreover, we suppose that μ ∈ P(I(G)).
Note that A1 is satisﬁed for paths of stochastic diﬀerential equations
dXt = b(Xt) dt + s(Xt) dWt,
where t ∈ [0, T ], T < ∞, and b(·), s(·) satisfy suitable properties (Djellout et al. [7], Corollary 4.1). A2
is satisﬁed, for example, if G is a Sobolev space on a compact domain of Rd (Cucker and Smale [6],
Example 3).
From now on, BR stands for the ball of center 0 and radius R in G. According to assumption A2 and
Theorem A.1 in Bolley et al. [4] there exists a positive constant C such that for all r,R > 0,
N (r, I(BR)) ≤
(
CR
r
)N(r/2,I(BR))
. (3.1)
In this context, the crux is to identify the entropy of the balls in G with respect to the norm ‖ · ‖. For
some examples, we refer the reader to [2].
Theorem 3.3. Assume thatH is a reﬂexive and separable Banach space and A1, A2 are satisﬁed.
Then, for all λ′ < λ and ε > 0, there exist three positive constants K, γ, and R1 such that if
R = R1 max(1, ε2, log(1/ε2))1/2 and n ≥ K log(N (γε,BR))/ε2, we have:
P[ρ(μ, μn) ≥ ε] ≤ e−(λ′/2)nε2 .
Using the inequality
D(μ, q∗n)−D∗(μ) ≤ 2ρ(μ, μn),
we deduce the following corollary.
Corollary 3.1. Assume thatH is a reﬂexive and separable Banach space and A1, A2 are satisﬁed.
Then, for all λ′ < λ and ε > 0, there exist three positive constants K, γ, and R1 such that if
R = R1 max(1, ε2, log(1/ε2))1/2 and n ≥ K log(N (γε,BR))/ε2, we have:
P[D(μ, q∗n)−D(μ, q∗) ≥ ε] ≤ e−(λ
′/8)nε2 .
LetR be the function from R∗+ to R∗+ deﬁned by
R(x) = R1 max
(
1, x2, log(1/x2)
)1/2
,
and denoteM the function from R∗+ to R∗+ deﬁned by
M(x) = K log(N (γx,BR(x)))/x2. (3.2)
Theorem 3.4 below gives us the desired rate of convergence.
Theorem 3.4. Assume that H is a reﬂexive and separable Banach space, A1, A2 are satisﬁed,
andM is invertible on some interval ]0, a]. Then, there exists C0 > 0 such that
ED(μ, q∗n)−D(μ, q∗) ≤ C0 max(M−1(n), n−1/2).
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Note there is no restriction on the support of μ. In particular, we do not require that the support of
μ is bounded. This is an important point, since such an assumption is not veriﬁed, for example, by the
distributions of classical diﬀusion processes, yet widely used in stochastic modeling.
Besides, the interval ]0, a] in Theorem 3.4 is not empty, for instance, in all the examples cited in the
paper of Biau et al. [2].
Example: Suppose that Assumption A1 is satisﬁed. Consider the Example 3 in Cucker and Smale [6],
in which G is a Sobolev space on a compact domain set of Rd. Using the entropy of I(BR) ⊂ H (Cucker
and Smale [6]) and Theorem 3.4, we have
ED(μ, q∗n)−D(μ, q∗) ≤
C
(log n)s/d
,
where C is a positive constant.
3.3. Algorithm
Calculating q∗n appears to be an NP-complete problem. In order to approximate q∗n one can adapt
the Lloyd algorithm, which has been presented in Section 2, to the statistical context, in which we use
μn instead of μ. Moreover, rather to calculate empirical medians in each cell, a possible solution is to
consider medoids, i.e., centers taken within the sample {X1, . . . ,Xn}. For more details about the Lloyd
algorithm and medoids, we refer the reader to the book by Kaufman and Rousseeuw [14].
However, this Lloyd algorithm with medoids has the same drawbacks as the Lloyd algorithm
presented in Section 2: non-optimality and dependence on the initial codebook. Thus, in the next section,
we will present a new estimator in order to overcome these drawbacks.
4. MINIMIZATION ON DATA
4.1. Construction and Consistency
The basic idea of the estimator presented in this section consists in searching the minimum of the
empirical distortion D(μn, ·) within the sample {X1, . . . ,Xn}. It is a generalization of a method of
Cadre [5] who considered the case k = 1 only. Formally, our estimator y∗k,n = (y
∗
1,n, . . . , y
∗
k,n) is deﬁned
by
y∗k,n ∈ arg min
z∈{X1,...,Xn}k
D(μn, z).
Let ‖ · ‖k be a norm on Hk (as an example, for z = (z1, . . . , zk) ∈ Hk, ‖z‖k = max
i=1,...,k
‖zi‖) and
BHk(z, r) the associated closed ball inHk centered at z and with radius r.
Theorem 4.1. Assume that H is a reﬂexive and separable Banach space and there exists y∗k an
optimal codebook for μ, which satisﬁes
∀ε > 0, P[(X1, . . . ,Xk) ∈ BHk(y∗k, ε)
]
> 0. (4.3)
Then,
lim
n→∞D(μ,y
∗
k,n) = D
∗
k(μ) a.s.
Remark: Condition (4.3) in Theorem 4.1 simply requires that the probability that k observations fall in
the neighborhood of y∗k is not zero. The necessity of this condition is easy to understand. Indeed, suppose
there exists ε > 0 such that for optimal codebook y∗k for μ, (X1, . . . ,Xk) /∈ BHk(y∗k, ε) with probability 1.
Then, by construction, D(μ,y∗k,n) can not converge to D
∗
k(μ).
Theorem 4.2. Assume that H is a reﬂexive and separable Banach space and (4.3), A1, and A2
hold. Then, we have
lim
n→∞ED(μ,y
∗
k,n) = D
∗
k(μ).
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4.2. Rate of Convergence
The next theorem states that D(μ,y∗n,k) converges to D
∗
k(μ) at the same rate as D(μ, q
∗
n). Remember
that the functionM is deﬁned in (3.2), and let y∗k be an optimal codebook for μ. For ε > 0 we set
f(y∗k, ε) = P
[
(X1, . . . ,Xk) ∈ BHk(y∗k, ε)
]
.
We also introduce the assumption:
A3: There exist a decreasing function V : N∗ → R∗+ and positive constants u, v, C such that
max
( u∫
0
(
1− f(y∗k, ε)
)
n/k
dε,
+∞∫
v
(
1− f(y∗k, ε)
)
n/k
dε
)
≤ V (n).
Theorem 4.3. Assume that H is a reﬂexive and separable Banach space and A1 and A2 are
satisﬁed. Let y∗k be an optimal codebook for μ satisfying A3. Then, if M is invertible on some
interval ]0, b], there exists a positive constant C0 such that, for n large enough,
ED(μ,y∗k,n)−D∗k(μ) ≤ C0 max
(M−1(n), V (n), n/k−1/2).
Remarks:
• Assumption A3 requires that the probability that data are present in a neighborhood of an optimal
quantizer increases fast enough with n. It is an essential assumption in the proof of Theorem 4.3.
• Assumption A3 is satisﬁed if the following assumptions hold:
A4: There exists c1 > 0 such that f(y∗k, ε) ≥ 1− exp(−ε2) for ε ∈]0, c1];
A5: There exists c2 > 0 such that f(y∗k, ε) ≥ 1− exp(−ε2) for ε ∈ [c2,+∞[.
• Assume that A4 and A5 are satisﬁed. Then we have
ED(μ,y∗k,n)−D∗k(μ) ≤ C0 max
(M−1(n), n/k−1/2).
That is, D(μn,y∗n,k) converges to D
∗
k(μ) at the same rate as D
∗
k(μn).
• Assumption A5 is satisﬁed if μ has a bounded support.
5. CONCLUSION
This paper thus provides an answer to the problem of functional L1-clustering: ﬁrst, we prove that for
any measure μ ∈ P(H) with ﬁnite moment an optimal quantization always exists (Theorem 2.1). Then
we propose a consistent estimator of q∗ (Theorem 3.1) and state its rate of convergence (Theorem 3.4).
In order to oﬀset the main drawbacks of the Lloyd algorithm, we derive another method minimizing
directly the distortion on the data.
One of the most interesting points in our results is that the assumptions we make are as light as
possible. For example, we made no restriction on the support of μ, and the assumptions A1, A2 are
satisﬁed in classical stochastic modeling.
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APPENDIX: PROOFS
A.1. Proof of Theorem 2.1
Before we prove Theorem 2.1, we need the following deﬁnition.
Deﬁnition A.1. A function φ : H → R¯ is called lower semi-continuous for the weak topology (abbrevi-
ated weakly l.s.c.) if it satisﬁes one of the following equivalent conditions:
(i) ∀t ∈ R, {u ∈ H : φ(u) ≤ t} is closed for the weak topology.
(ii) ∀u¯ ∈ H, lim inf
u
w→u¯
φ(u) ≥ φ(u¯) (where w→ denotes the weak convergence inH).
For a proof of this equivalence and of the following proposition, we refer the reader to the book by
Ekeland and Temam [10].
Proposition A.1. With the notation of Deﬁnition A.1, the two following properties hold:
(i) If φ is continuous and convex, then it is weakly l.s.c.
(ii) If φ is weakly l.s.c. on a set Λ which is compact for the weak topology, then φ has a
minimum on Λ.
Lemma A.1 is a straightforward adaptation of the results proven in the ﬁrst part of the proof of
Theorem 1 in Linder [17].
Lemma A.1. There exists A > 0 and 
 ≤ k such that
inf
yk∈Hk
D(μ,yk) = inf
y∈BA
D(μ,y).
For all x inH, we deﬁne the functions gi,x : Hk → R and gx : Hk → R by:
gi,x(yk) = ‖x− yi‖,
and
gx(yk) = min
i=1,...,k
gi,x(yk).
Lemma A.2. For any x inH, the function gx is weakly l.s.c. onHk.
Proof. For each x in H, the functions gi,x are continuous and convex, thus they are weakly l.s.c.
according to Proposition A.1. For all t in R, the sets
{yk ∈ Hk : gi,x(yk) ≤ t}
are then weakly closed. We deduce that
{
yk ∈ Hk : gx(yk) ≤ t
}
=
k⋃
i=1
{
yk ∈ Hk : gi,x(yk) ≤ t
}
is weakly closed. Lemma A.2 follows by using statement (i) in Deﬁnition A.1.
Lemma A.3. The function D(μ, ·) is weakly l.s.c. onHk.
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Proof. For each y∗k ∈ Hk, we can write:
lim inf
yk
w→y∗k
D(μ,yk) = lim inf
yk
w→y∗k
∫
H
gx(yk)μ(dx)
≥
∫
H
lim inf
yk
w→y∗k
gx(yk)μ(dx) (by Fatou’s Lemma)
≥
∫
H
gx(y∗k)μ(dx) (by Lemma A.2 and Deﬁnition A.1 (ii))
= D(μ,y∗k),
which proves that D(μ, ·) satisﬁes Deﬁnition A.1 (ii).
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. According to Lemma A.1, there exists R > 0 such that the inﬁmum of D(μ, ·)
on Hk is also the inﬁmum of D(μ, ·) on BkR. Moreover, on the one hand BkR is compact for the weak
topology, and on the other hand D(μ, ·) is weakly l.s.c. according to Lemma A.3. Thus, according to
Proposition A.1, the function D(μ, ·) reaches its inﬁmum on BkR.
A.2. Proof of Theorem 3.3
The proof is adapted from the proof of Theorem 1 by Bolley et al. [4]. It can be decomposed in three
steps:
1. First, we show we can consider truncated versions of the probability measures μ and μn on the
ball BR of G;
2. Then we cover the space P(I(BR)) by small balls of radius r;
3. Finally, we optimize the various parameters introduced in the proof.
Each of the next three lemmas matches a step.
Remember that under Assumption A2, μ ∈ P(G). Let R > 0. We consider μR deﬁned, for any Borel
set A ⊂ H, by:
μR[A] =
μ[A ∩ I(BR)]
μ[I(BR)]
= μ[A | I(BR)].
Consider now the independent random variables {Xi}ni=1 with distribution μ and {Yi}ni=1 with
distribution μR. We deﬁne, for i ≤ n,
XRi =
{
Xi if ‖Xi‖G ≤ R,
Yi if ‖Xi‖G > R.
Let δx be the Dirac measure at point x. The empirical measures μn and μRn are deﬁned by
μn =
1
n
n∑
i=1
δXi and μ
R
n =
1
n
n∑
i=1
δXRi
.
Denote Eα =
∫
H exp(α‖x‖2)μ(dx). Since we suppose that μ satisﬁes a T1(λ)-inequality, we have
Eα < ∞ for α < λ/2.
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Lemma A.4. Let η ∈]0, 1[, ε, θ > 0, α1 ∈]0, λ/2[, and α ∈]α1, λ/2[. Then, for all
R > max(
√
1/2α, 2θ/α1),
we have
P[ρ(μ, μn) > ε] ≤ P
[
ρ(μR, μRn ) > ηε− 2EαRe−αR
2]
+ exp
(− n[θ(1− η)ε − Eαe(α1−α)R2 ]
)
.
Proof. For a ﬁxed ε > 0, we bound P[ρ(μ, μn) > ε] by a function of μR and μRn . First, following the
arguments of the proof of Theorem 1.1 by Bolley et al. (step 1) [4], it can be proven that for all α < λ/2
and R ≥ √1/2α,
ρ(μ, μR) ≤ 2EαRe−αR2 . (A.1)
Second, the probability measures μn and μRn satisfy
ρ(μ, μRn ) ≤
1
n
n∑
i=1
‖XRi −Xi‖ ≤
1
n
n∑
i=1
Zi,
where Zi = 2‖Xi‖1‖Xi‖G>R (i = 1, . . . , n). Using a similar argument as in the proof of Theorem 1.1 by
Bolley et al. (step 1) [4], we deduce that if ε, θ are positive and α < λ/2,
P[ρ(μ, μRn ) > ε] ≤ exp
(− n[θε− Eαe(α1−α)R2 ]
)
. (A.2)
The conclusion follows from (A.1), (A.2), and the triangle inequality for ρ.
Lemma A.5. Given θ, α, α1, λ1 > 0 such that λ1 < λ, α ∈]α1, λ/2[, and ζ > 1, there exist positive
constants δ1, λ2 < λ1, K1, and K2 such that, for all R > ζ max
(√
1/2α, 2θ/α1
)
and ε > 0,
P[ρ(μ, μn) > ε] ≤ N (δ1ε/2, BR) exp
(
− n
[λ2
2
ε2 −K1R2e−αR2
])
+ exp
(− n[K2ζε−K3e(α1−α)R2 ]
)
,
where K3 is a positive constant depending only on θ and α1.
Proof. We start by proving that μR satisﬁes a modiﬁed T1(λ)-inequality. Let Λ be a Borel set of
P(I(BR)). Following the arguments of the proof of Theorem 1.1 of Bolley et al. (step 2) [4], one may
write
P[μRn ∈ Λ] ≤ exp
(− n inf
ν∈Λ
H(ν | μR)). (A.3)
From now on, we assume that P(I(BR)) is equipped with the distance ρ. Consider δ > 0 and A a
measurable subset ofP(I(BR)). We setNA = N (δ/2, A). Then there existNA balls Bi, i = 1, . . . ,NA,
covering A. Each of this balls is convex and included in the δ-neighborhood Aδ of A. Moreover, by
assumption A2, the balls Bi are totally bounded.
It is easily inferred from equation (A.3) that
P[μRn ∈ A] ≤ NA exp
(− n inf
ν∈Aδ
H(ν | μR)). (A.4)
Deﬁne now
A =
{
ν ∈ P(I(BR)) : ρ(ν, μR) ≥ ηε− 2EαRe−αR2
}
.
According to the basic inequality
∀a ∈]0, 1[,∃C > 0 such that ∀x, y ∈ R, (x− y)2 ≥ (1− a)x2 −Cy2, (A.5)
we have, for any ν ∈ Aδ,
∀λ1 < λ,∃K > 0 such that H(ν | μR) ≥ λ12 ρ
2(μR, ν)−KR2e−αR2 .
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Thus we can write
∀ν ∈ Aδ, H(ν | μR) ≥ λ12 ρ
2(μR, ν)−KR2e−αR2 ≥ λ1
2
m2 −KR2e−αR2 ,
where
m = max
(
ηε− 2EαRe−αR2 − δ, 0
)
.
From this and equation (A.4) we conclude that
P
[
ρ(μR, μRn ) ≥ ηε− 2EαRe−αR
2] ≤ NA exp
(
− n
[λ1
2
m2 −KR2e−αR2
])
. (A.6)
Now, given λ2 < λ1, it follows from (A.5) that there exist three positive constants δ1, η1, and K1
depending only on α, λ1, and λ2 such that
λ1
2
m2 −KR2e−αR2 ≥ λ2
2
ε2 −K1R2e−αR2 ,
where δ = δ1ε. This leads, together with (A.6), to
P
[
ρ(μR, μRn ) ≥ ηε− 2EαRe−αR
2] ≤ NA exp
(
− n
[λ2
2
ε2 −K1R2e−αR2
])
. (A.7)
To boundNA, we observe that since A ⊂ P(I(BR)),
NA ≤ N (δ/2, I(BR)) = N (δ1ε/2, I(BR)).
The conclusion follows by Lemma A.4 and inequality (A.7).
The following lemma simpliﬁes the results of the previous one.
Lemma A.6. Let λ′ < λ, α < λ/2, and α′ < α. There exists δ1 > 0 such that, for all ε > 0,
P
[
ρ(μ, μn) > ε
] ≤ exp
(
− λ
′
2
nε2
)
+ exp(−α′nε2)
as soon as
R2 ≥ R2 max
(
1, ε2, log
( 1
ε2
))
and n ≥ K4
log
(N (δ1ε/2, I(BR))
)
ε2
,
where R2 and K4 are some positive constants depending on μ through λ and α.
Proof. On the one hand, under the assumptions and notation of Lemma A.5, we have, for all λ′ < λ2,
log
(
N (δ1ε/2, I(BR)) exp
(
− n
[λ2
2
ε2 −K1R2e−αR2
]))
≤ −nλ
′ε2
2
(A.8)
as soon as R, R/ log(1/ε2), and nε2/ log(N (δ1ε/2, I(BR))) are large enough (see the third step of the
proof of Theorem 1.1 by Bolley et al. [4]).
On the other hand, let α′ < α2 < α1. We can choose ζ such that K2ζ = α2ε. With this choice we
obtain
exp
(− n[K2ζε−K3e(α1−α)R2 ]
)
= exp
(− n[α2ε2 −K3e(α1−α)R2 ]
)
,
which can be bounded by exp(−α′nε2), for R and R2/ log(1/ε2) large enough. This, together with (A.8),
leads to the conclusion.
Theorem 3.3 is then a straightforward consequence of Lemma A.6, noticing that, for any K <
min((λ′/2), α′) and n large enough, we have
exp
(
− λ
′
2
nε2
)
+ exp
(− α′nε2) ≤ exp (−Knε2).
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A.3. Proof of Theorem 3.4
Let ε > 0 be small enough. According to Corollary 3.1 we have
P
[
D(μ, q∗n)−D(μ, q∗) > ε
] ≤ e−(λ′/8)nε2
as soon as n ≥M(ε). Therefore we can write:
ED(μ, q∗n)−D(μ, q∗) =
+∞∫
0
P [D(μ, q∗n)−D(μ, q∗) > ε] dε
=
M−1(n)∫
0
P [D(μ, q∗n)−D(μ, q∗) > ε] dε +
+∞∫
M−1(n)
P [D(μ, q∗n)−D(μ, q∗) > ε] dε
≤M−1(n) +
+∞∫
0
e−(λ
′/8)nε2dε ≤ C0 max(M−1(n), n−1/2),
as desired.
A.4. Proof of Theorem 4.1
One can easily show that
D(μn,y∗k,n)−D(μ,y∗k,n) ≤ ρ(μ, μn). (A.9)
Thus, by Lemma 4 in Linder [17] and Varadarajan’s Theorem [8], we deduce that:
D(μn,y∗k,n)−D(μ,y∗k,n) → 0 a.s. as n →∞. (A.10)
Let p ≤ n and z ∈ {X1, . . . ,Xp}k. Since D(μn,y∗k,n) ≤ D(μn, z) and, by the law of large numbers,
D(μn, z) → D(μ, z) a.s., we have
lim sup
n
D(μn,y∗k,n) ≤ D(μ, z) a.s.
From (A.10), we deduce that, for all p ≥ 1,
lim sup
n
D(μ,y∗k,n) ≤ min
z∈{X1,...,Xp}k
D(μ, z). (A.11)
Let us now evaluate the limit of the right-hand term in (A.11) as p →∞. Note, for ε > 0 and p ≥ 1,
N(p, ε) =
[
∃ z∗ ∈ arg min
z∈{X1,...,Xp}k
D(μ, z) ∩BHk(y∗k, ε), D(μ, z∗) ≥ D(μ,y∗k) + 2ε
]
.
Since, ∀yk,y′k ∈ Hk, |D(μ,yk)−D(μ,y′k)| ≤ ‖yk − y′k‖k, we obtain
N(p, ε) ⊂ [D(μ,y∗k) ≥ D(μ,y∗k) + ε
]
= ∅.
Therefore as soon as p ≥ k,
P
[
min
z∈{X1,...,Xp}k
D(μ, z) −D(μ,y∗k) > 2ε
] ≤ P[N(p, ε)] + P[∀ z ∈ {X1, . . . ,Xp}k, z ∈ BHk(y∗k, ε)
]
≤ P[(X1, . . . ,Xk) ∈ BHk(y∗k, ε)
]
p/k =
(
1− P[(X1, . . . ,Xk) ∈ BHk(y∗k, ε)]
)
p/k
, (A.12)
where · stands for the integer part function. Then, by the Borel–Cantelli lemma,
lim
p→∞ minz∈{X1,...,Xp}k
D(μ, z) = D(μ,y∗k) a.s.
This result, together with (A.11), leads to the conclusion.
MATHEMATICAL METHODS OF STATISTICS Vol. 19 No. 2 2010
L1-QUANTIZATION AND CLUSTERING 149
A.5. Proof of Theorem 4.2
On the one hand we can write:
D(μ,y∗k,n)−D∗(μ) = D(μ,y∗k,n)−D(μn,y∗k,n) + D(μn,y∗k,n)−D∗(μ)
≤ |D(μ,y∗k,n)−D(μn,y∗k,n)|+ |D(μn,y∗k,n)−D∗(μ)|
≤ ρ(μ, μn) + |D(μn,y∗k,n)−D∗(μ)|,
according to (A.9).
On the other hand,
lim
n→∞D(μn,y
∗
k,n) = D
∗(μ) a.s.
Moreover,
D(μn,y∗k,n) = min
z∈{X1,...,Xn}k
1
n
n∑
i=1
min
j=1,...,k
‖Xi − zj‖
≤ 1
n
n∑
i=1
‖Xi −X1‖ ≤ 1
n
n∑
i=1
‖Xi‖+ ‖X1‖.
Hence D(μn,y∗k,n) is uniformly integrable, which proves that it converges in L1.
Finally, Eρ(μ, μn) → 0 by Theorem 3.3, and we deduce the proof of Theorem 4.2.
A.6. Proof of Theorem 4.3
First we can write
D(μ,y∗k,n)−D∗k(μ) = D(μ,y∗k,n)−D(μn,y∗k,n) + D(μn,y∗k,n)
− min
z∈{X1,...,Xn}k
D(μ, z) + min
z∈{X1,...,Xn}k
D(μ, z)−D∗k(μ).
Then, according to Lemma 3 in Linder [17], we have
D(μ,y∗k,n)−D(μn,y∗k,n) ≤ ρ(μ, μn)
and
D(μn,y∗k,n)− min
z∈{X1,...,Xn}k
D(μ, z) ≤ ρ(μ, μn).
Thus,
D(μ,y∗k,n)−D∗k(μ) ≤ 2ρ(μ, μn) + min
z∈{X1,...,Xn}k
D(μ, z)−D∗k(μ). (A.13)
Moreover, according to inequality (A.12) we have for n ≥ k:
P
[
min
z∈{X1,...,Xn}k
D(μ, z)−D∗k(μ) ≥ 2ε
] ≤ [1− f(y∗k, ε)
]
n/k
.
We deduce
E min
z∈{X1,...,Xn}k
D(μ, z)−D∗k(μ) =
+∞∫
0
P
[
min
z∈{X1,...,Xn}k
D(μ, z) −D∗k(μ) ≥ ε
]
dε
≤ 2
+∞∫
0
(
1− f(y∗k, ε)
)
n/k
dε
≤ 2
( ∫
[0,u]∪[v,∞[
(
1− f(y∗k, ε)
)
n/k
dε +
v∫
u
(
1− f(y∗k, ε)
)
n/k
dε
)
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≤ 2
(
2V (n) +
v∫
u
[
1− f(y∗k, ε)
]
n/k
dε
)
(according to assumption A3)
≤ 2(2V (n) + (v − u)Γ
n/k) ≤ C max (n/k−1/2, V (n)) for n large enough,
where Γ < 1 and C are some positive constants. Theorem 4.3 follows from (A.13), Theorem 3.3, and
Theorem 3.4.
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