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Abstract
Pairwise linear discriminant analysis can be regarded as a process to generate rankings of
the populations. But in general, not all rankings are generated. We give a characterization of
generated rankings. We also derive some basic properties of this model.
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1. Introduction
Consider the problem of linear discriminant analysis among m normal
populations in Rn with equal covariance matrices: Nnðli;SÞ; i ¼ 1; 2;y; m: We
assume that S is known, and deal with the canonical case S ¼ I (the identity matrix).
In each pairwise comparison of populations, Fisher’s discriminant hyperplane in
this setting is just the perpendicular bisector of the line segment connecting the
means of the two populations in question, and so the nearer population in the
Euclidean distance is selected [15,20]. Here, we are identifying the populations
ARTICLE IN PRESS
Corresponding author.
E-mail addresses: kamiya@e.okayama-u.ac.jp (H. Kamiya), takemura@stat.t.u-tokyo.ac.jp
(A. Takemura).
0047-259X/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2003.10.004
with their means. Thus, Fisher’s linear discriminant rule among these m populations
takes the following form: allocate a test sample point xARn to the nearest
population.
But we often have an interest not only in the most probable population but in the
second most, the third most,..., and the mth most (or the least) probable populations.
That is, we want to rank the m populations from the most probable to the least
probable one. In such a case, Fisher’s rule suggests the ranking rule according to the
distances to the populations: the nearest population is ranked ﬁrst, the second
nearest ranked second, and so on. When the prior probabilities are equal, this is
equivalent to ranking the populations Nnðli; IÞ; i ¼ 1; 2;y; m; in descending order
of posterior probability.
In terms of the division of the sample space Rn by discriminant hyperplanes,
this rule is equivalent to the following. The whole Rn is divided into regions by
mðm  1Þ=2 discriminant hyperplanes, and the order of distances to the populations
is the same at all points in each such region. So each region can be indexed by the
ranking determined by that order. Now the rule is: give a test sample point the
ranking which indexes the region where the point lies.
In this way, pairwise discriminant analysis can be regarded as a process to
generate rankings among the m populations. However, unless the dimension n is
large enough compared with the number of populations m; not all the m! rankings
are generated. So the questions arise as to (Q-1) how many and (Q-2) what kind of
rankings are generated.
Actually, the model discussed so far is also known as the ideal point model or the
unfolding model, and is widely used in applied statistics such as psychometrics,
marketing research, etc. [7,8]. Furthermore, many variants and generalizations
of this model are devised and utilized for practical data analysis in those ﬁelds
[10,21–24]. However, although a lot of effort has been put into the development of
this model for practical purposes, theoretical investigation does not seem to have
been much conducted.
Moreover, in social choice theory, this model has been common under the name
Euclidean preferences. One can avoid voting cycles (known as Condorcet’s paradox)
or escape the dictatorship conclusion of Arrow’s impossibility theorem by assuming
some similarity of preferences across society [14]. Caplin and Nalebuff [4] assume
Euclidean preferences as a restriction on individual preferences, and, with some
restriction on the distribution of preferences, establish the existence of a super-
majority winner. The essential feature of Euclidean preferences to their results is the
division of Rn by hyperplanes, and generalization to ‘‘intermediate preferences’’ [11]
or ‘‘linear preferences’’ [5] is possible from this perspective; see Caplin and Nalebuff
[4,5]. However, in spite of its considerable signiﬁcance, this model has not been
studied deeply enough in the social choice literature either. For instance, concerning
(Q-1) above, Caplin and Nalebuff ([4, Proposition 1], [6, Proposition 8]) only state
that all m! rankings are generated when mpn þ 1 and that some of the m! rankings
are ruled out when m4n þ 1:
Recently, Kamiya and Takemura [12,13] began to study theoretical questions
about this model, and gave a complete answer to question (Q-1) by using the theory
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of hyperplane arrangements. But the second question (Q-2) is much more difﬁcult,
and they gave only a partial answer.
By ﬁnding a characterization of generated rankings, the present paper provides a
complete answer to (Q-2), in the sense that for each ranking we can easily determine
whether it is (a) generated as an unbounded region, (b) generated as a bounded
region, or (c) not generated. Also, this characterization will be used to provide
another derivation of the answer to (Q-1), i.e., the formula for the number of
generated rankings. Moreover, the paper derives a number of basic properties of the
model. For example, it is shown that a ‘‘neutral’’ population can never be ranked
last.
The distinction between Kamiya and Takemura [12,13] and the present paper is as
follows: In [12,13], we embedded the sample space Rn in Rm1—the ‘‘right’’ space in
the sense that it is the smallest space where all m! rankings are generated; in the
present paper, on the other hand, we embed Rn in Rnþ1; and this makes central
arrangements serve as a building block in the study of non-central arrangements
in Rn:
Throughout the paper, we make extensive use of the theory of hyperplane
arrangements. Application of hyperplane arrangements to probability and statistics
may also be found in Bidigare et al. [1] and Brown and Diaconis [3]. For the theory
of hyperplane arrangements, the reader is referred to the excellent book by Orlik and
Terao [17]. We use this book as a general reference for deﬁnitions and results
concerning arrangements of hyperplanes. For basic concepts about lattices and
order, Davey and Priestley [9] is a nice introduction.
The organization of this paper is as follows. In Section 2, we deﬁne several
concepts used throughout the paper. In Section 3, we derive main results of this
paper. Speciﬁcally, we give a complete characterization of generated rankings. In
addition, using this result on the characterization of generated rankings, we give
another proof of the formulae for the numbers of various rankings in Kamiya and
Takemura [12,13]. In Section 4, we ﬁnd some properties when there is a neutral
population. In Section 5, we suggest a direction of our future research.
2. Preliminaries
In this section, we introduce several concepts needed in the paper.
Suppose we are given m1;y; mMARN :
We say that the vectors m1;y; mM are lumped together iff, when regarded as points
in RN ; they are contained in an open halfspace determined by a hyperplane passing
through the origin:
fmARN : mTx40g; (xARN : ð1Þ
That is, m1;y; mM are lumped together iff mT1 x40;y; m
T
Mx40 for some xAR
N :
Unless otherwise stated, we agree that a halfspace always means one determined by a
hyperplane going through the origin, i.e., a homogeneous halfspace. We call the x in
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(1) the direction of that open halfspace. Furthermore, when the last coordinate of
x ¼ ðx1;y; xNÞT is positive xN40 (resp. negative xNo0), we say x is upward (resp.
downward); when xN is zero, x is said to be horizontal.
On the other hand, we say m1;y; mM are spread out iff there exist non-negative
c1;y; cMAR; ðc1;y; cMÞað0;y; 0Þ; such that
c1m1 þ?þ cMmM ¼ 0:
Then we know the following fact, which is an easy consequence of Farkas’
Lemma [26].
Gordan’s Theorem. For any given m1;y; mMARN ; one and only one of the following
two alternatives holds: (i) m1;y; mM are lumped together; (ii) m1;y; mM are spread out.
Next we deﬁne the concept of non-degeneracy in our context. We say that the
points m1;y; mMARN are non-degenerate iff for any permutation ði1; i2;y; imÞ
of f1; 2;y; mg; any collection of not more than N vectors from fmi1  mi2 ;
mi2  li3 ;y; mim1  mimg is linearly independent. Note that our deﬁnition of non-
degeneracy for discriminant analysis is stronger than the usual deﬁnition of general
position in convex analysis [2, p. 10].
3. Main results
Suppose we are given l1;y; lmAR
n: We write *li ¼ ðlTi ;jjlijj2=2ÞT ; i ¼ 1;y; m:
Throughout the paper, we make the following assumptions:
(A1) Points l1;y; lmAR
n are non-degenerate.
(A2) Points *l1;y; *lmARnþ1 are non-degenerate.
Assumption (A1) is a condition concerning directions of discriminant hyperplanes
and (A2) about translations thereof. When (A1) is violated, some discriminant
hyperplanes (or intersecting lines, planes, etc. of discriminant hyperplanes) become
parallel and this causes some regions to ‘‘vanish at inﬁnity;’’ when (A2) is not met,
some intersecting points of discriminant hyperplanes happen to coincide, forcing
some regions to ‘‘shrink to points.’’ In either case, the number of generated rankings
is less than the number stated in Corollary 3.3 below. However, (A1) and (A2) are
not restrictive, since the cases where these assumptions are not satisﬁed can be
neglected at least when l1;y; lm are randomly sampled from a continuous
distribution.
Now we denote by ði1; i2;y; imÞ an ordering of f1; 2;y; mg in which i1 is ranked
ﬁrst, i2 is ranked second, and so on. When
fxARn : jjx li1 jjojjx li2 jjo?ojjx lim jjg ð2Þ
is non-empty, we index this region by ði1; i2;y; imÞ; and say that ordering
ði1; i2;y; imÞ is generated. Moreover, we identify region (2) with ordering
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ði1; i2;y; imÞ and say something like ‘‘Region ði1; i2;y; imÞ arises.’’ In the so-called
ideal point model, an individual with an ‘‘ideal point’’ xARn ranks given m objects
l1;y; lmAR
n as ði1; i2;y; imÞ in order of his/her preference iff jj x li1 jjo
jjx li2 jjo?ojjx lim jj: So we can say that the above indexing of regions is the
one based on the ideal point model. As was explained in Section 1, Fisher’s linear
discriminant functions for all pairwise comparisons of m normal populations
Nnðli; IÞ; i ¼ 1; 2;y; m; lead to the ranking rule based on this indexing of regions.
We ﬁrst note the following equivalences:
Region ði1; i2;y; imÞ is non-empty
















40; j ¼ 1; 2;y; m  1;
3( *x ¼ x
1
 
ARnþ1 : ð *lij  *lijþ1ÞT *x40; j ¼ 1; 2;y; m  1:
We are now in a position to state the main results. Relabeling i1; i2;y; im; we may
only consider ð1; 2;y; mÞ: Illustrations of the following results for a case of n ¼ 1
and m ¼ 4 are given in Figs. 1 and 2.
(1) When *l1  *l2; *l2  *l3;y; *lm1  *lm (or equivalently, all *li  *lj with ioj) are
spread out, ordering ð1; 2;y; mÞ does not arise. In this case, neither does the reverse
ordering ðm; m  1;y; 1Þ:
Proof of (1). Since *li  *liþ1; i ¼ 1; 2;y; m  1; are spread out, there does not exist
an *x ¼ ðxT ; xnþ1ÞTARnþ1 such that ð *li  *liþ1ÞT *x40; i ¼ 1; 2;y; m  1; still less
such an *x with xnþ1 ¼ 1: Therefore, ordering ð1; 2;y; mÞ does not arise in this case.
Next we have to show that the reverse ordering is not generated either. But this is
obvious, since in this case *liþ1  *li ¼ ð *li  *liþ1Þ; i ¼ 1; 2;y; m  1; are also
spread out.
This situation is illustrated by the upper part of Fig. 2. &
(2) When *l1  *l2; *l2  *l3;y; *lm1  *lm (or equivalently, all *li  *lj with ioj) are
lumped together, the situation falls into two cases:
(2.1) There exists an open halfspace containing points *li  *liþ1ARnþ1;
i ¼ 1; 2;y; m  1; whose direction is horizontal. Or equivalently, the projections of
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Fig. 1. Generated rankings for a case of n ¼ 1 and m ¼ 4:
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*li  *liþ1; i ¼ 1; 2;y; m  1; onto the first n coordinates li  liþ1; i ¼ 1; 2;y; m 
1; are lumped together. In this case, ordering ð1; 2;y; mÞ arises as an unbounded
region. Furthermore, the same is true of the reverse ordering in this case.
Proof of (2.1). Since li  liþ1; i ¼ 1; 2;y; m  1; are lumped together, there exists
an xARn such that
ðli  liþ1ÞTx40; i ¼ 1; 2;y; m  1: ð3Þ
For this x ¼ ðx1;y; xnÞT ; we can take xnþ140 so small that ðli  liþ1ÞT
xþ ðjjli jj22 
jjliþ1jj2
2 Þxnþ140 for all i ¼ 1; 2;y; m  1: Dividing both sides by xnþ1;




2 Þ40; i ¼ 1; 2;y; m  1; with x0 ¼ x=xnþ1:
Thus we see that the region indexed by ð1; 2;y; mÞ arises.
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(2,4,1,3)  not generated;   (3,4,1,2) not generated
Case (1) : (2,4,1,3)
1 2 3 4
(1,2,3,4) generated, unbounded; (4,3,2,1) generated, unbounded
Case (2-1) : (1,2,3,4) 
horizontal
1 2 3 4
(2,3,1,4) generated, bounded;    (4,1,3,2) not generated
upward
Case (2-2-1) : (2,3,1,4)
1 2 3 4
Fig. 2. Characterization of rankings for n ¼ 1 and m ¼ 4:
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Next, since x0 satisﬁes ðli  liþ1ÞTx040; we have












þ cðli  liþ1ÞTx040; i ¼ 1; 2;y; m  1;
for any cX0 and any x0 in the region. Hence, the region recedes in the direction of
xa0; and this proves that ordering ð1; 2;y; mÞ arises as an unbounded region.
Finally, to see the reverse ordering also arises as an unbounded region, just notice
that liþ1  li ¼ ðli  liþ1Þ; i ¼ 1; 2;y; m  1; are also lumped together.
This case is illustrated by the middle part of Fig. 2. In Fig. 2, the thick arrow
represents the horizontal direction of the halfspace. &
(2.2) There does not exist an open halfspace containing points *li  *liþ1ARnþ1; i ¼
1; 2;y; m  1; whose direction is horizontal. Or equivalently, the projections of
*li  *liþ1; i ¼ 1; 2;y; m  1; onto the first n coordinates li  liþ1; i ¼ 1; 2;y; m 
1; are spread out. In this case, one and only one of the following two situations occurs:
(2.2.1) The direction of any open halfspace containing *li  *liþ1; i ¼ 1; 2;y; m  1;
is upward, regardless of the choice of such an open halfspace.
(2.2.2) The direction of any open halfspace containing *li  *liþ1; i ¼ 1; 2;y; m  1;
is downward, regardless of the choice of such an open halfspace.
Proof of (2.2). Suppose there existed *x ¼ ðxT ; xnþ1ÞTARnþ1; xnþ140; and *y ¼
ðyT ; ynþ1ÞTARnþ1; ynþ1o0; such that ð *li  *liþ1ÞT *x40; ð *li  *liþ1ÞT *y40; i ¼
1; 2;y; m  1: Then, *z ¼ ðzT ; znþ1ÞT ¼ c *xþ ð1 cÞ*y with c ¼ ynþ1=ðynþ1  xnþ1Þ
would satisfy ðli  liþ1ÞTz ¼ ð *li  *liþ1ÞT *z ¼ cð *li  *liþ1ÞT *xþ ð1 cÞð *li  *liþ1ÞT *y
40; i ¼ 1; 2;y; m  1; contradicting the fact that li  liþ1; i ¼ 1; 2;y; m  1; are
spread out. The discussion above shows that the direction of an open halfspace
containing points *li  *liþ1; i ¼ 1; 2;y; m  1; is always upward or always down-
ward, depending only on the given *li  *liþ1; i ¼ 1; 2;y; m  1: &
In the case of (2.2.1), ordering ð1; 2;y; mÞ arises as a bounded region, whereas the
reverse ordering does not arise.
Proof. In this case, there exists an *x ¼ ðxT ; xnþ1ÞTARnþ1; xnþ140; such that
ð *li  *liþ1ÞT *x40; i ¼ 1; 2;y; m  1: ð4Þ
Dividing both sides of this inequality by xnþ1; we ﬁnd that ordering ð1; 2;y; mÞ
arises in this case.
We move on to showing that the region indexed by ð1; 2;y; mÞ is bounded.
Suppose to the contrary that the region in question is unbounded. Then, the closure
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of the region is a non-empty, unbounded polyhedral set. Thus this polyhedral set
recedes in a certain direction xa0:






X0; i ¼ 1; 2;y; m  1; ð5Þ
for all cX0 and x0 in the polyhedral set. Now, since li  liþ1; i ¼ 1; 2;y; m  1; are
spread out, the direction of recession x cannot satisfy ðli  liþ1ÞTx40 for all i ¼
1; 2;y; m  1; there must be some i1oi2o?oik such that ðlij  lijþ1ÞTxp0; j ¼
1; 2;y; k: We claim that these inequalities are actually all equalities, for if






2 Þo0 for all sufﬁciently large c; in contradiction to (5). Hence we have
ðlij  lijþ1ÞTx ¼ 0; j ¼ 1; 2;y; k:
We will show that kpn  1: If kXn; then in view of Assumption (A.1), any
subcollection of n vectors from flij  lijþ1 : 1pjpkg would be linearly independent,
which is impossible since these n vectors lie in the orthogonal complement of the line
spanned by vector x: So k cannot exceed n  1: Now we consider the following
central arrangement of hyperplanes A ¼ fHij ;ijþ1 : 1pjpkg; where Hij ;ijþ1 ¼
fxARn : ðlij  lijþ1ÞTx ¼ 0g: By Assumption (A.1), it can easily be checked that
the Poincare´ polynomial of A (Orlik and Terao [17, Deﬁnition 2.48]) is pðA; tÞ ¼
ð1þ tÞk: So Zaslavsky’s result (Zaslavsky [25] or Orlik and Terao [17, Theorem
2.68]) implies that the number of regions of A is pðA; 1Þ ¼ 2k: Therefore, we
can take another point x0ARn; sufﬁciently close to x; which satisﬁes
ðlij  lijþ1ÞTx040; j ¼ 1; 2;y; k; while keeping the relations ðli  liþ1ÞTx040 for
iefij : 1pjpkg: That is,
ðli  liþ1ÞTx040
for all i ¼ 1; 2;y; m  1: But this contradicts the fact that li  liþ1; i ¼
1; 2;y; m  1; are spread out. In this way, we arrive at the conclusion that the
region in question is bounded.
Finally, we prove that the reverse ordering is not generated. Suppose it
were generated. Then there would exist an *x ¼ ðxT ; 1ÞTARnþ1 satisfying
ð *liþ1  *liÞT *x40; i ¼ 1; 2;y; m  1; and  *x ¼ ðxT ;1ÞT would meet
ð *li  *liþ1ÞTð *xÞ40; i ¼ 1; 2;y; m  1: But this is a contradiction, since in the
case we are considering, the direction of any open halfspace containing
*li  *liþ1; i ¼ 1; 2;y; m  1; must be upward.
This case is illustrated by the lower part of Fig. 2. &
In the case of (2.2.2), ordering ð1; 2;y; mÞ does not arise, while the reverse ordering
arises as a bounded region.
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Proof. Case (2.2.1) holds for the reverse ordering. &
The indeterminacy of the ﬁrst n coordinates of the direction vector *x corresponds
to the translation invariance of the discriminant analysis in Rn: When we translate
the origin by a so that
x/x a; li/li  a; i ¼ 1;y; m;
the problem remains the same. Therefore, it is natural that only the last coordinate of
*x be related to the characterization of generation of rankings.
The considerations so far are summarized in Theorem 3.1 below. Let us say that
ordering ði1; i2;y; imÞ is consistent with l1;y; lm (resp. *l1;y; *lm) iff lij  lijþ1 ; j ¼
1;y; m  1 (resp. *lij  *lijþ1 ; j ¼ 1;y; m  1) are lumped together. Note that if lij 
lijþ1 ; j ¼ 1;y; m  1; are lumped together, then so are all lij  lik ; jok: Similarly
for *l1;y; *lm: In the so-called ideal vector model, an individual with an ‘‘ideal
vector’’ x ranks l1;y; lm as ði1; i2;y; imÞ iff lTi1x4lTi2x4?4lTimx: But this
condition can be written as ðlij  lijþ1ÞTx40; j ¼ 1;y; m  1: So we can say that
ði1; i2;y; imÞ is consistent with l1;y; lm iff ði1; i2;y; imÞ is an admissible ordering in
the ideal vector model in the sense that there exists an ideal vector xARn which yields
the ordering ði1; i2;y; imÞ: The same can be said about ði1; i2;y; imÞ being consistent
with *l1;y; *lm:
Theorem 3.1. Assume l1;y; lmAR
n satisfy (A.1) and (A.2). Then we have the
following:
(1) Suppose ði1; i2;y; imÞ is not consistent with *l1;y; *lm: In this case, ordering
ði1; i2;y; imÞ does not arise, and neither does the reverse ordering ðim; im1;y; i1Þ:
(2) Suppose ði1; i2;y; imÞ is consistent with *l1;y; *lm:
(2.1) If ði1; i2;y; imÞ is consistent also with l1;y; lm; then ordering ði1;y; imÞ
arises as an unbounded region and the same is true of the reverse ordering.
(2.2) If ði1; i2;y; imÞ is not consistent with l1;y; lm; then one and only one of the
following two situations occurs:
(2.2.1) Ordering ði1; i2;y; imÞ arises as a bounded region, while the reverse ordering
does not arise.
(2.2.2) Ordering ði1; i2;y; imÞ does not arise, whereas the reverse ordering arises as a
bounded region.
Case (2.2.1) occurs when the direction of an open halfspace containing
*lij  *lijþ1 ; j ¼ 1; 2;y; m  1; is upward, and case (2.2.2) occurs when such direction
is downward; whether it is upward or downward is determined uniquely by the given
l1;y; lm:
Remark 3.1. If ði1; i2;y; imÞ is consistent with l1;y; lm; it is necessarily consistent
with *l1;y; *lm:
Consider the pairing of orderings which are reverse to each other. In the special
case n ¼ m  2; at least one ordering in each pair arises:
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Corollary 3.1. When n ¼ m  2; at least one of ði1; i2;y; imÞ and ðim; im1;y; i1Þ
arises for any ordering ði1; i2;y; imÞ:
Proof. It sufﬁces to show that *lij  *lijþ1 ; j ¼ 1; 2;y; m  1; are always lumped
together so that case (1) never happens. But by virtue of Assumption (A.2), these
m  1 ¼ n þ 1 vectors *li1  *li2 ; *li2  *li3 ;y; *lim1  *lim in Rnþ1 are linearly indepen-
dent, so they are not spread out. &
Corollary 3.1 implies that when n ¼ m  2; missing rankings are completely
characterized as the reverse rankings of bounded regions.
Corollary 3.2. When nXm  1; all m! orderings are generated as unbounded regions.
Proof. By an argument similar to the one in the proof of Corollary 3.1, we can see
that when nXm  1; vectors lij  lijþ1 ; j ¼ 1; 2;y; m  1; are lumped together for
any ordering ði1; i2;y; imÞ: In view of Remark 3.1, we conclude that case (2.1) always
happens. &
The proofs of Corollaries 3.1 and 3.2 imply the following: When nXm  2; case (1)
cannot happen; when, furthermore, nXm  1; case (2.2) in addition to case (1) is
excluded.
We have seen our main theorem implies, as its simple corollaries, the results in
Kamiya and Takemura [12] concerning the characterization of non-arising regions.
Next we move on to seeing that the results in [12] about the numbers of various kinds
of regions can also be obtained from the same theorem. Speciﬁcally, thanks to
Theorem 3.1, the problem of counting the numbers of regions reduces to that of
counting the numbers of consistent orderings as follows.
By Theorem 3.1, we ﬁnd that the number of unbounded regions is equal to the
number of orderings for which case (2.1) happens. Recalling Remark 3.1, we
know that case (2.1) happens when and only when the ordering in question,
ði1; i2;y; imÞ; is consistent with l1;y; lm: Therefore, the number of unbounded
regions is the same as the number of orderings ði1; i2;y; imÞ which are consistent
with l1;y; lm:
On the other hand, according to Theorem 3.1, the number of bounded regions is
equal to the number of orderings for which (2.2.1) occurs, which in turn is equal to
half the number of orderings for which (2.2) occurs. Now the number of orderings
for which (2.2) happens is equal to the number of orderings for which (2) occurs,
minus the number of orderings for which (2.1) occurs, that is, the number of
orderings consistent with *l1;y; *lm; minus the number of orderings consistent with
l1;y; lm:
Finally, the number of all arising regions is given, of course, by the sum of the
number of bounded regions and the number of unbounded ones.
Thus, we can express the numbers of regions in terms of the numbers of consistent
orderings, which are given with the help of the following proposition.
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Proposition 3.1. Suppose m1;y; mmARN are non-degenerate. Then the number of
orderings ði1; i2;y; imÞ for which mij  mijþ1 ; j ¼ 1; 2;y; m  1; are lumped together is
given by
cðm; NÞ ¼ 2ðS
m
mNþ1 þSmmNþ3 þ?þSmmÞ when N is odd;
2ðSmmNþ1 þSmmNþ3 þ?þSmm1Þ when N is even;






For Stirling numbers, see Po´lya et al. [18] or Riordan [19]. The proof of
Proposition 3.1 will be given in Appendix A.
By the argument preceding Proposition 3.1, the number of unbounded regions is
cðm; nÞ:
Similarly, the number of bounded regions is
1
2
fcðm; n þ 1Þ  cðm; nÞg:
Adding these two numbers, we get the number of all regions as
cðm; nÞ þ 1
2
fcðm; n þ 1Þ  cðm; nÞg ¼ 1
2
cðm; nÞ þ 1
2
cðm; n þ 1Þ:
In this way, we obtain the following corollary:
Corollary 3.3. Suppose l1;y; lmAR
n satisfy (A.1) and (A.2). Then the number of
unbounded regions is
2ðSmmnþ1 þSmmnþ3 þ?þSmmÞ when n is odd;
2ðSmmnþ1 þSmmnþ3 þ?þSmm1Þ when n is even;

the number of bounded regions is
Smmn Smmnþ1 þSmmnþ2 ?þ ð1ÞnSmm;
and the number of all regions is
Smmn þSmmnþ1 þSmmnþ2 þ?þSmm:
Remark 3.2. The formulae in Corollary 3.3 are trivially true when nXm  1:
This can be conﬁrmed from Corollary 3.2 and relations (A.1)–(A.3) in
Appendix A.
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4. A neutral population
In this section, we examine a particular case where we have a ‘‘neutral’’ alternative
population. By specializing to this particular situation, we can ﬁnd some more
speciﬁc properties than were obtained in the preceding section.
Suppose there exists an i0Af1; 2;y; mg such that li0 is contained in the polytope
spanned by the other li; i ¼ 1; 2;y; m; iai0 : li0Aconvfli : iai0g: In this case, we
will say li0 is neutral among fl1;y; lmg:
Remark 4.1. It can easily be checked that li0 is neutral among fl1;y; lmg if and
only if li  li0 ; i ¼ 1; 2;y; m; iai0; are spread out.
We begin by seeing that a neutral alternative can never be ranked last.
Theorem 4.1. Suppose li0 is neutral among fl1;y; lmg: Then, for any ordering
ð j1;y; jm1Þ of f1; 2;y; mg  fi0g; ordering ð j1;y; jm1; i0Þ is not generated.
Proof. Without loss of generality, we can assume i0 ¼ m and ð j1;y; jm1Þ ¼
ð1;y; m  1Þ: It is sufﬁcient to show that for ordering ð1;y; m  1; mÞ; case (2)
necessarily means case (2.2.2) so that cases other than (1) and (2.2.2) do not happen.
Since the problem is invariant under translation, we may assume lm ¼ 0:
Suppose ð1;y; m  1; mÞ is consistent with *l1;y; *lm: Then there exists an *x ¼
ðxT ; xnþ1ÞTARnþ1 such that ð *li  *ljÞT *x40 for all ioj: In particular, the following





Since lm ¼ 0 is neutral among fl1;y; lmg; we have that li; i ¼ 1; 2;y; m  1; are
spread out by Remark 4.1. So the ﬁrst term on the left-hand side of (6) is zero or
negative for some i ¼ 1; 2;y; m  1; which implies that xnþ1 must be negative.
Therefore, case (2.2.2) occurs for ð1;y; m  1; mÞ; and this completes the proof. &
As a simple corollary, we obtain a property concerning boundedness of Voronoi
polyhedra. Recall that the Voronoi polyhedron associated with li0 is the set of points
from which li0 is not farther than any other alternative li; iai0 : fxARn :
jjx li0 jjpjjx lijj for all iai0g [16].
Corollary 4.1. Suppose li0 is neutral among fl1;y; lmg: Then, the Voronoi
polyhedron associated with li0 is bounded.
Proof. It is sufﬁcient to verify that no ordering with i0 in the ﬁrst position arises as
an unbounded region.
ARTICLE IN PRESS
H. Kamiya, A. Takemura / Journal of Multivariate Analysis 92 (2005) 343–358354
Consider the ordering
ði0; j1;y; jm1Þ;
where ð j1;y; jm1Þ is an arbitrary ordering of f1; 2;y; mg  fi0g: Then we have by
Theorem 4.1 that the reverse ordering ð jm1;y; j1; i0Þ; with i0 ranked last, does not
arise. This implies that case (1) or (2.2.2) happens for the reverse ordering, which in
turn means that case (1) or (2.2.1) occurs for the original ordering. In particular, case
(2.1) does not happen for the original ordering, so this ordering never arises as an
unbounded region. &
We have seen in Theorem 4.1 that a neutral alternative li0 cannot be ranked last;
we now show that when li0 lies ‘‘deep inside’’ the polytope convfli : iai0g; it cannot
be ranked even second last, third last, and so on. This situation is illustrated in Fig.
3. Denote the set of all vertices of a polytope P by vertðPÞ:
Theorem 4.2. Suppose li0 is neutral among fl1;y; lmg  vertðconvfli : iai0gÞ as
well as among fl1;y; lmg: Then, orderings with i0 in the last or second last position
are not generated.
Note that if li0 is neutral among fl1;y; lmg  vertðconvfli : iai0gÞ; it is also
neutral among fl1;y; lmg:
Proof. Write Alt1 ¼ fl1;y; lmg; P1 ¼ convðAlt1  fli0gÞ and V1 ¼ vertðP1Þ:
Fix an arbitrary point x in Rn; and consider the closed ball B centered at x with
radius jjli0  xjj: Since li0 is neutral among Alt1; it is in P1 and there exists a vertex
of P1; say lj1 ; which is not in B: Note that li0eV1:
This consideration implies that when li0 is neutral among Alt1; at least one
alternative, lj1 ; is ranked lower than i0 at an arbitrary xAR
n:
Repeat the argument above with Alt2 ¼ Alt1  V1 instead of Alt1; noticing that
li0AAlt2: Then we obtain the existence of lj2AV2 ¼ vertðP2Þ; P2 ¼ convðAlt2 






Fig. 3. Neutral alternative.
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lj1AV1; we can see that lj2 and lj1 are different. Thus, at least two alternatives are
ranked lower than i0: &
Actually, the proof of Theorem 4.2 contains the proof of Theorem 4.1, but the
latter is based on the argument in the preceding section.
Evidently, continuing this process, we can obtain similar conditions which
guarantee that orderings with i0 in the last three, last four,..., positions are not
generated.
In parallel with Corollary 4.1, we get the following corollary:
Corollary 4.2. Suppose li0 is neutral among fl1;y; lmg  vertðconvfli : iai0gÞ as
well as among fl1;y; lmg: Then, the union of closures of regions where i0 is ranked
first or second is bounded.
5. Concluding remarks
In this paper, we have provided a complete characterization of generated rankings.
This characterization allows us to easily determine which rankings are generated and
which of the generated rankings have unbounded regions. In addition, we have
investigated some properties of neutral alternatives.
However, there are some harder problems to be solved. One such problem is to
determine all possible subsets of rankings which may be obtained from some
pairwise discriminant analysis of m populations in Rn: More precisely, the problem





generated from each discriminant analysis of m populations in Rn: Now, suppose we




k rankings. Then, we want to determine
whether there exist l1;y; lmAR





generated by the discriminant analysis of l1;y; lm: This problem seems to be
difﬁcult at the moment.
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Appendix A
In this appendix, we prove Proposition 3.1.
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By the argument just before Theorem 3.1, the desired number is equal to the
number of generated orderings in the ideal vector model. Hence the problem is
equivalent to that of counting the number of regions of the arrangement of
hyperplanes Aðm; NÞ ¼ fHij : 1pjoipmg; where
Hij ¼ fxARN : mTi x ¼ mTj xg:
Write the intersection poset of Aðm; NÞ as Lðm; NÞ ¼ LðAðm; NÞÞ; the partial
order on Lðm; NÞ is deﬁned by reverse inclusion [17, Deﬁnition 2.1]. Then each
element of Lðm; NÞ can be indexed by a partition of m indices into blocks; the
element of Lðm; NÞ indexed by partition J is denoted XJ :
Lemma A.1 (Kamiya and Takemura [13, Lemma 3.1]). Suppose m1;y; mmARN are
non-degenerate with Npm  1: Then, Lðm; NÞ is isomorphic to the poset ImN of
partitions of m indices into one or kXm  N þ 1 blocks: Lðm; NÞCImN : That is,
ImN{J/XJALðm; NÞ is bijective, and J1 is a refinement of J2 iff XJ1pXJ2 :
Furthermore, the rank function is given by
rðXJÞ ¼
m  k; J with kXm  N þ 1 blocks;
N; J ¼ ff1; 2;y; mgg:

Now, it is well known that the partition lattice of m indices is isomorphic to the
lattice of the braid arrangement in Rm [17, Proposition 2.9]. Moreover, the Poincare´
polynomial of the braid arrangement in Rm is known to be ð1þ tÞð1þ 2tÞ?ð1þ
ðm  1ÞtÞ [17, Proposition 2.54], which can be written as Pm1l¼0 ð1ÞlSmmlðtÞl :
Referring to this polynomial, we immediately obtain the Poincare´ polynomial of
Aðm; NÞ; Npm  1; as









Applying Zaslavsky’s result, we obtain the desired result for Npm  1:
The proposition is trivially true when N4m  1: Just notice the following two
facts: (i) For any ordering ði1; i2;y; imÞ; vectors mij  mijþ1 ; j ¼ 1; 2;y; m  1; are
linearly independent and hence lumped together. Thus, the number of consistent
orderings is m!; (ii) The generating function tðt þ 1Þ?ðt þ m  1Þ ¼Pk Smk tk ofSmk
implies
Smk ¼ 0; kp0; ðA:1Þ
Sm1 þSm2 þ?þSmm ¼ m!; ðA:2Þ
and
Sm1 þSm2 ?þ ð1ÞmSmm ¼ 0; mX2: ðA:3Þ
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