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Abstract We develop and use a spectral empirical Green’s function approach to
estimate the relative source amplitudes of earthquakes near San Juan Bautista,
California. We isolate the source amplitudes from path effects by comparing the re-
corded spectra of pairs of events with similar location and focal mechanism, without
computing the path effect. With this method, we estimate the relative moments of
1600M 1.5–4 local earthquakes, and we use these moments to recalibrate the duration
magnitude scale in this region. The estimated moments of these small earthquakes
increase with catalog magnitude MD roughly proportionally to 101:1MD, slightly more
slowly than a moment-magnitude scaling of 101:5Mw . This more accurate magnitude
scaling can be used in analyses of the local earthquakes, such as comparisons between
the seismic moments and geodetic observations.
Electronic Supplement: Additional description and figures showing estimated
source amplitudes obtained with different parameters, and observed amplitudes of
some earthquakes with large misfits.
Introduction: Background on Magnitude Estimates
Earthquake moments are required for a variety of inves-
tigations. They are used when examining earthquake statis-
tics, as in b-value studies (e.g., Wiemer et al., 2002; Wyss
et al., 2004; Ghosh et al., 2008), when interpreting earth-
quake rates, as in studies of repeating earthquakes (e.g., Na-
deau and Johnson, 1998; Templeton et al., 2008; Werner and
Sornette, 2008; Taira et al., 2014), and when comparing geo-
detic and seismic observations, as in studies of postseismic
slip (e.g., Bell et al., 2012; Fattahi et al., 2015; Hawthorne
et al., 2016). Here, we use an empirical Green’s function ap-
proach to estimate the relative moments of about 1600 earth-
quakes near San Juan Bautista, California. Located at the
northern end of the creeping section of the San Andreas fault
(see Fig. 1), the San Juan Bautista area is of particular interest
because many of the earthquakes are observed with nearby
borehole strainmeters. The strain data present an opportunity
to compare the seismic moments with postseismic moments
estimated from geodesy (Hawthorne et al., 2016).
Moment estimates already exist for this area. Magni-
tudes are routinely estimated and cataloged by the Northern
California Seismic Network (NCSN, see Data and Resour-
ces) and the Berkeley Seismological Laboratory. Local earth-
quake magnitudes are often estimated from the amplitudes or
durations of signals recorded at regional stations, with adjust-
ments for earthquake-station separations and site effects. In
the NCSN catalog, magnitudes smaller than M 4 are usually
duration magnitudes. These magnitudes are computed from
the length of time the earthquake signal stays above the noise
(e.g., Lee et al., 1972; Herrmann, 1975; Bakun, 1984a,b;
Michaelson, 1990; Eaton, 1992).
Magnitude scales are calibrated so that magnitudes are
logarithmic in the seismic moment M0:
EQ-TARGET;temp:intralink-;df1;313;259M0  α10βM; 1
in which α and β are constants. α determines the absolute
moment, and β measures the change in seismic moment per
unit magnitude. In an ideal scenario, the catalog magnitude
M is equal to a moment magnitude Mw, making α  1:26 ×
109 N·m and β  1:5 (Hanks and Kanamori, 1979).
The NCSN duration magnitude (MD) scalewas calibrated
in the early 1990s by Michaelson (1990) and Eaton (1992).
Parameters were chosen to match the amplitude-based local
magnitude (ML) scale. The ML scale had been previously
compared with moment magnitudes obtained from spectral
modeling. It was found thatM0 ∼ 101:0 to 1:3ML for small earth-
quakes (ML ≲4), and M0 ∼ 101:3 to 1:5ML for larger events
(ML ≳4) (Bakun and Lindh, 1977; Archuleta et al., 1982; Ba-
kun, 1984b; Fletcher et al., 1984). Both the local ML and
85
Bulletin of the Seismological Society of America, Vol. 107, No. 1, pp. 85–96, February 2017, doi: 10.1785/0120160141
duration MD magnitude scales have evolved as regional sta-
tions were added and removed, but efforts have been made to
retain temporal consistency (Uhrhammer et al., 1996, 2011).
Catalog magnitude scales like the NCSN duration
magnitude (MD) scale are designed to function for decades
of earthquakes with a range of magnitudes occurring over
large regions. It is thus unsurprising that the scaling between
moment and catalog magnitude can vary somewhat with lo-
cation and with the magnitude range considered (e.g., Bindi
et al., 2005; Castello et al., 2007; Edwards et al., 2010; Gas-
perini et al., 2013). For instance, Wyss et al. (2004) exam-
ined small earthquake moments near Parkfield, California,
and found a scaling parameter β of 1.6 for duration magni-
tudes, larger than the β of 1.0–1.3 previously obtained for
small events on the local magnitude (ML) scale (Bakun and
Lindh, 1977; Archuleta et al., 1982; Bakun, 1984b, Fletcher
et al., 1984). Abercrombie (1996) found that β ≈ 1:0 near
Cajon Pass when comparing with the Southern California
Seismic Network magnitudes, and Ben-Zion and Zhu (2002)
noted that β increased to 1.3 forML >3:5 earthquakes. Ross
et al. (2016) estimated that β ≈ 1:1 from around 8000 earth-
quakes around the San Jacinto fault zone. On a larger scale,
Shearer et al. (2006) estimated that β ≈ 1:0 for M ≲3 earth-
quakes in southern California. The small scaling factor
β < 1:5 often observed for local magnitudes of small earth-
quakes may arise because the seismic waves at the recording
frequencies depend on the earthquake source duration
(Hanks and Boore, 1984; Deichmann, 2006; Edwards et al.,
2010; Bethmann et al., 2011), because earthquake character-
istics change with magnitude (Ben-Zion and Zhu, 2002), or
because attenuation is larger at the higher dominant frequen-
cies of smaller earthquakes (Deichmann, 2006; Edwards
et al., 2010; Bethmann et al., 2011).
Uncertainty in the corrections for path and site effects
generate a large part of the error in earthquake moment
estimates. A variety of techniques have been developed to
avoid these problems and isolate the relative moments of
earthquakes. Schaff and Richards (2014) and Cleveland and
Ammon (2015) estimated moments by comparing the ampli-
tudes and cross correlations of earthquake pairs. Rubinstein
and Ellsworth (2010) identified coherent signals in repeating
earthquake records and compared their amplitudes. Empiri-
cal Green’s function approaches are also common. With
these techniques, one compares the amplitudes of clusters of
earthquakes or solves for common path effects (e.g., Mueller,
1985; Mori and Frankel, 1990; Velasco et al., 1994; Hough,
1997; Prieto et al., 2004; Imanishi and Ellsworth, 2006;
Shearer et al., 2006; Baltay et al., 2010; Kwiatek et al.,
2011; Uchide et al., 2014).
Here, we use an empirical Green’s function approach to
estimate the relative moments of 1600 M <4 earthquakes
near San Juan Bautista, California. We isolate earthquake
source amplitudes from the path and site effects by compar-
ing the amplitudes of nearby earthquakes recorded at com-
mon stations. Our approach differs from other techniques on
a similar scale in that it does not require us to solve for the
path and site effects. We use the estimated source amplitudes
to recalibrate the duration magnitude scale for the 20 km re-
gion of interest.
We first describe our approach to estimating earthquake
source amplitudes and obtain uncertainties on those ampli-
tudes. Then we convert the amplitudes to moments and
recalibrate the magnitude scale. Finally, we illustrate how our
method contributes to earthquake scaling studies.
Obtaining Relative Source Amplitudes
We estimate the relative moments of about 1600 local
earthquakes from the low-frequency (2–4 Hz) P-wave spec-
tra. The 2–4 Hz frequency range is smaller than the corner
frequencies of most of the earthquakes of interest, but it
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Figure 1. Location of the analyzed earthquakes. The region of interest is near San Juan Bautista, at the northern end of the creeping
section of the San Andreas fault. Lines show the San Andreas, Calaveras, and Hayward faults (from the U.S. Geological Survey and Central
Geological Survey quaternary fault and fold database, see Data and Resources). Bright circles indicate the earthquakes with re-estimated
moments, gray circles indicate earthquakes within the region of interest that are not used in the calibration, and black circles indicate regional
M >3 earthquakes from the Northern California Earthquake Data Center catalog. Double difference locations from Waldhauser (2009) are
used where available. The color version of this figure is available only in the electronic edition.
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avoids frequencies <1 Hz where the seismometers lose
sensitivity. The data are vertical-component seismograms
from NCSN network stations. We extract the first 4 s of the
P-wave arrivals at stations with signal-to-noise ratio (SNR)
larger than 3 and compute the displacement spectra (for de-
tails, see the Appendix). One example of the velocity records
is shown in Figure 2a, and the spectra of 24 earthquakes
recorded at station BVL are shown in Figure 2b. The ampli-
tudes fall off with increasing frequency because of source
effects and attenuation.
We are interested in the low-frequency amplitudes,
which are larger for larger earthquakes, as expected. Ampli-
tudes at frequencies smaller than the corner frequencies
should scale linearly with the seismic moment (e.g., Aki and
Richards, 2002).
The observed amplitudes also depend on the path trav-
eled by the seismic waves. The amplitude at frequency ω
may be written as the product of the source amplitude and
the path amplitude. If we let Siω be the amplitude of the
source time function of earthquake i, and let Gikω be the
amplitude of the Green’s function for propagation from
earthquake i to station k, the observed signal is
EQ-TARGET;temp:intralink-;df2;313;709Dikω  SiωGikω: 2
When we take the logarithm of each term, dik  log10Dik,
si  log10Si, and gik  log10Gik, equation (2) becomes
EQ-TARGET;temp:intralink-;df3;313;652 ik  si  gik 3
(Aki and Richards, 2002).
Wewish to solve for the earthquake source amplitudes si
in the 2–4 Hz range. Because we do not know the path effects
gik, we use a spectral empirical Green’s function approach
(e.g., Hough, 1997; Ide et al., 2003; Imanishi et al., 2004;
Imanishi and Ellsworth, 2006; Shearer et al., 2006; Baltay
et al., 2010; Kwiatek et al., 2011; Harrington et al., 2015).
If we consider a pair of earthquakes i and jwith similar paths
and focal mechanisms, we may expect similar Green’s func-
tions, and thus we can eliminate the Green’s function by
dividing the spectra. Subtracting the log spectra in equa-
tion (3) gives
EQ-TARGET;temp:intralink-;df4;313;475si − sj  gik − gjk  dik − djk: 4
Here we also assumed little or similar rupture directivity.
Most of the small earthquakes considered here are likely to
show little directivity in the 2–4 Hz band, as their corner
frequencies are usually higher than 4 Hz.
Many well-recorded and closely spaced earthquakes
occur along the San Andreas fault near San Juan Bautista.
The events are located on a well-defined fault plane, and we
expect most events to occur on this plane. Out of the 34 re-
viewed focal mechanisms in the NCSN catalog for our study
area, 28 are within 30° of right-lateral slip on the seismicity-
defined fault plane (seeⒺ Fig. S1, available in the electronic
supplement to this article). We consider pairs of earthquakes
that occur within 2 km of each other, are recorded at the same
station, and have travel times that differ by less than 0.2 s. We
use data from 300 stations to obtain 40,000 amplitudes of
2700 earthquakes that occurred between 1988 and 2014 in
the 20 km region illustrated in Figure 1. These measurements
provide about 1.4 million log amplitude ratios dik − djk.
We discard some of the data in the interest of robustness,
as described in theⒺ electronic supplement. In the final in-
version, there are 1600 earthquakes with 1 million spectral
ratios from 200 stations. We use the observed ratios dik − djk
to construct the system of equations (4), with unknown
source amplitudes si, as was done for corner-frequency es-
timation by, for example, Ide et al. (2003, 2004), Imanishi
et al. (2004), Oye et al. (2005), Imanishi and Ellsworth
(2006), Kwiatek et al. (2011), Harrington et al. (2015), and
Kwiatek et al. (2015).
We will solve for the source amplitudes si, but first we
address possible biases in our approach. One potential bias
comes from overweighting individual observations that are
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Figure 2. (a) Vertical ground velocity at Northern California
Seismic Network (NCSN) station BVL due to anM 2.2 earthquake
41 km away, on 22 January 1995 00:46:04. The gray region and
vertical dotted lines indicate the time period used to compute the
spectra. (b) The displacement spectra from this and 23 other earth-
quakes recorded at station BVL. All of the earthquakes are within
0.5 km of each other. The amplitudes are larger for larger magnitude
earthquakes. Vertical dashed lines indicate the frequency range used
to determine the relative amplitudes. The color version of this figure
is available only in the electronic edition.
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part of many earthquake pairs. A second comes from the azi-
muthal distribution of stations. There are more stations to the
northwest and southeast, along the fault, than to the northeast
and southwest. We consider these potential error sources
in the Ⓔ electronic supplement but find that they do not
significantly affect the magnitude scaling we obtain. Never-
theless, in theⒺ electronic supplement we determine a pre-
ferred weighting cijk for each equation (4) that makes our
solution less sensitive to the nonuniform distribution of
observations. The weights are based on the number and azi-
muthal distribution of the observations available for each
earthquake. The new equations are
EQ-TARGET;temp:intralink-;df5;55;240cijksi − sj  cijkdik − djk: 5
To avoid overweighting large misfits in the solution of equa-
tion (5), we use a least-squares misfit when the predicted log
(base 10) ratio differs from the observed log ratio by less than
0.2 and an absolute value misfit for larger differences.
In equation (5), the earthquakes’ relative source ampli-
tudes are overdetermined, because they are constrained
by multiple observed ratios. However, the absolute source
amplitude, that averaged over all events, is entirely uncon-
strained. To solve the equations in practice, then, we choose
a single source si with many observed links dik − djk to
other events j and require that si  0. We choose to fix a
single source amplitude rather than the average source am-
plitude because we find this constraint less sensitive to the
regularization weighting. Fixing the average source ampli-
tude to zero can encourage all the amplitudes si to tend to
zero if the regularization is weighted too strongly. In contrast,
fixing the amplitude of a single source places no constraint
on the amplitude ratios si − sj, so we can be assured that the
relative amplitudes si − sj are constrained by the data, not
the regularization. We tested our inversions with various
sources si chosen as the zero reference and obtain identical
relative source amplitudes. These source amplitudes are plot-
ted against catalog magnitude in Figure 3.
Bootstrap Error Estimates
To obtain rough uncertainties on the source amplitudes,
we redo our inversions with various subsets of the data. To
select appropriate subsets, we note that the dominant errors
in our approach do not result from poor SNR in individual
seismograms but from poor assumptions about those seis-
mograms.
For instance, we assume that the path effect is the same
for closely spaced earthquakes, but the path effects may vary
if the local velocity structure is complicated. The amplitude
might also vary as the result of rupture directivity. ForM ≳3
earthquakes with low corner frequencies, rupture directivity
could enhance or reduce the apparent source amplitude in the
2–4 Hz band. Finally, the observed seismogram amplitudes
could vary for closely spaced earthquakes if the events have
different focal mechanisms. The focal mechanism effects
may be especially pronounced near the nodal planes. So as
a first assessment of the uncertainty, we redo our inversions
without observations within 15° of the expected nodal
planes. As discussed in the Ⓔ electronic supplement and
shown inⒺ Figure S3, the obtained seismic amplitudes do
not change significantly.
To assess uncertainties more generally, we note that fo-
cal mechanism, directivity, and velocity structure variations
often give rise to seismic amplitudes that vary with azimuth.
We therefore choose to divide and resample our data by azi-
muth. We split the observations into eight groups based on
their earthquake-station orientation: 0°–45°, 45°–90°, 90°–135°,
and so on. For each of 100 bootstrap inversions, we pick six of
these eight groups, with replacement, and solve equation (5)
using the same observation weighting described in theⒺ elec-
tronic supplement. Choosing six rather than eight of the azi-
muthal groups may cause us to overestimate the uncertainty
by about 15%. However, the lower number of groups can help
reduce any bias in the bootstrapping that results from the small
number of bootstrap samples or from outliers in the observed
amplitude ratios (e.g., Chernick, 2007).
From the 100 bootstrap estimates, we compute a 90% un-
certainty for each earthquake amplitude. Figure 4a shows the
distribution of 90% uncertainty estimates, computed relative
to the median amplitude. The median 90% uncertainty is
0.12 (a factor of 1.3), and 90% of the uncertainties are smaller
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Figure 3. Estimated source amplitudes versus catalog magni-
tude. The catalog magnitudes areMD estimates (circles and crosses),
Mw estimates (triangles and stars), and ML estimates (squares and
plus signs). The slope of the amplitude–magnitude curve is a rough
estimate of β in the assumed scaling M0  α10βM. The best-fitting
slope for the earthquakes with MD magnitudes is between 1.0 and
1.05. The best-fitting slope for the moments of the MD earthquakes
(plotted in Fig. 7) is ∼1:1, as indicated by the solid line. If the catalog
magnitude were a moment magnitude, one would expect a slope β of
1.5 (dashed line). The color version of this figure is available only in
the electronic edition.
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than 0.22 (a factor of 1.7). Figure 4b shows the distribution of
90% uncertainties in the source amplitude ratios of various
earthquake pairs. The solid, dashed, and dashed-dotted curves
show the errors for earthquake pairs in three distance ranges:
0–2 km, 2–4 km, and 4–10 km. The amplitude ratios of nearby
earthquakes are better constrained than the amplitude ratios
of more widely spaced earthquakes, presumably because
the source amplitude ratios of morewidely spaced earthquakes
must be obtained indirectly, through a series of earthquake
pairs. The data in equation (5) include the observed amplitude
ratios only of earthquakes less than 2 km apart.
Corrections for High-Frequency Fall-Off
The source amplitudes shown in Figure 3 are estimated
at frequencies of 2–4 Hz, or periods of 0.25–0.5 s. As noted
earlier, this frequency range is a compromise between the data
sensitivity and the corner frequencies of the earthquakes. Most
of the earthquakes have rupture durations much shorter than
0.25 s, so most 2–4 Hz amplitudes are close to the low-fre-
quency limit and proportional to moment. For the larger earth-
quakes with lower corner frequencies, we must recognize that
earthquake source spectra generally decrease with increasing
frequency. In one observationally acceptable and physically
reasonable model, the displacement spectra follow
EQ-TARGET;temp:intralink-;df6;313;685Sω  S0
1 ω=ω02
6
(e.g., Brune, 1970; Abercrombie, 1995; Hough, 1997; Madar-
iaga, 2007). Here, S0 is the low-frequency amplitude, which
is proportional to moment,ω is frequency, andω0 is the corner
frequency.
For earthquakes smaller than about M 3, the corner fre-
quency ω0 is larger than the 2–4 Hz frequencies examined
here, so Sω ≈ S0. For larger earthquakes, we must multi-
ply the observed amplitudes by 1 ω=ω02 to obtain a
value proportional to moment. We compute the average
correction factor in the 2–4 Hz range, taking the logarithm
before averaging because our amplitude estimates are also
logarithms: si  log10Sω.
To compute the correction factor, we need the corner
frequencies ω0. Observed corner frequencies are typically
found to decrease with increasing earthquake size, scaling as
M−1=30 (e.g., Abercrombie, 1995; Prejean and Ellsworth, 2001;
Prieto et al., 2004; Allmann and Shearer, 2007; Yamada et al.,
2007). We will use this scaling to estimate corner frequencies
for our earthquakes from their estimated moments M0. Mo-
ments are obtained from the relative amplitudes in Figure 3,
which are scaled from amplitude to moment through the mag-
nitude calibration in the Scaling to Moment and Catalog Mag-
nitude section. Specifically, we assume that the corner
frequencies are related to moments by
EQ-TARGET;temp:intralink-;df7;313;357ω0  M−1=30 0:32

16
7

1=3
csΔσ1=3 7
(Madariaga, 1976), in which cs is the shear wavespeed, which
we take to be 3:5 km=s and Δσ is the stress drop, obtained
from the physical model of Madariaga (1976). Observed stress
drops are usually centered between 0.1 and 20 MPa; we as-
sume a magnitude-independent stress drop of 3 MPa, within
the range of existing observations (e.g., Abercrombie, 1995;
Hough, 1997; Prejean and Ellsworth, 2001; Ide et al., 2003;
Shearer et al., 2006; Allmann and Shearer, 2007; Kwiatek
et al., 2011).
Equation (7) is designed to give an average corner fre-
quency as a function of moment. Corner frequencies of specific
earthquakes vary around that average. The standard deviation
of estimated stress-drop distributions is typically a factor of
3–10, implying a factor of 1.25–2 standard deviation in corner
frequency (e.g., Imanishi and Ellsworth, 2006; Allmann and
Shearer, 2007, 2009; Baltay et al., 2011; Abercrombie, 2014).
Such a change in corner frequency can change the correction
factor 1 ω=ω02 by up to a factor of 4. This unaccounted-
for variability contributes to scatter in our moment estimates
for larger (M >3) earthquakes, but it should not stop us from
finding an appropriate scaling between moment and catalog
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Figure 4. Distribution of source amplitude uncertainties ob-
tained from bootstrapping. (a) 90% uncertainties in individual
source amplitudes, relative to the median. (b) 90% uncertainties
in the amplitude ratio of individual earthquake pairs. The three dis-
tributions are for various distance ranges between the two earth-
quakes. The source amplitude ratios are better constrained when
the earthquakes are closer together, presumably because the ampli-
tude ratios of more closely spaced earthquakes are more directly
constrained by the data. The color version of this figure is available
only in the electronic edition.
A Method for Calibration of the Local Magnitude Scale Based on Relative Spectral Amplitudes 89
magnitude. In any case, the correction factors are small for
most of the earthquakes considered here, as shown in Figure 5.
For the assumed 3 MPa stress drops, the correction factors are
less than 1.4 whenM <3 and less than 1.8 whenM <3:5. The
corrections would be larger and more significant for smaller
earthquakes if we assumed a smaller stress drop, as illustrated
with the dashed curves in Figure 5. However, the source am-
plitude and magnitude scale linearly forM <3 earthquakes in
Figure 3, suggesting that there are minimal required corner-
frequency corrections in that magnitude range. Assuming a
smaller stress drop would introduce nonlinearity into the
moment-magnitude scaling. Although such a nonlinear rela-
tionship is possible, we prefer the linear scaling produced
by >3 MPa stress drops as a simpler explanation of the data.
For larger earthquakes, with M >3:5, the corner-frequency
corrections become larger, and our moment estimation method
becomes less appropriate. Methods that use waveform mod-
eling are more practical for use in that magnitude range (e.g.,
Dreger and Helmberger, 1990; Zhu and Helmberger, 1996).
Scaling to Moment and Catalog Magnitude
Now that we estimated the earthquakes’ source ampli-
tudes and developed an approach to account for amplitude
decay at high frequencies, we can compare the amplitudes
with catalog magnitudes. The log amplitudes shown in
Figure 3 increase roughly linearly with magnitude. They are
best fit by a line with slope between 1.0 and 1.05. This slope
is an initial estimate of the scaling factor β in equation (1).
Slopes of 1.1 and 1.5 are illustrated by the solid and dashed
lines in Figure 3. A slope of 1.1 is the β that will be obtained
in this section after correction for the high-frequency ampli-
tude fall-off. A slope of 1.5 would be expected if the catalog
magnitudes M were moment magnitudes Mw.
Although we have computed source amplitudes for
earthquakes with a variety of magnitude types—MD, Mw,
and ML, all reported in the NCSN catalog—we seek to
calibrate only the duration magnitude (MD) scale, which is
the most commonly used magnitude scale for M <4 earth-
quakes in northern California. Thus only earthquakes that
have duration magnitudes as their catalog magnitudes are
included in the calibration fits.
Although the estimated amplitudes of M <3 earth-
quakes supply the scaling parameter β via a simple linear
regression, they provide no information about the absolute
moment. To convert the amplitudes to moment, we assume
that the catalog duration magnitude MD is equivalent to mo-
ment magnitude Mw when MD  3:5. We multiply all the
estimated source amplitudes by the same factor, that required
to scale the source amplitude of anMD 3.5 earthquake in the
linear regression to the moment of an Mw 3.5 event. This
pinning is approximate. With the assumed pinning atMD 3.5,
an MD 4 earthquake has a moment factor of 101:1×0:5 larger
than an Mw 3.5 earthquake, a factor of 1.6 smaller than an
Mw 4 earthquake. If we had instead assumed that the two
magnitude scales crossed at MD 4, all of our estimated mo-
ments would be a factor of 1.6 larger. To check that pinning
the scale at MD 3.5 is reasonable, we examine the estimated
amplitudes of 14 earthquakes that have cataloged moment
magnitudes Mw. When these amplitudes are converted to
moments using theMD 3.5 pinning, with the high-frequency
correction described below, 12 of the 14 estimated moments
match the cataloged moments to within a factor of 2 (Fig. 6).
The final step in our magnitude calibration is to account
for the decrease in seismogram amplitude at higher frequen-
cies, as discussed in the Corrections for High-Frequency
Fall-Off section. We compute these corner-frequency correc-
tions and the linear regression for β iteratively. First, we per-
form the linear regression and scale the amplitudes to a first
estimate of the earthquake moments, as described above.
Then, we use the moment estimates to convert the amplitudes
estimated in the 2–4 Hz band to the amplitudes expected in
the low-frequency limit, assuming a 3 MPa stress drop. It is
this low-frequency amplitude that should be proportional to
moment. We therefore redo the amplitude–magnitude regres-
sion with the inferred low-frequency amplitudes. This fit
gives a new scaling parameter β and a new factor that con-
verts all the amplitudes to moments. We repeat the corner-
frequency corrections and the linear fit until the parameters
converge. In all linear fits, we use a least-squares misfit for
small misfits from the regression and an absolute value misfit
for source amplitudes that differ from the linear trend by
1012 1014
1
2
3
4
5
Moment (N·m)
Co
rn
er
 fr
eq
ue
nc
y 
co
rre
ct
io
n 
fa
ct
or
1 1.5 2 2.5 3 3.5 4 4.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Catalog magnitude
Lo
g 1
0(c
orn
er 
fre
qu
en
cy
 co
rre
cti
on
)
1
3
10
stress drop (MPa)
Figure 5. Correction factors as a function of earthquake mo-
ment, obtained with equations (6) and (7). The upper x axis shows
catalog magnitude, which is related to moment (lower x axis) with
the calibration in equation (8). For the assumed 3 MPa stress drops,
earthquakes with M <3:5 have log10 correction less than 0.25, a
factor of 1.8. The color version of this figure is available only in
the electronic edition.
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more than 0.2, so that we do not overweight a handful of
outliers.
The final best-fitting slope β is 1.12. To estimate its un-
certainty, we redo the fits with our bootstrapped amplitude
sets. 90% of the resulting slopes are between 1.09 and
1.14. Some additional uncertainty comes from the stress drop
assumed in the corner-frequency corrections. If we assumed
larger stress drops of 10 or 30 MPa instead of 3 MPa, we
would obtain slopes β of 1.07 or 1.05, respectively. A smaller
stress drop of 1 MPa would give a larger slope β of 1.18, but
as noted earlier, the linearity of the amplitude–magnitude
plot forM <3 earthquakes (Fig. 3) suggests that such a small
average stress drop is less likely. For simplicity, we approxi-
mate the best-fitting slope as 1.1, which gives momentM0 as
a function of catalog magnitude MD via
EQ-TARGET;temp:intralink-;df8;55;206M0  101:1MD−3:52:2 × 1014 N·m: 8
This scaling is illustrated with the solid line in Figure 7. It
is plotted along with the corner-frequency-corrected ampli-
tudes, scaled to moment. The moments are similar to the
uncorrected amplitudes in Figure 3 except that the large-
magnitude amplitudes have been increased slightly. The
magnitude of this increase is illustrated with the dashed-
dotted line in Figure 7; the vertical distance between the solid
and dashed-dotted curves is the amplitude of the corner
frequency correction on the solid curve.
A magnitude calibration with β  1:1 is consistent with
previous calibrations of the local magnitude scale for small
earthquakes (Bakun and Lindh, 1977; Archuleta et al., 1982;
Bakun, 1984b, Fletcher et al., 1984). For comparison with this
scaling, also plotted in Figure 7 is a line with β  1:5 (dashed
curve), the slope expected for moment magnitudes Mw. This
slope clearly does not capture the overall trend, but it is closer
to matching the amplitudes in theM >3 range. The estimated
moments increase more quickly with catalog magnitude when
the magnitude is larger. This curvature was also seen in earlier
comparisons of moment and local (amplitude-based) magni-
tude, though over a wider magnitude range (Bakun and Lindh,
1977; Archuleta et al., 1982; Bakun, 1984b; Fletcher et al.,
1984). For the magnitude range considered here, the curvature
is slight, and it may simply imply that our assumed 3 MPa
stress is slightly smaller than the actual values. A linear trend
for the entire magnitude range matches the data well. 90% of
the log amplitude residuals are smaller than 0.14: a factor of
1.4. There is no spatial trend in the residuals, as discussed in
the Appendix.
There are, however, several earthquakes with large differ-
ence between the estimated moment and the moment predicted
by the calibration. For a few of these, the uncertainty obtained
via bootstrapping is also large, and the residual moment is
likely noise (crosses, stars, and plus signs in Fig. 7). For
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Figure 7. Moments estimated from observed amplitudes versus
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corner frequency correction. The vertical distance between the solid
and dashed-dotted curves is the log correction factor for the moment
on the solid line. The color version of this figure is available only in
the electronic edition.
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the remaining nine earthquakes with residuals larger than a fac-
tor of 3, the estimated moments do reflect the amplitudes seen
in individual seismograms, as discussed in the Ⓔ electronic
supplement. It is unclear to us why these moment estimates
differ significantly from the magnitude calibration.
Implications for Comparison with Geodetic
Observations
The recalibrated moment scaling obtained in this study
has been used by Hawthorne et al. (2016) to investigate the
relationship between postseismic and coseismic moments of
small earthquakes. They compare the seismic moments with
borehole strain observations at nearby strainmeter SJT,
operated by the U.S. Geological Survey. To demonstrate the
importance of the recalibration, in Figure 8a we reproduce
two of their strain estimates: the coseismic strain, accumu-
lated within 20 min of the earthquakes, and the total strain,
accumulated within 1.5 days. These observed strains are nor-
malized by the predicted coseismic strain computed from the
seismic moments, which are assumed to follow the recali-
brated scaling M0 ∼ 101:1M. In Figure 8b, we plot a similar
result, with the same approach to predicting the coseismic
strain, but this time the seismic moments are assumed to
follow a moment-magnitude scaling M0 ∼ 101:5M.
With the recalibrated scaling, the observed coseismic
and total strains are constant multiples of the expected
coseismic strain, with no dependence on magnitude. The
observed coseismic steps are larger than expected, perhaps
because of errors in the absolute moment calibration or un-
certainty in the Green’s functions for strain (Hawthorne et al.,
2016), but overall the constant ratio is consistent with a
simple, self-similar behavior of earthquakes, where M 2
earthquakes are simply smaller versions ofM 4 events. With
the moment-magnitude scaling used in Figure 8b, on the
other hand, both the coseismic and total strains increase rel-
ative to the expected strains as magnitude decreases. Using
this scale could have resulted in an incorrect and complicated
interpretation of the strain data. For instance, one might have
interpreted the apparently large strain in small earthquakes as
the result of large postseismic slip. Such large postseismic
slip was proposed to explain the long recurrence intervals
of repeating earthquakes (Nadeau and Johnson, 1998; Chen
and Lapusta, 2009). However, it does not show up in the first
1.5 days of strain data when proper calibrations are used.
Conclusions
We estimate the relative source amplitudes of 1600
earthquakes in a 20 km region near San Juan Bautista,
California, and use them to recalibrate the local magnitude
scale. We use spectral amplitudes, coupled with an empirical
Green’s function method, to obtain the moments. Our ap-
proach avoids the calculation of path or site effects. The
method works well in the San Juan Bautista region. Half of
the estimated amplitudes have 90% bootstrap uncertainties
smaller than a factor of 1.3. The approach is likely helped
by the relatively simple fault geometry and the large percent-
age of on-fault earthquakes.
The estimated moments represent only a subset of the
earthquakes. To extrapolate to more events, we re-estimate
the scaling between moment and catalog magnitude. This
scaling indicates that the moment increases with catalog mag-
nitude MD as 101:1MD . Our calibration results are similar to
previous calibrations of the local magnitude scale for small
earthquakes (Bakun and Lindh, 1977; Archuleta et al.,
1982; Bakun, 1984b; Fletcher et al., 1984). The results differ
from the 101:5M scaling expected for moment magnitudes. The
obtained scaling, and the method used for moment estimation,
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Figure 8. Estimates of strain associated with small earthquakes,
relative to the strain expected from seismic moments. (a) Repro-
duced from Hawthorne et al. (2016). Smaller values indicate the
coseismic strain (within 20 min of the earthquakes), whereas larger
values indicate the total strain (coseismic plus 1.5 days after the
earthquakes). Crosses are shown for individual earthquakes, and
circles with error bars are shown for averages within the indicated
magnitude ranges. In (a), the predicted coseismic strain is computed
with the magnitude scaling obtained here:M0 ∼ 101:1M, and the nor-
malized observed strains are roughly constant with magnitude. In
(b), the predicted coseismic strain is computed with a moment-mag-
nitude scaling: M0 ∼ 101:5M, and the normalized observed strains
appear to increase with decreasing magnitude. The black dashed
line indicates the slope of the ratio of the total (coseismic plus post-
seismic) moment to the coseismic moment that would be required to
match the recurrence interval scaling seen in repeating earthquakes
(Nadeau and Johnson, 1998; Chen and Lapusta, 2009; Hawthorne
et al., 2016). The color version of this figure is available only in the
electronic edition.
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can be used for analyses requiring accurate moment scalings
such as comparisons between seismic and geodetic moments.
Data and Resources
We used seismic waveform data and the Northern
California Seismic Network (NCSN; http://www.ncedc.org/,
last accessed May 2015) earthquake catalog, provided by the
Northern California Earthquake Data Center (NCEDC) and
the Berkeley Seismological Laboratory (10.7932/NCEDC).
The strain data were recorded by strainmeter SJT, operated
by the U.S. Geological Survey (USGS) and were obtained
at http://earthquake.usgs.gov/monitoring/deformation/data/
download/table.php. The fault traces shown in Figure 1
were obtained from the USGS and California Geological
Survey fault and fold database, accessed from http://
earthquake.usgs.gov/hazards/qfaults/. All databases were
accessed in May 2015.
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Appendix
Data Choice and Spectral Estimation
To estimate the relative seismic moments of local earth-
quakes, we use data and P-wave picks from the Northern
California Seismic Network (NCSN) catalog between 1988
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and 2014. We initially consider seismograms associated
with about 5000 earthquakes that occurred within a 20 km
region along the fault, between 238°20′ E and 238°33′ E
(see Fig. 1).
Some of the seismograms are clipped. The clipped
seismograms can be identified automatically because they
include a large number of values near their upper and lower
limits. We check four intervals after the P-wave arrival for
clipping: 0–0.5 s, 0–1 s, 1–2 s, and 0–5 s. A record is
excluded if 25% of the values in an interval differ from
the median by more than 70% of the maximum difference.
For records that appear free of clipping, we compute the
spectra of the velocity seismograms and check the signal-to-
noise ratio (SNR). We extract 4 s windows starting at the pick
time. Spectra are computed using a multitaper approach (e.g.,
Percival and Walden, 1993). The tapers are concentrated at
frequencies smaller than 0.5 Hz, so that tapering smooths the
spectra at frequency spacings smaller than 0.5 Hz.
The spectra of three earlier intervals are taken as esti-
mates of the noise. These intervals are 13–9 s, 9–5 s, and
5–1 s before the P arrival. A record is discarded if the SNR
is smaller than 3 in any of the 1–5, 5–10, 10–15, or
15–20 Hz bands.
For each of the acceptable spectra, we convert the veloc-
ity records to displacement by dividing by frequency, and
we correct the spectra for the instrumental response. We take
the logarithm of the spectra and compute the average log-
spectral amplitude in the 2–4 Hz band.
Lack of Spatial Bias
When we estimate the relative amplitudes of earth-
quakes 1 km apart, we assume that the amplitudes of their
Green’s functions are the same. This assumption may be
somewhat wrong, but it would be especially problematic if
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Figure A1. (a) Earthquakes projected along the fault. Shading indicates their misfit from the best-fitting magnitude scaling. Circles are
plotted for earthquakes with positive misfit, and squares are plotted for earthquakes with negative misfit. (b) Average misfits within 4 km
squares along the fault, with plus signs in boxes with positive misfits and minus signs in boxes with negative misfits. The spatial variation in
the misfit is weak, and within the range expected from the bootstrapped errors. The color version of this figure is available only in the
electronic edition.
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it were wrong systematically. For instance, what if there were
more stations to the southeast? More southeasterly earth-
quakes would then have slightly shorter paths, and thus
higher amplitudes, which we might map into larger moments
in the southeast.
We see no evidence for such systematic biases. When
we further restrict the data by requiring smaller distances
between earthquakes or reduced relative travel times, the mo-
ments stay the same within error. They also appear the same
when we try to avoid a strong azimuthal bias, for instance,
when we require that a northwestern station is used each time
a southeastern station is used.
Another way to look for systematic biases in our
approach is to examine spatial patterns in the estimated earth-
quake moments, relative to the best-fitting scaling between
moment and catalog magnitude. The shading of the earth-
quakes in Figure A1a indicates the difference between the
magnitude prediction and the estimated moments. Fig-
ure A1b shows the average difference within 4 km blocks.
Most of the blocks show average differences of less than
10%, and the variation is within the range expected from the
bootstrap errors. This consistency suggests that there is no
spatial bias in our moment estimates, at least relative to the
catalog magnitudes.
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