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PAINLEVE´ SCHEME
YUSUKE SASANO
Abstract. In this note, we review the notion of Painleve´ scheme of the sixth Painleve´
equation from the viewpoint of accessible singular point and its local index in the Hirze-
bruch surface of degree two Σ2. The key method is Painleve´ α-method for each accessible
singular point. Giving a Painleve´ scheme in the differential system satisfying certain con-
ditions, we can recover the Painleve´ VI system with the polynomial Hamiltonian. We
also consider the case of the Painleve´ V,IV and III systems, respectively. Finally, we
study non-linear ordinary differential systems in dimension two with only simple acces-
sible singular (n + 2)-points in the Hirzebruch surface of degree n; Σn. This equation
has symmetry of symmetric group of degree n+ 2.
1. Introduction
For a linear differential equation of Fuchs type, we can make a Riemann scheme. This
is the pair of singularity and local exponent. Conversely, by giving the Riemann scheme
satisfying the Fuchs relation, we can recover a linear differential equation of Fuchs type.
Painleve´ equations are the second-order non-linear ordinary differential equations. Here,
we consider the following problem.
Problem 1.1. Can we construct a generalization of the Riemann scheme for each
Painleve´ equation?
Since the solutions of the Painleve´ equations are transcendental functions, it is difficult
to make one in the same way as linear differential equations.
Recently, the author noticed that Professor P. Painleve´ gave Painleve´ scheme (see [1, 2]
and [14] P 323);
Painleve´ classification Eq.(67)
ki = 1−
1
ni
ni
Type I:
(
m+1
m
, m−1
m
)
(−m,m, 1, 1)
Type III:
(
1
2
, 1
2
, 1
2
, 1
2
)
(2, 2, 2, 2)
Type IV:
(
2
3
, 2
3
, 2
3
)
(1, 3, 3, 3)
Type V:
(
3
4
, 3
4
, 1
2
)
(1, 4, 4, 2)
Type VI:
(
5
6
, 2
3
, 1
2
)
(1, 6, 3, 2)
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In the Painleve´ classification, Type II is omitted because it may be regarded as a degen-
erate case of Type III (see [14] P 323). Here, we review the Painleve´ exponent k (see [14]
P 322);
d
dz
(
W
P
)
=
(
P
kP 2
W
)
=
1
W
(
1 0
0 k
)(
WP
P 2
)
.
If k 6= 1, W (z) = (Az +B)
1
1−k (A,B ∈ C). In the case of k = 1, W (z) = eAz+B.
Setting 1
1−k
= n (n ∈ Z), we see the following relation:
Painleve´ exponent (continued) ratio of local index (Definition; see (17))
k = 1− 1
n
n
We remark that n ∈ Z for necessary condition of Painleve´ property. We also note that in
[14] Page 322 1
1+k
= n (k = 1 + 1
n
) were given.
In this note, we review the notion of Painleve´ scheme of the sixth Painleve´ equation from
the viewpoint of accessible singular point and its local index in the Hirzebruch surface of
degree two Σ2.
At first, we consider the case of the sixth Painleve´ equation. The sixth Painleve´ equation
is equivalent to the following Hamiltonian system (see [15, 4]):
(1)

dx
dt
=
∂HV I
∂y
=
1
t(t− 1)
{2y(x− t)(x− 1)x− (α0 − 1)(x− 1)x− α3(x− t)x
− α4(x− t)(x− 1)},
dy
dt
= −
∂HV I
∂x
=
1
t(t− 1)
[−{(x− t)(x− 1) + (x− t)x+ (x− 1)x}y2 + {(α0 − 1)(2x− 1)
+ α3(2x− t) + α4(2x− t− 1)}y − α2(α1 + α2)]
with the polynomial Hamiltonian
HV I(x, y, t;α0, α1, α2, α3, α4)
=
1
t(t− 1)
[y2(x− t)(x− 1)x− {(α0 − 1)(x− 1)x+ α3(x− t)x
+ α4(x− t)(x− 1)}y + α2(α1 + α2)x] (α0 + α1 + 2α2 + α3 + α4 = 1).
(2)
Since each right hand side of this system is polynomial with respect to x, y, by Cauchy’s
existence and uniqueness theorem of solutions, there exists unique holomorphic solution
with initial values (x, y) = (x0, y0) ∈ C
2.
Let us extend the regular vector field defined on C2 × B
v =
∂
∂t
+
∂HV I
∂y
∂
∂x
−
∂HV I
∂x
∂
∂y
to a rational vector field on Σ2 × B, where B = C− {0, 1}.
PAINLEVE´ SCHEME 3
Σ2
q
p
D(0) ∼= P1
z1
w1
w2
z2
w3
z3
Figure 1. Hirzebruch surface Σ2
Here, we review the Hirzebruch surface Σ2, which is obtained by gluing four copies of
C2 via the following identification:
Uj ∼= C
2 ∋ (zj , wj) (j = 0, 1, 2, 3)
z0 = x, w0 = y, z1 =
1
x
, w1 = −(xy + α2)x,
z2 = z0, w2 =
1
w0
, z3 = z1, w3 =
1
w1
.
(3)
We define a divisor D(0) on Σ2:
(4) D(0) = {(z2, w2) ∈ U2|w2 = 0} ∪ {(z3, w3) ∈ U3|w3 = 0} ∼= P
1.
The self-intersection number of D(0) is given by
(5) (D(0))2 = 2.
In the coordinate system (z1, w1) the right hand side of this system is polynomial with
respect to z1, w1. This compactification was found by Professor K. Okamoto (see [4]).
However, on the boundary divisor D(0) ∼= P1 this system has a pole in each coordinate
system (zi, wi) i = 2, 3, whose order is one. By calculating its accessible singular points
on D(0), we can obtain simple four singular points z2 = 0, 1, t,∞ (see Definition 2.1).
By resolving all singular points, we can construct the space of initial conditions of the
Painleve´ VI system (see [4]). This space parametrizes all meromorphic solutions including
holomorphic solutions.
Conversely, we can recover the Painleve´ VI system by all patching data of its space of
initial conditions. In this note, we decompose its patching data into the pair of accessible
singular point and local index (ni, 1), ni ∈ C around each singular point z2 = ci (ci ∈
{0, 1, t,∞}) in the Hirzebruch surface of degree two Σ2;
(6)

 z2 = 0 z2 = 1 z2 = t z2 =∞(n1 α4
0 1
) (
n2 α3
0 1
) (
n3 α0
0 1
) (
n4 α1
0 1
) ,
4 YUSUKE SASANO
where the eigenvalues ni satisfy the following relation:
(7)
1
n1
+
1
n2
+
1
n3
+
1
n4
= 2, (2n1n2n3n4 − n1n2n3 − n1n2n4 − n1n3n4 − n2n3n4 = 0).
This equation has symmetry of symmetric group of degree four.
The key method is Painleve´ α-method for each accessible singular point. For example,
let us consider the following differential system, which is equivalent to the Painleve´ VI
system (1) with (2);
d
dt
(
X
Y
)
=
1
t(t− 1)Y
{t
(
2 −α4
0 1
)(
X
Y
)
+
(
−2(t+ 1) α0 − 1 + α4 + t(α3 + α4)
0 −2(t+ 1)
)(
X2
XY
)
+
(
2 −(α0 + α3 + α4) + 1
0 3
)(
X3
X2Y
)
}+
(
0
−{(α0−1)(2X−1)+α3(2X−t)+α4(2X−t−1)}Y+α2(α1+α2)Y
2
t(t−1)
)
,
(8)
where (X, Y ) = (x, 1/y). This expansion is called Painleve´ expansion (see [14] P 322).
We see that (X, Y ) = (0, 0) is its accessible singular point. We remark that this system
has a 1-parameter family of formal power series:
X = −
α4
1− t0
T + hT 2 +O(T 3), Y = −
1
1− t0
T +O(T 2),(9)
where T := t− t0, h is its free parameter and the symbol O denotes Landau symbol. This
formal power series coincides with known formal meromorphic solution (see [17]; P 212);
x = −
α4
1− t0
T + hT 2 +O(T 3), y = −
1 − t0
T
[1 +O(T )], (X, Y ) = (x, 1/y).(10)
Now, let us make a change of variables X, Y, t with a samll parameter α:
(11) X = αZ, Y = αW, t = t0 + αT (t0 ∈ C− {0, 1}).
Then the system can also be written in the new variables Z,W, T . This new system tends
to the system as α→ 0
d
dT
(
Z
W
)
=
1
W
{(
2
t0−1
− α4
t0−1
0 1
t0−1
)(
Z
W
)}
.(12)
We see that (continued) ratio of eigenvalues for the above matrix is given by
2
t0−1
1
t0−1
= 2,
which coincides with resonance data of formal power series (9).
Fixing t = t0, this system is the system of the first order ordinary differential equation
with constant coefficient. Let us solve this system explicitly;
(13)
Z(T ) = C2{T +(t0−1)C1}
2+
α4(T + (t0 − 1)C1)
t0 − 1
, W (T ) =
T
t0 − 1
+C1 (C1, C2 ∈ C).
Thus, we can obtain single-valued solutions. For the Painleve´ property, this is the neces-
sary condition.
Painleve´ VI case
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Equation Painleve´ VI system (1) with canonical Hamiltonian (2)
Compactification Σ2: Hirzebruch surface of degree two
Accessible singular points (z2, w2) = (0, 0), (1, 0), (t, 0), (∞, 0)
Painleve´ scheme

 z2 = 0 z2 = 1 z2 = t z2 =∞(n1 α4
0 1
) (
n2 α3
0 1
) (
n3 α0
0 1
) (
n4 α1
0 1
)
Relation of eigenvalues ni
1
n1
+ 1
n2
+ 1
n3
+ 1
n4
= 2
Painleve´ VI case (n1, n2, n3, n4) = (2, 2, 2, 2)
(14)

δt(t− 1)
dx
dt
=n1n2n3x(x− 1)(t− x)y + {(2n1n2n3 − n1n2 − n1n3 − n2n3)α1 − n1n2n3α2}x
2
+ {−(2n1n2n3 − n1n2 − n1n3 − n2n3)α1 + n1n2n3α2 + n1n3α3(t− 1)
+ n2n3α4t}x− n2n3α4t,
δt(t− 1)
dy
dt
=[(n1n2 + n2n3 + n1n3)x
2 − {n1n2 + n2n3 + (n1 + n2)n3t}x+ n2n3t]y
2
+ [−{2(2n1n2n3 − n1n2 − n1n3 − n2n3)α1
+ (−2n1n2 − 2n1n3 − 2n2n3 + n1n2n3)α2}x
+ (−n1n2 − n1n3 − n2n3 + 2n1n2n3)α1
+ {(n1n2 − n1 − n2)n3t− n1n2 − n2n3}α2
− n1n3α3(t− 1)− n2n3α4t]y − α2[(−n1n2 − n1n3 − n2n3 + 2n1n2n3)α1
+ (−n1n2 − n1n3 − n2n3 + n1n2n3)α2].
Here, δ := n1n2α0 + (2n1n2n3 − n1n2 − n1n3 − n2n3)α1 − n1n2n3α2 + n1n3α3 + n2n3α4.
This system is invariant under the following transformations: with the notation (∗) =
(x, y, t;n1, n2, n3, n4;α0, α1, . . . , α4) (See Section 4),
s : (∗)→(x+
α2
y
, y, t;n1, n2, n3, n4;α0 + α2 − n3α2,
(−n1n2 − n1n3 − n2n3 + 2n1n2n3)α1 + (−n1n2 − n1n3 − n2n3 + n1n2n3)α2
−n1n2 − n1n3 − n2n3 + 2n1n2n3
,
− α2, α3 + α2 − n2α2, α4 + α2 − n1α2),
pi1 : (∗)→(1− x,−y, 1− t;n2, n1, n3, n4;α0, α1, α2, α4, α3),
pi2 : (∗)→
(
t− x
t− 1
,−(t− 1)y,
t
t− 1
;n3, n2, n1, n4;α4, α1, α2, α3, α0
)
,
pi3 : (∗)→(
1
x
,−(yx+ α2)x,
1
t
;n4, n2, n3, n1;α0,
α4n2n3n4
n1(2n1n2n3 − n1n2 − n1n3 − n2n3)
,
α2, α3,
α1(2n1n2n3 − n1n2 − n1n3 − n2n3)
n1n2n3
).
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2. Review of accessible singularity and local index
Let us review the notion of accessible singularity. Let B be a connected open domain
in C and pi :W −→ B a smooth proper holomorphic map. We assume that H ⊂ W is a
normal crossing divisor which is flat over B. Let us consider a rational vector field v˜ on
W satisfying the condition
v˜ ∈ H0(W,ΘW(− logH)(H)).
Fixing t0 ∈ B and P ∈ Wt0 , we can take a local coordinate system (x1, . . . , xn) of Wt0
centered at P such that Hsmooth can be defined by the local equation x1 = 0. Since
v˜ ∈ H0(W,ΘW(− logH)(H)), we can write down the vector field v˜ near P = (0, . . . , 0, t0)
as follows:
v˜ =
∂
∂t
+ g1
∂
∂x1
+
g2
x1
∂
∂x2
+ · · ·+
gn
x1
∂
∂xn
.
This vector field defines the following system of differential equations
(15)
dx1
dt
= g1(x1, . . . , xn, t),
dx2
dt
=
g2(x1, . . . , xn, t)
x1
, · · · ,
dxn
dt
=
gn(x1, . . . , xn, t)
x1
.
Here gi(x1, . . . , xn, t), i = 1, 2, . . . , n, are holomorphic functions defined near P .
Definition 2.1. With the above notation, assume that the rational vector field v˜ on
W satisfies the condition
(A) v˜ ∈ H0(W,ΘW(− logH)(H)).
We say that v˜ has an accessible singularity at P = (0, . . . , 0, t0) if
(16) x1 = 0 and gi(0, . . . , 0, t0) = 0 for every i, 2 ≤ i ≤ n.
If P ∈ Hsmooth is not an accessible singularity, all solutions of the ordinary differential
equation passing through P are vertical solutions, that is, the solutions are contained in
the fiber Wt0 over t = t0. If P ∈ Hsmooth is an accessible singularity, there may be a
solution of (15) which passes through P and goes into the interior W −H of W.
Here we review the notion of local index. Let v be an algebraic vector field with an
accessible singular point −→p = (0, . . . , 0) and (x1, . . . , xn) be a coordinate system in a
neighborhood centered at −→p . Assume that the system associated with v near −→p can be
written as
d
dt


x1
x2
...
xn−1
xn

 =
1
x1




a11 0 0 . . . 0
a21 a22 0 . . . 0
...
...
. . . 0 0
a(n−1)1 a(n−1)2 . . . a(n−1)(n−1) 0
an1 an2 . . . an(n−1) ann




x1
x2
...
xn−1
xn

+


x1h1(x1, . . . , xn, t)
h2(x1, . . . , xn, t)
...
hn−1(x1, . . . , xn, t)
hn(x1, . . . , xn, t)




,
(hi ∈ C(t)[x1, . . . , xn], aij ∈ C(t))
(17)
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where h1 is a polynomial which vanishes at
−→p and hi, i = 2, 3, . . . , n are polynomials of
order at least 2 in x1, x2, . . . , xn, We call ordered set of the eigenvalues (a11, a22, · · · , ann)
local index at −→p .
We are interested in the case with local index
(18)
(
1,
a22(t)
a11(t)
, . . . ,
ann(t)
a11(t)
)
∈ Zn.
If each component of
(
1, a22(t)
a11(t)
, . . . , ann(t)
a11(t)
)
has the same sign, we may resolve the acces-
sible singularity by blowing-up finitely many times. However, when different signs appear,
we may need to both blow up and blow down.(
a22(t)
a11(t)
, . . . , ann(t)
a11(t)
)
Resolution of accessible sing.
Positive sign Nn−1 Blowing-up
Different signs Zn−1 both Blow up and Blow down
The α-test,
(19) t = t0 + αT, xi = αXi, α→ 0,
yields the following reduced system:
d
dT


X1
X2
...
Xn−1
Xn

 =
1
X1


a11(t0) 0 0 . . . 0
a21(t0) a22(t0) 0 . . . 0
...
...
. . . 0 0
a(n−1)1(t0) a(n−1)2(t0) . . . a(n−1)(n−1)(t0) 0
an1(t0) an2(t0) . . . an(n−1)(t0) ann(t0)




X1
X2
...
Xn−1
Xn

 ,
(20)
where aij(t0) ∈ C. Fixing t = t0, this system is the system of the first order ordinary
differential equation with constant coefficient. Let us solve this system. At first, we solve
the first equation:
(21) X1(T ) = a11(t0)T + C1 (C1 ∈ C).
Substituting this into the second equation in (20), we can obtain the first order linear
ordinary differential equation:
(22)
dX2
dT
=
a22(t0)X2
a11(t0)T + C1
+ a21(t0).
In the case of a11(t0) 6= a22(t0) we can solve explicitly:
(23) X2(T ) = C2(a11(t0)T + C1)
a22(t0)
a11(t0) +
a21(t0)(a11(t0)T + C1)
a11(t0)− a22(t0)
(C2 ∈ C).
This solution is a single-valued solution if and only if
a22(t0)
a11(t0)
∈ Z.
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In the case of a11(t0) = a22(t0) we can solve explicitly;
(24) X2(T ) = C2(a11(t0)T +C1)+
a21(t0)(a11(t0)T + C1)Log(a11(t0)T + C1)
a11(t0)
(C2 ∈ C).
This solution is a single-valued solution if and only if
(25) a21(t0) = 0.
Of course, a22(t0)
a11(t0)
= 1 ∈ Z. In the same way, we can obtain the solutions for each variables
(X3, . . . , Xn).
The conditions
ajj (t)
a11(t)
∈ Z, (j = 2, 3, . . . , n) are necessary condition in order to have
the Painleve´ property.(
a22(t)
a11(t)
, . . . , ann(t)
a11(t)
)
Movable singularities
Painleve´ type Z Only pole
Other Non-Linear Equation Q,R and C Algebraic sing. or others
For example, we consider the Painleve´ VI equation. Let us calculate its accessible
singularities.
In the coordinate system (X, Y ) = (z2, w2) = (x.1/y) we can rewrite the system given
by
(26)

dX
dt
=
2X(X − 1)(X − t)
t(t− 1)Y
+
(1− α0 − α3 − α4)X
2 + (α0 + α4 − 1 + (α3 + α4)t)X − α4t
t(t− 1)
,
dY
dt
=
1
t− 1
+
(3X − 2(t + 1))X + α2(α1 + α2)Y
2
t(t− 1)
+
(α0 + α4 − 1 + (α3 + α4)t− 2(α0 + α3 + α4 − 1)X)Y
t(t− 1)
.
By a direct calculation, we can obtain some accessible singular points;
{(X, Y )|Y = 0, X(X − 1)(X − t) = 0} = {(X, Y ) = (0, 0), (1, 0), (t, 0)}.
Next, let us rewrite the system centered at each singular point X = 0, 1, t,∞.
1. By taking the coordinate system (X, Y ) = (z2, w2) centered at the point (z2, w2) =
(0, 0), the system is given by
d
dt
(
X
Y
)
=
1
t(t− 1)Y
{t
(
2 −α4
0 1
)(
X
Y
)
+
(
−2(t+ 1) α0 − 1 + α4 + t(α3 + α4)
0 −2(t+ 1)
)(
X2
XY
)
+
(
2 −(α0 + α3 + α4) + 1
0 3
)(
X3
X2Y
)
}+
(
0
−{(α0−1)(2X−1)+α3(2X−t)+α4(2X−t−1)}Y+α2(α1+α2)Y
2
t(t−1)
)
.
This expansion is called Painleve´ expansion.
Now, let us make a change of variables X, Y, t with a samll parameter α:
(27) X = αZ, Y = αW, t = t0 + αT (t0 ∈ C− {0, 1}).
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Then the system can also be written in the new variables Z,W, T . This new system tends
to the system as α→ 0
d
dT
(
Z
W
)
=
1
W
{(
2
t0−1
− α4
t0−1
0 1
t0−1
)(
Z
W
)}
.(28)
Fixing t = t0, this system is the system of the first order ordinary differential equation
with constant coefficient. Let us solve this system. At first, we solve the second equation:
(29) W (T ) =
T
t0 − 1
+ C1 (C1 ∈ C).
Substituting this into the first equation in (28), we can obtain the first order linear
ordinary differential equation:
(30)
dZ
dT
=
t0 − 1
T + C1(t0 − 1)
(
2
t0 − 1
Z −
α4
t0 − 1
(
T
t0 − 1
+ C1
))
.
We can solve explicitly:
(31) Z(T ) = C2{T + (t0 − 1)C1}
2 +
α4(T + (t0 − 1)C1)
t0 − 1
(C2 ∈ C).
Thus, we can obtain single-valued solutions. For the Painleve´ property, this is the neces-
sary condition.
In the same way, we can obtain the following:
2. By taking the coordinate system (X, Y ) = (z2−1, w2) centered at the point (z2, w2) =
(1, 0), the system is given by
d
dt
(
X
Y
)
=
1
Y
{(
−2
t
α3
t
0 −1
t
)(
X
Y
)
+ · · ·
}
.
3. By taking the coordinate system (X, Y ) = (z2−t, w2) centered at the point (z2, w2) =
(t, 0), the system is given by
d
dt
(
X
Y
)
=
1
Y
{(
2 −α0
0 1
)(
X
Y
)
+ · · ·
}
.
4. By taking the coordinate system (X, Y ) = (z3, w3) centered at the point (z3, w3) =
(0, 0), the system is given by
d
dt
(
X
Y
)
=
1
Y
{(
2
t(t−1)
− α1
t(t−1)
0 1
t(t−1)
)(
X
Y
)
+ · · ·
}
.
Thus, we have proved that the Painleve´ VI Hamiltonian system (1),(2) passes the Painleve´
α-test for all accessible singular points X = 0, 1, t,∞;
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
 X = 0 X = 1 X = t X =∞1
t−1
(
2 −α4
0 1
)
−1
t
(
2 −α3
0 1
) (
2 −α0
0 1
)
1
t(t−1)
(
2 −α1
0 1
) .
The pair of accessible singular points and matrix of linear approximation
around each point is called Painleve´ scheme (see [14] P323, cf. [1, 2]).
3. Recovery of the Painleve´ VI system
Let us consider the system of the first order ordinary differential equations of polynomial
type.
(32)


dx
dt
= f1(x, y),
dy
dt
= f2(x, y) (fi ∈ C(t)[x, y]).
We assume that associated vector field defined on C2 × B
v =
∂
∂t
+ f1(x, y)
∂
∂x
+ f2(x, y)
∂
∂y
belongs in
v ∈ H0(Σ2,ΘΣ2(− logH)(H)).
This condition is equivalent to the following:
(1) Holomorphy in the coordinate system (x1, y1) = (1/x,−(xy + α2)x),
(2) In the coordinate system (X, Y ) = (x, 1/y), the differential system (32) must be
taken of the form:
(33)


dX
dt
=
F1(X, Y )
Y
,
dY
dt
= F2(X, Y ) (Fi ∈ C(t)[X, Y ]).
Proposition 3.1. Under above assumptions 1 and 2, the system (32) is given by
(34)

dx
dt
= a1x
3y + a2x
2y + a5xy + a7y +
1
2
((3a1 + 2a3)α2 − a4)x
2 + ((a2 + a9)α2 − a6)x+ a8,
dy
dt
= a3x
2y2 + a9xy
2 + a10y
2 + a4xy + a6y +
1
2
((a1α2 + a4)α2 (ai ∈ C(t)).
Here, ai = ai(t), (i = 1, 2, . . . , 10) are undetermined coefficients.
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In the coordinate system (x1, y1) = (1/x,−(xy+α2)x), the system (34) can be rewritten
as follows:
(35)

dx1
dt
=a7x
4
1y1 + a5x
3
1y1 + a2x
2
1y1 + a1x1y1 + α2a7x
3
1 + (α2a5 − a8)x
2
1 + (a6 − α2a9)x1
−
1
2
α2(a1 + 2a3) +
a4
2
,
dy1
dt
=− 2a7x
3
1y
2
1 − (2a5 + a10)x
2
1y
2
1 − 3α2a7x
2
1y1 − (2a2 + a9)x1y
2
1 − (2a1 + a3)y
2
1
− {α2(3a5 + 2a10)− 2a8}x1y1 − α
2
2a7x1 − (α2a2 + a6)y1 − α2{α2(a5 + a10)− a8}.
Proof of Proposition 3.1.
(i) Degree of polynomials fi(x, y) with respect to y
If the system (32) belongs inH0(Σ2,ΘΣ2(− logH)(H)), in the coordinate system (X, Y ) =
(x, 1/y) this system must be taken of the form:
(36)


dX
dt
=
F1(X, Y )
Y
,
dY
dt
= F2(X, Y ) (Fi ∈ C(t)[X, Y ]).
By this condition, we see that the system (32) must be taken of the form:
(37)


dx
dt
= b1(x) + b2(x)y,
dy
dt
= b3(x) + b4(x)y + b5(x)y
2 (bi ∈ C(t)[x]).
Here, the degree of each bi with respect to x is given by
(38) deg(b1) = l, deg(b2) = m, deg(b3) = n, deg(b4) = p, deg(b5) = r,
where l, m, n, p, r ∈ N.
(ii) Holomorphy in the coordinate system (x1, y1) = (1/x,−(xy + α2)x)
In the coordinate system (x1, y1) = (1/x,−(xy+α2)x), the first equation of the system
(37) is given by
(39)
dx1
dt
= −x21
{
b1
(
1
x1
)
+ b2
(
1
x1
)
(−x21y1 − α2x1)
}
.
Since the right hand side of this system must be polynomial with respect to x1, we compare
two terms
(40)


b1
(
1
x1
)
=
b
(l)
1
xl1
+ · · · ,
−α2x1b2
(
1
x1
)
= −α2
b
(m)
2
xm−11
+ · · · .
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Since b
(l)
1 6= 0 and b
(m)
2 6= 0, we can obtain
(41) l = m− 1
Next, we compare the term involving y1:
(42) − x41b2
(
1
x1
)
y1 = −x
4
1
(
b
(m)
2
xm1
+
b
(m−1)
2
xm−11
+ · · ·
)
y1 (b
(j)
2 ∈ C(t)).
If this becomes polynomial with respect to x1, y1,
(43) m = 4
In the same way, we can obtain
(44) deg(b1) = 3, deg(b2) = 4, deg(b3) = 1, deg(b4) = 2, deg(b5) = 3.
Finally, by comparing undetermined coefficients, we can obtain the conclusion.
For the system (34), by giving the following Painleve´ scheme we can recover the Painleve´
VI system with the polynomial Hamiltonian HV I .
Theorem 3.2. For the system (34), we give the following Painleve´ scheme:
(45)

 X = 0 X = 1 X = t X =∞
f0
(
2 −α4
0 1
)
f1
(
2 −α3
0 1
)
f2
(
2 −α0
0 1
)
f3
(
2 −α1
0 1
) .
Here, X = 0, 1, t,∞ are accessible singular points, fi ∈ C(t) and αi are constant pa-
rameters. Then, this system coincides with the Painleve´ VI system with the polynomial
Hamiltonian HV I .
Proof of Theorem 3.2. At first, we can rewrite the system (34) in the coordinate
system (X, Y ) = (x, 1/y) centered at (X, Y ) = (0, 0)
(46)

dX
dt
=
a1X
3 + a2X
2 + a5X + a7
Y
+
1
2
{(3a1 + 2a3)α2 − a4}X
2 + {(a2 + a9)α2 − a6}X + a8,
dY
dt
= −a10 − a9X − a3X
2 − a4XY − a6Y −
1
2
(a1α2 + a4)α2Y
2 (ai ∈ C(t)).
By Definition 2.1, we can calculate the accessible singular points
(47) Y = 0, a1X
3 + a2X
2 + a5X + a7 = 0.
By the assumption, X = Y = 0 is a solution of the system (47). Thus, we obtain the
condition
a7 = 0.
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By the assumption, the matrix of linear approximation around X = 0 is given by
(48) f0
(
2 −α4
0 1
)
.
So, we obtain
a5 = −2a10, a8 = α4a10.
In the same way, we can obtain the conditions at each singular point X = 1, t,∞. Thus,
we have completed the proof of Theorem 3.2.
4. A generalization of the Painleve´ VI system
By generalizing the eigenvalues (2, 1) to (ni, 1) (i = 1, 2, 3, 4) in (45), we will construct
a generalization of the Painleve´ VI system.
Theorem 4.1. For the system (34), we give the following Painleve´ scheme:
(49)

 X = 0 X = 1 X = t X =∞
f0
(
n1 α4
0 1
)
f1
(
n2 α3
0 1
)
f2
(
n3 α0
0 1
)
f3
(
n4 α1
0 1
) .
Here, X = 0, 1, t,∞ are accessible singular points, fi ∈ C(t), ni ∈ C and αi are constant
parameters. Then, this system coincides with
(50)

δt(t− 1)
dx
dt
=n1n2n3x(x− 1)(t− x)y + {(2n1n2n3 − n1n2 − n1n3 − n2n3)α1 − n1n2n3α2}x
2
+ {−(2n1n2n3 − n1n2 − n1n3 − n2n3)α1 + n1n2n3α2 + n1n3α3(t− 1)
+ n2n3α4t}x− n2n3α4t,
δt(t− 1)
dy
dt
=[(n1n2 + n2n3 + n1n3)x
2 − {n1n2 + n2n3 + (n1 + n2)n3t}x+ n2n3t]y
2
+ [−{2(2n1n2n3 − n1n2 − n1n3 − n2n3)α1
+ (−2n1n2 − 2n1n3 − 2n2n3 + n1n2n3)α2}x
+ (−n1n2 − n1n3 − n2n3 + 2n1n2n3)α1
+ {(n1n2 − n1 − n2)n3t− n1n2 − n2n3}α2
− n1n3α3(t− 1)− n2n3α4t]y − α2[(−n1n2 − n1n3 − n2n3 + 2n1n2n3)α1
+ (−n1n2 − n1n3 − n2n3 + n1n2n3)α2].
Here, δ := n1n2α0 + (2n1n2n3 − n1n2 − n1n3 − n2n3)α1 − n1n2n3α2 + n1n3α3 + n2n3α4.
Proposition 4.2. By using the Painleve´ α-method, we see that the system (50) has
movable branch points.
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Proposition 4.3. The eigenvalues ni satisfy the following relation:
(51)
1
n1
+
1
n2
+
1
n3
+
1
n4
= 2.
Proof of Proposition 4.3 For the system (46), we put f := a1X
3+a2X
2+a5X+a7.
Since the cubic equation f = 0 has the solutions X = 0, 1, t, from the relation between
solution and coefficient we obtain
−
a2
a1
= 0 + 1 + t = t + 1,
a5
a1
= 0× 1 + 0× t+ 1× t = t.
We summarize that
a2 = −(t + 1)a1,
a5 = ta1.
The equation f is given by
f = a1(X
2 − (t + 1)X + t)X
= a1(X − 0)(X − 1)(X − t).
Thus, we can obtain
(52)

dX
dt
=
a1(X − 0)(X − 1)(X − t)
Y
+
1
2
{(3a1 + 2a3)α2 − a4}X
2 + {(a2 + a9)α2 − a6}X + a8,
dY
dt
= −a10 − a9X − a3X
2 − a4XY − a6Y −
1
2
(a1α2 + a4)α2Y
2 (ai ∈ C(t)).
Next, by giving the eigenvalues of the matrix of linear approximation around each point
X = 0, 1, t, we can obtain
ta1 = n1(−a10),(53)
(1− t)a1 = n2(−a10 − a9 − a3),(54)
t(t− 1)a1 = n3(−a10 − ta9 − t
2a3).(55)
From the first equation, we obtain a10 = −
t
n1
a1. Next, substituting this into the second
and the third equations, we obtain
(1− t)a1 = n2
(
t
n1
a1 − a9 − a3
)
,(56)
(t− 1)a1 = n3
(
1
n1
a1 − a9 − ta3
)
.(57)
By calculating n3 × (56)− n2 × (57), we obtain
(58) (n2 + n3)(1− t)a1 =
n2n3
n1
(t− 1)a1 − n2n3(1− t)a3.
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We summarize that
(59) (n1n2 + n1n3 + n2n3)a1 = −n1n2n3a3.
Solving on a3, we obtain
(60) a3 = −
n1n2 + n1n3 + n2n3
n1n2n3
a1.
Next, in the coordinate system (z3, w3) we see that X =∞ is a sigular point. By giving
the eigenvalues of the matrix of linear approximation around X =∞, we can obtain
(61) n4(2a1 + a3) = a1.
Substituting (60) into this equation, we can obtain the relation of the eigenvalues ni:
(62)
1
n1
+
1
n2
+
1
n3
+
1
n4
= 2.
We have completed the proof of Proposition 4.3.
The system (50) has the following birational symmetries.
Theorem 4.4. The system (50) is invariant under the following transformations: with
the notation (∗) = (x, y, t;n1, n2, n3, n4;α0, α1, . . . , α4),
s : (∗)→(x+
α2
y
, y, t;n1, n2, n3, n4;α0 + α2 − n3α2,
(−n1n2 − n1n3 − n2n3 + 2n1n2n3)α1 + (−n1n2 − n1n3 − n2n3 + n1n2n3)α2
−n1n2 − n1n3 − n2n3 + 2n1n2n3
,
− α2, α3 + α2 − n2α2, α4 + α2 − n1α2),
pi1 : (∗)→(1− x,−y, 1− t;n2, n1, n3, n4;α0, α1, α2, α4, α3),
pi2 : (∗)→
(
t− x
t− 1
,−(t− 1)y,
t
t− 1
;n3, n2, n1, n4;α4, α1, α2, α3, α0
)
,
pi3 : (∗)→(
1
x
,−(yx+ α2)x,
1
t
;n4, n2, n3, n1;α0,
α4n2n3n4
n1(2n1n2n3 − n1n2 − n1n3 − n2n3)
,
α2, α3,
α1(2n1n2n3 − n1n2 − n1n3 − n2n3)
n1n2n3
).
All transformations satisfy the relation: s2 = pij
2 = 1. The transformations pij change
the eigenvalues n1, n2, n3, n4 in addition to some parameter’s changes.
The transformation s is a generalization of the Euler transfomation of the Painleve´
VI system. The transformations pij correspond to the permutation of the singular points
0, 1, t,∞. The transformations on sign change of exponents can not be found.
We remark that all transformations coincide with the ones in the case of Painleve´ VI
system when n1 = n2 = n3 = n4 = 2.
For the system (50), we consider the following problem.
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Problem 4.5. When does the system (50) have the Painleve´ property?
In order to have no movable branch points, the eigenvalues ni must belong to Z (see
Section 2). At first, let us classify the natural number solutions for the equation (51).
Proposition 4.6. For the equation (51) the natural number solutions
{(n1, n2, n3, n4) ∈ N
4|1 ≤ n1 ≤ n2 ≤ n3 ≤ n4}
can be classified into four types:
(63) {(n1, n2, n3, n4) = (1, 2, 3, 6), (1, 2, 4, 4), (1, 3, 3, 3), (2, 2, 2, 2)}.
We remark that from the symmery of the equation (51), we can set
1 ≤ n1 ≤ n2 ≤ n3 ≤ n4.
The type of (n1, n2, n3, n4) = (2, 2, 2, 2) is the case of Painleve´ VI.
Proof of Proposition 4.6.
(i) The case of n1 ≥ 3
By assumption, we see that 1
ni
≤ 1
3
. Then, we see that
1
1
3
=
1
3
+
1
3
+
1
3
+
1
3
≥
4∑
i=1
1
ni
.
This contradicts the equation (51).
(ii) The case of n1 = 2
In this case, we consider
(64)
1
n2
+
1
n3
+
1
n4
=
3
2
.
(ii-1) The case of n2 = 2
In this case, we consider
1
n3
+
1
n4
= 1.
Since nj ≥ 2, we see that
1
nj
≤ 1
2
. Then, we obtain
n3 = n4 = 2.
Consequently, we can obtain (n1, n2, n3, n4) = (2, 2, 2, 2).
(ii-1) The case of n2 ≥ 3
Since nj ≥ 3, we see that
1
nj
≤ 1
3
. Then, we obtain
4∑
i=2
1
ni
≤ 1.
This contradicts the equation (64).
(iii) The case of n1 = 1
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In this case, we consider
(65)
1
n2
+
1
n3
+
1
n4
= 1.
(iii-1) The case of n2 = 1
In this case, we consider
1
n3
+
1
n4
= 0.
Since nj ≥ 1, this is contradiction.
(iii-2) The case of n2 = 2
In this case, we consider
(66)
1
n3
+
1
n4
=
1
2
.
Since n3 = 2, n4 ≥ 2. This is contradiction. So, n3 ≥ 3.
If n3 = 3, we obtain n4 = 6. Consequently, we can obtain (n1, n2, n3, n4) = (1, 2, 3, 6).
If n3 = 4, we obtain n4 = 4. Consequently, we can obtain (n1, n2, n3, n4) = (1, 2, 4, 4).
Now, if 5 ≤ n3 ≤ n4, then
1
nj
≤ 1
5
. We obtain
1
n3
+
1
n4
≤
2
5
<
1
2
.
This contradicts the equation (66).
(iii-3) The case of 3 ≤ n2 ≤ n3 ≤ n4
In this case, from 1
nj
≤ 1
3
, we obtain
1
n2
+
1
n3
+
1
n4
≤ 1.
From the equation (65), we obtain n2 = n3 = n4 = 3. Consequently, we can obtain
(n1, n2, n3, n4) = (1, 3, 3, 3).
If 4 ≤ n2 ≤ n3 ≤ n4, then we obtain
1
n2
+
1
n3
+
1
n4
≤
3
4
.
This contradicts the equation (65). Thus, we have completed the proof of Proposition
4.6.
Proposition 4.7. For the equation (51) the integer solutions
(n1, n2, n3, n4) ∈ Z
4
can be classified into the following canonical five types:
(67)
{(n1, n2, n3, n4) = (1, 2, 3, 6), (1, 2, 4, 4), (1, 3, 3, 3), (2, 2, 2, 2), (n1,−n1, 1, 1) (n1 ∈ N)}.
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Painleve´ classification Eq.(67)
ki = 1−
1
ni
ni
Type I:
(
m+1
m
, m−1
m
)
(−m,m, 1, 1)
Type III:
(
1
2
, 1
2
, 1
2
, 1
2
)
(2, 2, 2, 2)
Type IV:
(
2
3
, 2
3
, 2
3
)
(1, 3, 3, 3)
Type V:
(
3
4
, 3
4
, 1
2
)
(1, 4, 4, 2)
Type VI:
(
5
6
, 2
3
, 1
2
)
(1, 6, 3, 2)
In the Painleve´ classification, Type II is omitted because it may be regarded as a degen-
erate case of Type III (see [14] P 323). Here, we review the Painleve´ exponent k (see [14]
P 322);
d
dz
(
W
P
)
=
(
P
kP 2
W
)
=
1
W
(
1 0
0 k
)(
WP
P 2
)
.
If k 6= 1, W (z) = (Az +B)
1
1−k (A,B ∈ C). In the case of k = 1, W (z) = eAz+B.
Setting 1
1−k
= n (n ∈ Z), we see the following relation:
Painleve´ exponent local index
k = 1− 1
n
n
We remark that n ∈ Z for necessary condition of Painleve´ property. We also note that in
[14] Page 322 1
1+k
= n (k = 1 + 1
n
) were given.
Let us consider the case (n1, n2, n3, n4) = (n1,−n1, 1, 1), n1 ∈ N. In this case, by α-
method, in order to have no movable branch points at X = t and X = ∞, we must put
α0 = α1 = 0 (see relation (25)) and obtain
(68)

 X = 0 X = 1 X = t X =∞
f0
(
n1 α4
0 1
)
f1
(
−n1 α3
0 1
)
f2
(
1 0
0 1
)
f3
(
1 0
0 1
) .
The differential system is given by
(69)

δt(t− 1)
dx
dt
=n1x(x− 1)(x− t)y + n1α1x
2 + {α3(t− 1)− α4t− n1α2}x+ α4t,
δt(t− 1)
dy
dt
=− {n1x
2 − (n1 + 1)x+ t}y
2 + {−n1α2x+ (n1(1− t) + 1)α2 − α3(t− 1) + α4t}y,
where δ := n1α2 + α3 − α4.
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Elimination of y from this system gives the second-order ordinary differential equation
for the variable x; namely,
(70)

d2x
dt2
=
{
n1 + 1
n1(x− 1)
+
n1 − 1
n1x
}(
dx
dt
)2
+
dx
dt
n1t(t− 1)(x− t)(x− 1)x(n1α2 + α3 − α4)
×
[n1(2n1t+ 1− n1)(t− x)(x− 1)xα2 + (t− x)x{(3t− 2)n1x+ 2t(1− n1) + n1 − 2}α3
− (t− x)(x− 1){(3t− 1)n1x+ (2− n1)t}α4]
+
1
n1(t− 1)2t2(t− x)(x− 1)x(n1α2 + α3 − α4)2
×
[(t− 1)(t− x)x2{n1t(x− 1)− 1 + t}α
2
3 − t(t− 1)(t− x)(x− 1)x(2n1x+ 2− n1)α3α4
+ t(t− x)(x− 1)2{n1(t− 1)x+ t}α
2
4
+ α2{n1(t− 1)(n1t + 1)(t− x)(x− 1)x
2α3 − n1t(n1(t− 1) + 1)(t− x)(x− 1)
2xα4}].
Next, we can solve the system (69) explicitly. At first, setting
(71)


x1 =(x− t)y,
y1 =
1
y
,
we can rewrite the system (69):
(72)

δt(t− 1)
dx1
dt
=x1(x1 + α2),
δt(t− 1)
dy1
dt
=n1x1(x1 + α2)y
2
1 + {(2n1t− 1− n1)x1 + (2n1α2 + α3 − α4)t− (n1 + 1)α2 − α3}y1
+ n1t(t− 1),
where δ := n1α2 + α3 − α4.
This system is a Riccati extension of the Riccati equation in the variable x1.
5. The case of Painleve´ V system
In this section, we give the Painleve´ scheme of the Painleve´ V system. In this case, the
accessible singular point X = Y = 0 has multiplicity of order 2. By making two times
blowing-ups, this accessible singular point transformes into simple singular point. For this
simple point, we give a matrix of linear approximation around this point. In Proposition
5.2, we will show that the condition of the double point X = 0 (2) is equivalent to
the pair of a simple accessible singular point and a matrix of degenerate type as linear
approximation around this point.
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Blow up
Blow up
X = Y = 0:double point
X1 = Y1 = 0:simple point
X3 = 0, Y3 = −t:simple point
H ∼= P1
Figure 2. Resolution of multiplicity of order 2
Theorem 5.1. For the system (34), we give the following Painleve´ scheme:
(73)


X = 0 (2) X = 1 X =∞︷ ︸︸ ︷(
X ′
Y ′
)
=
(
0
−t
)
, f0
(
1 0
2α3 n3
)
f1
(
n1 α0
0 1
)
f2
(
n2 α1
0 1
)

 .
Here, X = 0, 1,∞ are accessible singular points, fi ∈ C(t), ni ∈ C, t ∈ C − {0} and αi
are constant parameters. The symbol X = 0 (2) means that the point X = Y = 0 has
multiplicity of order 2, and (X ′, Y ′) = (x, x2y). Then, this system coincides with
(74)

δ
dx
dt
=2n1n2x
3y − 2n1n2x
2y − 2n1(α1 − n2α2)x
2 + {2n2α0 + 2n1α1 − 2n1n2α2 + (n1 + n2)t}x
− (n1 + n2)t,
δ
dy
dt
=− 2n1(2n2 − 1)x
2y2 + 2(2n1n2 − n1 − n2)xy
2 + 2n1{2α1 − (3n2 − 2)α2}xy
− {2n2α0 + 2n1α1 − 2(2n1n2 − n1 − n2)α2 + (n1 + n2)t}y + 2n1α2(α1 + α2 − n2α2),
where δ := t{2n2α0 + 2n1α1 − 2(n1 + n2)α2 + 2(2n1n2 − n1 − n2)α3 − (n1 − n2)t}.
This system can be considered as a generalization of the Painleve´ V system. The case
of (n1, n2, n3) = (2, 2, 2) is equivalent to the Painleve´ V system.
Proof of Theorem 5.1. We only consider the case of multiplicity of order 2. At
first, we can rewrite the system (34) in the coordinate system (X, Y ) = (x, 1/y) centered
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at (X, Y ) = (0, 0)
(75)

dX
dt
=
a1X
3 + a2X
2 + a5X + a7
Y
+
1
2
{(3a1 + 2a3)α2 − a4}X
2 + {(a2 + a9)α2 − a6}X + a8,
dY
dt
= −a10 − a9X − a3X
2 − a4XY − a6Y −
1
2
(a1α2 + a4)α2Y
2 (ai ∈ C(t)).
By Definition 2.1, we can calculate the accessible singular points
(76) Y = 0, a1X
3 + a2X
2 + a5X + a7 = 0.
By the assumption, X = Y = 0 is a solution of the system (47). Thus, we obtain the
condition
a7 = 0.
Moreover, since this singular point has multiplicity of order 2, we need the condition
a5 = 0.
This condition is necessary condition for multiplicity of order 2.
Next, let us resolve the multiplicity of this point by making two times blowing-ups.
Step 1. We blow up at the point X = Y = 0:
(77) X1 = X, Y1 =
Y
X
.
Since X1 = Y1 = 0 must be a singular point, we need the condition
a10 = 0.
We summarize that the singular point X = Y = 0 has multiplicity of order 2 if and only
if
(78) a5 = a7 = a10 = 0.
Step 2. We blow up at the point X1 = Y1 = 0
(79) X2 = X1, Y2 =
Y1
X1
.
Here, in order to take a suitable coordinate system we make a change of variables:
(80) X3 = X2, Y3 =
1
Y2
.
We see that the patching data between (X3, Y3) and (x, y) is given by (X3, Y3) = (x, x
2y).
In the coordinate system (X3, Y3) we rewrite the system (34):
(81)

dX3
dt
=a8 +
1
2
{(3a1 + 2a3)α2 − a4}X
2
3 + a1X3Y3 + {(a2 + a9)α2 − a6}X3 + a2Y3,
dY3
dt
=
2a8Y3
X3
+
(2a2 + a9)Y
2
3
X3
+
1
2
α2(α2a1 + a4)X
2
3 + (2a1 + a3)Y
2
3 + α2(3a1 + 2a3)X3Y3
+ {2α2(a2 + a9)− a6}Y3.
22 YUSUKE SASANO
By the assumption, (X3, Y3) = (0,−t) is a simple singular point. So, we obtain the
condition
a8 =
1
2
t(2a2 + a9).
Finally, by the assumption, the matrix of linear approximation around (X3, Y3) = (0,−t)
is given by
(82) f0
(
1 0
2α3 n3
)
.
So, we obtain
a2 = −
1
4
(n3 + 2)a9, a1 = −
2 + 2t2a3 + t{2a6 + (n3 − 2)α2a9 − 2α3a9}
4t2
.
For the remaining singular points X = 1 and X = ∞, we can obtain the conditions in
the same way of Painleve´ VI case. Thus, we have completed the proof of Theorem 5.1.
By using the conditions (78) in the proof of Theorem 5.1, we easily see the following
Proposition 5.2. The condition X = 0 (2) is equivalent to the following:
(83)

 X = 0
f
(
0 ∗
0 0
) ,
where f, ∗ ∈ C(t).
Remark 5.3. The condition (83) means that X = 0 is a singular point, and the matrix
of linear approximation around this point is given by
(84) f
(
0 ∗
0 0
)
.
Proposition 5.4. The eigenvalues ni satisfy the following relation:
(85) 2n1n2n3 − (n1 + n2)n3 − 2(n1 + n2) = 0.
We see that the case of (n1, n2, n3) = (2, 2, 2) is equivalent to the Painleve´ V system.
Proposition 5.5. For the equation (85) the natural number solutions
{(n1, n2, n3) ∈ N
3|n1 ≥ n2}
can be classified into six types:
(86) {(n1, n2, n3) = (2, 1, 6), (2, 2, 2), (3, 1, 4), (3, 3, 1), (5, 1, 3), (6, 2, 1)}.
We remark that from the symmery of the equation (85), we can set
n1 ≥ n2.
The type of (n1, n2, n3) = (2, 2, 2) is the case of Painleve´ V.
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It is still an open question whether we classify all integer solutions for the equation
(85).
Finally, we show that the system (74) has the following birational symmetries.
Theorem 5.6. The system (74) is invariant under the following transformations: with
the notation (∗) = (x, y, t;n1, n2, n3;α0, α1, α2, α3),
s : (∗)→(x+
α2
y
, y, t;n1, n2, n3;α0 + α2 − n1α2, α1 + α2 − n2α2,−α2,
2(α2 + α3)n1n2 − (3α2 + α3)n1 − (3α2 + α3)n2
2n1n2 − n1 − n2
),
pi : (∗)→
(
x
x− 1
,−(x− 1)((x− 1)y + α2),−t;n2, n1, n3;α1, α0, α2, α3
)
.
All transformations satisfy the relation: s2 = pi2 = 1. The transformation pi changes
the eigenvalues n1, n2, n3 in addition to some parameter’s changes.
The transformation pi corresponds to the permutation of the singular points 1 and ∞.
The transformations on sign change of exponents can not be found.
We remark that all transformations coincide with the ones in the case of Painleve´ V
system when n1 = n2 = n3 = 2.
6. The case of Painleve´ IV system
In this section, we give the Painleve´ scheme of the Painleve´ IV system. In this case,
the accessible singular point X = Y = 0 has multiplicity of order 3. By making three
times blowing-ups, this accessible singular point transformes into a simple singular point.
For this simple point, we give a matrix of linear approximation around this point. In
Proposition 6.2, we will show that the condition of the triple point X = 0 (3) is equivalent
to the pair of a simple accessible singular point and the eigenvalues of two matrices for
the expansion (see Proposition 6.2) around this point.
Theorem 6.1. For the system (34), we give the following Painleve´ scheme:
(87)


X = 0 (3) X =∞︷ ︸︸ ︷(
X ′
Y ′
)
=
(
0
−1
2
)
, f0
(
1 0
2t n2
)
f1
(
n1 α1
0 1
)

 .
Here, X = 0,∞ are accessible singular points, fi ∈ C(t), ni ∈ C, t ∈ C and αi are
constant parameters. The symbol X = 0 (3) means that the point X = Y = 0 has
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Blow up
X = Y = 0:triple point X1 = Y1 = 0:double point
X2 = Y2 = 0:simple point
H ∼= P1
X4 = 0, Y4 = −
1
2
:simple point
Blow upBlow up
Figure 3. Resolution of multiplicity of order 3
multiplicity of order 3, and (X ′, Y ′) = (x, x3y). Then, this system coincides with
(88)

dx
dt
=a(t)
(
x3y +
(n1α2 − α1)x
2
n1
+
(2n1 − 1)tx
3n1
+
n1 + 1
6n1
)
,
dy
dt
=a(t)
(
−
(2n1 − 1)x
2y2
n1
+
(2α1 − (3n1 − 2)α2)
n1
xy −
(2n1 − 1)ty
3n1
+
α2(α1 − (n1 − 1)α2)
n1
)
,
where a(t) ∈ C(t).
This system can be considered as a generalization of the Painleve´ IV system. The case
of (n1, n2) = (2, 3) and a(t) = 4 is equivalent to the Painleve´ IV system.
Proof of Theorem 6.1. We only consider the case of multiplicity of order 3. At
first, we can rewrite the system (34) in the coordinate system (X, Y ) = (x, 1/y) centered
at (X, Y ) = (0, 0)
(89)

dX
dt
=
a1X
3 + a2X
2 + a5X + a7
Y
+
1
2
{(3a1 + 2a3)α2 − a4}X
2 + {(a2 + a9)α2 − a6}X + a8,
dY
dt
= −a10 − a9X − a3X
2 − a4XY − a6Y −
1
2
(a1α2 + a4)α2Y
2 (ai ∈ C(t)).
By Definition 2.1, we can calculate the accessible singular points
(90) Y = 0, a1X
3 + a2X
2 + a5X + a7 = 0.
By the assumption, X = Y = 0 is a solution of the system (47). Thus, we obtain the
condition
a7 = 0.
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Moreover, since this singular point has multiplicity of order 3, we need the conditions
a2 = a5 = 0.
This condition is necessary condition for multiplicity of order 3.
Next, let us resolve the multiplicity of this point by making three times blowing-ups.
Step 1. We blow up at the point X = Y = 0:
(91) X1 = X, Y1 =
Y
X
.
Since X1 = Y1 = 0 must be a double singular point, we need the condition
a10 = 0.
Step 2. We blow up at the point X1 = Y1 = 0
(92) X2 = X1, Y2 =
Y1
X1
.
Since X2 = Y2 = 0 must be a singular point, we need the condition
a9 = 0.
We summarize that the singular point X = Y = 0 has multiplicity of order 3 if and only
if
(93) a2 = a5 = a7 = a9 = a10 = 0.
Step 3. We blow up at the point X2 = Y2 = 0
(94) X3 = X2, Y3 =
Y2
X2
.
Here, in order to take a suitable coordinate system we make a change of variables:
(95) X4 = X3, Y4 =
1
Y3
.
We see that the patching data between (X4, Y4) and (x, y) is given by (X4, Y4) = (x, x
3y).
By doing the same argument in the proof of Theorem 5.1, we can obtain some condi-
tions.
For the remaining singular point X = ∞, we can obtain the conditions in the same
way of Painleve´ VI case. Thus, we have completed the proof of Theorem 6.1. 
By using the conditions (93) in the proof of Theorem 6.1, we easily see the following
Proposition 6.2. The condition X = 0 (3) is equivalent to the following conditions:
X = 0 is a singular point, and the eigenvalues a2, a5, a9, a10 for the following expansion
of the system (89) are given by
a2 = a5 = a9 = a10 = 0,
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where
d
dt
(
X
Y
)
=
1
Y
{(
a5 ∗
0 −a10
)(
X
Y
)
+
(
a2 ∗
0 −a9
)(
X2
XY
)
+
(
a1 ∗
0 −a3
)(
X3
X2Y
)
+ · · ·
}
,
(96)
where ∗ ∈ C(t).
Proposition 6.3. The eigenvalues ni satisfy the following relation:
(97) 2n1n2 − 3n1 − n2 − 3 = 0.
We see that the case of (n1, n2) = (2, 3) is equivalent to the Painleve´ IV system.
Proposition 6.4. For the equation (97) the natural number solutions can be classified
into three types:
(98) {(n1, n2) = (1, 6), (2, 3), (5, 2)}.
The type of (n1, n2) = (2, 3) is the case of Painleve´ IV.
Proof of Proposition 6.4. At first, we rewrite the equation (97) as follows:
n1 =
n2 + 3
2n2 − 3
.
(i) The case of n1 ≥ 6
By assumption, we see that 6 ≤ n2+3
2n2−3
. Then, we see that
n2 ≤
21
11
< 1.
This contradicts the condition n2 ≥ 1. Thus, we see that n1 ≤ 5.
The remaining cases can be solved by the same argument in the proof of Proposition
4.6. 
It is still an open question whether we classify all integer solutions for the equation
(97).
Finally, we show that the system (88) has the following birational symmetry.
Theorem 6.5. The system (88) is invariant under the following transformation: with
the notation (∗) = (x, y, t;n1, n2;α0, α1, α2),
s : (∗)→
(
x+
α2
y
, y, t;n1, n2;α1 + α2 − n1α2,−α2
)
.
The transformation satisfies the relation: s2 = 1. The transformations on sign change
of exponents can not be found.
We remark that the transformation s coincides with the one in the case of Painleve´ IV
system when (n1, n2) = (2, 3).
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7. The case of Painleve´ III system
In this section, we give the Painleve´ scheme of the Painleve´ III system. In this case,
two accessible singular points have multiplicity of order 2.
Theorem 7.1. For the system (34), we give the following Painleve´ scheme:
(99)


X = 0 (2) X =∞ (2)︷ ︸︸ ︷(
X ′
Y ′
)
=
(
0
−t
)
, f0
(
1 0
2α0 n1
) ︷ ︸︸ ︷(
X ′′
Y ′′
)
=
(
0
−1
)
, f1
(
1 0
2α1 n2
)

 .
Here, X = 0,∞ are accessible singular points, fi ∈ C(t), ni ∈ C, t ∈ C− {0} and αi are
constant parameters, and (X ′, Y ′) = (x, x2y) and (X ′′, Y ′′) =
(
1
x
,− (xy+α2)
x
)
. Then, this
system coincides with
(100)


δt
dx
dt
=− (n1 + 2)x
2y + 2x2 + 2(n1α1 − 2α2)x− n1t,
δt
dy
dt
=4xy2 − 4xy − (2n1α1 + (n1 − 6)α2)y − 2α2,
where δ := 4α0 + 2n1α1 − (n1 + 2)α2.
This system can be considered as a generalization of the Painleve´ III system. The case
of (n1, n2) = (2, 2) is equivalent to the Painleve´ III system.
By the same way of Painleve´ V case, we can prove Theorem 7.1. 
Proposition 7.2. The eigenvalues ni satisfy the following relation:
(101) n1n2 = 4.
We see that the case of (n1, n2) = (2, 2) is equivalent to the Painleve´ III system.
Proposition 7.3. For the equation (101) the natural number solutions can be classified
into two types:
(102) {(n1, n2) = (2, 2), (4, 1)}.
The type of (n1, n2) = (2, 2) is the case of Painleve´ III.
It is still an open question whether we classify all integer solutions for the equation
(101).
Finally, we show that the system (100) has the following birational symmetries.
Theorem 7.4. The system (100) is invariant under the following transformations: with
the notation (∗) = (x, y, t;n1, n2;α0, α1, α2),
s : (∗)→
(
x+
α2
y
, y, t;n1, n2;α0 + α2 − n1α2, α1 + α2 − n2α2,−α2
)
,
pi : (∗)→
(
t
x
,−
x(xy + α2)
t
, t;n2, n1;α1, α0, α2
)
.
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All transformations satisfy the relation: s2 = pi2 = 1. The transformation pi changes
the eigenvalues n1, n2 in addition to some parameter’s changes.
The transformation pi corresponds to the permutation of the singular points 0 and ∞.
The transformations on sign change of exponents can not be found.
We remark that all transformations coincide with the ones in the case of Painleve´ III
system when n1 = n2 = 2.
8. Existence theorem of non-linear ordinary differential systems in
dimension two with only simple accessible singular points
For a linear differential equation of Fuchs type, it is well-known that
Theorem 8.1. Let us consider the n-th order linear ordinary differential equations:
dnx
dtn
+ a1(t)
dn−1x
dtn−1
+ · · ·+ an−1(t)
dx
dt
+ an(t)x = 0,(103)
where ai(t) are meromorphic functions defined in a domain in the Riemann sphere P
1.
There exists an ordinary differential equation with n-th order satisfying the assumptions
(F1), (F2) and (F3).
(F1) This equation has only (m + 1) points x = cj on the Riemann sphere P
1 as its
regular singular points.
(F2) Its local exponent at each singular point cj coincides with ρjl ∈ C (j = 1, 2, . . . , m+
1, l = 1, 2, . . . , n).
(F3) ρjl (j = 1, 2, . . . , m+ 1, l = 1, 2, . . . , n) given in (F2) satisfies the Fuchs’ relation:
(104) Σm+1j=1 Σ
n
l=1ρjl =
(m− 1)n(n− 1)
2
.
Let us consider the following problem.
Problem 8.2. Can we construct a non-linear ordinary differential system in dimension
two satisfying similar conditions of (F1), (F2) and (F3) from the viewpoint of geometrical
property?
In this section, let us consider a system of the first-order ordinary differential equations
in dimension two:
(105)


dx
dt
= f1(x, y),
dy
dt
= f2(x, y) (fi ∈ C(t)[x, y]).
We assume that the regular vector field associated with the system (105) defined on C2×B
(106) v =
∂
∂t
+
dx
dt
∂
∂x
+
dy
dt
∂
∂y
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is extended to to a rational vector field v˜ on Σn ×B
(107) v˜ ∈ H0(Σn × B,ΘΣn×B(− logD
(0))(D(0))),
where B is a domain in C.
Here, we review the algebraic surface Σn, which is obtained by gluing four copies of C
2
via the following identification.
Uj ∼= C
2 ∋ (zj , wj) (j = 0, 1, 2, 3)
z0 = x, w0 = y, z1 =
1
x
, w1 = −x
ny − αx,
z2 = z0, w2 =
1
w0
, z3 = z1, w3 =
1
w1
,
(108)
where α is a complex constant parameter.
We define a divisor D(0) on Σn:
(109) D(0) = {(z2, w2) ∈ U2|w2 = 0} ∪ {(z3, w3) ∈ U3|w3 = 0} ∼= P
1.
The self-intersection number of D(0) is given by
(110) (D(0))2 = n.
The condition (107) is equivalent to the following:
(1) Holomorphy in the coordinate system (z1, w1) = (1/x,−x
ny − αx),
(2) In the coordinate system (X, Y ) = (x, 1/y), the differential system (105) must be
taken of the form:
(111)


dX
dt
=
F1(X, Y )
Y
,
dY
dt
= F2(X, Y ) (Fi ∈ C(t)[X, Y ]).
In the coordinate system (z1, w1) the right hand side of this system is polynomial with
respect to z1, w1. However, on the boundary divisor D
(0) ∼= P1 this system has a pole in
each coordinate system (zi, wi) i = 2, 3. By rewriting the system at each singular point,
this rational vector field has a pole along the divisor D(0), whose order is one.
In this section, we consider the case of simple accessible singular points.
The following theorem can be considered as a non-linear version of Theorem 8.1 from
the viewpoint of geometrical property.
Linear Non-linear
Category Equation (103) H0(Σn ×B,ΘΣn×B(− logD
(0))(D(0)))
Condition 1 regular type simple accessible type (see Section 2)
Condition 2 local exponent local index (see Section 2)
Condition 3 Fuchs’ relation relation (112)
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Theorem 8.3. Let us consider an ordinary differential system in dimension two satisfy-
ing the condition (107). There exists an ordinary differential system of this type satisfying
the assumptions (A1), (A2) and (A3).
(A1) This system has only (n + 2) points c1, c2, . . . , cn, t,∞ on the boundary divisor
D(0) × B as its simple accessible singular points, where ci ∈ C and t ∈ B.
(A2) The ratio of its local index at each accessible singular point ci coincides with
mi ∈ C− {0}.
(A3) mi (i = 1, 2, . . . , n+ 2) given in (A2) satisfies the relation:
(112) Σn+2i=1
1
mi
= n.
We note that the simple accessible singular point P means that P is an accessible
singular point and has its multiplicity of order 1.
In this paper, we find
(113)


dx
dt
=a1(t)(x− c1)(x− c2) . . . (x− cn)(x− t)y + b1[x],
dy
dt
=−
a1(t)
m1m2 . . . mn+1
y2{m2m3 . . . mn+1(x− c2)(x− c3) . . . (x− cn)(x− t)
+m1m3 . . .mn+1(x− c1)(x− c3) . . . (x− cn)(x− t)
+ . . .
+m1m2 . . .mn(x− c1)(x− c2) . . . (x− cn−1)(x− cn)}+ b2[x]y + b3[x],
where a1(t) ∈ C(t) and bi[x] ∈ C(t)[x] satisfy certain conditions in order to become a
polynomial class in the coordinate system (z1, w1).
Equation System (113)
Compactification Σn: Hirzebruch surface of degree n
Accessible singular points (z2, w2) = (ci, 0) (i = 1, 2, . . . , n), (t, 0), (∞, 0)
Painleve´ scheme

Pi : z2 = ci, Pn+1 : z2 = t, Pn+2 : z2 =∞(mi ∗
0 1
) (
mn+1 ∗
0 1
) (
mn+2 ∗
0 1
) 
Relation of eigenvalues mi Σ
n+2
i=1
1
mi
= n
Before we will show that this system satisfies the assumptions (A1), (A2) and (A3), we
can check the conditions of vector field.
(i) Degree of polynomials fi(x, y) with respect to y
If the system (105) belongs in H0(Σn × B,ΘΣn×B(− logD
(0))(D(0))), in the coordinate
system (X, Y ) = (x, 1/y) this system must be taken of the form:
(114)


dX
dt
=
F1(X, Y )
Y
,
dY
dt
= F2(X, Y ) (Fi ∈ C(t)[X, Y ]).
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By this condition, we see that the system (105) must be taken of the form:
(115)


dx
dt
= b1(x) + b2(x)y,
dy
dt
= b3(x) + b4(x)y + b5(x)y
2 (bi ∈ C(t)[x]).
Here, the degree of each bi with respect to x is given by
(116) deg(b1) = l, deg(b2) = m, deg(b3) = p, deg(b4) = q, deg(b5) = r,
where l, m, n, p, r ∈ N.
(ii) Holomorphy in the coordinate system
In the coordinate system:
(117) (x1, y1) = (1/x,−yx
n − gn−1x
n−1 − · · · − g1x),
the first equation of the system (115) is given by
(118)
dx1
dt
= −x21
{
b1
(
1
x1
)
+ b2
(
1
x1
)
(−y1x
n
1 − g1x
n−1
1 − · · · − gn−1x1)
}
.
Since the right hand side of this system must be polynomial with respect to x1, we compare
two terms
(119)


b1
(
1
x1
)
=
b
(l)
1
xl1
+ · · · ,
b2
(
1
x1
)
= −gn−1
b
(m)
2
xm−11
+ · · · .
Since b
(l)
1 6= 0 and b
(m)
2 6= 0, we can obtain
(120) l = m− 1
Next, we compare the term involving y1:
(121) xn+21 b2
(
1
x1
)
y1 = x
n+2
1
(
b
(m)
2
xm1
+
b
(m−1)
2
xm−11
+ · · ·
)
y1 (b
(j)
2 ∈ C(t)).
If this becomes polynomial with respect to x1, y1,
(122) m = n+ 2.
In the same way, we can obtain
(123) deg(b1) = n+ 1, deg(b2) = n+ 2, deg(b3) = n− 1, deg(b4) = n, deg(b5) = n+ 1.
At first, we remark that
Proposition 8.4. These systems (50) and (1) satisfy the assumptions (A1), (A2) and
(A3).
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Next, in general case we consider
(124)


dx
dt
=a1(t)(x− c1)(x− c2) . . . (x− cn)(x− t)y + b1[x],
dy
dt
=−
a1(t)
m1m2 . . . mn+1
y2{m2m3 . . . mn+1(x− c2)(x− c3) . . . (x− cn)(x− t)
+m1m3 . . .mn+1(x− c1)(x− c3) . . . (x− cn)(x− t)
+ . . .
+m1m2 . . .mn(x− c1)(x− c2) . . . (x− cn−1)(x− cn)}+ b2[x]y + b3[x],
where a1(t) ∈ C(t) and bi[x] ∈ C(t)[x] satisfy certain conditions in order to become a
polynomial class in the coordinate system (z1, w1).
In the coordinate system (z1, w1), the system (124) can be rewritten as follows:
(125)

dz1
dt
=− a1(t)z1(1− c1z1)(1− c2z1) . . . (1− cnz1)(1− tz1)w1 + c1[z1],
dw1
dt
=na1(t)(1− c1z1)(1− c2z1) . . . (1− cnz1)(1− tz1)w
2
1
−
a1(t)
m1m2 . . .mn+1
w1
2{m2m3 . . .mn+1(1− c2z1)(1− c3z1) . . . (1− cnz1)(1− tz1)
+m1m3 . . .mn+1(1− c1z1)(1− c3z1) . . . (1− cnz1)(1− tz1)
+ . . .
+m1m2 . . .mn(1− c1z1)(1− c2z1) . . . (1− cn−1z1)(1− cnz1)}+ c2[z1]w1 + c3[z1],
where ci[z1] ∈ C(t)[z1] satisfy certain conditions in order to become a polynomial class in
the coordinate system (x, y) = (1/z1,−z
n
1w1 − αz
n−1
1 ).
Proposition 8.5. The system (124) satisfies the assumptions (A1), (A2) and (A3).
Proof. In the coordinate system (X, Y ) = (x, 1/y) the system (124) can be rewritten
as follows:
(126)

dX
dt
=
a1(t)(X − c1)(X − c2) . . . (X − cn)(X − t)
Y
+ b1[X ],
dY
dt
=
a1(t)
m1m2 . . .mn+1
{m2m3 . . .mn+1(X − c2)(X − c3) . . . (X − cn)(X − t)
+m1m3 . . .mn+1(X − c1)(X − c3) . . . (X − cn)(X − t)
+ . . .
+m1m2 . . .mn(X − c1)(X − c2) . . . (X − cn−1)(X − cn)} − b2[X ]Y − b3[X ]Y
2.
By Definition 2.1, we can calculate its accessible singular points
(127) Y = 0, (X − c1)(X − c2) . . . (X − cn)(X − t) = 0.
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We obtain
(128) X = c1, c1, . . . , cn, t.
Next, let us calculate its local index at each point. At first, in the coordinate system
(X1, Y1) = (X − c1, Y ) the system (126) can be rewritten as follows:
(129)

dX1
dt
=
a1(t)X1(X1 + c1 − c2) . . . (X1 + c1 − cn)(X1 + c1 − t)
Y1
+ b1[X1 + c1],
dY1
dt
=
a1(t)
m1m2 . . .mn+1
×
{m2m3 . . .mn+1(X1 + c1 − c2)(X1 + c1 − c3) . . . (X1 + c1 − cn)(X1 + c1 − t)
+m1m3 . . .mn+1X1(X1 + c1 − c3) . . . (X1 + c1 − cn)(X1 + c1 − t)
+ . . .
+m1m2 . . .mnX1(X1 + c1 − c2) . . . (X1 + c1 − cn−1)(X1 + c1 − cn)}
− b2[X1 + c1]Y1 − b3[X1 + c1]Y
2
1 .
The matrix of linear approximation around (X1, Y1) = (0, 0) is given by
(130)
(
a1(t)(c1 − c2)(c1 − c3) . . . (c1 − cn)(c1 − t) ∗
0 a1(t)(c1−c2)(c1−c3)...(c1−cn)(c1−t)
m1
)
,
where ∗ ∈ C(t). We see that the local index at (X1, Y1) = (0, 0) is given by
(131)(
a1(t)(c1 − c2)(c1 − c3) . . . (c1 − cn)(c1 − t),
a1(t)(c1 − c2)(c1 − c3) . . . (c1 − cn)(c1 − t)
m1
)
.
The ratio of this local index is m1.
For the remaining accessible singular points, we can discuss in the same way of this
case.
In the coordinate system (X2, Y2) = (z1, 1/w1) we see that the system (125) admits
X2 = Y2 = 0 as its accessible singular points. The local index at (X2, Y2) = (0, 0) is given
by
(132)(
−a1(t),−na1(t) +
a1(t)
m1m2 . . .mn+1
(m1m3 . . .mnmn+1 +m2m3 . . .mnmn+1 + . . .m1m2 . . .mn−1mn)
)
.
The ratio of this local index is given by
−a1(t)
−na1(t) +
a1(t)
m1m2...mn+1
(m1m3 . . .mnmn+1 +m2m3 . . .mnmn+1 + . . .+m1m2 . . .mn−1mn)
=
−1
−n + 1
m1
+ 1
m2
+ . . .+ 1
mn+1
.
(133)
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Setting
(134) mn+2 =
−1
−n + 1
m1
+ 1
m2
+ . . .+ 1
mn+1
,
we can obtain the relation (112).
Thus, we have completed the proof of Proposition 8.5 and Theorem 8.3.
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9. Appendix A
Σ1
x
y
z1
w1
w2
z2
w3
z3
P2 P3P1
P4
P5
1
2
3
4
5
Figure 4. Hirzebruch surface Σ1 (or F1 surface)
Equation Painleve´ VI system (1) with canonical Hamiltonian (2)
Compactification Σ1 (or F1 surface)
Accessible singular points (z2, w2) = (0, 0), (1, 0), (t, 0), (z1, w1) = (0,−α2), (0,−(α2 + α1))
Painleve´ scheme

P1 : (z2, w2) = (0, 0), P2 : (z2, w2) = (1, 0), P3 : (z2, w2) = (t, 0)(n1 α4
0 1
) (
n2 α3
0 1
) (
n3 α0
0 1
) 

P4 : (z1, w1) = (0,−α2), P5 : (z1, w1) = (0,−(α2 + α1))(1 0
0 n4
) (
1 0
0 n5
) 
Relation of eigenvalues ni n1n2n3(n4n5 + n4 + n5)− (n1n2 + n1n3 + n2n3)(n4 + n5) = 0
Painleve´ VI case (n1, n2, n3, n4, n5) = (2, 2, 2, 1, 1)
Here, we review the Hirzebruch surface Σ1 (or F1 surface), which is obtained by gluing
four copies of C2 via the following identification:
Uj ∼= C
2 ∋ (zj , wj) (j = 0, 1, 2, 3)
z0 = x, w0 = y, z1 =
1
x
, w1 = xy, z2 = z0, w2 =
1
w0
, z3 = z1, w3 =
1
w1
.
(135)
It is known that Painleve´ VI system (1) with (2) in the coordinate system (z1, w1) has two
accessible singular points P4, P5. This differential system at each of accessible singular
points P4, P5 passes the Painleve´ α-test (see (19)).
We remark that we can not consider the case of compactification P2 because this system
in the coordinate system (X, Y ) = (1/x, y/x) does not pass the Painleve´ α-method.
By a direct calculation, the above eigenvalue’s relation can be transformed into the one
obtained in Appendix B;
1
n1
+
1
n2
+
1
n3
+
1
n4
+
1
n5
= 3.
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10. Appendix B
dx
dt
=
∂H˜V I
∂y
,
dy
dt
= −
∂H˜V I
∂x
(η ∈ C− {0, 1}),
H˜V I =
1
t(t− 1)(t− η)
[x(x− 1)(x− η)(x− t)y2 − {α1(t− η)(x− 1)x+ 2α2x(x− 1)(x− η)
+ α3(t− 1)(x− η)x+ α4t(x− 1)(x− η)}y + α2{(α1 + α2)(t− η) + α2(x− 1) + α3(t− 1) + tα4}x].
Equation Painleve´ VI system with the above symmetric Hamiltonian
Compactification Σ1 (or F1 surface)
Accessible singular points (z2, w2) = (0, 0), (1, 0), (t, 0), (η, 0), (z1, w1) = (0,−α2)
Painleve´ scheme

P1 : (z2, w2) = (0, 0), P2 : (z2, w2) = (1, 0), P3 : (z2, w2) = (t, 0)(n4 α4
0 1
) (
n3 α3
0 1
) (
n0 α0
0 1
) 

P4 : (z2, w2) = (η, 0), P5 : (z1, w1) = (0,−α2)(n1 α1
0 1
) (
1 0
∗ n2
) 
Relation of eigenvalues ni n0n1(n2 + 1)n3n4 − n0n1n3 − n0n1n4 − n0n3n4 − n1n3n4 = 0
Painleve´ VI case (n1, n2, n3, n4, n5) = (2, 2, 2, 2, 1)
It is known that symmetric Painleve´ VI system at P5 passes the Painleve´ α-method;
d
dT
(
Z
W
)
=
(
a− bW
Z
aW
Z
− bW
2
Z2
)
=
1
Z2
(
−b 0
a −b
)(
ZW
W 2
)
+
(
a
0
)
(a, b ∈ C).(136)
Let us solve this system explicitly;
(137) Z(T ) = (a− bC1)T + C2, W (T ) = C1{(a− bC1)T + C2} (C1, C2 ∈ C).
In the case of a = 0, let us consider a generalization of the above system;
d
dT
(
Z
W
)
=
(
− bW
Z
−n2bW
2
Z2
)
= −
b
Z2
(
1 0
0 n2
)(
ZW
W 2
)
(b ∈ C).(138)
We solve this system explicitly;
Z(T ) = {(n2−2)(bC1T−C2)}
1
2−n2 , W (T ) = C1{(n2−2)(bC1T−C2)}
n2
2−n2 (C1, C2 ∈ C).
Setting 1
2−n2
= N2 (n2 = 2 −
1
N2
, N2 ∈ Z), we can obtain the following relation of
eigenvalues ni (i = 0, 1, 3, 4) and N2;
(139)
1
n0
+
1
n1
+
1
N2
+
1
n3
+
1
n4
= 3.
This equation has symmetry of symmetric group of degree five.
We remark that this relation coincides with the one obtained in the case of five accessible
singular points in Σ3.
PAINLEVE´ SCHEME 37
11. Appendix C
Polynomial Hamiltonian of the sixth Painleve´ system (see [15])
dq
dt
=
∂HV I
∂p
,
dp
dt
= −
∂HV I
∂q
,
HV I(q, p, t;α0, α1, α2, α3, α4)
=
1
t(t− 1)
[p2(q − t)(q − 1)q − {(α0 − 1)(q − 1)q + α3(q − t)q
+ α4(q − t)(q − 1)}p+ α2(α1 + α2)(q − t)] (α0 + α1 + 2α2 + α3 + α4 = 1).
(140)
Holomorphy conditions (see [15])
r0 : x0 = −((q − t)p− α0)p, y0 =
1
p
, r1 : x1 =
1
q
, y1 = −(pq + α1 + α2)q,
r2 : x2 =
1
q
, y2 = −(pq + α2)q, r3 : x3 = −((q − 1)p− α3)p, y3 =
1
p
,
r4 : x4 = −(qp− α4)p, y4 =
1
p
.
(141)
Each transformation ri is birational and symplectic: dyi ∧ dxi = dp ∧ dq.
Symmetry
The system (140) is invariant under the following birational and symplectic transfor-
mations, whose generators si (i = 0, 1, 2, 3, 4) and σi (i = 1, 2, 3) are given by (see [22])
s0(q, p, t;α0, α1, . . . , α4)→(q, p−
α0
q − t
, t;−α0, α1, α2 + α0, α3, α4),
s1(q, p, t;α0, α1, . . . , α4)→(q, p, t;α0,−α1, α2 + α1, α3, α4),
s2(q, p, t;α0, α1, . . . , α4)→(q +
α2
p
, p, t;α0 + α2, α1 + α2,−α2,
α3 + α2, α4 + α2),
s3(q, p, t;α0, α1, . . . , α4)→(q, p−
α3
q − 1
, t;α0, α1, α2 + α3,−α3, α4),
s4(q, p, t;α0, α1, . . . , α4)→(q, p−
α4
q
, t;α0, α1, α2 + α4, α3,−α4),
σ1(q, p, t;α0, α1, . . . , α4)→(1− q,−p, 1− t;α0, α1, α2, α4, α3),
σ2(q, p, t;α0, α1, . . . , α4)→(
1
q
,−(pq + α2)q,
1
t
;α0, α4, α2, α3, α1),
σ3(q, p, t;α0, α1, . . . , α4)→(
t− q
t− 1
,−(t− 1)p,
t
t− 1
;α4, α1, α2, α3, α0).
(142)
The system (140) admits affine Weyl group symmetry of type D
(1)
4 as the group <
s0, s1, . . . , s4 > of its Ba¨cklund transformations.
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1
x
y
x
y
x
1
x
y
1
x
y
1
xy
xy
U2
U1
Step 1
Step 2
P accessible singular point
Blow up
Blow up
Figure 5. After Step 2, let us take the coordinate neighborhood
{U1, (x1, y1) = (
1
q
, pq)}. We see that the point P : {(x1, y1) = (0,−α2)} is
its accessible singular point, where the parameter α2 ∈ C. Blowing up this
point P , we can obtain the holomorphy condition (X, Y ) = (1
q
,−(pq+α2)q)
(see [15]). In another coordinate neighborhood {U2, (x2, y2) = (
1
qp
, p)}, we
easily see that the point P : {(x2, y2) = (−
1
α2
, 0)} is an accessible singular
point. Since α2 is not 0, then we can replace the coordinate system (x2, y2)
as (x′2, y
′
2) = (qp, p). In new coordinate system, we see that the point P
is given by {(x′2, y
′
2) = (−α2, 0)}. Blowing up this point P , we can obtain
the symmetry condition (X ′, Y ′) = (q+ α2
p
, p). Thus, both relations can be
obtained by blowing up the accessible singular point P , respectively. We
remark that in [15] the holomorphy condition (X, Y ) =
(
−(qp− αi)p,
1
p
)
was explained. This case is explained by similar way.
Here, we review a relation between holomorphy and symmetry conditions of Painleve´
type systems. For example, we will consider the following relations (see Figure 5):
(X, Y ) =
(
1
q
,−(pq + α2)q
)
⇐⇒ (X ′, Y ′) =
(
q +
α2
p
, p
)
,
and
(X, Y ) =
(
−(qp− αi)p,
1
p
)
⇐⇒ (X ′, Y ′) =
(
q, p−
αi
q
)
.
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In this appendix, we study the polynomial Hamiltonian system (see [15, 24]) given by
dq
dt
=
∂H˜V I
∂p
,
dp
dt
= −
∂H˜V I
∂q
,
H˜V I(q, p, t;α0, α1, α2, α3, α4)
= −
q3p4
t(t− 1)
−
(α0 + α3 − 2α4 − 1)q
2p3
t(t− 1)
−
(t+ 1)q2p2
t(t− 1)
−
(α1α2 + α
2
2 + 2α4 − 2α0α4 − 2α3α4 + α
2
4)qp
2
t(t− 1)
−
{(α3 − α4)t+ α0 − α4 − 1}qp
t(t− 1)
−
q
t− 1
+
α4(α2 + α4)(α1 + α2 + α4)p
t(t− 1)
,
(143)
where H˜V I = r
−1
4 (HV I). Here, we remark that the system (140) is not invariant under
the birational transformation r4. This transformation is called holomorphy (see [23]).
We remark that we will see that this system has a 1-parameter family of formal Laurent
series:
q = −
t0
T 2
+
(1 + α0 − α3)t0
(t0 − 1)T
+ h +O(T ),
p = T +
{(2 + 2α0 − α3 − α4)t0 + α4 − α0 − 1}
2t0(t0 − 1)
T 2 +O(T 3)
(144)
and
q = −
t20
T 2
−
(t0 + α0 − α3 − 2)t0
(t0 − 1)T
+ h+O(T ),
p = −
1
t0
T +
{(1− α3 − α4)t0 + α0 + α4 − 2α3 − 2}
2t20(t0 − 1)
T 2 +O(T 3),
(145)
where T := t− t0, h is its free parameter and the symbol O denotes Landau symbol.
We will show that these Laurent series are convergent by using the holomorphy r˜0, r˜3,
respectively;
r˜0 : x0 = q +
α0 − α4
p
+
t
p2
, y0 = p,
r˜3 : x3 = q +
α3 − α4
p
+
1
p2
, y3 = p.
(146)
By the transformation r4 these Laurent series are transformed into the following series
(See [17]; P 212):
r4(q) = t0 + (α0 + 1)T + hT
2 +O(T 3),
r4(p) =
1
T
(1 +O(T ))
(147)
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and
r4(q) = 1−
α3
t0
T + hT 2 +O(T 3),
r4(p) = −
t0
T
(1 +O(T )).
(148)
These meromorphic solutions (144),(145) can be characterized by diagram automor-
phisms σ1, σ3 (see (142)), respectively.
Holomorphy conditions
r˜0 : x0 = q +
α0 − α4
p
+
t
p2
, y0 = p,
r1 : x1 = −(qp− (α1 + α2 + α4))p, y1 =
1
p
,
r2 : x2 = −(qp− (α2 + α4))p, y2 =
1
p
,
r˜3 : x3 = q +
α3 − α4
p
+
1
p2
, y3 = p,
r4 : x4 = −(qp− α4)p, y4 =
1
p
.
(149)
The transformations r˜0, r˜3 were known as one of patching data of the third Painleve´
system. These transformations can be constructed by successive blowing-up procedures
of double accessible singular point (see [16]).
It is still an open question whether we can obtain the Hamiltonian system (143) by
solving 3× 3 Mazzocco’s Lax pair (cf. [9]) satisfying the following Riemann scheme:
(150)


X = 0 (2) X =∞︷ ︸︸ ︷
0
t
1
0
α0 − α4
α3 − α4
α4
α4 + α2
α4 + α2 + α1


We remark that the system (143) is invariant under the following birational and sym-
plectic transformations, whose generators si (i = 1, 2, 4) and σi (i = 1, 3), are given
by
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D
(1)
4 -lattice
r0
r3
r1
r2
r4
P2
P1 × P1
(-2) (-4)
(-3) (-3)
(-1)
(-1)
(-3)
Figure 6. The space of initial conditions of (143) can be constructed by
the above way. The symbol • denotes its accessible singular points of the
system (143). Each symbol (∗) denotes self-intersection number of each P1.
Symmetry
σ3(q, p, t;α0, α1, . . . , α4)→((1− t)
(
q +
α0 − α4
p
+
t
p2
)
,
p
1− t
,
t
t− 1
;
α4, α1, α2, α3, α0),
s1(q, p, t;α0, α1, . . . , α4)→(q, p, t;α0,−α1, α2 + α1, α3, α4),
s2(q, p, t;α0, α1, . . . , α4)→(q, p, t;α0 + α2, α1 + α2,−α2,
α3 + α2, α4 + α2),
σ1(q, p, t;α0, α1, . . . , α4)→(−
(
q +
α3 − α4
p
+
1
p2
)
,−p, 1− t;
α0, α1, α2, α4, α3),
s4(q, p, t;α0, α1, . . . , α4)→
(
q, p−
α4
q
, t;α0, α1, α2 + α4, α3,−α4
)
.
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Equation Painleve´ VI system with another Hamiltonian (143)
Compact. Σ1 (or F1 surface)
Accessible sing. (z1, w1) = (α4, 0), (α2 + α4, 0), (α1 + α2 + α4, 0),
(Z2,W2) = (−1, 0), (−t, 0)
Painleve´ scheme

P1 : z1 = α4, P2 : z1 = α2 + α4, P3 : z1 = α1 + α2 + α4(n1 0
0 1
) (
n2 0
0 1
) (
n3 0
0 1
) 

P4 : (Z2,W2) = (−1, 0), P5 : (Z2,W2) = (−t, 0)(n4 α4 − α3
0 1
) (
n5 α4 − α0
0 1
) , where (Z2,W2) = (qp2, p)
Relation of ni n1n2n3n4n5 + 2n1n2n3(n4 + n5) + (n1n2 + n1n3 + n2n3)(n4n5 − 2n4 − 2n5) = 0
Painleve´ VI case (n1, n2, n3, n4, n5) = (1, 1, 1, 2, 2)
Here, Hirzebruch surface Σ1 (or F1 surface) is obtained by gluing four copies of C
2 via
the following identification:
Uj ∼= C
2 ∋ (zj , wj) (j = 0, 1, 2, 3)
z0 = q, w0 = p, z1 = qp, w1 =
1
p
, z2 =
1
z0
, w2 = w0, z3 =
1
z1
, w3 = w1.
(151)
Here, (Z2,W2) = (qp
2, p). This coordinate system can be obtained by resolving a double
accessible singular point (see Painleve´ V case, [16]).
By a direct calculation, the above eigenvalue’s relation can be transformed into the one
obtained in Appendix B;
1
n1
+
1
n2
+
1
n3
+
1
n4
+
1
n5
= 3.
12. Appendix D
The eigenvalue’s relation;
(152)
1
n1
+
1
n2
+
1
n3
+
1
n4
+
1
n5
= b (b ∈ C)
can be transformed into a one-parameter family of quintic hypersurfaces (see [25]);
(153) x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5 − bx1x2x3x4x5 = 0,
where we can make a change of variables:
n1 =
x2x3x4x5
x41
, n2 =
x1x3x4x5
x42
, n3 =
x1x2x4x5
x43
, n4 = −
x1x2x3x4x5n5
x1x2x3x4x5 − (x54 + x
5
5)n5
.
(154)
In general, the eigenvalue’s relation (cf. (112));
(155)
1
n1
+
1
n2
+ · · ·+
1
nN
= b (b ∈ C)
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can be transformed into a one-parameter family of Calabi-Yau hypersurfaces;
(156) xN1 + x
N
2 + · · ·+ x
N
N − bx1x2 · · ·xN = 0,
where we can make a change of variables:
n1 =
x2x3 · · ·xN
xN−11
, n2 =
x1x3 · · ·xN
xN−12
, · · · , nN−2 =
x1 · · ·xN−3xN−1xN
xN−1N−2
,
nN−1 = −
x1x2 · · ·xNnN
x1x2 · · ·xN − (xNN−1 + x
N
N)nN
.
(157)
We remark that the eigenvalue’s relation;
(158)
1
n1
+
1
n2
+
1
n3
= b (b ∈ C)
can be transformed into a cubic surface (cf. [26, 27]);
(159) b(x1x2x3 + x
2
1 + x
2
2 + x
2
3) = 0,
where we can make a change of variables:
n1 = −
x2x3
bx1
, n2 = −
x1x3
bx2
, n3 = −
x1x2
bx3
.(160)
On the other hand, the eigenvalue’s relation (158) can be transformed into a one-parameter
family of cubic surfaces;
(161) x31 + x
3
2 + x
3
3 − bx1x2x3 = 0,
where we can make a change of variables:
n1 =
x2x3
x21
, n2 = −
x1x2x3n3
x1x2x3 − (x32 + x
3
3)n3
.(162)
13. Appendix E
Hamiltonian of the Noumi-Yamada system of type A
(1)
4 (see [28, 29])
dqi
dt
=
∂H
A
(1)
4
∂pi
,
dpi
dt
= −
∂H
A
(1)
4
∂qi
(i = 1, 2),
H
A
(1)
4
(q1, p1, q2, p2, t;α0, α1, α2, α3, α4)
=
tq1p1 − q
2
1p1 − q1p
2
1 − α1q1 + (α2 + α4)p1 + tq2p2 − q2p
2
2 − q
2
2p2 − α3q2 + α4p2 − 2p1q2p2
α0 + α1 + α2 + α3 + α4
.
(163)
The system (163) admits affine Weyl group symmetry of type A
(1)
4 as the group of its
Ba¨cklund transformations.
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Holomorphy conditions (cf. [28, 29])
r0 : x0 = −((q1 + p1 + p2 − t)p1 − α0)p1, y0 =
1
p1
, z0 = q2 + p1, w0 = p2,
r1 : x1 =
1
q1
, y1 = −(p1q1 + α1)q1, z1 = q2, w1 = p2,
r2 : x2 = −((q1 − q2)p1 − α2)p1, y2 =
1
p1
, z2 = q2, w2 = p2 + p1,
r3 : x3 = q1, y3 = p1, z3 =
1
q2
, w3 = −(p2q2 + α3)q2,
r4 : x4 = q1, y4 = p1, z4 = −(q2p2 − α4)p2, w4 =
1
p2
,
(164)
where the system (163) has the following invariant divisors (cf. [28, 29]):
parameter’s relation fi
α0 = 0 f0 := q1 + p1 + p2 − t
α1 = 0 f1 := p1
α2 = 0 f2 := q1 − q2
α3 = 0 f3 := p2
α4 = 0 f4 := q2
The Ba¨cklund transformations of this system satisfy
(165) si(g) = g +
αi
fi
{fi, g}+
1
2!
(
αi
fi
)2
{fi, {fi, g}}+ · · · (g ∈ C(t)[q1, p1, q2, p2]),
where {, } is the Poisson bracket such that {pi, qj} = δij (cf. [28]).
Relation of principal eigenvalues ni
n1n2n3n4n5 − n1n2n3 − n1n2n5 − n1n4n5 − n2n3n4 − n3n4n5
+ n1 + n2 + n3 + n4 + n5 − 2 = 0,
(166)
where this case is ni = 2 (i = 1, 2, . . . , 5). This equation is invariant under Z/5Z.
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