Abstract: Abstract: Let Mn be the maximum of n zero-mean gaussian variables X 1 , .., Xn with covariance matrix of minimum eigenvalue λ and maximum eigenvalue Λ. Then, for n ≥ 70, Pr{Mn ≥ λ (2 log n − 2.5 − log(2 log n − 2.5))
Introduction.
The asymptotic behaviour of the maximum M n of n i.i.d.(independent and identically distributed) random variables with continuous distribution function F is well known following Gumbel [2] , namely that − log n − log (1 − F (M n )) → G in distribution, where the Gumbel variable G = − log(− log U ) for U uniform.
When the variables are not independent, but identically distributed, upper bounds for the tail probabilities of M n are available through Pr{M n ≥ A} ≤ n (1 − F (A)) , but lower bounds are rare.
In [1] , Berman examines conditions under which the maximum of a stationary process has a limiting distribution.
If the process is exchangeable, then the variables are i.i.d conditional on some tail process, and the limiting maximum is a distributed as mixture of limiting distributions of iid maxima conditioned on the the tail process. For example, if the process is gaussian, the limiting distribution will be that of Y + M n where Y is gaussian, and M n is the maximum of n i.i.d guassians independent of Y .
For stationary Gaussian processes with correlations satisfying lim |i−j|→∞ ρ(X i , X j ) log |i − j| = 0, the maximum behaves asymptotically like the maximum of i.i.d variables. Berman also presents conditions under which the maximum of a Markov chain has a limiting distribution.
Resnick [3] shows that if the variables form a markov chain, the limiting distribution of the maximum may be reduced to the distribution of the maximum of a set of i.i.d random variables.
The principal result here provides lower bounds for the tail probabilities of the maximum of dependent gaussian variables.
General bounds
We will use Pr X to denote the expectation of the random variable X, and {S} to denote the function that is 1 when S is true, and 0 when S is false.
Theorem 2.1. Let M n denote the maximum of n random variables X 1 , ..X n each with continuous distribution function F . Then, for each n, there exists an exponential variable E with
Theorem 2.2. Let M n denote the maximum of n independent random variables each with continuous distribution function F . Then the function
has a Gumbel distribution and,
It follows that the limiting distribution of − log n − log (1 − F (M n )) is the Gumbel distribution. Note that E and G are very close in their tail distributions, so there is not much difference between the upper bounds in the independent and dependent cases.
Gaussian bounds
In the Gaussian case, we invert the standard tail bounds for 1−Φ(x) for large x so that we can accurately determine the asymptotic distribution of the maximum.
Proof: The standard bounds from Abramowitz and Stegun(1972), p 932:
We demonstrate the specified bounds by explicit calculation for moderate x, and by using the standard bounds for large x. For the lower bound, let V − y − log y = 2 log The lower bound is thus established for y ≥ 11. The lower bound is exhibited in explicit calculation for 4 < y < 11, so that the lower bound holds for y ≥ 4 which is x ≥ 2. For the upper bound, using V = y + log y + ∆ and ∆ ≥ 
The upper bound is thus established for y ≥ 5. The upper bound is exhibited in explicit calculation for 1 < y < 5, so that the upper bound holds for x ≥ 1. Theorem 3.2. Let M n be the maximum of n independent unit Gaussians. Let N = log(n 2 /2π). For each n, there exists a Gumbel variable G, a monotone function of M n , such that , for M n ≥ 2,
where V = N + 2G + 2 exp(−G)/n.
Proof: Substitute the Gaussian probability bounds from lemma 1 into the probability bounds for Φ(M n ) given in Theorem 3.1.
We see from theorem 3.2, that as n → ∞, M 2 n − N − log N → 2G in distribution. Note that the bounds apply only to tail probabilities Pr{M n ≥ A} for A > 2. Theorem 3.4. Let M n be the maximum of n zero-mean gaussian variables X 1 , .., X n . Define
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/Bounding the Maximum
Proof: We first show that for each real A and non-positive B,
Construct n disjoint events
Note that i H i = {max i R i ≥ A}. Since the terms {R i ≥ A} are independent of all variables X j , j < i, the individual terms in each H i are l independent, and
at most one of the events H i {E i ≥ B} occurs, and if any occurs M n ≥ A + B. Then
Combining the two bounds gives, for N + L α ≥ 6,
as asserted.
If the random variables X 1 , .., X n have covariance matrix C, then
Thus the stated lower bound holds if the minimum eigenvalue of C is substituted for σ 2 and the maximum eigenvalue of C is substituted for τ 2 . In simulations, the lower bound is reasonably close to the actual distribution of M n in the tail when the variables are i.i.d, but can be quite conservative when the minimum eigenvalue is small.
Application to stationary Gaussian processes
Following Wold [4] , purely non-deterministic stationary Gaussian processes X i , ∞ < i < ∞, may be expressed in terms of the i.i.d innovations
Let X i have variance 1. Theorem 5 now applies with
The inequality is dominated asymptotically by the first term, so that, Y i , the stated inequality for M n holds with these residual variances. Thus, for each ǫ > 0, M n > √ 2 log n(1 − ǫ) in probability as n → ∞. (The order of magnitude based on Y is 2 log(n/k), but the k washes out asymptotically.) From theorem 3.2, we have M n < √ 2 log n(1 + ǫ) in probability. Thus M n / √ 2 log n → 1 in probability, just as for an i.i.d. series. Detailed lower bounds for the tail probabilities of M n may be obtained depending on the rate of convergence of the series ∞ j=1 ψ 2 j .
