Abstract. We consider minimal space requirements when using memory with restricted access policy (pushdown -hence giving pushdown automata (PDAs), and counter -hence giving counter automata (CAs)) in connection with two-way and realtime head motion. The main results are that: (i) log log n is a tight space lower bound for accepting general nonregular languages on weak realtime PDAs, (ii) there exist unary nonregular languages accepted by realtime alternating CAs within weak log n space, (iii) there exist nonregular languages accepted by two-way DPADs within strong log log n space, and, (iv) there exist unary nonregular languages accepted by two-way CAs with quantum and classical states within middle log n space and bounded error.
Introduction
It is a fundamental research direction to determine the minimum amount of useful "resources" which are necessary adding to a realtime deterministic finite automaton to recognize a nonregular language. There have been introduced many different "resources" such as the access way to the input (realtime, oneway, or two-way), computation mode or model (deterministic, nondeterministic, alternating, probabilistic or quantum), type of the working memory (counter, stack, or tape), etc. Moreover, unary languages needs a special attention since they may have resource requirements different from those used for languages built on general (binary) alphabets. We focus on the minimum amount of useful space and present some new results.
Firstly, we show that realtime nondeterministic pushdown automata (PDAs) can recognize a nonregular language with log log n weak space. Then, we show that their two-way deterministic counterparts can recognize the same language with log log n strong space. These bounds are tight since even two-way alternating Turing machines (TM) cannot recognize any nonregular language with less space. In the case of unary languages, it is a well-known fact that one-way nondeterministic PDAs can recognize only regular languages. Their alternating counterparts, on the other hand, were shown to recognize any unary language in deterministic exponential time with linear exponents by giving a simulation of the computation of linear-space alternating TMs [3] . However, this simulation is very space inefficient and it does not seem applicable if we replace the stack with a counter. Thirdly, we show that realtime alternating one-counter automata can recognize some nonregular unary languages with log n weak space 4 . Here we also present a trade-off to alternation depth. Note that two-way deterministic one-counter automata (2DCAs) cannot recognize any unary nonregular language using a sublinear space [5] . Bounded-error two-way quantum models can recognize some nonregular languages in constant-space [2] . But, we do not know whether constant-space is sufficient for unary nonregular languages. Lastly, we show that 2DCAs having two-qubits can recognize some nonregular unary languages by using middle logarithmic space on its counters for the members.
We assume that the reader is familiar with the definitions of classical computational models and so we provide only the definition for 2DCAs using a fixedsize quantum memory (in the next section). We present our results in Section 3 with a discussion of the known results. We also identify some new directions and formulate a few open questions. We put the proofs in Section 4 which also includes our trade-off results regarding alternation depth (Section 4.3). We refer the reader to [16] for a complete reference of quantum computation.
Preliminaries
We use three different modes of space usage [20] : (i) Strong space refers to the space used by the machine on all possible inputs, (ii) middle space refers to the space used by the machine on the inputs it gives the decision of "acceptance", and, (iii) weak space refers to the minimum space used by the machine on an accepting path. The length of the input is denoted by n in space bounds throughout the paper.
A two-way one-counter automaton with quantum and classical states (2QCCA) [22] is a two-way one-counter automaton having a constant-size quantum register. If we remove the counter we obtain a two-way finite automaton with quantum and classical states (2QCFA) [2] . In the original definition of 2QCFA, the automaton can apply unitary and measurement operators to its quantum part. Here we allow our quantum models to apply a superoperator (see Figure 1) , a generalization of classical and unitary operators including measurement. This does not change the computational power of 2QCFAs and 2QCCAs in general [2] .
The only remaining open case is when the operators are defined using rational numbers. We present our quantum algorithms using rational superoperators.
A 2QCCA M is a 8-tuple M = (S, Q, Σ, δ, s 1 , s a , s r , q 1 ), where S is the set of classical states, s 1 ∈ S, s a ∈ S, and s r ∈ S (s a = s r ) are the initial, accepting, and rejecting states, respectively, Q is the set of quantum states, q 1
A superoperator E is composed of a finite number of operation elements, E = {E1, . . . , E k }, satisfying
where k > 0 and the indices are the measurement outcomes. When a superoperator, say E , is applied to the quantum register in state |ψ , i.e. E (|ψ ), we obtain the measurement outcome i with probability pi = ψi| ψi , where | ψi , the unconditional state vector, is calculated as | ψi = Ei|ψ and 1 ≤ i ≤ k. Note that using unconditional state vector simplifies calculations in many cases. If the outcome i is observed (pi > 0), the new state of the system, which is obtained by normalizing
. Moreover, as a special operator, the quantum register can be initialized to a predefined quantum state. This initialize operator has only one outcome. Fig. 1 . The details of superoperators [23] is the initial quantum state, Σ not containing the left and right end-markers (¢ and $, respectively) is the input alphabet, and, δ is the transition function composed of δ q and δ c that governs the quantum and classical part, respectively.
The given input w ∈ Σ * is placed on the input tape as ¢w$. At the beginning of the computation, the input head is on symbol ¢, the automaton in state s 1 and |q 1 in the classical and quantum parts, respectively, and the counter value is zero. Assume that the automaton is in state s ∈ S, the tape head is on symbol σ ∈ Σ ∪ {¢, $}, the status of the counter is θ ∈ {0, ±}, and the quantum state is |ψ , where ± means the value of the counter is nonzero. Each step is composed by a quantum and then a classical transition. In the quantum part, δ q (s, σ, θ) determines a superoperator which is applied to the quantum register and a classical outcome, say τ , is observed. The quantum state is updated to |ψ τ . Then, the following transition is implemented in the classical part: δ c (s, σ, θ, τ ) = (s ′ , d i , c) such that the automaton enters state s ′ ∈ S, the input head and the value of the counter are updated with respect to d i ∈ {←, ↓, →} and c ∈ {−1, 0, 1}, respectively. When the automaton enters s a (s r ), the input is accepted (rejected).
Our results and new directions

Deterministic, nondeterministic, and alternating machines
We have an almost complete picture for TMs. It is known that no weak o(log log(n))-space alternating TM can recognize a nonregular language and there exists a unary nonregular language recognized by strong O(log log(n))-space deterministic TM [20] . For one-way TMs, the tight bounds are given in Table 1 , taken from a recent paper by Yakaryılmaz and Say [26] in which it was shown that all these bounds are tight for almost all realtime TMs. (One-way head is a restricted twoway head which is not allowed to move to left and realtime head is a restricted one-way head which stays on the same symbol at most a fixed number of steps.) Table 1 . Minimum space used by one-way TMs for recognizing nonregular languages.
General input alphabet Unary input alphabet Strong Middle Weak Strong Middle Weak Deterministic TM log n log n log n log n log n log n Nondeterministic TM log n log n log log n log n log n log log n Alternating TM log n log log n log log n log n log n log log n Open Problem 1 [26] Are the double logarithmic lower bounds for the recognition of the nonregular unary languages by real-time nondeterministic and alternating TMs tight?
If a TM has a stack as memory, then we obtain a pushdown automata (PDAs). It is known that no weak o(n)-space bounded one-way deterministic PDAs can recognize any nonregular language [10] and it is a well-known fact realtime deterministic PDAs can recognize nonregular language {a n b n | n ≥ 0} in strong linear space. For one-way nondeterministic PDAs, a weak logarithmic space algorithm was given for a nonregular language [19] . We improve this bound to weak log log n space. We denote the reverse of string c by c R . Our language is REI composed by the non-prefixes of the following infinite word bc 0 ac
,⌈logk⌉ e is a counter representation for k augmented with subcounters,
* is the binary representation of i, and -b k,i ∈ {0, 1} is the i-th last bit (value 2 i ) in the binary representation of k.
Theorem 1.
Realtime nondeterministic PDAs can recognize nonregular language REI with weak log log n space.
This bound is also tight for one-way/realtime alternating PDAs since o(log log n) weak-space alternating TMs cannot recognize any nonregular language [20] .
Open Problem 2 What are the tight strong/middle space bounds for one-way/realtime nondeterministic and alternating PDAs for the recognition of nonregular languages?
In case of unary language, we know that one-way nondeterministic PDAs cannot recognize any nonregular language [11] . Realtime alternating one-counter automaton (CAs), on the other hand, can recognize some unary nonregular languages even in weak logarithmic space on the counter. We define two unary languages: UPOWER = {a 2 n | n ≥ 0} and UPOWER+ = {a
Theorem 2. Realtime alternating CAs can recognize nonregular UPOWER+ in weak logarithmic space.
Open Problem 3 What are the tight space bounds for realtime/one-way alternating CAs for the recognition of nonregular unary and binary languages?
In Section 4.2, we first present a one-way algorithm for UPOWER and then our realtime algorithm for UPOWER+. Both algorithms have a linear alternation depth (for the members). We also investigate (in Section 4.3) whether we can have a shorter alternation depth. We present a realtime algorithm for UPOWER with logarithmic alternation depth but it uses a linear counter for the members. Moreover, we show that if we replace the counter with a stack, then we can have only a single alternation using a linear space on the stack.
In the case of two-way PDAs, we have tight bounds since a two-way deterministic PDAs can recognize REI with strong log log n-space.
Theorem 3. Two-way deterministic PDAs can recognize REI in strong log log nspace.
In [5] , it was shown that any unary language recognized by a two-way deterministic PDA using sublinear space on its stack is regular. Moreover, two-way deterministic CAs can recognize nonregular unary language UPOWER with linear space. Therefore, linear-space is a tight bound for both two-way deterministic PDAs and CAs. Currently, we do not know whether nondeterminism or using random choices can help for unary languages.
Another interesting direction is to identify the tight space bounds for oneway/realtime multi-counter/pushdown automata. Yakaryılmaz and Say [26] showed that realtime deterministic automata with k-counter can recognize some nonregular languages in middle O(n 1 k ) space, where k > 1. They also remark that the same result can be followed by bounded-error probabilistic 1-counter automata but the error bound increases depending on the value of k.
Probabilistic and quantum machines
We start by observing that the probabilistic models are special cases of their quantum counterparts. In the unbounded error case, realtime probabilistic finite automata (PFAs) can recognize unary nonregular languages [17] . Therefore, it is interesting to consider the bounded error case. One-way PFAs can recognize only regular languages with bounded-error [18] . Two-way PFAs can recognize some nonregular languages but only with exponential expected time [7, 6] . With an arbitrary small space, two-way probabilistic TMs can recognize nonregular languages [9] in polynomial time. One-way probabilistic TMs, on the other hand, cannot recognize any nonregular language in space o(log log n) [8, 13] . Two-way quantum finite automata (QFAs), on the other hand, can recognize some nonregular languages in polynomial time [2] . If the input head is quantum, i.e. the head can be in a superposition of more than one place on the input tape, then one-way QFAs can recognize some nonregular languages in linear time [15, 1, 24, 21] . But, it is still not known whether two-way QFAs can recognize any nonregular unary language with bounded-error. Note that 2PFAs cannot recognize a nonregular unary language with bounded-error [12] .
Here we show that using a fixed-size quantum memory can save some space for bounded-error 2QCCA on unary nonregular languages when considering middle-space.
Theorem 4. The nonregular language UPOWER can be recognized by a 2QCCA with bounded-error and the automaton uses middle logarithmic space in its counter.
One-way probabilistic PDAs cannot recognize any nonregular unary language with bounded-error [14] but the question is open for its quantum counterpart. On the other hand, realtime bounded-error probabilistic PDAs can recognize the following binary language by using middle logarithmic space:
Currently, we do not know any better result and whether quantumness helps.
The details of the proofs
Proof of Theorem 1
A realtime non-deterministic PDA accepts words which are non-prefixes of the infinite word by guessing and verifying an error, which can be of the following kind:
-There is some error in the format which means there is a part between a b and the following a respectively between an a and the following b which is not in (e{0, 1} * d{0, 1}d{0, 1} * ) * e and thus can not be the representation of a counter c k or c R k . This can be recognized already using the finite control. (We also check if the part after the last a respectively b can not be a prefix.) -One of the counter representations is not starting correctly with a 1 in the first sub-counter. This means some be is not followed by 1d or some eb is not following d1. Again, this can be recognized using the finite control. -One of the sub-counters b i is not correct or not correctly incrementing. This means one of the counter representations c k would contain a defective part
* . This can be recognized using |b i | space on the push-down store. Assuming this i-th sub-counter is the first (and thus smallest) where this error occurs, the space is bounded by |b i | ≤ log i ≤ log k. -The part between two sequential a's is not a correct palindrome of the form ac R k bc k a. One possibility would be that the highest sub-counter is not correct. This means the outer part ae{0, 1}
* ea is already not palindromic. Again, this can be recognized using |b k | ≤ log k space on the push-down store (assuming that the sub-counters before b are correct). Assuming now that the sub-counters are correct, an error in the main counter can be recognized by guessing the position of the wrong bit b k,i , pushing the
. . . In each case, the automaton only needs to store a sub-counter b i with i ≤ ⌈log k⌉. This means the required space is ≤ ⌈log i⌉ ≤ ⌈log(⌈logk⌉)⌉. We may assume that everything was correct before the found error, which means that indeed k counters are occurring and the input must have size n > k. Thus the push-down size log(log n) is sufficient to guess and verify the smallest occurring incorrectness.
⊓ ⊔
Proof of Theorem 2
First, we give a one-way automaton A for UPOWER since we need incrementations and decrementations without a movement of the input head. The idea of the construction is to represent decrementing binary counters along the length of the input. The counter is only used to address a single bit of this binary counter identifying an assertion of this bit with the existence of an accepting sub-tree. Here we need to distinguish two (existential) states o and z and construct A in a way such that the configuration in state o (respectively z) with the input head on the k-th last position in the word and value j in the counter has an accepting sub-tree if and only if the j-th bit in the binary representation of k, namely b k,j , is 1 (respectively 0).
If A in state o (respectively z) detects the end of the word (which happens in position k = 0) then all bits of the binary counter have to be 0 and thus A rejects (respectively accepts).
In the recursion, we use the fact that b k,j depends only on b k,j−1 , b k−1,j and b k−1,j−1 . (The equality b k,j = b k−1,j holds if and only if b k,j−1 ≥ b k−1,j−1 ). In state o (respectively z) A guesses one of the four possible combinations which cause b k,j to be 1 (respectively 0). These four possible following states are universal (this means A alternates). Now A branches to check all three conditions by moving the input head and/or decrementing the counter and going to state o or z correspondingly (this means the automaton alternates again). For example A might guess in state o that the reason for b k,j = 1 was b k,j−1 = 0, b k−1,j = 0, and b k−1,j−1 = 1, then the corresponding universal branch is to decrement the counter going to z, to move the input head going to z, and to decrement the counter while at the same time move the input head going to o.
Now given an input consisting of a's, A wants to have an accepting sub-tree if the length of the input is 2 n , so it starts with looping in an existential state while incrementing the counter to guess n on the counter. Then, to verify that k = 2 n which means b k,n = 1 and b k,j = 0 for all j = n, it suffices to check b k,n = 1 and b k,j = 0 for all j < n and b j,n = 0 for all j < k. So A alternates and branches universally to state o (to check b k,n = 1), to a universal loop decrementing the counter with branches to z (to check b k,j = 0 for all j = n) and to a universal loop moving the input head with branches to z (to check b j,n = 0 for all j < k).
This completes the construction for UPOWER. The detection of the end of the input word can be replaced by first guessing that the end of the input word is reached, then decrementing the counter to zero and then finally checking that the end of the input word is reached. Once n is guessed, the remaining computation will then make exactly n decrements of the counter one each path. Changing the automaton to read an additional input symbol for each of the n increments and decrements makes the automaton realtime (i.e. at most two steps per symbol) and changes the accepted language from UPOWER to UPOWER+. ⊓ ⊔
A trade-off to alternation depth
The proof of Theorem 2 requires linear alternation depth. On the other hand, it is possible to recognize UPOWER with only logarithmic alternation depth but this requires using linear counter values. The details are given below. Let A be our realtime alternating one-counter automaton. We assume that A updates the value of the counter from the set {i ∈ Z | −3 ≤ i ≤ 3} instead of {−1, 0, 1}. 6 Let a m be the input, where m ≥ 0. The automaton A nondetermin-istically picks a position on the input, say j 1 , by reading j 1 symbols. The value of counter is set to j 1 meanwhile. Then, A makes a universal choice:
-In the first branch, A reads j 1 more symbols on the input tape by using the counter and accepts the input only if there is exactly j 1 symbols in the remaining part of the input. In other words, this branch returns "true" only if j 1 is the exact half of m, i.e. 2j 1 = m. Otherwise, this branch returns "false" and so the parent universal node never returns "true". -In the second branch, we assume that j 1 = m 2 since the result in this branch is insignificant for any other value of j 1 due to the first branch. The automaton A nondeterministically picks a new position, say j 2 , by reading j 2 symbols. For each reading symbol, A decrements the value of counter by 3, and so the new counter value becomes j 1 − 3j 2 . Then, A makes another universal choice very similar to previous one. In the new first branch, A adds 1 to the counter for each reading symbol. The input is accepted if the counter hits to zero when finishing the input. Otherwise, the input is rejected. So, this branch returns "true" only if j 1 − 2j 2 = 0, i.e. j 2 is the exact half of j 1 . We can again assume that j 2 = j1 2 in the new second branch and so this branch starts with the counter value −j 2 . The details are the same as the previous universal branch except that A increments the value of counter by 3 for the new nondeterministically picked position j 3 , and later A adds −1 to the counter for each reading symbol in order to check the counter hitting to zero when finishing the input which happens only if 2j 3 = j 2 . By assuming j 3 = j2 2 , we can start the newest universal branch with the counter value of +j 3 . This procedure is repeated in this way (the updates on the counter, in the second branches, alternates between −3 and 3, followed by adding respectively +1 and −1 in the first child branch) until there remains only a single symbol after a universal choice where the input is accepted.
If m is a power of 2, A has an accepting computation tree where the values of j's are set as
and the counter value is set to +j 1 , −j 2 , +j 3 , −j 4 , · · · at the beginning of each universal choice. Note that this is the unique setting of j's, the next one is the exact half of the previous one, leading to ending up with an accepting tree. Therefore, there is a single accepting tree for each member of UPOWER. If m is not a power of 2, then there is no such setting as given in (2), and so there is no accepting tree, i.e., A fails at least once to find the exact half of the remaining input in an iterative step. It is clear that the depth of alternation is logarithmic for members. In a similar way, UPOWER can be recognized with only one alternation but requiring a linear pushdown store instead of a counter as follows: The automaton guesses some word ∈ {a, b} * c{a, b} * onto the pushdown store then alternates and verifies if the word has the form w R cw where |w| is the input length, w 2 i = b for all i (other positions in w are a) and w n = b. This verfication starts with branching to check if the part after c has the input length and a loop on a universal state in which one symbol is popped from the push-down store and at the same time the input head is moved. Each time the automation branches to do the following two checks:
1. The same letter ∈ {a, b} must occur at the position with the same distance to c. To find this position, the automaton stops to move the input head until c is reached and then continues until the end of the input is reached. 2. The same letter ∈ {a, b} must also occur at the position with the double distance to c and the following symbol must be an a. This time, to find the position, two of the symbols after c are popped for each remaining position on the input.
Proof of Theorem 3
Here we can follow the same construction as in the proof of Theorem 1. (We might even use an easier version abandoning the reverse written parts.) Instead of guessing the kind of incorrectness, we have to check it one by one in an appropriate order to make sure that we find the smallest occurring incorrectness first: Assume the automaton already checked that the sequence is correct until c k then it first checks that the last sub-counter is consistent in the next counter, then that the sub-counters in the next counter are correctly incrementing and then that b k is incremented correctly by going back and forth for each bit using the sub-counter content in the pushdown store to find the corresponding position in the next counter representation (crossing exactly one a respectively b).
Checking that sub-counters are correctly incrementing can be done by repeatedly pushing a binary sub-counter representation to the push-down store and comparing it with the next sub-counter representation. Finding the identical sub-counter representation in the next counter representation can be done by comparing the push-down contents with each sub-counter representation on the way; if a comparison fails, the automaton can reverse and on the way back to the beginning of the counter restore the push-down contents using the prefix which had so far been identical. ⊓ ⊔
Proof of Theorem 4
Recently, Yakaryılmaz [22] introduced a new programming technique for 2QC-CAs and it was shown that USQUARE = {a n 2 | n ≥ 1} can be recognized by them for any error bound by using O( √ n)-space on its counter for the members.
Based on this technique, we show that logarithmic space can also be useful. 2QCFAs can recognize POWER = {a n b 2 n | n ≥ 1} such that any member is accepted with probability 1 and any non-member is rejected a probability arbitrarily close to 1 [25] . Let P be such a 2QCFA rejecting any member with a probability at least 4 5 . We put the description in Appendix A. One important property of P is that it reads the input from left to right in an infinite loop and another one is that it uses three quantum states. 7 We present a 2QCCA UP for UPOWER calling P as a subroutine such that any member is accepted with probability 1 and any non-member is rejected with probability at least 4 5 . Moreover, the counter value of UP never exceeds the logarithm of the input length for the members. The pseudo-code of UP is given below. Let w = a m be the input.
REJECT ( In order to implement the FOR-LOOP, we use the counter. Its value is set to i, and then P can be simulated on w ′ = a i b m . It is clear that, if a m is a member, P never rejects w ′ = a log 2 m b m and so the counter value is never set to log 2 m + 1. That is, the FOR-LOOP is terminated with certainty and i is never set to m which is the only case the input might be rejected. Therefore, for the members of UPOWER, the decision of "rejection" is never given in FOR-LOOP. Therefore, they are accepted exactly. For the non-members, the input is rejected with a probability at least 8 9 m at the end of the FOR-LOOP. Since the input can be accepted with a probability at most 1 9 m after the FOR-LOOP, the rejecting probability is at least 8 m times greater than the accepting probability after the FOR-LOOP. Therefore, any non-member is rejected with a probability at least 8 9 . It is clear that for the members, the counter value never exceeds log(|w|), so the space complexity is logarithmic for the members. Note that, the rejecting probability can be arbitrary close to 1 by running UP sufficient times.
