In this paper, using a minimum principle for Schur complements of positive semidefinite Hermitian matrices and some estimates of the eigenvalues and the singular values, we obtain some inequalities for the eigenvalues of the Schur complement of the matrix product BAB * in terms of the eigenvalues of the Schur complements of BB * and A.
Introduction
The estimate of eigenvalues, singular values and condition numbers of Schur complements on matrices play an important role in matrix methods for domain decomposition and preconditioning techniques (cf. [15, [1] [2] [3] ).
Let C m×n denote the set of m × n complex matrices. Let H n denote the set of n × n Hermitian matrices, and let H n (H > n ) denote the subset of H n consisting of positive semidefinite (positive definite) matrices. For A, B ∈ H n , we will write A B if B − A ∈ H n . Unless otherwise stated, we arrange the eigenvalues of A ∈ H n in the order 1 (A) 2 is called the generalized Schur complement with respect to A( ). We of course adopt the convention that A/ = A. Eigenvalue and singular value problems are a central topic of matrix analysis and have reached out to many other fields. A great number of inequalities on eigenvalues and singular values of matrices are seen in the literature (see, e.g., [10, 13, [4] [5] [6] 14] ). We single some out for our use later.
Let A, B ∈ C n×n , and l(1 l n) is an arbitrary natural number, and 1
Remark. When A, B ∈ H n , we have similar inequalities to Eqs. (1)- (4) for eigenvalues of AB which we denote by (1 )- (4 ) , respectively. Furthermore, we have
In [12] , Smith obtained the following result:
In a manner similar to the proof of Theorem 1 in [9] , we extend Theorem 1 in [9] and obtain the following result:
where A 22 is an (n − k) × (n − k) principal submatrix of A, and let l(1 l k) be an arbitrary natural number.
(ii) If 1 , . . . , l are arbitrary positive real numbers, then Remark. By Theorem 1 in [9] , Liu and Zhu obtained some estimates on the eigenvalues of Schur complements of BAB * with B ∈ C n×n and A ∈ H > n . These results have been reproved in [7] , and this paper contains a great number of inequalities for Schur complements of positive definite Hermitian matrices. The singular values of a matrix A ∈ C m×n are defined to be the square roots of the eigenvalues of the matrix A * A. Liu [8] obtained some estimates for the singular values of Schur complements of AB with A ∈ C m×p ; B ∈ C p×n . The purpose of this paper is to study inequalities for the eigenvalues of the Schur complement of the matrix product BAB * in terms of the eigenvalues of A and the Schur complement of BB * by some known related results.
We shall also need the following result from [13] :
Eigenvalues of Schur complements of positive definite Hermitian matrices
As we are interested in relating the eigenvalues of the matrix product AB to those of individual matrices A and B, our next result shows lower bounds for the eigenvalues of the Schur complement of the matrix product BAB * in terms of the eigenvalues of the Schur complements of BB * and A, where A is positive semidefinite. Theorem 1. Let A be n × n positive semidefinite of rank r, B ∈ C m×n , and
Proof. Let k = m − | |. We may assume = {k + 1, . . . , m}. Then c = {1, 2, . . . , k}. Since rank(A) = r, there exists a unitary U ∈ C n×n such that
Since U 1B U * 1 is r × r positive semidefinite and rank[(BAB * )/ ] = s, there exists an r × r unitary matrix
.
SoB 1 and GD 1 have the same nonzero eigenvalues. On the other hand,
Noticing that 
By the Cauchy interlacing theorem, we have, for i = 1, 2, . . . , s,
and
By (4) and (9), we have,
[by (13) and (14)]
In a similar way, one can obtain the following additional inequalities:
Setting r = n in the first inequality above, we arrive at
Obviously, the first inequality of (15) improves [8, Theorem 8] .
In particular, letting t = u = 1 reveals
The result below gives a lower bound for the product of eigenvalues.
Theorem 2.
Let all assumptions of Theorem 1 be satisfied, let u be a positive integer with 1 u k, and let
Proof. Following the line of the proof of the previous theorem, we have
Similar results are
By (1), (2), (13), (14) and (9), in manner to the proof of Theorem 2, we obtain the following results:
Theorem 3. Let all assumptions of Theorem 2 be satisfied. Then
Setting r = n in (20), we obtain
Obviously, inequality (20) improves [9, Theorem 2]. Setting r = n in the second inequality of (19), we obtain
Setting r = n in (23), we obtain
Obviously, the second inequality of (19) and (23) improves [8, Theorem 6 ].
Some estimates for eigenvalues of Schur complements of Hermitian matrices
In the previous section, we presented some inequalities for the eigenvalues of the Schur complement of the matrix product BAB * , where A is positive semidefinite. We now study the inequalities for the Hermitian case of matrix A. Proof. Without loss of generality, we assume that = {k + 1, . . . , m}. Let
On one hand, for any integer r, 1 r k, we have
where A − n−r+t (A)I n is n × n Hermitian and n−r+t (A)CC * is k × k Hermitian. Thus, there exists an n × n unitary matrix U such that
On the other hand, putting P = CU , we have
Since −D is k × k positive semidefinite and rank(−D) r − t, we see that
It follows that, if n−r+t (A) 0, by (9), we have
This completes the proof of the first inequality. For any integer r (k + 1 − t r k), and r +t−k (A) 0, we have
Let r = r + t − k, then r = k + r − t, 1 r t. Note that r +t−k (A) 0. Using similar method as in the proof of (30), we obtain (28).
As an application of the theorem, setting B = I n , r = k and B = I n , r = t, respectively, we see an interlacing-like result for the Hermitian case:
Proof. If A 0, the inequalities follow immediately from Theorem [9, Theorem 3]. So we consider the case when A has at least one negative eigenvalue. Let n (A) < 0. Without loss of generality, we take = {k + 1, . . . , m}. Let
Using (10), (6) and as in the proof of (33), we have
Combining (35) and (36), we obtain inequality (32).
Some estimates for absolute values of eigenvalues
In the following two theorems, Theorems 6 and 7, for a Hermitian matrix A ∈ H n , we arrange and label the eigenvalues of A in the order so that 
Proof. We may assume that ={k +1, . . . , m}. Since A ∈ H n and rank(A)=r, there exists a unitary matrix U ∈ C n×n such that UAU * = diag(D, 0), where D = diag ( 1 (A) , . . . , r (A)), and D is nonsingular. Let
where B 1 is r × r positive semidefinite. Take
That is, AB and diag(DB 1 , 0) have the same set of eigenvalues. Thus
It follows that, for l > r,
and that, for l = 1, 2, . . . , r,
Notice that the eigenvalue interlacing theorem shows, for i = 1, 2, . . . , r,
We have, for t = 1, . . . , r − l + 1 and u = 1, . . . , t,
[by(4)]
The remaining inequalities can be proved similarly.
Setting r = n in Theorem 6 yields the following: The result below gives a lower bound for the product of eigenvalues. 
