LDA+Usc calculations of phase relations in FeO by Sun, Yang et al.
LDA+Usc calculations of phase relations in FeO
Yang Sun,1 Matteo Cococcioni,2 and Renata M. Wentzcovith1, 3, 4
1Department of Applied Physics and Applied Mathematics,
Columbia University, New York, NY, 10027, USA
2Department of physics, University of Pavia, 27100 Pavia, Italy
3Department of Earth and Environmental Sciences,
Columbia University, New York, NY, 10027, USA
4LamontDoherty Earth Observatory, Columbia University, Palisades, NY, 10964, USA
(Dated: May 23, 2020)
Using the LDA+Usc method, we present calculations phase relations of iron monoxides involving
five polytypes in multiple spin-state configurations. The Hubbard parameter U is determined self-
consistently simultaneously with the occupation matrix and structures at arbitrary pressures. The
Hubbard parameter strongly depends on pressure, structure, and spin state. Comparison with
experimental structural data indicates the LDA+Usc can predict structure, compression curves,
phase relations, and transition pressures very well for the insulating B1 and iB8 states. However,
it requires additional calculations using the Mermin functional that includes the electronic entropic
contribution to the free energy to obtain an nB8 metallic state and a consistent iB8 to nB8 insulator-
to-metal transition pressure.
I. INTRODUCTION
Fe-O is one of the most fundamental components of
the Earths mantle and possibly also of the Earths core.
Phase relations in FeO are essential to determining the
state of iron at the extreme pressures of deep planetary
environments. Several challenging experiments under ex-
treme conditions have been performed in FeO in the last
decades1–6. FeO is also an archetypical strongly corre-
lated material7. From the materials simulations view-
point, it is an important test case in the development
of methods to predict phase stability at arbitrary condi-
tions.
Modern computational materials discovery methods
have shown to be an ideal tool to discover new materials
at extreme conditions8,9. However, these methods have
achieved only limited success for the Fe-O system10–12.
With few exceptions6, they mostly predicted phases that
are not observed experimentally. The presence of local-
ized and strongly correlated 3d electrons in iron prevents
successful applications of abinitio methods using conven-
tional exchange-correlation functionals such as the local
density approximation (LDA) or the generalized gradient
approximation (GGA) to the Fe-O system. For example,
it is a well-known fact that conventional band-structure
calculations with the LDA or GGA incorrectly give a
metallic ground state for FeO in the B1 structure. This
problem has been solved by using many-body electronic
structure methods that address the strongly correlated
state of the 3d electrons13–17. For example, by including
the Hubbard correction in these standard DFT calcula-
tions, DFT+U calculations open the Hubbard gap and
produce the insulating state of B1-type FeO13,18. The re-
liability of the DFT+U results depends on the Hubbard
parameter U. While it has been argued that U should be
determined by first-principles14, self-consistently19, and
be structure and spin-state dependent20–24, many stud-
ies have employed a constant and semi-arbitrary U value
or tuned U to match experimental observations of some
sort. While useful in providing insights into the elec-
tronic structure problem (see, e.g.,25,26), these calcula-
tions have not fully explored the predictive power of this
method. The full dependence of U on pressure/volume,
structure, spin state, chemistry, etc., must be computed
if one is to make predictions at extreme conditions in
the presence of dissociation or recombination reactions.
On the other hand, determining the Hubbard parameter
is a non-trivial task14,19. Still, a recent implementation
based on density-functional perturbation theory (DFPT)
and monochromatic perturbations27 dramatically facili-
tates the calculation of U by decreasing the computa-
tional effort by orders of magnitudes.
In this work, we focus on the iron monoxide, which is
the most frequently studied of the Fe-O compounds. We
consider iron monoxide in five polytypes and investigate
the predictive power of self-consistent Usc calculations to
reproduce its experimental phase relations. We compute
relative phase stabilities, equations of state, and tran-
sition pressures, and compare them with experimental
information.
In the next session, we review previous high-pressure
works on iron monoxide. Section III discusses the meth-
ods used to compute the Hubbard U and total energies
while section IV presents and discusses our results. Con-
clusions are presented in Section V.
II. REVIEW OF PREVIOUS WORKS
FeO has a complex phase diagram. At ambient con-
ditions, FeO forms a cubic NaCl-type B1 structure.
At higher pressure or lower temperature, the symme-
try reduces to rhombohedra (rB1) with antiferromag-
netic ordering along [111]1. The phase boundary be-
tween the B1 and rB1 was measured at and above room
temperature2,28,29. While the rB1 phase is usually con-
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2sidered to be the ground state at low temperatures up to
∼ 100 GPa30, Fjellvag et al.31 observed further symmetry
reduction from rhombohedral to monoclinic at T = 10 K.
This lower symmetry also features a local Jahn-Teller dis-
tortion of FeO6 octahedron that produces four short and
two long bonds31. With DFT+U calculations, Cococ-
cioni and de Gironcoli14 described the reduced symme-
try of the rhombohedral lattice by moving the minority-
spin d electron from the a1g (z
2) orbital to one of the
degenerated t2g orbitals. Gramsch et al.
25 explained the
monoclinic symmetry could lead to the splitting of the eg
pair into ag and bg states and the ag orbital occupancy
could be stabilized by the Hubbard parameter. However,
phase stability and phase transitions in the monoclinic
phase were not addressed in these studies.
Fei and Mao found experimentally that under pres-
sure, the rB1 phase transforms to the B8 phase above
90 GPa at 600 K2. The equilibrium phase boundary
between rB1 and B8 was found near 105 GPa at room
temperature30,32. Two polytypes of B8 FeO have been
reported28,33,34: a) the normal NiAs-type B8 structure
(nB8 hereafter) and b) the inverse B8 structure (iB8 here-
after). The main structural difference between nB8 and
iB8 phases is that the Fe and O positions are swapped.
These structures have different Fe coordination polyhe-
dra. In the iB8 structure, the coordination polyhedron is
a triangular prism, while in the nB8 structure is an oc-
tahedron (see Fig. 1). A high-spin (HS) to low-spin (LS)
state change was also found in FeO at high-pressures.
This transition pressure has been debated for a long time.
Pasternak et al. suggested that the HS state transforms
into the LS state at 90 GPa35. Later, Badro et al.36 re-
ported the HS could be preserved up to 143 GPa at room
temperature. Mattila et al.37 found that LS FeO existed
above 140 GPa. Most recently, Ohta et al. demonstrated
that the structural transition from iB8 to nB8, as well as
the HS-LS state change and the insulator-metal transi-
tion, all happened concurrently near 120 GPa with little
temperature dependence38,39.
Theoretical calculations by Sherman and Jansen40 re-
ported a structural transition from rB1 to B8 at 130 GPa
using the LDA. Cohen et al.3 found the magnetic collapse
in the B1 structure at 100 GPa with LDA or at 200 GPa
with GGA. Mazin33 indicated that the GGA and LDA
exchange-correlation functionals could not describe the
relative stability between iB8 and nB8. Persson et al.26
obtained the spin state change in B1 near 200 GPa us-
ing GGA+U with constant U (3eV and 5eV). The metal-
insulator transitions (MIT) of FeO was mainly studied by
the combination of DFT and dynamical mean-field the-
ory (DFT+DMFT). Shorikov et al.16 predicted the MIT
for B1-HS at 60GPa at room temperature. The predic-
tion does not agree with experiments. Later, Ohta et al.
performed DFT+DMFT calculations for the B1 phase
and obtained consistent results with experiments that
the B1 phase metallization happened at high tempera-
ture and high pressure, and it was related to the HS-LS
transition29. Leonov41 also showed that DFT+DMFT
FIG. 1. Crystal structures and magnetic configurations for
(a) rhombohedral B1, (b) monoclinic B1, (c) cubic B1phases,
(d) inverse B8 and (e) normal B8. Iron ions are shown in grey
and oxygen ions in red. Arrows indicate the spin direction of
various iron ions. The local iron coordination is indicated by
the surrounding polyhedron.
could describe the MIT for B1, and the transition pres-
sure quantitatively changes with the Hubbard parameter.
III. METHODS
Here, LDA+U calculations were performed using the
simplified formulation of Dudarev et al.42 as imple-
mented in the Quantum ESPRESSO code [43,44]. The
LDA was used for the exchange-correlation functional.
We have used ultra-soft pseudopotentials45 for Fe and O
with valence electronic configurations 3s23p63d6.54s14p0
and 2s22p4 for Fe and O, respectively. Such potentials
were generated, tested, and previously used, e.g., in46. A
kinetic-energy cutoff of 50 Ry for wave functions and 500
Ry for spin-charge density and potentials were used. In
all cases, the atomic orbitals were used to construct oc-
cupation matrices and projectors in the LDA+U scheme.
Three B1 structures and two B8 structures were con-
sidered in the present calculations, that is rhombohedra
B1 (rB1, space group R3¯m), monoclinic B1 (mB1, space
group C2/m), cubic B1 (cB1, space group Fm3¯m), in-
verse B8 (iB8, space group P63/mmc) and normal B8
(nB8). The structures are plotted in Fig. 1. A 6× 6× 6
k-point mesh was used for Brillouin zone integration for
all structures, which was sufficient to achieve a conver-
gence of 1 meV/atom in the total energy. The conver-
gence thresholds are 0.01 eV/A˚ for the atomic force, 0.5
kbar for the pressure and 1×10−5 eV for the total energy.
The Hubbard correction18 was applied to Fe-3d states.
The total energy E in the LDA+U functional with the
simplified formulation of Dudarev et al.42 is written as
E = ELDA +
U
2
∑
I,σ
[nI,σ(1− nI,σ)], (1)
where ELDA is the LDA ground-state energy and n
I,σ
3FIG. 2. (a) Relative energies of the three B1 phases. The
dashed line gives results fitted with the third-order Birch-
Murnaghan equation of state. The inset shows the self-
consistent Hubbard parameters as a function of the volume
for the three phases. (b) Relative enthalpies of the three mB1
phases. These results correspond to static calculations.
is the occupation matrix of the atomic site I with spin σ.
The Hubbard parameter U was computed using DFPT27
implemented in the Quantum ESPRESSO code43,44. The
convergence threshold for the response function is 1 ×
10−10 Ry.
Here, we automated an iterative scheme to obtain a
self-consistent Usc parameter while simultaneously op-
timizing the structure and desired spin state: Starting
from an empirical U of 4.3 eV, the energies of all possi-
ble occupation matrices for a spin state were computed.
There are five possible occupation matrices correspond-
ing to the HS state of ferrous iron with 3d6 configura-
tion (S=2), while there are ten possibilities for the LS
state (S=0). The electronic configuration, i.e., occupa-
tion matrix, with the lowest energy, was selected for fur-
ther structural optimization of both lattice parameters
and atomic positions. Then a new U parameter is recal-
culated for further structural optimization. The process
continued until mutual convergence of structure and U is
achieved for a convergence threshold of 0.01 eV for the U
parameter and the convergence criteria mentioned above
for structural optimizations.
IV. RESULTS AND DISCUSSION
A. B1 phases
Using the LDA+Usc scheme, we first investigate FeO
with the cB1, rB1, and mB1 structures. The lattices and
antiferromagnetic configurations of rB1 and mB1 phases
are shown in Fig. 1(a) and (b), respectively. The cu-
bic structure is represented by the rhombohedral lattice
with fixed lattice angles14. The rB1 and mB1 structures
were fully relaxed for the lattice parameters at each vol-
ume. After relaxation, the structures are symmetrized
with a tight tolerance of 0.01 A˚ using the FINDSYM
software47, which confirms no symmetry change hap-
pens during the relaxation. cB1 lattice has no degree
of freedom to be relaxed, so only self-consistent calcula-
tions are performed to obtain energy. Figure 2(a) shows
the volume-dependent energy and self-consistent Hub-
bard parameters for three B1 phases. The obtained Hub-
bard parameters are very close among the three phases
but show a strong dependence on the pressure. The
energy-volume data are fitted by the third-order Birch-
Murnaghan (BM) equation of state (EoS). The enthalpies
are obtained from the static compression curves fitted to
the BM-EoS and are shown in Fig. 2(b). At P=0 GPa,
the mB1 structure is only 2.2 meV/atom (equivalent to
∼ 25K) lower than the rB1 structure. This is consis-
tent with the fact that the mB1 phase was only observed
at very low temperatures T = 10K31. The mB1 phase
has lower enthalpy than the cB1 and rB1 phases at all
pressures in this static calculation. Vibrational effects
may change this result at some pressure and temper-
ature, but this effect was not investigated here. EoS
parameters and bond lengths of the mB1 phase at the
equilibrium volume V0 is shown in Table I. The equilib-
rium volume and distorted bond lengths show very good
agreement with experimental data31. Its even closer to
experiments compared to the calculation using hybrid
functional B3PW9148. Therefore the calculation with a
self-consistent Hubbard parameter seems more predictive
than the one with constant magic number 4.2 eV used in
previous calculations48. This result may change some-
what after the inclusion of vibrational effects, but it is
clear the self-consistent scheme is necessary to obtain a
Hubbard parameter for a predictive DFT+U calculation.
4TABLE I. Comparison of structural information of the mB1 with previous results. V0 is the equilibrium volume at P = 0 GPa.
K0 and K0 are the bulk modulus and the derivative of bulk modulus, respectively. Calculations are all static.
Methods V0 K0 K
′
0 Octahedron distortion
(A˚3/f.u.) (GPa) Long bond (A˚) Short bond (A˚)
Experiment Fe0.99O at 10 K
28 20.090 - - 2.165 2.154
LDA+Usc 19.915 188.1 4.01 2.171 2.144
B3PW9143 19.804 167.5 3.70 2.176 2.145
Figure 3 shows the compression curves of the B1
phases. The three polytypes (cB1, rB1 and mB1) show
very similar compressive behavior, but it can be noticed
that structures with more degrees of freedom (dg) to re-
lax (dgmB1 > dgrB1 > dgcB1) are more compressive, i.e.,
βmB1 > βrB1 > βcB1 with β being the compressibility.
Comparing with results of a previous calculation using
the hybrid functional B3PW9148, results are consistent
except that the B3PW91 results deviated from ours in
the range of 5-20 GPa. In fact, B3PW91 results do not
fit well to the BM-EoS.
Next, we compare our B1 compression curve cal-
culations with experimental data from a few different
experiments1,49,50, to the best of our knowledge. This
comparison clearly shows that the compressive behavior
of FeO depends quite strongly on this compound stoi-
chiometry. Iron vacancies are common because Fe is a
multivalent ion and frequently exists in the ferric form,
(Fe3+). The higher the iron vacancy concentration the
higher the compressibility. The present calculations have
no vacancies, therefore, they show smaller compressibil-
ity than the experimental data. Despite having no va-
cancies, our volumes are smaller than those reported for
Fe0.98O. This is caused by the static nature of our re-
sults. Inclusion of vibrational effects would likely improve
FIG. 3. Pressure-volume curves of B1 phases from calcu-
lations and experiments. The data of B3PW91 calculation
is from Ref.48. The experiments were performed at room
temperature by Yagi et al.1, Jacobsen et al.49 and Kaercher
et al.50
agreement between theoretical and experimental data at
300 K51. Considering these two effects, i.e., stoichiome-
try difference and vibrational effects, the current agree-
ment between theoretical results and room temperature
experimental data can be considered excellent. There-
fore, LDA+Usc can indeed well describe the structural
properties of insulating B1 phases.
B. B8 phases
Figure 4 shows the LDA+Usc results for the iB8 HS
state (S=2). The antiferromagnetic configuration con-
sists of alternating up and down spins along the c di-
rection. The energy-volume curve in Fig. 4(a) shows
an unexpected discontinuity at 16.2 A˚
3
/f.u. near 40
GPa. It requires two BM-EoS fittings, one for the high-
pressure and one for the low-pressure results. The c/a
ratio and the computed self-consistent Hubbard parame-
ter also show a consistent discontinuity at the same vol-
ume (pressure) in Fig. 4(b) and (c). The origin of this
FIG. 4. (a) The energy-volume curves for iB8 in the HS state.
The red dotted line and green dashed lines are the BM-EoS
fitting for small volume and large volume results, respectively.
The inset shows the atomic structure of the iB8-HS phase.
Grey and red spheres are iron and oxygen, respectively. (b)
The c/a ratio, (c) the self-consistent Hubbard parameters and
(d) minority electron d-orbital occupancies vs. volume. The
vertical lines indicate discontinuities.
5FIG. 5. Electronic density of state of Fe d-orbitals in the
iB8-HS at (a) 0 GPa and (b) 129 GPa. The right panel shows
the occupied Fe-d minority orbital. The iso-surface threshold
values are the same in (a) and (b).
behavior can be tracked to the orbital occupancy of the
minority d electron in Fe2+ in the HS state. In the iB8
HS structure the majority spin up bands are completely
full so only one electron enters in the spin-down bands
(d5↑d
1
↓ electronic configuration). The projected atomic or-
bital occupancies for the minority electron are plotted vs.
volume in Fig. 4(d). At large volumes, the occupied state
is mainly a z2type orbital (short for 3z2 − r2), but the
z2 orbital occupancy decreases under compression. Note
that the z-axis is aligned along the crystal c axis. For
V ≤ 16.2A˚3/f.u. (∼ 40 GPa), the occupied d-band shows
a strong mixed z2/x2 − y2/xy character. To clarify this
situation, we show in Fig. 5 the projected electronic den-
sity of state for Fe d-orbitals in the iB8-HS phase at low
and high pressures. One can see a greater orbital mixing
at higher pressures by comparing Figs. 5(a) and (b). The
shapes of the occupied localized orbitals are also shown
in Fig. 5, indicating that the minority electronic density
shifts to the x−y plane, and the c-axis compressibility in-
creases after that. The bandgap of ∼ 1.0 eV is essentially
pressure independent.
This electronic transition in the iB8-HS phase has
structural effects, but it is a metastable transition, i.e.,
the stable phase at ∼ 40 GPa is the mB1 phase. Never-
theless, this type of electronic transition in iron is not
uncommon. For example, Mssbauer spectroscopy de-
tected the increased presence of a second type of fer-
rous iron with higher quadrupole splitting (3.5 mm/sec)
in (Mg,Fe)SiO3-perovskite, i.e., bridgmanite, starting at
30 GPa and ending at 60 GPa52. Such change was at-
tributed to an HS to intermediate spin (IS) state (S=1)
change, which happens continuously with pressure. It
was later shown that such state change consists in the
change of orbital occupancy of the minority d-electron53,
which is also accompanied by a change in compressibility
of bridgmanite54. The total spin, S=2, was not altered
throughout this electronic transition55.
To compare the relative stability of B1 and B8 phases,
LDA+Usc calculations were performed for nB8, iB8, and
B1 phases in both HS and LS states. Because the
ferromagnetic configuration shows higher energy than
the antiferromagnetic configurations systematically at all
volumes, only antiferromagnetic configurations are re-
ported here. Because the iB8-LS phase had high energy
and is mechanically unstable, consistent with a previous
finding26, the iB8-LS phase is disregarded. By check-
ing the symmetry of the relaxed structures, we find the
rB1-LS and mB1-LS phases spontaneously transform to
the cB1-LS structure, so there are no rB1-LS or mB1-
LS states. More importantly, these B1-LS phases trans-
form to the nB8-LS when volumes are smaller than 12.0
A˚
3
/f.u. (i.e. ∼ 160 GPa). All the LDA+Usc results for
B1 and B8 phases are shown in Fig. 6.
The self-consistent Hubbard parameters are shown in
Fig. 6(b) and display strong dependences on pressure,
structure, and spin states. LS states systematically have
larger Hubbard parameters than HS states, regardless of
structure. Figure 6(c) shows average Fe-O bond lengths
versus pressure. They are almost indistinguishable in
mB1-HS, cB1-HS, rB1-HS, and nB8-HS phases and in
the cB1-LS and nB8-LS phases. Iron in these phases is
all octahedrally coordinated (see Fig. 1). The pressure
dependence of the average FeO bond lengths in iB8-HS
is different from those of other phases. In this phase,
the iron coordination polyhedron is a triangular prism.
Therefore, phases with iron of the same coordination
polyhedron and spin states have almost indistinguishable
Fe-O bond-lengths at the same pressure.
The relative stability of these phases is shown in
Fig. 6(d). The mB1 phase is the most stable up to 110
GPa at T=0K. Because only the rB1 phase (stable at
room temperature) was reported in the previous high-
pressure experiments, we focus on the phase transitions
from the latter. The current LDA+Usc calculations pro-
duce two phase transitions: rB1-HS to iB8-HS at 105
GPa and iB8-HS to nB8-LS at 245 GPa, which are all
insulating phases. The first transition from rB1-HS to
iB8-HS is very consistent with the experimental transi-
tion pressure of ∼105 GPa at room temperature2,30,32.
However, the second transition from iB8-HS to nB8-LS
happens at a significantly larger pressure than the exper-
imental transition pressure of 120 GPa39. By examining
the electronic density of state shown in Fig. 7(a), we find
this nB8-LS state to be insulating with a bandgap of ∼
0.8 eV, which contrasts with the metallic nB8-LS phase
obtained experimentally.
6FIG. 6. (a) Energy-volume relation for relevant B1 and B8 phases. The curves of mB1-HS, cB1-HS and rB1-HS are almost
overlapped on this scale. (b) Self-consistent Hubbard parameter vs. volume for the same phases. (c) Average Fe-O bond lengths
vs. pressure. (d) Relative enthalpies using the data of mB1-HS phase as the reference. Arrows indicate experimental transition
pressures of rB1-HS to iB8-HS to nB8-LS. The nB8-LS, metal indicates the one using Mermin functional with Tel = 7, 000K.
The current LDA+Usc scheme essentially promotes the
insulating state by penalizing the metallic state with in-
creasing Usc at higher pressures. To evade this prob-
lem, after obtaining Usc, we continue calculations on this
phase using the Mermin functional56,57, with orbitals oc-
cupancies given by the Fermi-Dirac distribution and elec-
tronic entropic contribution included in the total free en-
ergy calculation. We test the outcome of this strategy for
variable electronic temperature, Tel. As shown in Fig. 7,
by increasing Tel, the Fermi level gradually shifts to the
conduction band, and the transition pressure from iB8-
HS to nB8-LS decreases. With Tel 7,000 K, the nB8-LS
phase becomes a metal. The iB8-HS to nB8-LS transition
pressure is also lowered to ∼120 GPa, in agreement with
the experimental value of 120 GPa. The metallization
of the nB8-LS phase and the iB8-HS to nB8-LS transi-
tion pressure can be controlled by the magnitude of Tel
and the value of the Hubbard parameter, though freely
manipulating the latter is not under consideration here.
This artificially large Tel and its co-dependence on the
Hubbard U value points to the necessity to render the
DFT+Usc scheme more flexible to improve its descrip-
tion of metallic ground states.
The structures of iB8-HS and nB8-LS are also com-
pared with experimental data in Fig. 8. Calculated vol-
ume and c/a ratio for the iB8-HS state agree well with
the experimental data obtained at room temperature39.
Because the iB8-HS was found experimentally to be insu-
lating, the current LDA+Usc scheme indeed describes its
electronic and structural characters quite well. However,
the insulating nB8-LS phase shows a significant deviation
from experimental values in the c/a ratio. Treating the
system as metallic by using the Mermin functional with
an electronic temperature Tel, the c/a ratio gets closer
to the experimental values.
7FIG. 7. (a) The density of state of nB8-LS at 110 GPa
using different occupation schemes. Fixed corresponds to the
fixed-occupation scheme for the insulating state. The Tel
corresponds to the broadening in the Fermi-Dirac smearing.
(b) Relative enthalpies of iB8-HS and nB8-LS with smearing.
The enthalpy of mB1-HS is used as the reference. The dots
indicate the transition pressure.
The current calculation does not include spin-orbit
coupling (SOC) effect because it is believed to be in-
significant in the FeO system13. To confirm this idea, we
examine the SOC effect on the transition pressure from
rB1-HS to iB8-HS in the Supplemental Material. We find
that SOC increases the total energy of both rB1-HS and
iB8-HS phases by ∼ 0.04 eV/atom almost uniformly in
the volume range explored. Therefore, it does not change
the transition pressure noticeably.
V. CONCLUSION
In summary, we have shown that with a careful deter-
mination of the Hubbard parameter, LDA+Usc can well
describe phase relations among and compression curves
of insulating FeO phases. The self-consistent Hubbard
parameters Usc depends strongly on pressure, structure,
and spin state, varying typically by 1-2 eV, as shown in
Fig. 6. Therefore, LDA+U calculations with constant or
artificially tuned U values may not be able to capture
structural and electronic properties fully. For B1 phases,
current calculations confirm the mB1 phase should be
the ground state at T=0 K, while the rB1 phase shows
FIG. 8. The volume and c/a ratio as a function of pres-
sure for iB8-HS and nB8-LS phases. The experimental data
includes both iB8 and nB8 data with a transition pressure at
120 GPa [39].
similar enthalpy to that of the mB1 phase. Therefore,
the mB1 phase could only be observed experimentally
at low-temperatures31. We also found a metastable elec-
tronic transition in the iB8-HS phase at ∼ 40 GPa. This
transition consists of a change in orbital occupancy of
the minority d-electron, a phenomenon similar to that
observed in ferrous iron in (Mg,Fe)SiO3 between 30 GPa
and 60 GPa52,53. The zero-temperature phase bound-
ary between rB1-HS and iB8-HS is 105 GPa, which is
very consistent with the room-temperature observation
at 105 GPa30,32. The equilibrium volume of mB1-HS, the
compression curve of B1-HS and iB8-HS agrees very well
with experimental measurements. The only discrepancy
between current calculations and experiments is on the
nB8-LS state that overestimates the transition pressure
and underestimates the structural c/a ratios compared
to experiments. This is because LDA+Usc produces an
insulating state for nB8 while it should be metallic. By
using the Mermin functional a posteriori, i.e., without
further changing U , and an artificially large electronic
temperature Tel ∼ 7,000 K, the LDA+U calculation pro-
duces a metallic state, improves structural properties,
and produces an iB8-HS to nB8-LS transition pressure in
good agreement with experiments. All these properties
can also be modified by changing the Hubbard parame-
ter. This artificially large Tel and its co-dependence on
the Hubbard U value points to the type of modification
8necessary in the DFT+Usc scheme to address the metal-
lic state that includes electronic entropy contributions in
the electronic free energy.
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Supplemental Material for “LDA+Usc calculations of phase relations in FeO”
FIG. S1. (a) The upper panel shows the Energy-volume
relation for rB1-HS and iB8-HS phases with and without spin-
orbital coupling. The solid lines are the fitting results with
the third-order Birch-Murnaghan equation of state. The lower
panel shows the energy difference caused by the inclusion of
SOC, i.e. ∆E = ESOC −E. (b) Relative enthalpies using the
data of rB1-HS phase as the reference. (c) The self-consistent
Usc value.
Here, we examine the impact of the spin-orbital cou-
pling (SOC) on the rB1-HS to iB8-HS transition pressure.
The SOC calculations are performed with a rotationally
invariant form of LSDA+U+J functionalS1. The param-
eter J is fixed at Jc = 0.9 and U = Usc + Jc, where
Usc is obtained from self-consistent calculations with the
simplified formulation of Dudarev et al.S2, as described
in the main text. The fully relativistic pseudopotential
is employed for the SOC calculations.
Figure S1(a) shows that the inclusion of SOC systemat-
ically increases the energy ∼ 0.04 eV/atom, with a small
dependence on pressure and phase. Because the SOC ef-
fect is similar on both rB1-HS and iB8-HS phases, it only
changes the transition pressure ∼ 2GPa of ∼ 110GPa, as
shown in Fig. S1(b). Therefore, while SOC can indeed
affect the results of total energy calculation, the impact
on transition pressure is small.
Due to the change of pseudopotentials the self-
consistent Usc is recalculated for both phases. The new
values are provided in Fig. S1(c). The current SOC
calculation is not fully self consistent because of the pre-
sumed J value. A more sophisticated calculation may
be carried out using a recently developed noncollinear
LSDA+U techniqueS3.
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