Introduction
In [10] a class of algebras called cell algebras is defined generalizing the cellular algebras of Graham and Lerhrer in [6] . It was shown that, for R any commutative domain with unit, the semigroup algebra R[M ] is a cell algebra if M is a transformation semigroup T r or a partial transformation semigroup PT r . In this paper we show that the algebra R[M ] is a cell algebra for any finite monoid M with the property that for any D-class D the group algebra R[G D ] for the Schutzenberger group of D has a cell algebra structure. We then use the properties of cell algebras given in [10] In [4] , [11] , and [8] , East, Wilcox, and Guo and Xi have explored analogous results for cellular algebra structures on semigroups and twisted semigroups. Many of the complications in their work arise from the need to construct the involution anti-automorphism * required by the definition of a cellular algebra. Cell algebras require no such mapping, and the results obtained for such algebras appear to be both considerably simpler and of more general applicability than the corresponding result for cellular algebras. Yet questions such as whether an algebra is quasi-hereditary or semi-simple appear to be not much harder to address in the cell algebra case than in the cellular case.
Properties of finite monoids
In this section we review some facts about finite monoids and the standard Green's relations on a finite monoid M . Most of these results are well-known; see, for example, [1] , [5] , or [9] for references.
Green's relations L, R, J , H and D are defined, for x, y ∈ M , by xLy ⇔ M x = M y , xRy ⇔ xM = yM , xJ y ⇔ M xM = M yM xHy ⇔ xLy and xRy xDy ⇔ xLz and zRy for some z ∈ M ⇔ xRz and zLy for some z ∈ M.
If K is one of Green's relations and m ∈ M , denote by K m the K -class containing m. Write L, R, J, H, or D for the set of all L, R, J , H, or D classes in M .
According to "Green's lemma", if aRb and s, t ∈ M are such that as = b , bt = a, then the map x → xs is a bijective, R-class preserving map from L a onto L b with inverse the map y → yt. There is a dual result when aLb For a finite monoid M , one has D = J (see chapter 5 of [7] ) and the set D of D-classes inherits a partial order defined, for x, y ∈ M , by D x D y ⇔ x ∈ M yM . Evidently D xy D x and D xy D y for any x, y ∈ M .
Let R be a commutative domain with unit. For any subset S ⊆ M , write R[S] for the free R-module with basis S. Let A = R[M ], the monoid algebra for M , and define 
In parallel fashion, let LT (H) = {m ∈ M : mH ⊆ H} and for m ∈ LT (H) define the left translation l m : H → H by l m (h) = mh , h ∈ H. Then again each map l m is a bijection from H to H and G L H = {l m : m ∈ LT (H)} is a group, the (left, or dual) Schutzenberger group for H. Then l m l n = l mn for any m, n ∈ LT (H), the map φ
Lemma 2.1. Take any m ∈ M . i. If there exists an h ∈ H such that hm ∈ H then m ∈ RT (H) and r m gives a bijective map of H onto H.
ii. If there exists an h ∈ H such that mh ∈ Hthen m ∈ LT (H) and l m gives a bijective map of H onto H.
Proof. For i., write
H and we can choosem 1 ∈ LT (H) such that lm 1 = (l m1 ) −1 . Then γ D =m 1 · h. Any element of H has the form n · γ D for some n ∈ LT (H), and we have 
Proof. We use the facts (again, see chapter 5 of [7] ) that in any finite monoid D = J and that for any element x in a finite monoid some power x n is idempotent. For i., assume D a = D am for some a, m ∈ M . To prove R a = R am , it suffices to check that a ∈ amM and am ∈ aM . Since am ∈ aM is obvious, we need show only a ∈ amM . Now D a = D am ⇒ J a = J am ⇒ a ∈ M amM ⇒ a = x(am)y = xa(my) for some x, y ∈ M . Then by repeated substitutions we have a = x k a(my) k for any positive integer k. Choose k = n so that x n is an idempotent e. Then a = ea(my) n and ea = e · ea(my)
The proof of ii. is similar.
We also use the "egg-box" picture of a given fixed class D ∈ D: Picture the H-classes contained in D in a rectangular array where the Hclasses in a given column are all in the same L-class and the H-classes in a given row are all in the same R-class. So the number of columns in the array is the number n(D, L) of distinct L-classes in D, while the number of rows is the number n(D, R) of distinct R-classes in D. Write i H j for the H-class in row i, column j. We can assume that 1 H 1 is our "base class" H γ .
The following result follows from Green's lemma and its dual:
ii. For each row i, the right translation h → hb j defines a bijective map
Then for any row i, column j, and h ∈ H γ , h → a i hb j gives a bijective map i ψ j : H γ = 1 H 1 → i H j of H-classes which extends linearly to a bijection
We can now state the main result of this section.
iii. The right translation r m : h → hm gives a bijection r m :
and H dm lie in the same R-class and are in the same row of the "egg-box" for D. So if
Multiplying byā i on the left and byb k on the left gives φ
Multiplying on the right by b k then proves iv., and v. then follows by linearity. For iii., observe that r m can be written as a composition of bijections:
As an immediate corollary we have
We obtain the dual versions of proposition 2.1 and corollary 2.1 given next by using part ii. of lemmas 2.1 and 2.2 along with the formula mφ
Cell algebra structures on monoid algebras
In [10] , a class of algebras called cell algebras is defined which generalize the cellular algebras of Graham and Lehrer [6] . These algebras share many of the nice properties of cellular algebras. We will give conditions for a monoid algebra to be a cell algebra. We first review the definition.
Let R be a commutative integral domain with unit 1 and let A be an associative, unital R-algebra. Let Λ be a finite set with a partial order and for each λ ∈ Λ let L (λ) , R (λ) be finite sets of "left indices" and "right indices". Assume that for each λ ∈ Λ, s ∈ L (λ) , and t ∈ R (λ) there is an element s C λ t ∈ A such that the map (λ, s, t) → s C λ t is injective and
A is a cell algebra with poset Λ and cell basis
ii For any a ∈ A, λ ∈ Λ, and t, t If an H-class H contains an idempotent, then H is actually a subgroup of M . In fact, the maximal subgroups of M are just the H-classes which contain an idempotent. In this case the group H is isomophic to the Schutzenberger group G R H . If M is a regular semigroup, then every D-class D contains an idempotent e, so G D is isomorphic to a maximal subgroup H e of M . Then for regular semigroups M the R-C.A. condition is equivalent to requiring that R[G] have a cell algebra structure for every maximal subgroup G of M .
Our main result is the following theorem. 
, assume R corresponds to row i and L corresponds to column j in the "egg-box" for D. Then define
is a basis for A. To show C is a cell basis, we must check the cell conditions (i) and (ii). Note first that any element m in a D-class D m will be in the span of
and assume R corresponds to row i and L corresponds to column j in the "eggbox" for D.
. By corollary 2.2 there are two cases to consider.
and we can satisfy (i) by taking all coefficients r L to be zero.
Case ii:
where r L depends on s, s ′ , λ, and m, but is independent of t. Then
(L,t) where R ′ is the R-class corresponding to
. Since r L is independent of L and t, this yields property (i) for this case ii. The proof of condition (ii) is parallel. Thus C is a cell basis and A = R[M ] is a cell algebra.
If M is a finite monoid satisfying the R-C.A. condition, we will assume a fixed cell algebra structure is given to each R[G D ]. We will then call the cell algebra structure obtained in the proof of theorem 3.1 the standard cell algebra structure on R[M ].
In [4] , [11] , and [8] , East, Wilcox, and Guo and Xi worked with finite regular semigroups with cellular algebra (hence cell algebra) structure on R[G] for maximal subgroups G of M . Their examples therefore satisfy the R-C.A. condition and can be seen to be cell algebras without considering the complicated involution requirements involved in showing a cellular algebra structure. In More typical examples of cell algebras that are not cellular are the algebras R[M ] for M a transformation semigroup T r or partial transformation semigroup PT r . These were shown to be cell algebras in [10] .
Properties of the cell algebra A = R[M]
In this section we assume that M is a finite monoid satisfying the R-C.A. condition, that is, such that for every D ∈ D the group algebra R[G D ] of the Schutzenberger group for D is a cell algebra. Then by Theorem 3.1,
is a cell algebra and we can apply the results in [10] to A with the standard cell algebra structure.
For
is a right A-module and a free R-module with for the R-class corresponding to row i of the "egg-box" and L j for the L-class corresponding to column j.
Right and left radicals are defined by rad
Proof. If R i , L j are matched, then for some choice of i ′ , j ′ and some elements
Then multiplying byā i ′ on the left andb j ′ on the right gives γb j a i γ ∈ H. But then m(i, j) ≡ b j a i γ ∈ RT (H) by lemma 2.1. Now consider any i ′ , j ′ and any g = r m , h = r n ∈ G D and let
to be the free R-module with
to be the free R-module
Proof. It suffices to check (a) and (b) for basis elements X, Y , so assume X = C
If R i , L j are matched, then, by lemma 4.1,
We note the following corollary for future use. 
Write D 2 = {xy : x, y ∈ D} and recall thatÂ
are matched for at least one pair i, j.
, where i, j must be matched. Then by proposition 4.1,
Consider the question of whether a monoid algebra k[M ] is quasi-hereditary (as defined by [2] ). The following was proved in [10] : 
Recall that a semigroup M is regular if for every x ∈ M there is a y ∈ M such that x = xyx. In a regular semigroup, every D-class D contains an idempotent 
Note that in a regular semi-group the base H-class H for any class D can be chosen to contain an idempotent. Then H is a (maximal) subgroup of M with H isomorphic to G D . So the condition in corollary 4.4 can be replaced by the requirement that for any maximal subgroup G of M the group algebra k[G] must be a cell algebra with (Λ G ) 0 = Λ G . Now consider the question of semi-simplicity for a monoid algebra k[M ]. The following criterion for semi-simplicity of a cell algebra follows from results in [10] .
Proposition 4.3. A cell algebra A over a field k is semi-simple if and only if for every
λ is the principle indecomposable left module corresponding to the irreducible L D λ . But since L P λ always has a filtration with L C λ as the "top" quotient, we must have
ilarly, for every λ ∈ Λ 0 we have P 
Then we must also have Recall that an inverse of an element a in a semi-group is an element a −1 such that aa −1 a = a and a −1 aa −1 = a −1 . An inverse semi-group is a semi-group in which each element has a unique inverse. A standard result in semi-group theory is that any inverse semi-group satisfies the bijection condition. For an inverse semi-group the base H-class H for any class D can be chosen to be a (maximal) subgroup of M with H isomorphic to G D . So the condition in corollary 4.6 can be replaced by the requirement that for any maximal subgroup G of M the group algebra k[G] must be a semi-simple cell algebra.
Twisted monoid algebras
A twisting on a monoid M (with values in a commutative domain R with unit 1) is a map π : M × M → R such that (i) for all x, y, z ∈ M ,
(where id is the identity in M ).
Given a twisting π on M , define an algebra R π [M ] to be the free R-module with basis M and multiplication x • y = π(x, y) xy for x, y ∈ M . Then R π [M ] is an associative R-algebra with unit 1.
We would like conditions under which R π [M ] will be a cell algebra. In [11] and [8] , Wilcox and Guo and Xi have investigated when R π [M ] can be a cellular algebra. Much of the difficulty in their analyses involves defining the involution anti-isomorphism * required for a cellular algebra. Since cell algebras don't require such a map, the corresponding results are both simpler to obtain and of more general applicability. We require one "compatibility" condition for our twisting:
In [6] , π is defined to be an LR-twisting if xLy ⇒ π (x, z) = π (y, z) and yRz ⇒ π (x, y) = π (x, z) for all x, y, z ∈ M . Clearly any LR-twisting is compatible. For (i), assume a is a basis element, a ∈ M , and take any (R,s) C
we can take the coefficients r L required in (i) to be all 0. So assume II. holds. Take an element x ∈ H and let c = π(a, x). Since ax ∈ D = D x , compatibility gives π (a, y) = c for any y ∈ H. But then, by linearity, a
(L,t) . We can then take the coefficients r L required in (i) to be just c times the corresponding coefficients in the cell algebra R[M ].
The proof of condition (ii) is parallel.
Let M be a finite monoid satisfying the R-C.A. condition and place the standard cell algebra structure on M . Suppose So for a strongly compatible twisting we have c(j, i) = 0 whenever R i , L j are matched classes. But c(j, i) = 0 in the domain R yields X, Y π = 0 ⇔ X, Y = 0. Using this observation, it is easy to modify the proofs to obtain the following generalizations to twisted monoid algebras of the results in section 4.
In the following, assume R is a domain, M a finite monoid satisfying the R-C.A. condition, and π a strongly compatible twisting from M to π. The various examples such as Brauer algebras, Temperly-Lieb algebras, and other parition algebras which were studied and shown to be cellular in [11] and [8] are all twisted monoid algebras with a compatible twisting on a monoid satisfying the R-C.A. condition. Thus they can be seen to be cell algebras by Theorem 5.1 without constructing the anti-isomorphism needed for the cellular structure. Related algebras which lack the anti-isomorphism * , and hence are not cellular, could also be shown to be cell algebras by Theorem 5.1. We note again that questions such as whether an algebra is quasi-hereditary or semisimple are not much harder to answer for cell algebras than for cellular algebras.
