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Abstrat: We investigate the almost sure asymptoti properties of vetor
martingale transforms. Assuming some appropriate regularity onditions
both on the inreasing proess and on the moments of the martingale, we
prove that normalized moments of any even order onverge in the almost
sure ental limit theorem for martingales. A onjeture about almost sure
upper bounds under wider hypotheses is formulated. The theoretial results
are supported by examples borrowed from statistial appliations, inluding
linear autoregressive models and branhing proesses with immigration, for
whih new asymptoti properties are established on estimation and predi-
tion errors.
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Théorème de la limite entrale pour les martingales
vetorielles : onvergene des moments et
appliations statistiques
Résumé : On étudie dans e rapport des propriétés de onvergene presque
sûre de transformées de martingales vetorielles. Sous ertaines onditions
d'existene de moments et de régularité du proessus roissant, on montre en
partiulier la onvergene des moments normalisés de tout ordre pair dans
le théorème entral limite presque sûr pour les martingales vetorielles. On
formule une onjeture de borne presque sûre, sous des hypothèses moins res-
tritives et ouvrant des familles plus vastes de proessus. Enn, on applique
es résultats à des exemples issus d'appliations statistiques, notamment les
modèles autorégressifs linéaires et ertains proessus de branhement ave
immigration, e qui permet d'établir de nouvelles propriétés asymptotiques
sur les erreurs d'estimation et de prédition.
Mots-lés : Théorème entral limite presque sûr, martingale vetorielle,
moment, regression stohastique.
Convergene of Moments in the ASCLT for Vetor Martingales 3
1 Introdution
Let (Xn) be a sequene of real independent identially distributed random









It follows from the ordinary entral limit theorem (CLT) that
Sn√
n
L−→ N (0, σ2),












where G stands for the Gaussian measure N (0, σ2). Moreover, by the ele-











Gn =⇒ G a.s.

















The ASCLT was simultaneously proved by Brosamler [3℄ and Shatte [15℄
and, in its present form, by Laey and Phillip [10℄. In ontrast with the
wide literature on the ASCLT for independent random variables, very few
referenes are available on the ASCLT for martingales apart the reent work
of Beru and Fort [1, 2℄ and the important ontribution of Chaabane and
Maaouia [4,5℄ and Lifshits [13,14℄. The ASCLT for martingales is as follows.
Let (εn) be a martingale dierene sequene adapted to a ltration F = (Fn)
with E[ε2n+1|Fn] = σ2 a.s. Let (Φn) be a sequene of random variables
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As soon as (fn) goes to zero a.s. and under reasonable assumption on the









=⇒ G a.s. (1.1)















It is quite natural to overome the ase of unbounded funtions h. To be more
preisely, one might wonder if onvergene (1.2) remains true for unbounded
funtions h. It has been reently shown in [1, 2℄ that, whenever (εn) has a
nite onditional moment of order > 2p , then the onvergene (1.2) still
holds for any ontinuous real funtion h suh that |h(x)| ≤ x2p.
Theorem 1.1 (Convergene of moments in the salar ase). Assume that (εn)
is a martingale dierene sequene suh that E[ε2n+1|Fn] = σ2 a.s. and



















The limit (1.3) is exatly the moment of order 2p of the Gaussian distri-
bution N (0, σ2). The purpose of the present paper is to extend the results
of [1℄ to vetor martingale transforms, whih is strongly needed in various
appliations arising in statistis and signal proessing.
Let (Mn) be a square integrable vetor martingale with values in R
d
, adapted
to a ltration F. Its inreasing proess onsists of the sequene (〈M〉n) of
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A rst version of the ASCLT for disrete vetor martingales was proposed in
[5, 6℄, under fairly restritive assumptions on the inreasing proess (〈M〉n).
Hereafter, our goal is to establish the onvergene of moments of even order in
the ASCLT for (Mn) under suitable assumptions on the behaviour of (〈M〉n).
We shall work in the general setting of vetor martingales transforms (Mn),
whih an be written as




where M0 an be taken arbitrary and (Φn) denotes a sequene of random






k + S (1.4)
where S is a xed deterministi matrix, symmetri and positive denite. One
an obviously see that if E[ε2n+1|Fn] = σ2 a.s., then the inreasing proess of
(Mn) takes the form 〈M〉n = σ2Sn−1. The explosion oeient assoiated









where dn = det(Sn).
After this short survey, the paper will be organized as follows. The main the-
oretial result for vetor martingale transforms is given in Setion 2, at the
end of whih a quite plausible interesting onjeture is formulated, involving
minimal assumptions. The nal Setion 3 proposes some statistial applia-
tions to estimation and predition errors in linear autoregressive models and
in branhing proesses with immigration.
2 On the onvergene of moments
As mentioned above, our main result is given in theorem 2.1 and extends
theorem 1.1 to the vetor ase. By the way, in mathematis, the diulty of
the problem is almost always a stritly inreasing funtion of the dimension
of some underlying spae: it is also the ase here !
Theorem 2.1. Let (εn) be a martingale dierene sequene satisfying the
homogeneity ondition E[ε2n+1|Fn] = σ2 a.s. and suh that, for some integer
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In addition, assume that the explosion oeient fn tends to zero a.s. and
that there exists a positive random sequene (αn) inreasing to innity and





Sn = L a.s. (2.1)






























)p − (M tkS−1k Mk)p = λ(p) = pdℓ(p). (2.3)
Remark 1. The limit ℓ(p) orresponds exatly to the moment of order 2p of
the norm of a gaussian vetor N (0, σ2Id), so that theorem 2.1 shows indeed
the onvergene of moments of order 2p in the ASCLT for vetor martingales.
Here the deterministi normalization given in [5℄ has been replaed by the
natural random normalization given by the inreasing proess.
Remark 2. The onvergene hypothesis (2.1) learly implies fn → 0 a.s., if





= detL > 0 a.s.


















First of all, by using the symmetry of L, the onvergene (2.1) ensures that
















−1/2(αnL1/2S−1n L1/2 − I)L−1/2Φn.
The matrix Rn = αnL
1/2S−1n L1/2 − I is symmetriand denoting by ρn its
spetral radius, we an write∣∣∣α−1n ΦtnL−1/2RnL−1/2Φn∣∣∣ ≤ ρn ϕn,
INRIA
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and ρn onverges to 0 almost surely, whih leads to (2.5). The equation (2.6)
is proved in the same way from the deomposition













a.s. In order to nd the limit (2.2), il

















Theorem 2.1 will be proved by indution with respet to p ≥ 1, as in [1℄























Aording to the denition of (Mn), the following deomposition holds
M tn+1L







mn+1 = (1− γn)mn + 2δnεn+1 + γnε2n+1. (2.9)
The theorem relies essentially on the following lemma.













































After some straightforward simpliations, we obtain the relation
mpn+1 +An(p) = mp1 + Bn+1(p) +Wn+1(p), (2.13)
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2p−ℓ − δ2p−ℓk γℓ−pk .
In order to take out useful information about An(p), it is neessary to study
the asymptoti behaviour Wn+1(p),Bn+1(p) and mpn.
The ase p = 1. Remarking that log βn ∼
∑n






Wn+1(1) = σ2 a.s.
Applying the strong law of large numbers for martingales and the inequality
δ2n ≤ γnmn, we get Bn+1(1) = o
(An(1)) a.s. In addition, from relation (2.30)





An(1) = σ2 a.s.
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n Mn + ε
2
n+1fn
= hn + 2εn+1gn + ε
2
n+1fn.
whih, for all n ≥ 1, leads to



















g2n = (1− fn)an(1), (2.15)











, whih, with (2.6), gives the almost sure
















and to onlude the proof of Lemma 2.2 for p = 1, it sues to divide (2.14)
by log dn, letting n→∞.






Also, we shall show that
Bn+1(p) = p
dp+1






Setting, for 1 ≤ ℓ ≤ 2p− 1,
εℓn+1
def
= en+1(ℓ) + E[ε
ℓ
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First, for any ℓ suh that 1 ≤ ℓ ≤ p− 1, using again the strong law of large






Suppose 3 ≤ ℓ ≤ p − 1. From Hölder's inequality and the assumptions on
the moments of εn, it follows that, for all 1 ≤ j ≤ 2p−1, |σn(j)| is bounded,









For even ℓ, the indution assumption leads to Dn(ℓ) = o(log dn) a.s. When




















































For ℓ > p, we apply Hölder's inequality with exponents ℓ/p and ℓ/(ℓ − p).
Then, νn(ℓ) = o(log dn) a.s. In the partiular ase p = ℓ, we get by the























, for 0 < δ < 1. As for the last term Dn(2), one needs to
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[this formula being also valid for p = 2℄ whih proves (2.16).
On the other hand, still applying equation (2.30) of [17℄, we derive the esti-
































and the proof of (2.10) is terminated.
As for the seond part of Lemma 2.2, i.e. equation (2.11), we ould proeed


























The proof of theorem 2.1 is ompleted as relations (2.10) and (2.11) are
learly diret onsequenes of (2.2) and (2.3), respetively. Indeed, sine
βn ∼ dαn, we have almost surely
Vn ∼ dmn, and fn ∼ dγn,
RR n° 6780
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hene onvergene (2.10) immediately yields (2.2). Moreover in the parti-
ular ase p = 1, the seond onvergene (2.11) is exatly (2.3). Now, for
p ≥ 2, the elementary expansion

























an(1) = (1− fn)M tnS−1n−1ΦnΦtnS−1n−1Mn
≤ (1− fn) tr(S−1/2n−1 ΦnΦtnS−1/2n−1 )Vn
≤ fnVn,
hene an(1) = o(Vn) and, by (2.21),
















k = λ(p) a.s. (2.22)
In most of statistial appliations enountered so far, the onvergene as-
sumption (2.1) is satised. However, this tehnial hypothesis somehow ir-
umvents the vetor problem, whih in its full generality is not yet solved.
Indeed, (2.1) entails that all eigenvalues of the matrix Sn grow to innity at
the same speed αn. Thus, our method of proof as some features in ommon
with the salar ase. Hopefully, we should be able to establish the following
result, stated for the moment as a onjeture, without assuming (2.1).
Conjeture 2.3. Let (εn) be a martingale dierene sequene satisfying the
homogeneity ondition E[ε2n+1|Fn] = σ2 a.s. and assumption (Hp) introdued
















)p − (M tkS−1k Mk)p = O(log dn) a.s.
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3 Appliations
3.1 Linear regression models
Theorem 2.1 is the keystone to understand the asymptoti behavior of umu-
lative predition and estimation errors assoiated to the stohasti regression
proess given by, for all n ≥ 1,
Xn+1 = θ
tΦn + εn+1, (3.1)
where θ ∈ Rd is the unknown parameter. The random variables Xn,Φn, εn
are the salar observation, the regression vetor and the salar driven noise,
respetively. We propose here two appliations. The rst one onerns stable
autoregressive proesses while the seond one deals with branhing proesses
with immigration.
For a reasonable sequene (θ̂n) of estimators of θ, we shall investigate the
asymptoti performane of θ̂tnΦn, as a preditor of Xn+1. More preisely, we
shall fous on the predition error Xn+1− θ̂tnΦn and on the estimation error
θ̂n−θ. In fat, it is more relevant and eient [9℄ to onsider the umulative









kp−1‖θ̂k − θ‖2p. (3.3)
In the salar ase d = 1, under suitable moment onditions, asymptoti
estimates on (Cn(p)) and (Gn(p)) were established in [1℄ by means of the







It turns out that theorem 2.1 allows us to improve the results of [1, 2℄. Up
to our knowledge, only partial results in the partiular ase p = 1 have been
obtained, namely in [7, 17℄, where the authors derived the asymptotis of
(Cn(p))and (Gn(p)). For the proofs of the strong onsisteny of the LS
estimator for general linear autoregressive model, we refer the reader to
[8,11,16℄. Also, one an nd in [8,11,12,16℄ various results on the asymptoti
behavior of the empirial estimator of the ovariane assoiated with proess
(3.1).
RR n° 6780
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One might wonder how the onvergene of the moments in the ASCLT helps
us to dedue the almost sure asymptoti properties of the sequenes (Cn(p))
and (Gn(p)). It follows from (3.1) and (3.4) that
θ̂n − θ = S−1n−1Mn (3.5)
where









Φn = Xn+1 − θ̂tnΦn − εn+1, (3.6)










Applying now Riati's formula given e.g. in [7℄ pages 96 and 99, it omes
S−1n−1 = S
−1
n + (1− fn)S−1n−1ΦnΦtnS−1n−1.





n−1Mn −M tnS−1n Mn = (1− fn)π2n. (3.7)
It is often diult to obtain asymptoti information about the explosion
oeient fn. Nevertheless, in our framework, it is possible to show that
(fn) onverges almost surely to zero. So, the asymptoti behavior of (Gn(p))





suitable moment onditions on the driven noise (εn). By the same token,
the moments of order 2p an be estimated and ontrolled.












0 if p > 1,
σ2 if p = 1.
(3.8)
Proof. When p = 1, the onvergene (3.8) orresponds preisely to (2.3).
Suppose now that p > 1. Sine
an(1) ≤ fnVn
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3.2 Moment estimation, predition and estimation errors
Assume (εn) forms a martingale dierene sequene with E[ε
2
n+1|Fn] = σ2







If εn has a onditional moment of order a > 2, then the strong law of large
numbers for martingales implies the almost sure onvergene of ∆n to σ
2
.
Under the assumptions of theorem 2.1 with p = 1, the onvergene (3.8)















(Γn −∆n) = σ2 a.s. (3.9)
Hene, a natural estimator of higher moments of (εn) an be proposed. For






(Xk+1 − θ̂tkΦk)2p. (3.10)







Almost sure asymptoti properties of Γn(2p) are given in the next orollary.
Corollary 3.2. Assume that (εn) satises (Hp) with p ≥ 1. In addition,
suppose that for some integer 1 ≤ q ≤ p, E[ε2qn+1∣∣Fn] = σ(2q) a.s. Then,









Proof. We already saw via (3.9) that Corollary 3.2 holds for q = 1. Assume
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We dedue from (3.7) together with the almost sure onvergene of fn to
zero and Corollary 3.1 that
n∑
k=0
π2qk = o(log dn) a.s.














where σn(ℓ) = E
[
εℓn+1
∣∣Fn] and en+1(ℓ) = εℓn+1 − σn(ℓ). First, sine the




π2q−ℓk ) = O(log dn) a.s.
Moreover, from the estimate






= O(n log dn) a.s.,
whih onludes the proof of Corollary 3.2.
It is now possible to dedue from Corollary 3.2 the asymptoti behavior of
(Cn(q)). Under the assumptions of Corollary 3.2, the onvergene (3.12)
yields Cn(q)/n onverges a.s. to σ(2q). Moreover sine the onditional mo-





∣∣∣∣∣ = o(nc−1) a.s. (3.13)
for all c suh that 2pa−1 < c < 1. Hene it follows from (3.12) and (3.13)




,∣∣∣∣ 1n Cn(q)− σ(2q)
∣∣∣∣2 = o(nc−1) a.s.
Before enoning the result on the umulative estimation error (Gn(p)), we
need another orollary of theorem 2.1.
INRIA
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(θ̂k − θ)tSk(θ̂k − θ)
)p
= ℓ(p) a.s. (3.14)
















(θ̂k − θ)tL(θ̂k − θ)
)p
= ℓ(p) a.s. (3.16)













= Vn + g
2
n.
Hene, it follows from the onvergene (2.2) and from the onvergene of

























Then, the onvergene (3.14) is a straight forward onsequene of theo-










































Σn − d(n− 1)
) − mp1
β0






































































































mpk − wk+1 − bk+1
)
= 0 a.s.
The seond term is almost surely o(log n): this is a mere onsequene of

















We shall apply now these asymptoti properties to autoregressive proesses
and to branhing proesses with immigration, whih are both partiular ases
of the general stohasti regression proess (3.1).
3.3 The linear autoregressive proess




θkXn−k+1 + εn+1. (3.19)
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θ1 θ2 . . . θd−1 θd
1 0 . . . . . . 0
















0 . . . 0 1 0

 .
We shall fous our attention on the stable ase whih means that we assume
that ρ(C) < 1 where ρ(C) is the spetral radius of the matrix C. In addition,
we also assume that (εn) is a martingale dierene sequene whih satises




1 0 . . . 0













0 0 . . . 0

 ,





Moreover, one an immediately see that the matrix L is positive denite [7,8℄.
Then we are in a position to state our following result.
Corollary 3.4. Assume that (εn) satises (Hp) with p ≥ 1. In addition,
suppose that for some integer 1 ≤ q ≤ p, E[ε2qn+1∣∣Fn] = σ(2q) a.s. Then,

















(θ̂k − θ)tL(θ̂k − θ)
)p
= ℓ(p) a.s. (3.22)
3.4 A branhing proess with immigration
3.4.1 Estimation of the mean
Branhing proess with immigration play an inreasingly important role in
statistial physis, omputational biology and evolutionary theory. The on-
ept of immigration is related to situation in whih the population an be
RR n° 6780
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enrihed by exogenous ontributions. The branhing proess with immigra-




Yn,k + In+1, (3.23)
where (Yn,k) and (In) are two independent sequenes of i.i.d. nonnegative,
integer-valued random variables. The initial anestor is X0 = 1. The distri-
bution of (Yn,k) is ommonly alled the ospring distribution, while that of
of (In) is known as the immigration distribution.
Dene
E[Yn,k] = m, E[In] = λ,
var[Yn,k] = σ
2, var[In] = b
2.
We are interested in the estimation of all the parameters m,λ, σ2, b2. Rela-
tion (3.23) may be rewritten as the autoregressive form
Xn+1 = mXn + λ+ εn+1 (3.24)
where εn+1 = Xn+1 −mXn − λ. Consequently, the branhing proess with
immigration is a partiular ase of the stohasti regression proess given by
(3.1) with Φtn = (Xn, 1) and θ
t = (m,λ). However, one an observe that the
situation is a little bit more triky as (εn) is a martingale dierene sequene





= σ2Xn + b
2.




where the random variables Zn+1, Ψn and ξn are given by
Zn+1 = c
−1/2
n Xn+1, Ψn = c
−1/2




cn = Xn + 1.
Herafter, (ξn) is a martingale dierene sequene with bounded onditional
variane E[ξ2n+1|Fn] ≤ σ2 + b2 a.s. The mean vetor θt = (m,λ) will be
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where












Sn = L a.s.


























The notation X stands for a random variable sharing the same distribution
as the stationary distribution of the Markov hain (Xn). Consequently, the
matrix L is positive denite and the following result holds.
Corollary 3.5. Assume that (εn) satises (Hp) with p ≥ 1. In addition,
suppose that for some integer 1 ≤ q ≤ p, E[ε2qn+1∣∣Fn] = σ(2q) a.s. Then,

















(θ̂k − θ)tL(θ̂k − θ)
)p
= ℓ(p) a.s. (3.26)
3.4.2 Estimation of the variane










4 − 3σ4 + 4b2σ2) + ν4 − b4,
with
τ4 = E[(Yn,k −m)4] and ν4 = E[(In − λ)4].






] ≤ τ4 + 4b2σ2 + ν4.
RR n° 6780
22 Bernard Beru , Peggy Céna , Guy Fayolle









k+1 with ε̂k+1 = Xk+1 − θ̂kΦk,
where






































Our last result is the following:









(η̂k − η)tΛ(η̂k − η)
)p
= ℓ(p) a.s. (3.27)
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