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Abstract
We consider a class of Hill equations where the periodic coefficient is the squared solution of some
Duffing equation plus a constant. We study the stability of the trivial solution of this Hill equation
and we show that a criterion due to Burdina [7] is very helpful for this analysis. In some cases, we
are also able to determine exact solutions in terms of Jacobi elliptic functions. Overall, we obtain a
fairly complete picture of the stability and instability regions. These results are then used to study
the stability of nonlinear modes in some beam equations.
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1 Introduction
In order to explain the contents of the present paper, we briefly introduce the Duffing and Hill equations.
The Duffing equation [13] (see also [27]) is a nonlinear ODE and reads
y¨(t) + y(t) + y(t)3 = 0 (t > 0) . (1)
To (1) we associate the initial values
y(0) = δ , y˙(0) = 0 , (δ ∈ R \ {0}) . (2)
The unique solution of (1)-(2) is periodic, its period depends on δ and may be computed in terms of
Jacobi elliptic functions, see Proposition 1 in Section 2.
The Hill equation [18] was introduced for the study of the lunar perigee and it has been the object of
many subsequent studies, see e.g. [12, 21, 27, 30]. It is a linear ODE with periodic coefficient, that is,
ξ¨(t) + p(t)ξ(t) = 0 , p ∈ C0[0, T ] , p(t+ T ) = p(t) ∀t (3)
where we intend that T > 0 is the smallest period of p (in particular, p is nonconstant). The main
concern is to establish whether the trivial solution ξ ≡ 0 of (3) is stable or, equivalently, if all the
solutions of (3) are bounded in R. If p(t) = a + 2q cos(2t) for some a, q > 0, then (3) is named after
Mathieu [22] and, in this case, the stability analysis for (3) is well-understood: in the (q, a)-plane, the
so-called resonance tongues (or instability regions) for (3) emanate from the points (0, `2), with ` ∈ N,
see [23, fig.8A]: these tongues are separated from the stability regions by some resonance lines which
are explicitly known. This is one of the few cases where the stability for (3) has reached a complete
understanding. In general, the resonance tongues have strange geometries, see e.g. [5, 6, 25, 26, 28].
The first purpose of the present paper is to study the stability of the Hill equation (3) when the
periodic coefficient p is related to a solution of the Duffing equation (1). More precisely, we will
consider the cases where
p(t) = γ + βy(t)2 (4)
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with γ > 0, β > 0, and y being a solution of (1) or of a scaled version of it. We first consider the simpler
case where β = 1. Since the solution of (1) is even with respect to t, the stability diagram for (3) in the
(δ, γ)-plane is symmetric with respect to the axis δ = 0. By allowing γ to become negative we obtain
the explicit form of the first resonance tongue and the stability behavior of (3) in a large neighborhood
of (δ, γ) = (0, 0), see Theorems 4 and 5, as well as Figure 1. In our analysis we take advantage of some
explicit solutions of (3) that we are able to determine thanks to the particular form of the coefficient p
in (4) when β = 1.
In Theorem 6 we find sufficient conditions on γ and δ for the stability of (3) when p is as in (4)
and β = 1. The proof contains two main ideas. First, we apply the Burdina criterion [7], reported
in Proposition 2 (iii). Second, we prove that this criterion does not need the explicit form of the
solution y of (1) and the stability analysis may be reduced to the study of some elliptic integrals. In
order to show that the sufficient conditions are accurate, we proceed numerically. In Figure 2 we plot
the stability regions obtained through the Burdina criterion whereas in Figure 3 we plot the stability
regions obtained through the trace of the monodromy matrix. These plots confirm that the Burdina
criterion is indeed quite accurate. Probably, it is the most accurate for the Hill equation with squared
Duffing coefficients: in Figure 2 we also compare the Burdina criterion with the Zhukovskii criterion
[31] (reported in Proposition 2 (ii)) and we show that the former is much more precise.
The Hill equation (3) with squared Duffing coefficients (4) for general β > 0 arises when studying the
stability of modes of nonlinear strings [10, 11, 17], beams [2], and plates [3, 14]. In 1950, Woinowsky-
Krieger [29] modified the classical beam models by Bernoulli and Euler assuming a nonlinear dependence
of the axial strain on the deformation gradient, by taking into account the stretching of the beam due
to its elongation. Independently, Burgreen [8] derived the very same nonlinear beam equation. After
normalization of some physical constants and after scaling the space variable, the problem reads utt + uxxxx − 2pi ‖ux‖2L2(0,pi) uxx = 0 x ∈ (0, pi) , t > 0 ,u(0, t) = u(pi, t) = uxx(0, t) = uxx(pi, t) = 0 t > 0 , (5)
where the Navier boundary conditions model a beam hinged at its endpoints. The term 2pi‖ux‖2L2(0,pi)
measures the geometric nonlinearity of the beam due to its stretching. In Section 4, we recall the
definitions of nonlinear modes of (5) and of their linear stability and how this study naturally leads to
(3) with p as in (4) with β 6= 1. The linear stability for problem (5) was recently tackled in [2] by using
both the Zhukovskii criterion [31] and a generalization of the Lyapunov [20] criterion due to Li-Zhang
[19, Theorem 1]. These criteria did not allow a full understanding of the linear stability for (5) and
several problems had to be left open. In this paper we apply the Burdina criterion [7] and we show that
it allows to solve some of the open problems and to give a better description of the resonance tongues
for couples of modes of (5).
This paper is organized as follows. In the next section we recall some basic facts about equations (1)
and (3). In Section 3 we state our results about the Hill equation ξ¨(t) +
(
γ + y(t)2
)
ξ(t) = 0, where y
is the solution of (1)-(2). In Section 4 we define the nonlinear modes of (5) and we perform the same
analysis for a more general Hill equation in order to study the stability of these modes. All the proofs
are postponed until Section 5. In the final section we list some open problems.
2 Basic properties of the Duffing and the Hill equations
The Duffing equation (1) admits periodic solutions whose period depends on the parameter δ in (2). An
explicit solution of (1), which uses elliptic Jacobi functions, has been given by Burgreen [8]: its period
may be computed by using some properties of elliptic functions and without knowing the explicit form
of it. We refer to [1] for the definitions and the basic properties of the elliptic functions and integrals.
For the sake of completeness and because we need a formula therein, we briefly sketch a different proof
of the computation of the period.
2
Proposition 1 For all δ ∈ R the solution of the Cauchy problem (1)-(2) is
y(t) = δ cn
[
t
√
1 + δ2,
δ√
2(1 + δ2)
]
, (6)
where cn [u, k] is the Jacobi elliptic cosine function. Moreover, the period of the solution (6) is given by
T (δ) = 4
√
2
∫ 1
0
dθ√
(2 + δ2 + δ2θ2)(1− θ2) . (7)
Proof. The equation (1) is conservative, its solutions have constant energy which is defined by
E(δ) =
y˙2
2
+
y2
2
+
y4
4
≡ δ
2
2
+
δ4
4
, (8)
where δ is the initial condition in (2). We rewrite (8) as
2y˙2 = (2 + δ2 + y2)(δ2 − y2) ∀t (9)
so that −|δ| 6 y(t) 6 |δ| for all t and y oscillates in this range. If y(t) solves (1)-(2), then also y(−t)
solves the same problem: this shows that the period T (δ) of y is the double of the length of an interval
of monotonicity for y. Since the problem is autonomous, we may assume that y(0) = −δ < 0 and
y˙(0) = 0; then we have that y(T/2) = δ and y˙(T/2) = 0. By rewriting (9) as
√
2y˙ =
√
(2 + δ2 + y2)(δ2 − y2) ∀t ∈
(
0,
T
2
)
, (10)
by separating variables, and upon integration over the time interval (0, T/2) we obtain
T (δ)
2
=
√
2
∫ δ
−δ
d y√
(2 + δ2 + y2)(δ2 − y2) .
Then, using the fact that the integrand is even with respect to y and through the change of variable
y = δθ, we obtain (7). 
Proposition 1 tells that the period of y depends on its initial value δ and therefore on its energy (8):
this is clearly due to the nonlinear nature of (1). We point out that a solution y of (1) has mean value
0 over a period and that y(t) and its translation y(t+ t0) all have the same energy (8) for any t0 ∈ R;
therefore, initial conditions different from (2), but with the same energy, lead to the same solution of
(1), up to a time translation.
From (7) we infer that the map δ 7→ T (δ) is strictly decreasing on (0,+∞) and
lim
δ↓0
T (δ) = 2pi , lim
δ→+∞
T (δ) = 0 .
The period T (δ) can also be expressed differently. With the change of variables θ = cosα, (7) becomes
T (δ) = 4
√
2
∫ pi/2
0
dα√
2 + δ2 + δ2 cos2 α
=
4√
1 + δ2
K
(
δ√
2(1 + δ2)
)
, (11)
where K(·) is the complete elliptic integral of the first kind, see [1].
A further constant which plays an important role in our analysis is
σ :=
∫ 1
0
dθ√
1− θ4 =
∫ pi/2
0
dα√
1 + sin2 α
=
1√
2
K
(
1√
2
)
=
√
pi
4
Γ(14)
Γ(34)
. (12)
It is in general extremely difficult to establish whether the parameters of the Hill equation (3) lead to
a stable regime. In most cases, one uses suitable criteria which yield sufficient conditions for stability.
There are many such criteria, see e.g. [12, 21, 27] and references therein. We state here three criteria
which appear appropriate to tackle our problem.
3
Proposition 2 Assume that one of the three following facts holds:
(i) p > 0 and T 3
∫ T
0
p(t)2 dt <
64
3
σ4 (σ as in (12)) ,
(ii) p > 0 and ∃` ∈ N s.t. `
2pi2
T 2
6 p(t) 6 (`+ 1)
2pi2
T 2
∀t ,
(iii) p > 0, p admits a unique maximum point and a unique minimum point in [0, T ), and
∃` ∈ N s.t. `pi <
∫ T
0
√
p(t) dt− 12 log max pmin p 6
∫ T
0
√
p(t) dt+ 12 log
max p
min p < (`+ 1)pi .
Then the trivial solution of (3) is stable.
Proof. The first criterion is due to Li-Zhang [19] and generalizes the original Lyapunov criterion [20].
The second criterion is due to Zhukovskii [31]; see also [30, Test 1, §3, Chapter VIII]. The third criterion
is due to Burdina [7]; see also [30, Test 3, §3, Chapter VIII]. 
3 Stability for the Hill equation with a squared Duffing coefficient
In this section, we analyze the stability regions for the equation
ξ¨(t) +
(
γ + y(t)2
)
ξ(t) = 0 (13)
in the parameter (δ, γ)-plane; here y is the solution of (1)-(2). As a straightforward consequence of
Proposition 1, we infer that if y solves (1)-(2), then the squared function y2 is periodic and its period
is given by T (δ)/2, that is,
T (δ)
2
= 2
√
2
∫ 1
0
dθ√
(2 + δ2 + δ2θ2)(1− θ2) .
Our first result concerns the limit case γ = 0.
Theorem 3 If γ = 0, then the trivial solution of (13) is stable for all δ > 0.
This result is a particular case of Theorem 5 below. However, since our proof of Theorem 3 makes
use of the Li-Zhang [19] generalized Lyapunov criterion, it has its own independent interest and we give
its proof in Section 5.
As we know from [30, Chapter VIII], for all ` ∈ N, there exists a resonant tongue U` emanating from
the point (δ, γ) = (0, `2). If (δ, γ) belongs to one of these tongues, then the trivial solution of (13) is
unstable. In Section 5, we prove the following precise characterization of the first instability region U1.
Theorem 4 Let U1 be the resonant tongue of (13) emanating from (δ, γ) = (0, 1). Then
U1 =
{
(δ, γ) ∈ R2+; 1 < γ < 1 +
δ2
2
}
.
In particular, Theorem 3 states that, contrary to what happens for the Mathieu equations, the
resonance lines do not bend downwards since they remain above the parabola γ = 1 + δ2/2. Moreover,
as a consequence of Theorems 3 and 4, we see that the strip 0 6 γ < 1 is a region of stability for (13);
this follows by applying Theorem II, p.695 in [30]. In fact, more can be said on the stability behavior
of (13) in a neighborhood of (δ, γ) = (0, 0). Even if we initially assumed that γ > 0, we may give a full
description of what happens when γ < 0.
4
Theorem 5 The trivial solution of (13) is:
stable if − δ
2
2
< γ < 1 ∀δ ∈ R , unstable if γ < −δ
2
2
∀δ ∈ R .
Also the proof of this result is given in Section 5: in particular, we use there the fact that, if γ 6 −δ2,
then γ+y(t)2 6 0 and the instability is trivial. A picture of the stability region described by Theorem 5
is shown in Figure 1, where we have included negative values for both γ and δ.
Figure 1: Stability regions (white) and resonance tongues (gray) for (13); see Theorems 4 and 5.
Unfortunately, we could not find an explicit representation of the remaining resonant lines, namely
the boundaries of the resonance tongues U` for ` > 2. Thus, we now use the Burdina criterion to
determine sufficient conditions for the stability of the trivial solution of (13). To this end, we introduce
the function
Φ(δ, γ) := 2
√
2
∫ pi/2
0
√
γ+δ2 sin2 θ
2+δ2+δ2 sin2 θ
dθ ∀δ, γ > 0 .
Note that Φ is positive and smooth; this function may also be expressed in terms of elliptic integrals.
In Section 5 we will prove the following statement.
Theorem 6 Let y be the solution of the Duffing equation (1) with initial conditions (2). If there exists
` ∈ N such that
log
(
1 +
δ2
γ
)
< 2 ·min
{
Φ(δ, γ)− `pi , (`+ 1)pi − Φ(δ, γ)
}
, (14)
then the trivial solution of (13) is stable.
The trick in the proof is to use the Burdina criterion without using the explicit form of the solution
of (1). In particular, Theorem 6 has the following elegant consequence:
Corollary 7 Let y be the solution of the Duffing equation (1) with initial conditions (2). Then the
trivial solution of
ξ¨(t) +
(
2 + δ2 + y(t)2
)
ξ(t) = 0
is stable.
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The proof follows directly from Theorem 6 (case ` = 1) by observing that Φ(δ, 2 + δ2) =
√
2pi and
log
(
1 +
δ2
2 + δ2
)
< log 2 < 2pi(
√
2− 1) = 2pi ·min
{√
2− 1 , 2−
√
2
}
∀δ > 0 .
In order to obtain a more precise picture of the resonant tongues other than the first, we use Theorem
6 to deduce some information on their behavior as δ → 0.
Theorem 8 Let ` ∈ N (` > 2) and let U` be the resonant tongue emanating from (δ, γ) = (0, `2). If
(δ, γ) ∈ U`, then
`2 +
(
3`2
4
− 1
2
− 1
pi`
)
δ2 +O(δ4) 6 γ 6 `2 +
(
3`2
4
− 1
2
+
1
pi`
)
δ2 +O(δ4) as δ → 0 . (15)
Therefore, for all γ > 0 (with γ 6= 1) there exists δγ > 0 such that if 0 < δ < δγ and if y is the solution
of (1)-(2), then the trivial solution of (13) is stable.
A further remark about the comparison between the three criteria reported in Proposition 2 is in
order. In the left picture of Figure 2 we plot the (white) stability regions obtained numerically through
the Burdina criterion, see (14). The second lowest stable (white) region contains the parabola γ = 2+δ2.
In the right picture of Figure 2 we see that the Burdina criterion performs better than the Zhukovskii
criterion, at least in the region where γ > 1: except for the first stability region, the regions which
result stable for the Zhukovskii criterion are strictly included in the ones determined by the Burdina
criterion. On the other hand, back to the left picture, we see that the Burdina criterion does not ensure
stability in a neighborhood of (0, 0); in this case the Zhukovskii criterion performs slightly better. But
the L2 generalized Lyapunov criterion by Li-Zhang is the one having the better performance in the
region γ < 1: a hint of this fact is highlighted in the proof of Theorem 3.
Figure 2: Stability regions (white) for (13) obtained numerically through the Burdina criterion (left)
and comparison with the Zhukovskii criterion (right): in the legend, the set Z contains the points (δ, γ)
which satisfy the Zhukovskii criterion, and B contains the points which satisfy the Burdina criterion.
Theorem 6 only gives sufficient conditions for the stability and the stability regions are considerably
wider than the those defined by (14). In order to have a more precise picture of the resonant tongues,
we proceed numerically. In Figure 3 we plot the obtained stability (white) and instability (gray) regions
for (13). It turns out that the resonant tongues U` (with ` > 2) are extremely narrow, see (15). The
boundaries of U` (resonant lines) are found numerically by computing the trace of the monodromy
matrix of the Hill equation (13) and by plotting its level lines ±2. To do so, we used the software
Matlab. The first step was to introduce a grid of values of δ and γ: for each value of δ, with the
built-in function ellipj, which gives the elliptic Jacobi functions, we defined a Matlab function which
6
Figure 3: Stability regions (white) for (13) obtained numerically with the use of the monodromy matrix.
computed the solution yδ of the Duffing equation with initial conditions (2), using (6). Then, by using
the Matlab ODE solver ode45, we integrated the principal fundamental matrix at t = 0 in the interval
[0, T (δ)] for every point (δ, γ). This method introduced some errors, both in the computation of the
Jacobi cosine elliptic function and in the integration of the ODE. For this reason, and because the
resonant tongues are very thin in a neighborhood of δ = 0, the plot was quite difficult. In order to give
a more clear representation of the tongues, we plotted the level lines ±1.98 instead of ±2 of the trace
of the monodromy matrix. The result is shown in Figure 3.
4 Instabilities in a nonlinear nonlocal beam equation
4.1 Nonlinear modes
In this section we define the nonlinear modes of (5) and what we mean by stability. We start by seeking
particular solutions of (5) by separating variables, that is, in the form
um(x, t) = Θm(t) sin(mx) (m ∈ N) . (16)
A simple computation shows that the function Θm satisfies
Θ¨m(t) +m
4Θm(t) +m
4Θm(t)
3 = 0 (t > 0) , (17)
which is a time-scaled version (t 7→ m2t) of the Duffing equation (1).
We call a function um in the form (16) a m-th nonlinear mode of (5). Note that for any m there
exist infinitely many m-th nonlinear modes depending on the initial value, they are not proportional
to each other and they have different periodicity. Their shape is described by the solutions Θm of (17):
for this reason, with an abuse of language, we also call Θm a nonlinear mode of (5).
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We are interested in studying the stability of the nonlinear modes. To this end, we consider solutions
of (5) in the form
u(x, t) = w(t) sin(mx) + z(t) sin(nx) (18)
for some integers n,m > 1, n 6= m. After inserting (18) into (5) we reach the following (nonlinear)
system of ODE’s:  w¨(t) +m4w(t) +m2
(
m2w(t)2 + n2z(t)2
)
w(t) = 0 ,
z¨(t) + n4z(t) + n2
(
m2w(t)2 + n2z(t)2
)
z(t) = 0 ,
(19)
to which we associate some initial conditions
w(0) = w0 , w˙(0) = w1 , z(0) = z0 , z˙(0) = z1 . (20)
The constant energy of the Hamiltonian system (19) is given by
E(w0, w1, z0, z1) = w˙
2
2
+
z˙2
2
+m4
w2
2
+ n4
z2
2
+
(m2w2 + n2z2)2
4
≡ w
2
1
2
+
z21
2
+m4
w20
2
+ n4
z20
2
+
(m2w20 + n
2z20)
2
4
. (21)
Note that if z0 = z1 = 0, then the solution of (19)-(20) is (w, z) = (Θm, 0) where Θm is a nonlinear
mode, namely a solution of the Duffing equation (17). In order to analyze the stability of the nonlinear
mode Θm with respect to the nonlinear mode Θn we argue as follows. We take initial data in (20) such
that
0 < |z0|+ |z1|  |w0|+ |w1| .
This means that the energy (21) is initially almost totally concentrated on the m-th mode, that is,
E(w0, w1, z0, z1) ≈ E(w0, w1, 0, 0). We then wonder whether this remains true for all time t > 0 for the
solution of (19). To this end, we introduce the following notion of stability.
Definition 1 The mode Θm is said to be linearly stable (unstable) with respect to the n-th mode
Θn if ξ ≡ 0 is a stable (unstable) solution of the linear Hill equation
ξ¨(t) +
(
n4 +m2n2Θm(t)
2
)
ξ(t) = 0 , ∀t . (22)
There exist also stronger definitions of stability which, in some cases, can be shown to be equivalent;
see e.g. [17]. For nonlinear PDE’s such as (5), Definition 1 is sufficiently precise to characterize the
instabilities of the nonlinear modes of the equation, see [2, 3, 4, 14] and also the example at the end of
the next subsection.
The relevant parameter for the stability of the trivial solution of (22) turns out to be
ω :=
n2
m2
.
Note that, if Θm(t) is a solution of (17) with initial conditions
Θm(0) = δ and Θ˙m(0) = 0 , (23)
then Θω(t) = Θm(t/mn) solves the following time-scaled version of the Duffing equation (1):
Θ¨ω(t) +
1
ω
Θω(t) +
1
ω
Θω(t)
3 = 0, (24)
8
with the same initial conditions. From Burgreen [8], we know that
Θω(t) = δ cn
[
t
√
1 + δ2
ω
,
δ√
2(1 + δ2)
]
. (25)
Moreover, its period is given by
Tω(δ) = 4
√
ω
1 + δ2
K
(
δ√
2(1 + δ2)
)
,
so that limδ→0 Tω(δ) = 2pi
√
ω. The counterpart of (9) reads
2Θ˙2ω =
1
ω
(2 + δ2 + Θ2ω)(δ
2 −Θ2ω) ∀t . (26)
Through the time scaling t 7→ tmn , (22) is equivalent to the Hill equation
ξ¨ +
(
n2
m2
+ Θm
(
t
mn
)2)
ξ = 0 ,
that is,
ξ¨(t) + (ω + Θω(t)
2)ξ(t) = 0 , (27)
where Θω is given in (25).
4.2 Stability of the nonlinear modes
We study here in detail the stability of the nonlinear modes of (5), according to Definition 1. In
particular, we prove the following statement, left open in [2].
Theorem 9 If m > n then the mode Θm is linearly stable with respect to the mode Θn, independently
of the initial value δ 6= 0 in (23).
The proof of this result follows from a more general statement, see Theorem 13 below, therefore we
omit it.
The situation is by far more complicated when m < n, several subcases have to be distinguished.
From [2, Theorem 15] and [11, Theorem 1.1], we learn that an asymptotic representation of the resonant
tongues as δ →∞ in (23) can be given. Let us define the two sets
IU :=
⋃
k∈N
(
(k + 1)(2k + 1), (k + 1)(2k + 3)
)
IS :=
⋃
k∈N
(
k(2k + 1), (k + 1)(2k + 1)
)
. (28)
Note that IS ∪ IU = [0,∞). Then, by using the very same method as in [11], the following result was
obtained in [2]:
Proposition 10 Let IS and IU be as in (28) and let Θω be as in (25). For every ω > 0, there exist
δ¯ω > 0 such that, for all δ > δ¯ω:
(i) if ω ∈ IU , then the trivial solution of equation (27) is unstable and Θm is linearly unstable with
respect to Θn;
(ii) if ω ∈ IS, then the trivial solution of equation (27) is stable and Θm is linearly stable with respect
to Θn.
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Similarly to what we did in Section 3, we apply the Burdina criterion to equation (27). To this end,
we define the function
Ψ(δ, ω) = 2
√
2ω
∫ pi/2
0
√
ω+δ2 sin2 θ
2+δ2+δ2 sin2 θ
dθ ∀δ, ω > 0 . (29)
Note that the map δ 7→ Ψ(δ, ω) is strictly decreasing for all ω > 1 and that
Ψ(0, ω) = piω , lim
δ→∞
Ψ(δ, ω) = 2
√
2ω
∫ pi/2
0
sin θ√
1 + sin2 θ
dθ = pi
√
ω
2
.
By applying the Burdina criterion, see Proposition 2 (iii), we obtain the following sufficient condition
for the stability of the trivial solution of (27).
Theorem 11 Let Θω be as in (25) and let Ψ be as in (29). If there exists ` ∈ N such that
log
(
1 +
δ2
ω
)
< 2 ·min
{
Ψ(δ, ω)− `pi , (`+ 1)pi −Ψ(δ, ω)
}
,
then the trivial solution of (27) is stable and Θm is linearly stable with respect to Θn.
In Figure 4 we display the regions described by Theorem 11.
Figure 4: Stability regions (white) obtained with the sufficient condition of Theorem 11.
In particular, Theorem 11 enables us to determine the behavior of the resonant tongues as δ → 0.
Corollary 12 Let ` ∈ N (` > 2) and let U` be the resonant tongue of (27) emanating from (δ, ω) =
(0, `). If (δ, ω) ∈ U`, then
`+
(
3`
8
− 1
4
− 1
2pi`
)
δ2 +O(δ4) 6 ω 6 `+
(
3`
8
− 1
4
+
1
2pi`
)
δ2 +O(δ4) as δ → 0 .
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The next result, whose proof is given in Section 5, characterizes the first resonance tongue.
Theorem 13 The resonant tongue U1 of (27) emanating from (δ, ω) = (0, 1) is given by
U1 =
{
(δ, ω) ∈ R2+ : 1 < ω < ϕ(δ)
}
where ϕ : R+ → R+ is a continuous function such that
ϕ(δ) > 1 ∀δ > 0 , ϕ(δ) 6 1 +
(
1
8
+
1
2pi
)
δ2 +O(δ4) as δ → 0 , lim
δ→∞
ϕ(δ) = 3 .
Moreover, the strip (0,∞)× (0, 1) is a stability region of the (δ, ω)-plane.
A straightforward consequence of Corollary 12 and Theorem 13 reads
Corollary 14 For all ω > 0 (with ω 6= 1) there exists δω > 0 such that if 0 < δ < δω and if Θω is
as in (25), then the trivial solution of (27) is stable. Therefore, for any integers m 6= n, there exists
δ̂ = δ̂(n/m) > 0 such that the nonlinear mode Θm, solution of (17)-(23), is linearly stable with respect
to Θn whenever 0 < |δ| < δ̂; moreover, δ̂ = +∞ if and only if n < m.
By proceeding as in Section 3, we numerically obtained a complete picture of the resonance tongues.
We fixed a value of m in (22) and we integrated system (17)-(22) allowing n to take non integer values,
so that also the squared ratio ω in (27) could take any real positive value. The resonant lines were
obtained by computing the trace of the monodromy matrix of the Hill equation (22) for different values
of δ and ω: since the resonance tongues are very narrow for small δ, the plot of the level curves ±2 in
the (δ, ω)-plane was quite difficult and we obtained an approximate picture of the stability regions by
plotting instead the level curves ±1.98. The result is shown in Figure 5.
Figure 5: Stability regions (white) for (27) obtained numerically with the use of the monodromy matrix.
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Due to the asymptotic behavior of the stability regions stated in Proposition 10, the resonance tongues
are much wider for large values of δ than in a neighborhood of the ω axis. For this reason, if we choose a
value ω of the squared ratio n2/m2 and we increase δ starting from the point (0, ω), we cross some tiny
resonance tongues before reaching the final stability or instability region, as described in Proposition 10.
For a given squared ratio ω = n2/m2 of spatial frequencies, in Table 1 we quote the (minimum) number
of crossing of the resonance lines, starting from δ = 0 up to δ → ∞. Since by Corollary 14 we know
that for δ → 0+ we always start in a stability region, if this number is even (resp. odd) then we end
up in a stability (resp. instability) region when δ →∞.
ω ∈ (0, 1) (1, 2] (2, 3) {3} (3, 4] (4, 5] (5, 6) {6} (6, 7]
crossing 0 1 3 2 4 6 8 7 9
Table 1: Number of resonance lines crossed before reaching the final stability/instability region.
Let us emphasize that different couples (m,n) may have the very same stability behavior. Fix some
(m,n) and consider all the couples (km, kn) for any integer k. Then the corresponding ω is the same
and hence, also the stability behavior. What changes is the time scaling: by applying the scaling t 7→ kt,
we recover the very same system (19) and the occurrence of a possible instability (as in the plots of
Figure 6 below) will appear delayed in time. Whence, what really counts for the stability of nonlinear
modes is the ratio ω = n2/m2 of spatial frequencies.
Let us conclude with a particular example which shows how the instability for (19)-(20) appears. We
take m = 1 and n = 2, so that ω = 4 and we have the following consequence of Theorem 11.
Corollary 15 If one of the following two facts holds
log
(
1 +
δ2
4
)
< 2 ·min{Ψ(δ, 4)− 2pi, 3pi −Ψ(δ, 4)} ,
log
(
1 +
δ2
4
)
< 2 ·min{Ψ(δ, 4)− 3pi, 4pi −Ψ(δ, 4)} ,
then the mode Θ1 is linearly stable with respect to the mode Θ2.
Numerically, one sees that Corollary 15 guarantees the linear stability of the mode Θ1 with respect
to the mode Θ2 whenever
δ ∈ (0, 1.167) ∪ (1.277, 2.63) , (30)
while Proposition 10 guarantees linear stability for δ > δ for a sufficiently large δ. Therefore, the
instability range for the initial semi-amplitude δ lies in the complement of (30). According to Figure
5 we expect it to be composed by two disconnected intervals. In order to find it with precision, we
numerically plotted the solution of (27) with Θω defined in (25) and ω = 4. We could observe instability,
that is exponential-like blow up of the solution towards±∞ when t→ +∞, for δ ∈ (2.93, 3.45) which lies
in the complement of (30) and belongs to the resonance tongue emanating from (0, 2) in the (δ, ω)-plane.
This also means that δ ≈ 3.45. Then we increased δ with step 10−4 but we detected no instability for
δ ∈ (1.167, 1.277) which contains the intersection of the resonant tongue emanating from (δ, ω) = (0, 3)
with the line ω = 4: this means that this region is extremely thin and/or that the modulus of the
trace of the monodromy matrix only slightly exceeds 2. Overall, this means that these instabilities are
irrelevant: on the one hand, they have very small probability to appear, on the other hand, even if they
do appear they only give rise to tiny transfers of energy. For any ω one then expects to view “true”
instabilities only for large values of δ.
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We also plotted the solution of (19)-(20): we considered the system
w¨(t) + w(t) +
(
w(t)2 + 4z(t)2
)
w(t) = 0 ,
z¨(t) + 16z(t) + 4
(
w(t)2 + 4z(t)2
)
z(t) = 0 ,
w(0) = δ , z(0) = 10−3δ , w˙(0) = z˙(0) = 0 .
(31)
In Figure 6 we display some of the pictures that we obtained. It appears clearly that, in the first
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Figure 6: The solutions w (gray) and z (black) of (31) for δ = 2.92, δ = 2.94, δ = 3.01, δ = 3.44.
picture, z remains small and no instability occurs. In the second picture, z suddenly grows up, which
means instability. In the third picture the same phenomenon is accentuated while in the fourth picture
it is delayed, thereby getting ready to return in a stability regime for δ > 3.454. This is the pattern
that can be observed in (19)-(20), for any value of ω = n2/m2. This perfect coincidence with the linear
stability justifies Definition 1 and the use of linearization.
5 Proofs
Since we need a formula stated therein, we prove Theorem 6 first.
Proof of Theorem 6. We may assume that y(0) = −δ < 0 so that y˙ > 0 in (0, T/2). Then we get∫ T/2
0
√
γ + y(t)2 dt = 2
∫ T/4
0
√
γ + y(t)2 dt
by (10) = 2
√
2
∫ T/4
0
√
γ+y(t)2
(2+δ2+y(t)2)(δ2−y(t)2) y˙(t) dt
using y(t) = δ sin θ = Φ(δ, γ) . (32)
Moreover, if we put p(t) = γ + y(t)2, we see that
log
max p
min p
= log
(
1 +
δ2
γ
)
.
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Then, by Proposition 2 (iii), we infer that the trivial solution of (13) is stable whenever (14) holds. 
Proof of Theorem 3. By using (7) and by arguing as for (32), we obtain
g(δ) :=
T (δ)3
8
∫ T (δ)/2
0
y(t)4 dt
= (2
√
2)4
(∫ T (δ)/4
0
y(t)4y˙(t)√
(2 + δ2 + y(t)2)(δ2 − y(t)2) dt
)(∫ 1
0
dθ√
(2 + δ2 + δ2θ2)(1− θ2)
)3
= 64
(∫ pi/2
0
sin4 α√
2
δ2
+ 1 + sin2 α
dα
)(∫ pi/2
0
dα√
2
δ2
+ 1 + sin2 α
)3
.
Hence, the map δ 7→ g(δ) is strictly increasing; furthermore, g(0) = 0. Thus, for all δ > 0,
0 < g(δ) < lim
δ→∞
g(δ) = 64
(∫ pi/2
0
sin4 α√
1 + sin2 α
dα
)(∫ pi/2
0
dα√
1 + sin2 α
)3
using (12) = 64
(∫ pi/2
0
sin4 α√
1 + sin2 α
dα
)
σ3. (33)
Let us now put
I :=
∫ pi/2
0
sin4 α√
1 + sin2 α
dα =
∫ pi/2
0
sin2 α√
1 + sin2 α
dα−
∫ pi/2
0
sin2 α cos2 α√
1 + sin2 α
dα ,
so that, integrating by parts the second addend, we obtain
I =
(∫ pi/2
0
sin2 α√
1 + sin2 α
dα
)
+
(
σ −
∫ pi/2
0
sin2 α√
1 + sin2 α
dα− 2I
)
,
which yields I = σ3 . Combined with (33) and the monotonicity of g, this shows that g(δ) <
64
3 σ
4 for all
δ > 0. We have so proved that
T (δ)3
8
∫ T (δ)/2
0
y(t)4 dt <
64
3
σ4 ∀δ > 0 ,
where T (δ) is the period of the solution y(t) of the Duffing equation, as defined in Proposition 1. By
recalling that the period of y2 is T (δ)/2, Proposition 2 (i) applied to equation (13) and the latter
inequality ensure the stability of the trivial solution of (13) if γ = 0. 
Proof of Theorem 4. Let us take γ = 1. Then, one of the solutions of (13) is
ξ(t) = y(t) = δ cn
[
t
√
1 + δ2,
δ√
2(1 + δ2)
]
,
where, as usual, y(t) is the solution of (1)-(2) and it is explicitly given by (6). Since this solution is
T (δ)-periodic, its period is twice the period of the coefficient of the Hill equation (13). Thus, using the
Floquet theory, we deduce that the eigenvalues of the monodromy matrix for γ = 1 are both −1. This
shows that the line γ = 1 is part of the boundary of U1.
From [1] we recall that, for all 0 < k < 1:
∂ sn(u, k)
∂u
= cn(u, k) dn(u, k),
∂ cn(u, k)
∂u
= − sn(u, k) dn(u, k),
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∂ dn(u, k)
∂u
= −k2 cn(u, k) sn(u, k), dn(u, k)2 − k2 cn(u, k)2 = 1− k2. (34)
Let us take k = δ√
2(1+δ2)
and, since there are no ambiguities, we put sn(u, k) = sn(u). Consider the
function
ξ(t) = sn
(
t
√
1 + δ2
)
(35)
so that, from the differential equalities (34), we infer that:
ξ˙(t) =
√
1 + δ2 cn(t
√
1 + δ2) dn(t
√
1 + δ2),
ξ¨(t) = −(1 + δ2) sn(t
√
1 + δ2)
(
dn(t
√
1 + δ2)2 +
δ2
2(1 + δ2)
cn(t
√
1 + δ2)2
)
= −(1 + δ2) sn(t
√
1 + δ2)
( 2 + δ2
2(1 + δ2)
+
δ2
1 + δ2
cn(t
√
1 + δ2)2
)
= −
[
1 +
δ2
2
+ δ2 cn
(
t
√
1 + δ2
)2]
ξ(t) .
This shows that the choice (35) of ξ(t) satisfies equation (13) whenever γ = 1 + δ
2
2 . Whence, on this
parabola the eigenvalues of the monodromy matrix are −1. This proves that also the curve γ = 1+δ2/2
is part of the boundary of U1.
Therefore, the boundary of U1 consists of the line γ = 1 and the parabola γ = 1+δ
2/2: the statement
is so proved. 
Proof of Theorem 5. In Theorem 4 we showed that γ = 1 is part of the boundary of U1. Let S0 be
the first stability region for equation (13). Then, the line segment δ = 0, 0 < γ < 1, is included in S0.
Using [30, Chapter VIII, §1-4], we conclude that γ = 1 must be also part of the boundary of S0.
From [1] we recall that the following identity holds:
cn(u, k)2 + sn(u, k)2 = 1 (0 < k < 1). (36)
We take again k = δ√
2(1+δ2)
and we drop it in the argument of sn, cn, dn. Then we consider the
function
ξ(t) = dn
(
t
√
1 + δ2
)
. (37)
By arguing as for Theorem 4 and by using (34) and (36), we obtain:
ξ˙(t) = − δ
2
2
√
1 + δ2
cn(t
√
1 + δ2) sn(t
√
1 + δ2) ,
ξ¨(t) = −δ
2
2
dn(t
√
1 + δ2)
[− sn(t√1 + δ2)2 + cn(t√1 + δ2)2]
= −δ
2
2
[− 1 + 2 cn(t√1 + δ2)2]ξ(t)
= −
(
− δ
2
2
+ δ2 cn(t
√
1 + δ2)2
)
ξ(t) .
This shows that (37) satisfies equation (13) whenever γ = − δ22 . Furthermore, this solution has the
same period T (δ)/2 as the coefficient of the Hill equation (13). Thus, using the Floquet theory, we
conclude that the characteristic multipliers of (13) are both equal to 1 when γ = − δ22 .
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From (4.2.i) p.60 in [12], we also know that if p(t) 6 0, then the trivial solution of the Hill equation
ξ¨(t) + p(t)ξ(t) = 0 is unstable. Therefore, if γ 6 −δ2 the zero solution of (13) is unstable. Thus, the
parabola γ = − δ22 is part of the boundary of S0 and this concludes the proof. 
Proof of Theorem 8. Assume that (δ, γ)→ (0, `2). In order to apply the Burdina criterion we need
asymptotic estimates for Φ(δ, γ). By neglecting o(δ2), we obtain
Φ(δ, γ) = 2
√
2
∫ pi/2
0
√
γ+δ2 sin2 θ
2+δ2+δ2 sin2 θ
dθ
∼ 2√γ
∫ pi/2
0
(
1 + δ
2
2γ sin
2 θ
)(
1− δ24 − δ
2
4 sin
2 θ
)
dθ
∼ 2√γ
∫ pi/2
0
(
1− δ24 + δ
2
2γ sin
2 θ − δ24 sin2 θ
)
dθ
= pi
√
γ
(
1 +
(
1
`2
− 32
)
δ2
4
)
. (38)
Next, we remark that
log
(
1 +
δ2
γ
)
∼ δ
2
`2
as (δ, γ)→ (0, `2) .
Combined with (38), this shows that the bounds in (14) asymptotically become
γ 6 `2 +
(
3`2
4
− 1
2
− 1
pi`
)
δ2 , γ > `2 +
(
3`2
4
− 1
2
+
1
pi`
)
δ2 .
Whence, U` is asymptotically contained in the region where none of these two facts holds, that is, in
the region defined by (15).
Finally, the statement about the existence of δγ follows from what we have just proved and from
Theorems 4 and 5. 
Proof of Theorem 13. If ω = 1, equations (24) and (27) are equivalent to (1) and (13), respectively.
Therefore, it follows from the proof of Theorem 3 that
ξ(t) = cn
(
t
√
1 + δ2,
δ√
2(1 + δ2)
)
is a solution of (27) whenever ω = 1. Thus the line ω = 1 is a resonant line and is part of the boundary
of the resonance tongue U1. Let us now recall, from [2, Theorem 13], that if 0 < ω <
(
21
22
)2
, then the
trivial solution of (27) is stable for all δ > 0. These two facts prove that the strip (0,∞) × (0, 1) is
a stability region of the (δ, ω)-plane. If U1 = {ω : τ(δ) < ω < ϕ(δ)} then, by combining the previous
observations with Proposition 10, we infer that it has to be τ(δ) ≡ 1, ϕ(δ) > 1 for all δ, and ϕ(δ)→ 3
as δ →∞. The second inequality for ϕ(δ) follows from Corollary 12. 
6 Remarks and open problems
• In Figure 5, couples of resonant lines meet at the points (δ, ω) = (0, `) with ` ∈ N. Between two
of these “double points” there is a gap of 1 in the ω-direction. For δ = ∞ the gap is larger and the
j-th resonance line emanates from the “point” (δ, ω) = (∞, j(j+1)2 ). Whence, below the line ω = s with
s ∈ R+ \N, there exist 2[s] resonant lines emanating from points on the ω-axis and [−1+
√
1+8s
2 ] resonant
lines emanating from points at δ =∞. This shows that there are “more” resonant lines for δ → 0 than
for δ →∞. Here, [%] represents the integer part of %.
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• Once a nontrivial solution ξ1 of (3) is known, the standard method to find a second (linearly inde-
pendent) solution ξ2 yields
ξ2(t) = ξ1(t)
∫ t dτ
ξ21(τ)
. (39)
Therefore, in the cases where we found an explicit solution of (3), see the proofs of Theorems 4 and
5, one can also find another linearly independent explicit solution by using (39) combined with the
computation of the indefinite integral of Jacobi elliptic function, see [9]. We omit the details.
• The plots in Figure 5 suggest the following conjecture, which appears quite challenging to prove (or
disprove): all the resonant lines emanating from (0, `) (except ω ≡ 1) are graphs of strictly increasing
functions with a unique flex point.
• From (15) we infer that, when δ → 0, the resonant tongues U` asymptotically lie between two upwards
parabolas provided that ` > 2. An interesting problem would be to investigate whether the gap between
these two lines is of the order of δ2 or of higher order o(δ2) as δ → 0.
• It would be interesting to investigate the stability for the following damped version of (5):
utt + ρut + uxxxx − 2pi ‖ux‖2L2(0,pi) uxx = 0 x ∈ (0, pi) , t > 0 ,
where ρ > 0. How does ρ modify the shape of the resonant tongues in Figure 5? We expect the
tongues to retract in the horizontal direction, but does a uniform bound ερ > 0 exist such that all the
nonlinear modes of (5) are linearly stable whenever δ < ερ? We point out that the simple argument of
multiplying by an exponential, as for the Mathieu equation, does not work for the Hill equation with
squared Duffing coefficients.
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