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Abstract 
A stochastic backscatter (SB) approach to subgrid-scale (SGS) modelling for large-eddy 
simulation (LES) of the neutral atmospheric boundary layer (ABL) has previously been 
shown to reduce excessive velocity shear, as seen with the popular Smagorinsky SGS model, 
in the under-resolved surface layer. However, previous SB models exhibit unwanted grid-
dependency issues, and the range of atmospheric flows tested remains limited. Here, a new 
SB model is proposed that uses a grid-adaptive filter to control the length-scale, anisotropy 
and momentum flux of the backscatter fluctuations, independently of the model grid. Model 
performance is confirmed to be grid-independent in simulations of the neutral ABL, in which 
an 80% reduction in excessive near-surface velocity shear is achieved. 
The model is also applied to street canyon flow, where the shear layer that separates the 
recirculating vortex within the canyon from the external flow is again typically under-
resolved in most LES set-ups. The backscatter acts to increase momentum transfer across the 
shear layer, bringing the simulated vortex intensity significantly closer towards wind-tunnel 
observations. A passive tracer is also released to model traffic emissions, and the pollutant 
exchange velocity between the canyon and the external flow is again found in better 
agreement with wind-tunnel data. This information can be used to improve operational urban 
dispersion models.  
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   Big whorls rise from little whorls 
Through merging of the latter, 
   And big whorls merge to greater whorls 
And so on with backscatter. 
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1. INTRODUCTION 
A deeper knowledge of atmospheric motion offers a number of significant benefits. Among 
others, it guides our ability to predict future weather events, aids our placement of wind 
turbines for energy production, and improves our understanding of pollutant transport and 
dispersion after emission. The physical processes that govern the evolution of atmospheric 
motion are already well understood, and the set of equations that underpin these processes are 
thought to be comprehensive and accurate. Unfortunately, however, this set of equations 
consists of nonlinear partial differential equations (including the Navier–Stokes equations) 
that have no known analytical solution. As a result, atmospheric modellers are forced to use 
numerical methods to approximate solutions on discretised model grids. The nonlinear nature 
of the atmosphere also means that kinetic energy is continuously transferred across the 
various scales of motion, in a process known as the energy cascade. Thus, in order to 
faithfully reproduce the exact evolution of any atmospheric state, all scales of motion – from 
the largest planetary scale to the smallest molecular scale – must be simulated simultaneously. 
Clearly, the grid resolution required for such a simulation is unfeasible for any modern-day, 
or future, computer. 
As a consequence, atmospheric modellers must decide a priori the most important range of 
scales (which will be situation-dependent) that are to be explicitly resolved by their model; 
the upper bound of this range is set by the extent of the modelling domain, and the lower 
bound by the model’s grid resolution. The influence of any scales greater than the largest 
resolved scales must then enter the simulation by way of appropriate boundary conditions, 
and the influence of all scales smaller than the smallest resolved scales – the so-called subgrid 
scales (SGS) – must be parameterised by the SGS model. The work undertaken in this thesis 
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looks to improve an SGS model used for simulating neutral atmospheric flows from the 
boundary-layer scale down to the urban micro-scale. This range of scales is particularly 
important to us as humans. The atmospheric boundary layer (ABL), defined by Stull (1988) to 
be the lowest part of the atmosphere that is directly influenced by the presence of the earth’s 
surface, is the region in which we all live and breathe. The urban micro-scales encompass the 
flow patterns found within the urban canopy layer, where the street canyon forms the main 
building block (Oke, 1987). The World Health Organisation (WHO, 2015) estimates that over 
half the world’s population currently lives in urban areas (a fraction that is set to continue to 
rise), and so a firm knowledge of how the urban environment affects atmospheric flow and 
pollutant dispersion is also important. 
The boundary-layer and urban micro-scales both fall within the broader turbulence scales, in 
which individual atmospheric motions, or eddies, are fully three-dimensional (3-D) (as 
opposed to, for example, the synoptic scale, in which individual structures such as cyclones 
and anticyclones are quasi 2-D). From the boundary-layer scale to the urban micro-scale, 
pollutant dispersion will thus be large in both the horizontal and the vertical directions. There 
are a number of available flow-field and dispersion models for simulating pollutant dispersion 
at these scales, which cover a range of complexities. Operational models, which must be cost- 
and time-effective, typically opt for a lower-complexity approach, in which ‘bulk’ parameters 
determine the level of mixing by atmospheric processes. For example, the Gaussian plume 
approach, often used for boundary-layer-scale dispersion modelling (e.g. ADMS, Carruthers 
et al. (1994)), adopts a bulk parameter to describe plume spread, and the box-model approach, 
often used for street canyon dispersion modelling (e.g. OSPM, Berkowicz (2000)), adopts a 
bulk parameter to describe the pollutant mass exchange between the air within the canyon and 
the boundary-layer atmosphere above it. At the higher end of model complexity spectrum lies 
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the computational fluid dynamic (CFD) modelling approach, in which a numerical solution to 
the (smoothed) momentum equations is sought directly. 
Large-eddy simulation (LES) is a subset of CFD modelling in which all the turbulent scales of 
motion that can be explicitly resolved by the model grid are prognosed (in space and time). 
Another, less computationally expensive, approach known as Reynolds-averaged Navier–
Stokes (RANS) parameterises all turbulence scales in order to obtain the mean flow-field 
solution. Although LES requires substantial computational resources that are typically 
unavailable to operational modellers, it remains a very useful tool in terms of: (i) increasing 
our understanding of turbulent processes by offering far greater spatiotemporal coverage than 
that possible by field or laboratory experiment, and (ii) guiding our choice of input parameters 
for the simpler operational models through calculated bulk statistics from its numerical 
output. The importance of improving the accuracy of LES is therefore made apparent.  
Simulation accuracy is particularly dependent on the SGS model, which must faithfully 
parameterise the effect of all interactions between the resolved scales of motion and the 
subgrid (unresolved) scales. The net effect of these interactions is to drain energy from the 
resolved scales to the unresolved scales, and many SGS models, including the Smagorinsky 
(1963) model (the most popular SGS model in use in LES today), only seek to represent this 
net energy drain. However, this net drain is in fact the result of many forward-scatter events 
(energy transfer from resolved to unresolved scales) and backscatter events (energy transfer 
from unresolved to resolved scales), which typically occur with similar frequency in any 
given turbulent flow-field (Geurts, 2004). In many situations, the simplified ‘net drain’ 
approach adopted by, e.g., the Smagorinsky model can still produce adequate simulation 
accuracy; however, in other cases – in particular, the cases where backscatter at the grid scale 
is large – simulation accuracy can be significantly compromised. 
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As a result, more sophisticated SGS models that attempt to represent the forward and 
backscatter processes separately have also been proposed. One notable approach, pioneered 
by Mason and Thomson (1992), uses additional stochastic motions to ‘inject’ energy back 
into the flow at the smallest resolved scales, as a way of mimicking these random backscatter 
events. This approach has already proven very successful in alleviating discrepancies seen in 
simulation output with the Smagorinsky model for the case of boundary layer flow, due to its 
ability to represent important grid-scale backscatter occurring in the under-resolved surface 
layer. However, two research gaps can be identified, namely that: (i) the existing 
methodologies for the way in which the backscatter energy is stochastically injected into the 
modelled flow-field suffer from unwanted grid-dependency issues, meaning that there is 
scope for the implementation of a new and improved methodology; and (ii) applications of the 
stochastic backscatter (SB) modelling approach have so far been limited to simulations of 
boundary-layer flow, and not to other scales such as the urban micro-scale, or, to the author’s 
knowledge, to simulations that test the subsequent impact on the dispersion of a passive 
scalar. Both these research gaps are addressed in this thesis, in which it is shown that a new 
SB methodology can help improve the dynamics and dispersion characteristics in a number of 
LES applications, including (finally) a fundamental street canyon flow configuration. It is 
hoped that this will constitute a first step towards providing a more comprehensive database 
of improved input parameters for operational street canyon models. 
The thesis is organised as follows. This introduction (Chapter 1) provides a general overview 
of the research topic, and is followed by a more in-depth scientific review of the relevant 
literature to date, ending with a list of clear research objectives (Chapter 2). The following 
chapter details the methodology behind the new SB model (Chapter 3). The three chapters 
that follow then present the results from three different applications of the new SB model. The 
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first application is to the previously tested case of the neutral ABL (Chapter 4). This is done 
in order to compare the new SB model’s performance with that of previous SB models to 
assess for improvement; in particular, to test the new model’s ability to overcome the grid-
dependency issues of the previous models. The second application of the SB model is to the 
simulation of street canyon flow (Chapter 5), in which model output is compared against that 
obtained with the Smagorinsky model, using a suitable wind-tunnel dataset for validation. 
This is followed by a third application of the model, which assesses the subsequent impact on 
the prediction of traffic-related pollutant dispersion and removal from the street canyon 
(Chapter 6). Finally, a conclusions section (Chapter 7) summarises the main findings, 
implications and limitations of the research, as well as suggesting steps for future work.  
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2. LITERATURE REVIEW 
This literature review is structured as follows. Current knowledge of neutral atmospheric 
flows (including the physical process of backscatter) is first summarised, with particular 
attention paid to neutral ABL and street canyon flow (§2.1). The fundamentals of LES and 
SGS modelling are then covered, followed by a summary of previous LES of the neutral ABL 
and street canyon flow/dispersion, including issues of simulation accuracy related to the SGS 
model (§2.2). A more detailed look is then taken at the stochastic backscatter SGS modelling 
approach, including its advantages and disadvantages over other approaches, similar 
approaches used within other modelling communities, and current issues and research gaps 
associated with the technique (§2.3). Finally, the specific objectives of the current research 
project are identified (§2.4). 
2.1 Neutral atmospheric flows 
2.1.1 Foundations 
Before tackling the literature, a brief theoretical overview of neutral atmospheric flows is first 
provided. In this thesis, the phrase ‘neutral atmospheric flow’ is used to mean a high-
Reynolds-number (Re) (i.e. fully turbulent) flow in which there is no heat energy input, and 
thus the potential temperature is constant everywhere. In this case, the generation of 
turbulence occurs through velocity shear alone, which results from the interaction of the flow 
with a surface (or any other source of friction). Although perfectly neutral atmospheric 
conditions are rarely observed in reality, so-called ‘near-neutral’ conditions occur frequently 
and the neutral case is thus still regarded as a useful subject of study. It also provides a 
simplified starting point from which added complexity can be later explored. 
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If one also assumes a dry and incompressible gas (the latter is typically valid in the lower 
atmosphere), then the governing equations of motion are completely described by the 
continuity (conservation of mass) and Navier–Stokes (conservation of momentum) equations. 
Using tensor notation, these are given (in an inertial frame) by: 
 𝜕𝑢𝑖
𝜕𝑥𝑖
= 0, (1) 
 𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
+ 𝜈
𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑗
, 
(2) 
where 𝑢𝑖 (= 𝑢, 𝑣, 𝑤 for 𝑖 = 1, 2, 3) is the velocity component in the direction 𝑥𝑖 (= 𝑥, 𝑦, 𝑧 for 
𝑖 = 1, 2, 3), 𝑡 is time, 𝑝 is pressure, 𝜌 is the air density, and 𝜈 is the kinematic viscosity. The 
second term in Eq. (2), the so-called advection term, is the nonlinear term responsible for 
momentum transfer across scales, i.e. the energy cascade, which occurs both from larger to 
smaller scales (forward scatter) and from smaller to larger scales (backscatter – see next 
section, §2.1.2, for more details). 
It is also useful to give a few more equations here, which will be quoted at later points in the 
thesis. Firstly, the equation for the conservation of a passive scalar released into the flow-
field: 
 𝜕𝐶
𝜕𝑡
+ 𝑢𝑗
𝜕𝐶
𝜕𝑥𝑗
= 𝜈𝐶
𝜕2𝐶
𝜕𝑥𝑗𝜕𝑥𝑗
+ 𝑆𝑟𝑐, (3) 
where 𝐶 is the scalar concentration, 𝜈𝐶 the molecular kinematic diffusivity, and 𝑆𝑟𝑐 a scalar 
source term. Secondly, it is possible to use a Reynolds decomposition and the rules of 
Reynolds averaging to obtain the governing equations for the mean fluid motion (utilising the 
existence of a spectral gap (Stull, 1988)). The dependent variables are decomposed as 
𝑢𝑖 = 𝑢𝑖 + 𝑢𝑖
′, where the overbar denotes an ensemble average (which, if the flow is 
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stationary, is equivalent to a time average) and the prime denotes the turbulent fluctuation 
from this value. Substituting into Eqs. (1) and (2) leads to: 
 𝜕𝑢𝑖
𝜕𝑥𝑖
= 0, (4) 
 𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
−
𝜕(𝑢𝑖 ′𝑢𝑗 ′)
𝜕𝑥𝑗
. 
(5) 
The final term in Eq. (5) describes the influence of the so-called Reynolds stresses, i.e. 
momentum fluxes caused by turbulent motions, on the mean flow. For high-Re flows such as 
in the atmosphere, this is several orders of magnitude larger than the influence of viscous 
stresses, hence why the term involving 𝜈 in Eq. (2) has now been dropped. Finally, a similar 
Reynolds decomposition for scalars yields: 
 
𝜕𝐶
𝜕𝑡
+ 𝑢𝑗
𝜕𝐶
𝜕𝑥𝑗
= 𝑆𝑟𝑐 −
𝜕 (𝑢𝑗
′𝐶′)
𝜕𝑥𝑗
, (6) 
where 𝑢𝑗
′𝐶′ describes the turbulent scalar flux in the 𝑥𝑗 direction. 
2.1.2 Backscatter 
Backscatter refers to the physical process in which turbulent energy is transferred from 
smaller to larger scales. This is in contrast to forward-scatter, which refers to the transfer of 
energy from larger to smaller scales. Backscatter is perhaps conceptually harder to visualise 
than forward-scatter – it is easier to conceptualise smaller eddies being generated from the 
shearing of larger eddies, as eloquently described in the poem by Lewis F. Richardson (1920): 
   Big whorls have little whorls 
That feed on their velocity, 
   And little whorls have lesser whorls 
And so on to viscosity. 
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Although the net effect of turbulence is to drain energy from the larger to the smaller scales, 
in reality, the frequency of forward and backscatter events occurring within a turbulent flow 
are typically almost equal (Geurts, 2004). Conceptually, an individual backscatter event may 
be thought of as two or more small-scale eddies merging to produce larger scales. A riposte to 
Richardson’s poem might therefore read: 
   Big whorls rise from little whorls 
Through merging of the latter, 
   And big whorls merge to greater whorls 
And so on with backscatter. 
Although the full 3-D picture is far more complex, backscatter may be demonstrated 
mathematically using a 1-D spectral representation of turbulence. Consider two simple cosine 
waves 𝑈1 and 𝑈2, with respective wave-numbers 𝑘1 and 𝑘2, i.e.:  
 𝑈1 = cos 𝑘1𝑥, (7) 
 𝑈2 = cos 𝑘2𝑥. (8) 
Following Pielke (2002), a nonlinear interaction between these two waves can be represented 
by their product, i.e.:  
  
𝑈1𝑈2 = cos 𝑘1𝑥 cos 𝑘2𝑥 =
1
2
[cos(𝑘1 + 𝑘2)𝑥 + cos(𝑘1 − 𝑘2) 𝑥], (9) 
i.e. two further waves are produced, one with a higher wave-number than the original two 
waves (𝑘1 + 𝑘2) and, if 𝑘1 < 2𝑘2, one with a lower wave-number than the original two 
waves (𝑘1 − 𝑘2). In the latter case, energy has been transferred from smaller to larger scales, 
i.e. backscattered. Again, the above analysis only serves as a simplified example of upscale 
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energy transfer; in reality, backscatter within a 3-D turbulent flow-field is a result of a triple 
interaction between two smaller-scale eddies and a larger-scale one (Schumann, 1995).  
Chasnov (1991) provided a clear demonstration of backscatter in his direct numerical 
simulation (DNS) of freely decaying turbulence. The relevant figure from this paper, 
reproduced below (Figure 2.1), shows how the turbulent kinetic energy (TKE) spectrum 
changes with time. As there is no turbulence generation, the total TKE in the system must be 
decreasing with time due to viscous dissipation, i.e. the area under the TKE curve, 𝐸(𝑘, 𝑡), 
when plotted on linear axes (rather than logarithmic axes, as here) must decrease with time. If 
only forward-scatter was occurring in the flow, one would expect to see the energy at the 
largest scales decrease with time as the forward cascade transferred energy across to the 
smaller scales. However, it is seen that the redistribution of energy occurs in both the forward 
direction, resulting in the well-known 𝑘−5/3 spectrum at the smaller scales (Kolmogorov, 
1941), as well as the reverse direction (backscatter), giving a tendency towards a 𝑘4 spectrum 
at the larger scales. The above experiment provides an empirical demonstration of 
backscatter. However, it is also possible to demonstrate analytically that backscatter occurs 
across a given length-scale via the theoretical equation for the resolved-scale energy budget, 
which contains one distinct term describing the drain of energy to smaller scales and another 
distinct term describing the reverse energy transfer (i.e. backscatter) process (Leslie and 
Quarini, 1979).  
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Figure 2.1 – Demonstration of backscatter from DNS 
Taken from Chasnov (1991), Fig. 2: “Time evolution of the energy spectrum computed 
from the DNS of freely decaying turbulence. Time steps 0-200 by 10 [later curves tend 
towards 𝒌𝟒 and 𝒌−𝟓/𝟑 spectrum at low and high 𝒌 respectively]; [cut-off wavenumber] 
𝒌𝒄 = 𝟏𝟔.” 
Consider the ‘cut-off’ wave-number 𝑘𝑐 shown in Figure 2.1 with the vertical line. Schumann 
(1995) notes that the backscatter contribution from scales of motion smaller than 𝑘𝑐 (i.e. 
larger wave-numbers) falls off with 𝑘−6; this means that only those scales of motion that are 
slightly smaller than 𝑘𝑐 contribute to the backscatter across that wave-number. Work has been 
done to try to quantify the magnitude of backscatter across smaller-scale wave-numbers (i.e. 
within the ‘inertial subrange’ - see §2.2.1 for more details). Leslie and Quarini (1979) showed 
that, in isotropic turbulence, the backscatter rate across wave-numbers within this range is 
proportional to the local dissipation rate, 𝜖, (i.e., the net energy flux towards smaller scales), 
with the constant of proportionality being of order unity but varying with the type of filter 
(e.g. cut-off, top-hat, Gaussian) used to separate the smaller and larger scales for a given 
wave-number. For a cut-off filter, they found that the rate of backscatter was given by 
𝐵r = 1.37𝜖. Chasnov (1991) also attempted to quantify the backscatter rate for isotropic 
 
12 
 
turbulence using eddy-damped quasi-normal Markovian (EDQNM) theory, and found a 
similar relationship with the dissipation rate of 𝐵r = 1.4𝜖 (for an infinite inertial subrange). 
Soon after, Mason and Thomson (1992) attempted to quantify 𝐵r for the case of wall-bounded 
shear flow. Using fairly simplified physical and dimensional reasoning to obtain an estimate 
for the fluctuating stress gradients, they were able to derive the following relationship: 
 
𝐵r = 𝐶B (
𝑙
𝑙0
)
5
𝜖, (10) 
where 𝐶B is the so-called backscatter coefficient (of order unity), and 𝑙 is the mixing length of 
the sub-filter scales, with a maximum value of 𝑙0. Thus, far from any surface (where 𝑙 = 𝑙0), 
the direct proportionality between 𝐵r and 𝜖, as derived for isotropic flow, is recovered. 
However, closer to surfaces (where 𝑙 < 𝑙0), the backscatter rate is strongly attenuated (due to 
the effect of the 5
th
 exponent). This is consistent, at least in principle, with the previous 
observation that only scales slightly smaller than the filter scale contribute to backscatter; 
thus, if these scales are simply not present (due to being suppressed) close to surfaces, then 
the backscatter there will be negligible. 
It is also possible to derive estimates of the backscatter rate across a given length-scale 
numerically, by performing DNS (i.e. resolving down to the smallest scales of turbulent 
motion) and then explicitly filtering the DNS data (i.e. averaging the forward and reverse 
energy contributions over wave-number shells of a specified radius), as done by, e.g., Kosović 
et al. (2002). However, DNS-calculated backscatter estimates often deviate from those 
predicted by theory (Domaradzki and Saiki, 1997). Furthermore, DNS is restricted to 
relatively low-Re flows because of the requirement to resolve down to the dissipative scales, 
and so backscatter-rate estimates for atmospheric (high-Re) flows are not practically possible. 
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2.1.3 The neutral ABL 
The neutral ABL is an example of a wall-bounded turbulent shear flow. Hinze (1972) and 
Davidson (2004) both provide general theoretical summaries for this type of flow, and the 
theory relating more specifically to the ABL can be found in, e.g. Stull (1988) or Garratt 
(1994). Von Kármán (1931) helped show that within the surface layer (the lowest 100m or 
so) of the neutral ABL, the mean wind profile (over flat terrain) takes the following 
logarithmic form: 
 
𝑈(𝑧) =
𝑢∗
𝜅
ln (
𝑧 + 𝑧0
𝑧0
), (11) 
where 𝑢∗ is the friction velocity, 𝑧0 the surface roughness, and 𝜅 the von-Kármán constant. 
The exact value of 𝜅 is debated, and furthermore varies for different types of flow. Businger 
et al. (1971) analysed surface layer observations from the famous measurement campaign in 
Kansas (1968), suggesting a value of 𝜅 = 0.35 in neutral conditions. Frenzen and Vogel 
(1995) and Andreas et al. (2006) suggest slightly larger values, with an upper limit of 
𝜅 = 0.41 proposed by the former. Alternatively, Cai and Steyn (1996) used LES to determine 
a value of 𝜅 = 0.36. 
The logarithmic wind profile provides a similarity condition against which atmospheric 
modellers often validate their numerical output. This log-profile is obtained by integrating the 
velocity shear profile, which itself provides an alternative similarity condition: 
 𝑑𝑈
𝑑𝑧
=
𝑢∗
𝜅(𝑧 + 𝑧0)
. (12) 
This is typically rearranged into non-dimensional form to give the normalised velocity shear 
profile, ΦM: 
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ΦM =
𝑑𝑈
𝑑𝑧
𝜅(𝑧 + 𝑧0)
𝑢∗
= 1. (13) 
Modellers may thus check how closely their profile for ΦM matches the unit profile (Lu and 
Porté-Agel, 2014); this is a validation tool that will be used for the new SB model later in the 
thesis (Chapter 4).  
2.1.4 Street canyon flow 
With over half of the world’s population living in urban areas (WHO, 2015), it is important to 
understand the effects of the densely built environment on wind flow and pollutant dispersion. 
Street canyons – the gap formed between two rows of buildings either side of a street – form a 
key constituent part of the urban fabric (Oke, 1988). A street canyon is characterised by the 
ratio of the building height, 𝐻, to the street width, 𝑊. Particular concern surrounds the case of 
vehicular emissions released within deep street canyons (𝐻/𝑊 ≳ 1), which has been 
observed to lead to poor ventilation, and thus poor air quality, in the real world (DePaul and 
Sheih, 1985, Xie et al., 2003). An extreme case occurs when the oncoming wind is 
perpendicular to the street axis; a skimming flow regime is established (Oke, 1987), in which 
the bulk flow passes over the street canyon, leaving pollutants largely trapped within the 
canyon and thus susceptible to build up to potentially harmful levels (see Figure 2.2(c)).  
Figure 2.2(a) and (b) also characterise the ‘isolated roughness flow’ regime (no interaction 
between adjacent wakes) and ‘wake interference flow’ regime (some interaction but still 
distinct), respectively, which can occur in shallower street canyons.  
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Figure 2.2 – Schematic of skimming flow 
Taken from Oke (1988), Fig. 1: “The flow regimes associated with air flow over building 
arrays of increasing 𝑯/𝑾.” 
In skimming flow, a sharp velocity gradient exists between the relatively fast moving air 
above the street canyon and the relatively slow moving air inside it. This creates a narrow but 
energetic shear layer at roof-level, characterised experimentally by a narrow peak in TKE and 
momentum flux (𝑢′𝑤′) measurements at that height, e.g. Louka et al. (2000), Blackman et al. 
(2015). This shear layer represents a plane mixing layer, as it is formed at the boundary of two 
co-directional flows of differing speeds (Letzel et al., 2008). Louka et al. (2000) analysed the 
TKE budget equation for neutral flow to reveal that the peak in 𝑢′𝑤′ is a result of a maximum 
in the shear-production term at roof-level. 
The slow-moving air within near-unit-aspect-ratio street canyons typically forms a large-scale 
rotating vortex that continually recirculates the air (and any pollutants) around the canyon 
(Lee and Park, 1994, Baik and Kim, 1999, Huang et al., 2000). In addition to this primary 
eddy (PE), smaller secondary counter-rotating vortices typically form near the corners of the 
canyon  (Liu and Barth, 2002, Cui et al., 2004). Advective transport by each isolated eddy 
acts to smooth out local gradients of scalar concentration within them, whilst scalar transport 
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between each eddy is largely controlled by the slower turbulent diffusion process (Liu and 
Barth, 2002). For deeper canyons, more than one large-scale eddy can form inside the canyon; 
these eddies are vertically aligned and counter-rotate with the adjacent eddies (Liu et al., 
2004). This results in even poorer ground-level air quality (Zhong et al., 2015), as the 
decreasing strength of each eddy with decreasing height makes it increasingly more difficult 
for any pollutants to be transported upward and removed from the canyon (Li et al., 2008b, Li 
et al., 2009). 
2.2 Large-eddy simulation 
2.2.1 Foundations 
Large-eddy simulation is just one of a number of models used to simulate atmospheric flow. 
Like most of these models, LES numerically solves the dynamic equations of atmospheric 
motion (which are essentially universal) on a discretised grid. However, the major differences 
between LES and the other types of model include the spatio-temporal scales of motion 
typically simulated, and the processes parameterised. For example, general circulation (or 
global climate) models (GCMs) employ grids that cover the entire globe and are used to 
simulate the planetary and synoptic scales (i.e. the largest wavelengths of the atmosphere’s 
kinetic energy spectrum). To resolve these scales, a GCM might typically employ a horizontal 
grid resolution and model time-step of around 100 km and 30 mins, respectively, whilst the 
important unresolved processes (subgrid motions, radiation, cloud cover, convection, etc.) 
must be parameterised. Limited area models (LAMs) employ finer spatio-temporal resolutions 
to simulate ‘intermediate’ atmospheric motions (i.e. the mesoscales of the kinetic energy 
spectrum) over a specific region of the globe. Depending on the flow phenomena of interest, 
the horizontal grid resolution might typically fall within the range 1-50 km and the model 
time-step between 1-10 min, and the important subgrid processes must again be 
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parameterised. LES, on the other hand, is typically used to simulate even smaller regions of 
the atmosphere (within the boundary layer), in which the turbulence scales dominate. To 
resolve boundary-layer-scale eddies, for example, a (3-D) grid resolution and model time-step 
of around of 100 m and 1 second, respectively, might be required. The simulation domain is 
usually small enough to elicit the assumption of horizontally homogeneity for many 
atmospheric processes, thus reducing the number of parameterisations required by the model. 
For example, simulation of the dry neutral ABL requires no parameterisation for thermal or 
moisture effects.  
LES numerically solves the filtered Navier-Stokes and continuity equations on a discretised 
model grid. The technique was first proposed by Smagorinsky (1963) in the context of 
general circulation experiments, and later developed by Deardorff (1970a) for application to 
the neutral ABL. The LES filter separates the larger eddies, which are resolved by the model, 
from the smaller eddies, which are not resolved and must therefore be parameterised. 
Formally, the filtering procedure can be regarded as a convolution of the velocity field, 
𝒖(𝒙, 𝑡), with the (normalised) filter kernel, 𝐺, to produce a filtered velocity field, ?̃?(𝒙, 𝑡): 
 
?̃?(𝒙, 𝑡) = 𝐺 ∗ 𝒖(𝒙, 𝑡) = ∫ ∫ 𝒖(𝒙′, 𝑡′)𝐺(𝒙 − 𝒙′, 𝑡 − 𝑡′)𝑑𝑡′𝑑𝒙′
∞
−∞
∞
−∞
, (14) 
where the symbol ∗ denotes the convolution of one function with another. Application of the 
LES filter to the governing equations of motion (Eqs. (1) and (2)) gives: 
 𝜕?̃?𝑖
𝜕𝑥𝑖
= 0, (15) 
 𝜕?̃?𝑖
𝜕𝑡
+ ?̃?𝑗
𝜕?̃?𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
, 
(16) 
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where ?̃?𝑖 (= ?̃?, ?̃?, ?̃? for 𝑖 = 1, 2, 3) is now the filtered velocity component in the direction 𝑥𝑖 
(= 𝑥, 𝑦, 𝑧 for 𝑖 = 1, 2, 3), 𝑝 is the filtered pressure, and 𝜏𝑖𝑗 is the turbulent SGS stress tensor. 
Again, molecular viscosity is assumed to be negligible compared with the SGS stresses for 
large-Re flow. Note that the application of the filter to the advection term in Eq. (2) has 
generated two terms in Eq. (16): the filtered advection term (i.e. the advection of momentum 
by the resolved velocity field), which is known, and the term involving 𝜏𝑖𝑗, which represents 
the effects of the unresolved velocity field on the resolved field. Since knowledge of the 
unresolved velocity field is irrecoverably lost during the filtering process, these effects are 
unknown and must therefore be parameterised. This is the job of the SGS model, as discussed 
in the next section (§2.2.2). For the sake of brevity, the tilde (~) is dropped throughout the 
rest of the thesis (unless stated explicitly); Eqs. (15) and (16) thus become: 
 𝜕𝑢𝑖
𝜕𝑥𝑖
= 0, (15a) 
 𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
. 
(16a) 
In addition, the filtered transport equation for a passive scalar 𝐶 can be solved to represent the 
dispersion of a passive scalar: 
 𝜕𝐶
𝜕𝑡
+ 𝑢𝑗
𝜕𝐶
𝜕𝑥𝑗
= −
𝜕𝜎𝑖
𝜕𝑥𝑖
+ 𝑆𝑟𝑐, (17) 
where 𝐶 is now the filtered scalar field, and 𝜎𝑗 are the SGS scalar fluxes, which again must be 
handled by the SGS model. 
The scale of the LES filter that separates the larger eddies from the smaller ones should 
typically lie within the inertial subrange of the TKE spectrum (Geurts, 2004). This range falls 
between the larger production scales and the smallest dissipation scales (see Figure 2.3, 
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adapted from Garratt (1994)).  Eddies within the production scales are typically highly 
anisotropic and are formed from the mean flow; they thus contain most of the turbulent 
energy. This energy is then transferred down to smaller scales via the turbulent cascade, until 
(at the dissipation scales) individual eddies are small enough that their kinetic energy is 
converted into internal energy by molecular viscosity (Wallace and Hobbs, 2006). Within the 
inertial subrange, energy is thus neither input into or removed from the flow, but simply 
passed across the different scales via eddy interactions. These eddies are typically fairly 
isotropic. Using dimensional analysis, Kolmogorov (1941) was able to show that the inertial 
subrange of the TKE spectrum follows a behaviour proportional to 𝑘−5/3. This, and other 
aspects of Kolmogorov theory, later helped steer LES modellers towards successful modelling 
of the unresolved scales (i.e. those smaller than the LES filter – see §2.2.2, ‘Subgrid-scale 
modelling’). 
Figure 2.3 – Schematic of TKE spectrum 
Adapted from Garratt (1994), Fig. 2.1: “Schematic representation of the energy 
spectrum of turbulence.” The red line indicates a typical ‘cut-off’ wavenumber for LES, 
which should ideally lie within the inertial subrange. This wavenumber is the inverse of 
the LES cut-off wavelength ∆, i.e. the length-scale of the LES filter.  
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Due to the chaotic nature of the atmosphere, the time evolution of a given flow-field can only 
be accurately predicted out to a time-scale that scales on that of the largest individual 
structures within the flow (e.g. cyclones, boundary-layer eddies, etc.). Thus, unlike numerical 
weather prediction (NWP) which can be expected to predict, with reasonable accuracy, the 
evolution of synoptic-scale motions over a few days or so, the time evolution of the 
atmospheric flows that are typically simulated by LES would only be predictable out to a few 
seconds or minutes. However, this is typically not the purpose of LES; instead, the technique 
is used to derive time-averaged statistics (over periods much longer than those of the largest 
eddies) for a given turbulent flow-field. In fact, whilst the accuracy of an NWP forecast is 
directly dependent on the accuracy of the initial condition, the statistical data derived from 
LES are independent of the initial condition. LES models are thus typically validated against 
time-averaged statistical or theoretical profiles rather than the measured instantaneous data. 
2.2.2 Subgrid-scale modelling 
It is recalled that the purpose of the SGS model in LES is to parameterise the effects of the 
unresolved scales on the resolved ones. The majority of SGS models are purely dissipative, 
implying that they seek to represent the net energy drain (from resolved to unresolved scales) 
rather than forward and backscatter separately (Leslie and Quarini, 1979). This is typically 
achieved through a ‘net’ eddy-viscosity, 𝑣sgs, in an analogous way to molecular diffusion. 
With the popular Smagorinsky (1963) model, the magnitude of 𝑣sgs follows from a local 
energy balance equation in which quantities on the smallest resolved scales are used to 
facilitate closure: 
 
𝜏𝑖𝑗 −
1
3
𝛿𝑖𝑗𝜏𝑘𝑘 = −2𝑣sgs𝑆𝑖𝑗, (18) 
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𝑆𝑖𝑗 =
1
2
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
), (19) 
 
𝑣sgs = (𝐶𝑆Δ)
2√2𝑆𝑖𝑗𝑆𝑖𝑗, (20) 
where 𝛿𝑖𝑗 is the Kronecker delta (𝛿𝑖𝑗 = 1 for 𝑖 = 𝑗, 𝛿𝑖𝑗 = 0 for 𝑖 ≠ 𝑗), 𝐶𝑆 is the so-called 
Smagorinsky constant, and Δ = (Δ𝑥Δ𝑦Δ𝑧)1/3 is the local grid-scale. Physically, 𝑆𝑖𝑗 (the ‘rate 
of strain’ tensor) describes the local rate of change of fluid deformation, and is calculated 
from the resolved velocity field. Thus, in order to close the model, only one parameter (𝐶𝑆) 
must be prescribed. Typical values of 𝐶𝑆 employed for LES of turbulent atmospheric flows 
fall within the range 0.1 – 0.2; larger values lead to greater dissipation of energy from the 
resolved-scale flow, and thus suppress more of the turbulent motions. The isotropic part of the 
SGS stresses (the 2
nd
 term on the left-hand side of Eq. (18)) is absorbed into the pressure 
gradient term in Eq. (16). Similarly, the SGS scalar fluxes are modelled using an eddy-
diffusivity, 𝛼sgs: 
 
𝜎𝑖 = −𝛼sgs
𝜕𝐶
𝜕𝑥𝑖
, (21) 
 
𝛼sgs =
𝑣sgs
𝑆𝑐
, (22) 
where 𝑆𝑐 is the Schmidt number; another model parameter. Larger values of 𝛼sgs (i.e. smaller 
𝑆𝑐) correspond to greater scalar mixing by subgrid motions, thus leading to a more rapidly 
diffusing scalar within the flow-field. Despite known deficiencies, the Smagorinsky model is 
often adequate in many simple flows, and remains the most popular choice for SGS modelling 
due, in part, to its computationally low cost. 
The Smagorinsky model is an example of a first-order closure, as it parameterises the 
(unknown) SGS fluxes directly, thus retaining only three prognostic equations (for 𝑢, 𝑣, 𝑤). 
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Alternatively, it is possible to write down six further prognostic equations for the six 
unknowns (i.e. the unique components of the tensor 𝑢𝑖𝑢𝑗̃ , using the tilde again temporarily). 
However, these equations contain an even larger number of unknowns, 𝑢𝑖𝑢𝑗𝑢𝑘̃ ; this pattern 
continues so that an infinite set of prognostic equations would be required to fully describe a 
turbulent flow – the so-called closure problem (Keller and Friedmann, 1924). Despite this 
problem, the sophistication of the SGS model still increases with the number of prognostic 
equations explicitly solved. Thus, second-order SGS models, which parameterise the third 
moments (𝑢𝑖𝑢𝑗𝑢𝑘̃ ) whilst explicitly prognosing the second moments (𝑢𝑖𝑢𝑗̃ ), typically give 
more accurate LES than with first-order models. Such models, however, are rarely formulated 
due to their complexity. One-and-a-half-order SGS models are far more common, e.g. 
Schumann (1975), Moeng (1984). These models still employ an SGS eddy-viscosity, but 
solve a further prognostic equation for the SGS energy to calculate its point-wise value; they 
are thus often referred to as TKE-1.5 models.  
Another method for calculating the point-wise values of 𝑣sgs, proposed by Germano et al. 
(1991), is known as the dynamic SGS modelling approach. Dynamic models use a separate 
explicit ‘test’ filter, with a width that is slightly larger than that of the LES-filter, to obtain the 
eddy-viscosity model coefficient (e.g. 𝐶𝑆 in Eq. (20)) measured from the smallest resolved 
scales. The assumption of scale-invariance is then invoked by applying this value of 𝐶𝑆 
directly to the SGS model. Since the resolved scales vary in space and time, so do the 
calculated values of 𝐶𝑆, hence the reason for the name ‘dynamic model’.  As the equation set 
that must be solved for 𝐶𝑆 is over-determined, this later led Lilly (1992) to propose a 
minimum least-square error method for obtaining 𝐶𝑆. Disadvantages of the dynamic model 
include the extra computational effort required over the standard Smagorinsky (i.e. constant 
coefficient) model, as well as the fact that it is possible to obtain negative values of 𝐶𝑆, which 
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can lead to flow instabilities (Kirkil et al., 2012). Volume averaging of the calculated SGS 
constants is often performed to reduce the risk of such instabilities, as done, e.g., in the 
Lagrangian-averaged scale-dependent (LASD) model (Bou-Zeid et al., 2005). 
Finally, so-called backscatter SGS models, that do attempt to represent the forward and 
backscatter processes separately, have also been proposed. These are covered in more detail in 
§2.3 (‘Backscatter modelling’). 
2.2.3 Previous LES of the neutral ABL 
LES was first used to simulate the neutral ABL by Deardorff (1970a). This seminal work 
provided a wealth of information on many aspects of the flow, including the characteristic 
structure of the large-scale eddies, the effect of varying wind direction on TKE, and variations 
in the profiles of mean wind, wind shear and other dimensionless turbulence statistics. This 
was soon followed by the first LES of a dispersing tracer in the neutral ABL (Deardorff, 
1972), in which the vertical transportation rate of particles released near the ground was 
calculated via Lagrangian integrations. Moeng (1984) later continued Deardorff’s pioneering 
work using a new spectral LES code to systematically investigate different turbulent ABL 
flows. Mason and Thomson (1987) also revisited LES of the neutral ABL, comparing 
simulations of different grid resolutions in order to assess the dependence of output statistics 
on the SGS model. It was also shown that the large-scale eddies are elongated in the direction 
of the mean wind, and that the characteristic eddy size increases with height above the 
ground. 
In well-resolved regions of the ABL, the energy carried by the SGS motions accounts for only 
a small portion (the exact value of which depends on the grid resolution adopted) of the total 
available energy, and previous studies have indicated that simulation performance is largely 
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unaffected by the choice of SGS model in such cases (Mason, 1994). In less well-resolved 
regions, however, the SGS model carries a more appreciable fraction of the available energy, 
and the potential consequences of a lack of modelled backscatter can be more severe. Poorly 
resolved regions in LES should therefore be avoided. However, due to limited computational 
resources, this is not possible close to solid surfaces, where the characteristic length-scale of 
the largest eddies becomes increasingly smaller (Mason, 1994). 
Numerous LES studies of the ABL have shown that SGS models that do not account for 
important grid-scale backscatter almost invariably lead to over-prediction of near-surface 
velocity shear (Mason and Thomson, 1992, Andren et al., 1994, Michioka and Chow, 2008, 
Kirkil et al., 2012, Talbot et al., 2012). In the neutral surface layer, this is seen as a deviation 
from the expected logarithmic velocity profile (Eq. (11)), or from the expected constant 
velocity shear profile (Eq. (12)). Brasseur and Wei (2010) refer to this as the overshoot issue, 
and reference several further examples of studies in which this issue has been observed. The 
relevant figure from their paper has been reproduced below (Figure 2.4), showing the 
different profiles of normalised velocity shear, ΦM, which should equal 1 in the surface layer 
(see Eq. (13)). 
Despite being localised to the near-surface region, any associated simulation deficiencies can 
be fed up into, and subsequently infect, the larger turbulent length-scales away from the 
surface, leading to further deterioration in simulation accuracy (Chamecki, 2010). In the 
surface layer itself, these errors will directly affect the transportation and dispersion of fluxes 
and scalars, to the detriment of LES-driven dispersion models. 
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Figure 2.4 – Examples of the ‘overshoot’ 
Taken from Brasseur and Wei (2010), Fig. 1:  “Examples of the overshoot in mean shear 
from previous LES studies: (a) Sullivan et al. (1994), (b) Kosović (1997), (c) Porté-Agel et 
al. (2000), and (d) Chow et al. (2005). … The shaded regions indicate the surface layer.” 
Brasseur and Wei (2010) further showed that this overshoot can be reduced with systematic 
adjustments to the simulation that include increasing the grid resolution (in all 3 dimensions), 
allowing for more of the turbulence scales to be explicitly resolved, and thus imposing less 
reliance on the SGS model itself. However, the resolution required to enter the so-called ‘high 
accuracy zone’, in which the overshoot becomes negligible, is only computationally feasible 
for LES of ‘engineering-type’ flows, in which the Reynolds number is typically much lower 
than in atmospheric flows. This has prompted atmospheric modellers to seek viable 
alternatives. As it will be seen in §2.3, SGS models that attempt to account for important 
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backscatter in the under-resolved surface layer can help significantly alleviate the overshoot 
problem in simulations of the neutral ABL. 
2.2.4 Previous LES of street canyon flow 
Street canyon flow and dispersion have been extensively studied by means of controllable 
simplified experiments, including reduced-scale wind-tunnel (Meroney et al., 1996, Kastner-
Klein and Plate, 1999, Pavageau and Schatzmann, 1999, Brown et al., 2000, Simoëns and 
Wallace, 2008, Salizzoni et al., 2009, Blackman et al., 2015) and water-channel (Baik et al., 
2000, Li et al., 2008a, Di Bernardino et al., 2015) testing, as well as numerical CFD 
modelling (Baik and Kim, 1999, Baik and Kim, 2002, Liu and Barth, 2002, Walton and 
Cheng, 2002, Cui et al., 2004, Li et al., 2005, Liu et al., 2005, Cai et al., 2008, Cheng and 
Liu, 2011a, Michioka et al., 2011, Cai, 2012a, Liu and Wong, 2014). CFD models offer a 
number of advantages over laboratory experiments, including lower set-up and running costs, 
significantly better spatial coverage, and the ability to test a variety of urban configurations 
with relative ease. These CFD models must, however, be well validated to instil confidence in 
their efficacy. They fall into one of two categories: RANS models, which parameterise all 
turbulence length-scales in search of the mean flow and dispersion patterns; and LES models, 
which parameterise only the smallest turbulence length-scales (whilst resolving the larger 
scales) and retrieve the mean spatial patterns by time-averaging the instantaneous model 
output record (Li et al., 2006). LES is computationally more expensive than RANS but offers 
greater simulation accuracy. 
In particular, LES is well-equipped to model the dynamics of single-recirculation skimming 
flow, where a largely isolated primary eddy forms within a street canyon of aspect ratio 
𝐻/𝑊 ≈ 1 when the mean wind is perpendicular to the street axis (Oke, 1987). Unlike the 
time-averaged RANS modelling approach, used for such flows by, e.g., Baik and Kim (1999) 
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and Jeong and Andrews (2002), LES is able to capture important unsteadiness in the roof-
level turbulence field (Li et al., 2006). The strengths of LES compared with RANS are also 
demonstrated in many other studies, e.g., Xie and Castro (2006), Dejoan et al. (2010), 
Tominaga and Stathopoulos (2010), Salim et al. (2011a) and Salim et al. (2011b). Among the 
first to apply LES to an individual (reduced-scale) street canyon of unity aspect ratio were Liu 
and Barth (2002); an analysis of subsequent driven scalar transport showed good agreement 
between predicted mean concentration profiles within the canyon and measured values. Soon 
after, Cui et al. (2004) conducted LES within a full-scale street canyon of unity aspect ratio. 
Mean normalised streamwise velocity, vertical velocity and resolved-scale turbulent kinetic 
energy (RS-TKE) profiles, generated at five locations across the canyon, gave a noteworthy 
reproduction of the main features observed in the corresponding wind-tunnel data of Brown et 
al. (2000). More recently, Cheng and Liu (2011a) and Liu and Wong (2014) utilised larger 
computing resources to consider 3 and 12 adjacent street canyons, respectively, rather than the 
one canyon of Cui et al. (2004). 
A shared deficiency amongst these LES modelling studies of street canyon dynamics, 
however, is an under-prediction of the PE intensity within the street canyon. Since the 
background flow is typically prescribed by applying a constant mass flow rate above the 
canopy level, the total momentum flux within the street canyon comes entirely from the free-
stream flow above it; this deficiency thus indicates insufficient entrainment of high-
momentum air across the roof-level shear layer. Given that LES is well validated in its 
representation of turbulence scales that are not too close to either the domain size or the grid 
resolution (Mason, 1994), it is likely that the LES models are failing to accurately represent 
either (or both) the large-scale eddies within the free-stream flow that bring momentum into 
the street canyon via large ‘sweep’ events (Inagaki et al., 2012), or the small (grid-scale and 
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below) eddies within the roof-level shear layer that mix momentum down into the street 
canyon via turbulent diffusion (Letzel et al., 2008). The LES domain size limits the size of the 
large-scale eddies in the free-stream flow; their vertical extent is restricted by the domain lid 
height and their horizontal extent confined to half the domain width (assuming periodic lateral 
boundary conditions). Interestingly, however, Cheng and Liu (2011a) and Liu and Wong 
(2014) observed no significant change in their normalised velocity profiles (and, by inference, 
in their simulated PE intensity) compared with Cui et al. (2004), despite modelling more than 
one adjacent street canyon (the domain size was also increased in the span-wise and vertical 
directions). This will have allowed for significantly larger free-stream eddies to form, which 
suggests that a significant portion of their simulation degradation was attributable to the 
misrepresentation of the grid-scale (and smaller) eddies. 
Improving simulation accuracy of the smaller turbulence scales at roof-level is a challenging 
task. In this region, the narrow shear layer that exists due to the sharp reduction in streamwise 
velocity between the fast-moving free-stream air above the street canyon and the relatively 
slow-moving air within it, continually produces small (yet energetic) eddies through Kelvin-
Helmholtz instability (Louka et al., 2000). Very fine grid spacing is therefore required in 
order to explicitly resolve much of this roof-level turbulence. The LES simulations performed 
by Letzel et al. (2008) suggest that a resolution of at least 100 across-canyon grid points is 
required in order to explicitly resolve these Kelvin-Helmholtz waves. However, their 
associated large computational demands necessitated a rather low domain lid height of only 
1.5𝐻. Indeed, the computational resources available to most industrial end-users are typically 
far smaller than those available to research institutions, and resolution sacrifices are often 
unavoidable. 
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In the majority of cases, then, limited computational resources will necessitate the treatment 
of a significant portion of this roof-level turbulence by the LES’s SGS model. The under-
prediction of the PE intensity in the aforementioned LES studies suggests that the SGS 
models used are over-dissipative (i.e. have excessively large SGS viscosities), leading to a 
lack of turbulent mixing between the free-stream air above and the air within the street canyon 
(i.e. through the roof-level shear layer). The SGS models used included: the dynamic model 
(Germano et al., 1991), adopted by Liu and Barth (2002); the Smagorinsky (1963) model, 
adopted by Cui et al. (2004); and the one-equation model (Schumann, 1975), adopted by 
Cheng and Liu (2011a) and Liu and Wong (2014). 
It is noted that none of these SGS models are able to directly model the effects of backscatter. 
In theory, dynamic models are able to account for ‘partial’ backscatter through locally 
reduced eddy viscosities, which act to reduce the energy drain from the resolved scales. 
However, the only way to account for ‘strong’ backscatter is by imposing locally negative 
eddy-viscosity values (i.e. local energy input to the resolved scales), whereas in practice, 
negative values are typically prohibited to avoid numerical instability, e.g. Basu and Porte-
Agel (2006). As discussed by Mason and Thomson (1992), backscatter is most significant in 
regions of the flow where small (grid-scale) but energetic eddies are present. Such eddies are 
also present in the under-resolved roof-level shear layer, and backscattered energy is thus also 
likely to be large here. A research gap that therefore exists is to test whether a SGS model that 
can model backscatter directly could help improve the simulation accuracy of street canyon 
flow. 
Just as LES provides important advantages over RANS for street canyon flow-field 
modelling, the same is true for related dispersion modelling. For example, Walton and Cheng 
(2002) compared the performance of RANS and LES for simulating pollutant dispersion in a 
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street canyon of unity aspect ratio and found the LES results to be in much better agreement 
with a wind-tunnel pollution dataset. This was again due to the model’s ability to capture 
important unsteadiness in the canyon’s primary recirculating vortex, which was observed to 
lead to puffs of pollution being intermittently ejected from the canyon rather than being 
steadily dispersed away, as simulated by RANS. The dominating influence of intermittent 
events on tracer release from a street canyon was also observed in the wind-tunnel experiment 
of Simoëns and Wallace (2008), who concluded that a simple mean concentration gradient 
model applied to the Reynolds-averaged transport equation would be insufficient to model 
scalar fluxes. For these reasons, LES is often used to generate databases of input parameters 
for simpler urban-scale operational (e.g. Gaussian plume or box-model) dispersion models 
(Vardoulakis et al., 2003). 
Even within the LES framework, careful attention is required to ensure optimal simulation 
accuracy. Again, the choice of SGS model can have a significant impact on the simulation’s 
dispersion characteristics. Letzel et al. (2008) showed that the Kelvin-Helmholtz waves 
generated within the roof-level shear layer, whose dynamics are typically largely handled by 
the SGS model due to computational limitations, can significantly affect the behaviour of a 
dispersing tracer. Again, since backscatter is a potentially important process within the under-
resolved roof-level shear layer, there is a strong argument to say that it should be explicitly 
considered in the SGS model. In the next section, the different approaches by the SGS 
modelling community towards accounting for backscatter are reviewed. 
2.3 Backscatter modelling 
The apparent need to account for important backscatter across the LES cut-off scale in certain 
atmospheric regions has led to the formulation of a variety of backscatter SGS models, each 
offering a different approach to the problem. These models may be categorised into one of 
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two types; deterministic and stochastic. Deterministic models calculate the subgrid stresses 
and fluxes using only the information stored on the model grid (and fixed parameters). Thus, 
given an initial model state, the simulation is uniquely determined. Conversely, stochastic 
models incorporate randomly generated data into their calculation of the subgrid stresses and 
fluxes, and so every simulation (even those with the same initial state) will be different. Each 
type is discussed in turn below. 
2.3.1 Deterministic backscatter models 
The dynamic SGS modelling approach (Germano et al., 1991), which allows the constant in 
an eddy-viscosity (e.g. Smagorinsky) model to vary in space and time depending on the local 
behaviour of the smallest-resolved scales (more details were given in §2.2.2), is often 
considered partly able to account for backscatter effects. For the case of ABL simulation, a 
reduced model constant close to the surface essentially allows for more mixing of momentum 
and a corresponding reduction in vertical velocity shear, which explains why this approach 
can help alleviate the overshoot issue seen with standard eddy-viscosity models in the neutral 
surface layer. However, ‘strong’ backscatter can only be explicitly represented in such models 
through a locally negative eddy-viscosity, whereas this is typically prohibited in practice (e.g. 
Basu and Porte-Agel (2006)) as it can lead to the growth of flow instabilities (Kirkil et al., 
2012). Dynamic models might therefore be said to allow for ‘partial’ rather than ‘full’ energy 
backscatter, which cannot be simulated with reduced eddy viscosities alone (Schumann, 
1995).  
The dynamic reconstruction model (DRM) (Chow et al., 2005), in which there is both an 
eddy-viscosity term (with the model constant dynamically calculated as with ‘standard’ 
dynamic models) and a term for the resolved sub-filter scale stress derived using a 
deconvolution method and assuming scale-similarly, is also able to capture energy 
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backscatter. However, use of this scheme has been reported to result in underprediction of 
near-surface stress (Kirkil et al., 2012). 
Deterministic SGS models accounting for backscatter that are not based on the dynamic 
model concept have also been proposed. Kosović (1997) formulated the so-called non-linear 
backscatter anisotropy (NBA) model, in which a backscatter coefficient is used to apportion 
the stress contribution from both linear and non-linear sources. In effect, this coefficient again 
acts to vary the dissipative strength of the SGS motions and hence limits the amount of 
mixing. However, the backscatter coefficient is fixed at a value representative of the average 
backscatter rate, whereas theory suggests that the point-wise backscatter rate changes 
significantly within, e.g., a wall-bounded flow. Kirkil et al. (2012) compared the performance 
of the DRM, LASD and NBA models in a simulation of the neutral ABL, using the Weather 
Research & Forecasting (WRF)-LES model. With all three SGS models, the simulated 
velocity profile was brought closer to the expected logarithmic profile, with the two dynamic 
models (DRM and LASD) performing slightly better than the non-linear model (NBA). 
However, small discrepancies away from the theoretical profile still existed with each model. 
Other deterministic SGS models of note include that of Sullivan et al. (1994), who suggested 
a two-part eddy-viscosity approach in which the well-resolved regions of the ABL (above the 
surface layer) are treated with a ‘standard’ TKE-1.5 eddy-viscosity model, whereas closer to 
the surface a RANS-like approach is used, with an explicit contribution from the mean flow 
(the two models are smoothly blended through the surface layer). Like the dynamic model 
approach, this reduces the turbulent SGS dissipation near the surface and thus increases local 
mixing, which acts to alleviate the velocity shear overshoot seen with standard eddy-viscosity 
models. Domaradzki and Saiki (1997) proposed a model for the nonlinear term in the energy 
equation that describes the effects of backscatter (in vorticity form) across the LES cut-off 
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scale. This requires a model for the subgrid vorticity, which is formulated using the similarity 
concept. Model output was compared to filtered DNS data and found to show good agreement 
in the case of isotropic turbulence, and reasonable agreement in the case of channel-flow 
turbulence. However, with the only adjustable parameter in the model being the filter length, 
the ability to control the backscatter spatially is limited. 
2.3.2 Stochastic backscatter models 
Unlike deterministic SGS models, stochastic models are able to directly mimic the effects of 
backscatter (i.e. upscale energy transfer) across the LES cut-off scale by imposing random 
fluctuations in the subgrid stresses that inject energy into the flow at the smallest resolved 
scales. Since the subgrid scales are, by design, unknown (the information is unavoidably lost 
during the application of the LES filter), a stochastic approach is also arguably a more natural 
choice than a deterministic one (Domaradzki and Saiki, 1997). Among the first to apply a 
stochastic backscatter (SB) approach to LES was Leith (1990), who simulated a plane shear 
mixing layer by superimposing non-divergent random accelerations on top of the 
Smagorinsky SGS model. This is equivalent to imposing fluctuations in the subgrid stresses, 
as the full term that appears in the filtered LES momentum equation (Eq. (16)) is the spatial 
derivative of these stresses (i.e. 𝜕𝜏𝑖𝑗/𝜕𝑥𝑗), which has units of acceleration. He found that his 
random fluctuations provided the natural seeds from which large-scale turbulent structures 
grew, without the need of initial random perturbations. 
The SB model of Mason and Thomson (1992) (hereafter, MT92) extended the Leith (1990) 
model concept to be more applicable to LES of the (neutral) ABL. This case was considered 
because the SGS motions near the ABL surface contain a significant portion of the total 
energy and thus backscatter there is important. The model proved remarkably successful in 
reducing the excessive velocity shear within the neutral surface layer as seen with the 
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Smagorinsky model alone. Andren et al. (1994) later compared this SB model against three 
other non-backscatter SGS models and re-confirmed that only the SB model was able to 
significantly reduce excessive velocity shear. Westbury et al. (2004) also analysed the model 
against a DNS dataset for turbulent channel flow and found that it was able to represent the 
physical characteristics of backscatter in the surface layer well. Brown et al. (1994) revised 
the MT92 model for application to the stable ABL by additionally considering buoyancy 
effects. The revised model was able to faithfully reproduce various theoretical/empirical 
profiles over a range of stabilities, again providing a marked improvement over equivalent 
simulations performed without backscatter. 
With the MT92 model, the acceleration fields that augment the momentum equation are 
forced to be divergence-free by taking the curl of a vector potential (since for any vector field 
𝑨, we have the identity  ∇ ∙ (∇ × 𝑨) = 0), which ensures that the adjusted LES fields continue 
to satisfy mass conservation. They are also locally scaled to ensure that the point-wise 
backscattered energy matches the theoretically expected value (as given by Eq. (10)). 
However, the model still has its limitations. Firstly, since a new (independent) random field is 
generated every other model time-step (which is linked to an adopted leap-frog discretisation 
scheme), the backscatter fluctuations lack a physically appropriate time-scale (although 
Mason and Brown (1994), and separately Grooms et al. (2015), later showed empirically that 
such lack of physicality in the backscatter time-scale does not seem to greatly affect model 
performance). Secondly, the length-scale of the backscatter fluctuations is intended to scale 
on the LES filter width, which is attempted by applying a 3-D 1:2:1 filter to random numbers 
defined on the model grid. However, this aim is only achieved when an isotropic (or, at most, 
mildly anisotropic) grid mesh is employed. If using a vertically refined grid (as is customary 
in LES, especially in the surface layer), application of the 1:2:1 filter in all three dimensions 
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means that the backscatter length-scale in the wall-normal direction is reduced, which causes 
an inappropriately high level of anisotropy to be introduced into the backscatter acceleration 
fields. Practically, this adds disproportionately large backscatter signals to the flow-field in 
the horizontal (and little in the vertical) plane, leading to a reduction in the ability of the 
backscatter model to enhance vertical momentum flux and thus smooth out vertical velocity 
gradients within the surface layer. 
This led Weinbrecht and Mason (2008) (hereafter, WM08) to propose a further modification 
to the MT92 scheme. Their idea was to first generate the backscatter acceleration fields on a 
secondary isotropic grid (with Δ scaled on the LES filter width in the well-resolved flow 
interior), followed by an interpolation onto the (anisotropic) model grid. Although this 
scheme is successful in generating isotropic backscatter fields, and thus gives grid-
independent model performance, a couple of new issues arise. Firstly, since the theoretical 
backscatter rate profile changes sharply in the surface layer, its representation on the sparse 
isotropic grid is poor. Secondly, the method imposes that the backscatter fluctuations have a 
fixed length-scale and are spatially isotropic throughout the flow. In reality, however, such 
spatial uniformity is not always physically appropriate in the surface layer (Kosović, 1997). 
Although in well-resolved interior regions of the flow one can expect the backscatter from the 
unresolved scales to be fairly isotropic and grid-scale, conversely, as the surface is 
approached, the local turbulence production length-scale approaches (and eventually falls 
below) the LES filter width, and the assumption of isotropy in the subgrid scales is no longer 
appropriate. In this near-surface region, one would also expect the backscatter anisotropy to 
vary in accordance with the physical anisotropy of the subgrid scales, and the backscatter 
length-scale to reduce with the turbulence production length-scale once it falls below the grid 
scale. Furthermore, the applicability of the model is limited to simple grid geometries in 
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which the LES filter width is assumed fixed throughout the domain. In practice, however, 
many urban or engineering flow set-ups make use of local 3-dimensional grid refinement (in 
contrast to vertical grid stretching alone) in order to ensure computationally efficient 
resolution of the most important turbulence length-scales. Indeed, even the comparatively 
simple geometries associated with horizontally homogeneous ABL flow require the resolution 
of a multitude of scales for accurate simulation, and adaptive mesh refinement techniques 
have often been adopted in such cases (Vanella et al., 2008). Since, for an implicit LES filter, 
a locally refined grid mesh implies a spatially varying LES filter width, the backscatter 
length-scale should also vary in accordance with the local LES filter width. For nested grids 
(i.e. sudden grid refinement) it might be possible to define a separate isotropic grid within 
each sub-domain; however, in order to minimise associated commutation errors, the LES 
filter width is typically varied gradually, either by employing gradual grid refinement 
(Kravchenko et al., 1996) or by using an explicit filter to decouple the LES filter width from 
the grid mesh size, which can then be varied smoothly across grid discontinuities (Piomelli et 
al., 2006). In this case, the WM08 model could not ensure a physically appropriate 
backscatter length-scale everywhere. The lack of control over the local backscatter length-
scale and anisotropy with both the MT92 and WM08 models calls for an alternative method 
to be sought; this forms one of the main objectives of the current research (see §2.4). 
Other SB modelling approaches than those of the MT92-type have also been proposed. For 
example, Schumann (1995) proposed a scheme that again augments a simple eddy-viscosity 
model (in this case the Smagorinsky-Lilly model) with fluctuating random fields. However, 
rather than adding random accelerations to the momentum equation, random stresses are 
added to the SGS model itself. These stresses are assumed isotropic everywhere, have zero 
ensemble mean, and are obtained from the product of random velocity fields taken from a 
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Gaussian distribution and scaled by the SGS kinetic energy. Unlike previous models, 
Schumann imposed an appropriate time-scale on the random stress fields, choosing one that is 
proportional to the turnover time of SGS motions. A spatial filter of characteristic length 2Δ is 
applied to the random velocity fields to mimic the effect of the implicit LES filter on a 
staggered grid, and the divergence-free condition is ensured using the Poisson equation. This 
scheme was only tested for isotropic turbulence, and so its ability to improve predictions of 
near-surface velocity shear profile in simulations of the ABL is unknown. The scheme is 
again formulated on the assumption of a uniform grid and it is likely that similar issues will 
arise as with the MT92 model when employing a refined near-surface grid. 
Chasnov (1991) also proposed another ‘mixed-model’ (i.e. an eddy-viscosity term and a 
separate stochastic forcing term) approach. He used a spectral closure model based on 
EDQNM theory, which derives the terms of the subgrid model from a representation of the 
Navier–Stokes equations and thus diminishes the loss of information associated with a model 
based on the averaged energy equation. The ‘Markovian’ element stems from the replacement 
of the time derivative in the deterministic EDQNM model with a simpler algebraic 
relationship, which ensures the realizability of the energy spectrum over all wavelengths, at 
the expense of realistic evolution of the larger eddies (Davidson, 2004). Westbury et al. 
(2004) point out that EDQNM-based closures only provide an estimate of backscatter in the 
flow interior, due to the assumption of isotropic inertial sub-range turbulence, thus limiting 
their use for wall-bounded flows. Furthermore, such closures are challenging to implement in 
non-Fourier LES codes. 
As well as the ability to improve mean output statistics, the SB modelling approach also has 
the secondary desirable effect of reducing the so-called ‘spin-up’ time; that is, the time taken 
for the simulation to attain a statistically steady state (Mason and Thomson, 1992, Weinbrecht 
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and Mason, 2008). Typically, when using a deterministic SGS model, it is necessary to add 
small artificial perturbations to the (initially laminar) flow-field in order to ‘kick-start’ 
turbulence. The random accelerations added by an SB model render such perturbations 
unnecessary. Empirical evidence further suggests that with an SB model, steady-state flow is 
achieved smoothly without a large transient peak in the (bulk) TKE that is often observed 
with the Smagorinsky model (Andren et al., 1994). For example, this behaviour was observed 
by Weinbrecht and Mason (2008), as shown by Figure 2.5 (taken from their paper). 
 
Figure 2.5 – LES spin-up time from bulk TKE 
Taken from Weinbrecht and Mason (2008), Fig. 2 (right): “Time series of the TKE in 
𝐦𝟐 𝐬−𝟐 for the simulations with Smagorinsky–Lilly SGS model and stochastic 
backscatter. Thick lines represent the resolved TKE and the thin lines the SGS TKE.” 
Potential disadvantages of the SB modelling approach include the additional computational 
costs required to generate the stochastic fields, which will increase simulation run-time. For 
example, Mason and Thomson (1992) report an additional central processing unit (CPU) time 
increase of 15% with their SB model compared with the use of the Smagorinsky model. 
However, it could be argued that such costs are justified by the improvement that the SB 
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model gives to output statistics. Chamecki (2010) notes that while the inability of 
deterministic SGS models to directly account for backscatter can lead to inaccuracies, such 
simulations are at least stable, whereas the inclusion of stochastic backscatter carries a risk of 
inducing model ‘blow-up’ since excess backscatter can act as a spurious energy source. 
However, this issue is avoided as long as appropriate backscatter forcing is inserted. 
Finally, it is noted that, despite the apparent success of the SB modelling approach for 
simulations of the ABL, it has yet to be utilised for simulating other types of atmospheric 
flow. Furthermore, no LES-driven dispersion modelling study has yet utilised an SB SGS 
model. 
2.3.3 SB modelling within other communities 
Parameterisations that impose stochastic fluctuations in the SGS stresses in order to model 
backscatter from the unresolved scales are also in use within other modelling communities 
due to their associated benefits. For example, modellers within the engineering community 
(who usually perform LES of lower-Re flows than atmospheric modellers) typically refer to 
the process of using an SGS model with a deterministic part for forward energy transfer and a 
separate stochastic part for energy backscatter as the Langevin-equation approach (e.g., Eyink 
(1996), Gicquel et al. (2002)). Similar to atmospheric LES modellers, Laval and Dubrulle 
(2006) showed that their Langevin-equation SB model gave a better description of the flow 
than with the use of a standard eddy-viscosity model. 
SB models have also been used to improve simulation accuracy at other atmospheric scales. 
For example, in general circulation modelling, Frederiksen and Davies (1997) noticed that 
subgrid-scale parameterisations based on deterministic mean damping were unable to 
maintain consistent large-scale energy spectra and climates with changes in horizontal 
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resolution and dissipation strength. Realising that the resolved scales are also randomly forced 
by nonlinear interactions with the unresolved scales, they tested a parameterisation which 
included both an eddy viscosity part and a stochastic backscatter part, and found that this gave 
better constancy of the large-scale energy spectra in their simulations of barotropic flow (both 
non-rotating and differentially-rotating Rossby wave flow). Their scheme utilised EDQNM 
theory to obtain the eddy damping and stochastic forcing terms. Unlike the SB models 
described in §2.3.2, their scheme was tailored towards quasi two-dimensional turbulence on 
the sphere, as appropriate for global circulation patterns, rather than fully three-dimensional 
turbulence over level ground, as appropriate for boundary-layer flows. Zidikheri and 
Frederiksen (2009) later incorporated baroclinic instability processes in their stochastic 
subgrid model, obtaining excellent agreement with higher-resolution simulations. 
Stochastic backscatter schemes have also been adapted for use in ensemble NWP models. An 
argument for the use of stochastic forcings at this scale is that the additional backscattered 
energy seeks to represent upscale error growth from partially-resolved mesoscale flow 
phenomena such as deep convection and gravity waves (Shutts, 2005, Berner et al., 2008). 
Alternatively, the stochastic forcings might be considered a way of combatting excessive 
dissipation in areas of high numerical diffusion (Shutts, 2009). These stochastic schemes have 
been shown to increase ensemble member spread, giving a better match to the mean forecast 
error (Shutts, 2009), and remove the need for arbitrary perturbation of the initial condition. An 
early advocate of stochastic models in NWP was Palmer (2001) at the European Centre for 
Medium Range Weather Forecasts (ECMWF), who implemented a so-called cellular 
automaton (CA) backscatter scheme. This scheme uses a stochastic streamfunction to perturb 
the flow dynamics; the streamfunction forcing field is obtained from a pattern generator in 
which the amplitude of the forcing function is (like with the LES schemes) related to the 
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dissipation rate. The generated patterns are designed to resemble the organisation of 
convective cloud clusters (Palmer et al., 2009). Berner et al. (2008) showed that the CA 
backscatter scheme, implemented into the ECMWF’s coupled ocean-atmosphere model, led 
to reductions in large-scale systematic model error in the lower and mid-latitudes, as well as 
significant improvements in seasonal-forecast probabilistic skill for a number of different 
variables. Shutts (2005) also showed that the scheme helped to correct the form of the energy 
spectrum towards the expected -5/3 slope at the mesoscales. A stochastic kinetic energy 
backscatter (SKEB) scheme was later implemented into the Met Office’s Unified Model 
(Bowler et al., 2009, Shutts, 2009), which adds semi-random vorticity perturbations into the 
forecast in order to offset excessive small-scale damping. 
Another related area of active research is that of coupling LES with larger (meso)-scale 
models so that the latter may be used to drive the simulation, rather than using periodic 
boundary conditions. With the periodic approach, the flow is typically either maintained via 
the imposition of a constant pressure gradient force (PGF) across the LES domain, or simply 
allowed to develop from the initial condition if the momentum loss due to turbulent drag is 
insignificant during the (short) simulation period. Conversely, with the coupled approach, the 
flow is actively maintained via the boundary condition, which comes from the mesoscale 
model output. However, this requires an efficient method for the generation of turbulence at 
the inflow boundary, which typically only contains mean-wind-field information. Xie and 
Castro (2008) developed a method based on the discrete filtering of a 2-dimensional slice of 
random data at the upwind boundary. The filter weights are calculated based on the 
assumption of an exponential velocity autocorrelation function. The turbulence integral 
length-scale can vary between prescribed ‘zones’ to accommodate for variations in the larger-
scale flow, and the artificial turbulence fields are also shown to possess Reynolds stresses and 
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energy spectra that are comparable with periodic-LES turbulence fields. Their scheme also 
allows for the specification of an appropriate time-scale; it calculates the turbulence field at 
any one time-step from the field at the previous time-step and a new (independently 
generated) random field, with the contribution of the previous field also based on the 
assumption of an exponential time autocorrelation. This scheme was subsequently used in a 
high-resolution simulation of flow and dispersion within a real-world urban canopy layer – 
the DAPPLE site, which includes part of Marylebone Road and surrounding streets in central 
London. In both an oblique wind case (Xie and Castro, 2009) and perpendicular wind case 
(Xie, 2011) (with respect to Marylebone Road), the numerical results were found to be in 
reasonable agreement with a wind-tunnel dataset. Kim et al. (2013) later proposed a similar 
scheme that produces divergence-free fields, thereby reducing the unphysically large pressure 
fluctuations that are observed with the non-divergence-free scheme. Synthetic inflow 
turbulence schemes that generate 4D data (3D in space and time) have also been proposed, 
e.g. Klein et al. (2003).  
Although much can be learned from these turbulence inflow generation schemes, their direct 
use in stochastic backscatter modelling is unfortunately not possible. This is because the 
artificial turbulence fields in SB SGS modelling are designed to add energy near the LES cut-
off (grid) scale only, whereas, in the inflow turbulence case, the energy across the entire 
spectrum (from the integral scale to the cut-off scale) must be considered. 
2.4 Research objectives 
Having reviewed the relevant literature, the specific objectives of the current research project 
can now be outlined. It was discussed in §2.3.2 how the SB approach to SGS modelling in 
LES of the neutral ABL has recently been shown to significantly alleviate predictions of 
excessive velocity shear in the surface layer as seen with the use of the popular Smagorinsky 
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SGS model. However, it was also noted that the original SB model for neutral ABL flow 
(MT92) and a later revised version of the model (WM08) both exhibit grid-dependency issues 
in terms of the way in which the backscatter acceleration fields (that augment the LES 
momentum equation) are generated: with the MT92 model, the backscatter length-scale and 
anisotropy depend on the local grid spacing and aspect ratio; with the WM08 model, the 
backscatter is unavoidably isotropic with uniform length-scale. 
This leads to a demand for a new methodology to be developed that allows the local 
backscatter length-scale and anisotropy to be controlled independently of the model grid. The 
backscatter length-scale could then be reduced appropriately towards surfaces, and, if 
necessary, varied to reflect any spatial variations in the LES filter width (due to local changes 
in grid resolution). The backscatter anisotropy could also be specified in conjunction with the 
physical anisotropy of the grid-scale motions. The advantages of such a model, and the 
corresponding limitations of the MT92 and WM08 models, are illustrated in the schematic 
diagram in Figure 2.6, which shows an example simulation of the neutral ABL in which the 
LES filter width decreases towards the bottom right corner of the domain as drawn (as a result 
of smooth grid refinement). It can be seen that in the flow interior, the backscatter is 
appropriately grid-scale and isotropic for all three models, except for the MT92 model in 
areas of horizontal grid refinement, where the backscatter becomes unphysically anisotropic 
due to the dependence of the 1:2:1 filter operation on the local grid spacing. Closer to the 
surface, the backscatter anisotropy with the new SB model is increased gradually in 
accordance with an assumed profile of the physical anisotropy of the grid-scale turbulence. 
With the MT92 model, however, the dependence of the anisotropy on the grid spacing results 
in regions of unphysically high or unphysically low anisotropy, and with the WM08 model, 
the backscatter remains isotropic at all distances from the surface. With the new model, the 
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backscatter length-scale is reduced towards the surface in accordance with the local subgrid 
turbulence length-scale, and further reduced in refined grid regions to reflect the reduced LES 
filter width, whereas the length-scale remains fixed at the local grid scale with the MT92 
model, and fixed at the coarse grid scale with the WM08 model (resulting in particularly 
unphysically large structures in the highest refined region). 
Figure 2.6 – Schematic of new SB model vs. previous models 
Schematic showing the characteristic length-scale and anisotropy of backscatter 
acceleration fields generated using (a) the MT92 model, (b) the WM08 model, and (c) 
the proposed new SB model. Unphysical inconsistencies are noted in italic red font. 
As well as the ability to control the backscatter length-scale and anisotropy, it would also be 
beneficial to control the backscatter vertical momentum flux (VMF). For a two-dimensional 
(2-D) mean shear flow, such as the idealised neutral ABL, velocity fluctuations in the third 
dimension (i.e. that which is horizontally perpendicular to the direction of mean flow) will be 
uncorrelated with velocity fluctuations in the other two dimensions, i.e. 𝑢′𝑣′, 𝑣′𝑤′ = 0 (with 
the 𝑦-axis aligned with this third dimension). The 𝑢′𝑤′ component, however, will be non-zero 
and thus represents the total VMF. Hinze (1972) provided a full derivation of the dynamic 
equation for 𝑢′𝑤′ in an incompressible steady-mean shear flow. The fluctuations imparted by 
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the SB model in under-resolved regions will affect the grid-scale VMF, which in turn will 
affect the velocity (and velocity shear) profiles in that region. 
Simulation of the neutral ABL provides the ideal case study with which to test any new SB 
model, since (i) theoretical profiles are already known (e.g. the velocity shear profile within 
the surface-layer as given by Eq. (12)), thus providing a means against which to validate the 
LES output, and (ii) the performance of the new SB model can be compared against that of 
the existing (i.e. MT92 and WM08) models, since the neutral ABL was also originally used to 
validate these models. To verify the grid-independence of the proposed new SB model, a 
range of grid-anisotropies should be tested. Large aspect ratios are common in LES studies of 
the ABL, often in order to match the physical anisotropy of surface layer turbulence with the 
anisotropy of the near-surface grid. Typical grid aspect ratios tested for LES studies of the 
neutral ABL fall within the range ΔAR = ∆𝑥/∆𝑧 =1 to 10 (Sullivan et al., 1994, Chow et al., 
2005, Mirocha et al., 2012). This range should therefore be covered in the SB model tests. 
It was also noted in §2.3.2 that the SB modelling approach for LES of atmospheric flows has 
so-far been limited to simulations of the ABL. However, as argued in §2.2.4, the approach 
should also be tested for the simulation of street canyon flow, since under-resolution in the 
roof-level shear layer (where backscatter is potentially large) is again typically unavoidable in 
most LES set-ups. In this case, LES output may be validated against wind-tunnel data which 
have previously been published for various street canyon configurations. To test the effect of 
including backscatter in the simulation, LES output obtained with the SB model should be 
compared against LES output obtained without backscatter; since the SB model essentially 
becomes the Smagorinsky model when the backscatter accelerations that augment the LES 
momentum equation are set to zero, this will essentially be testing the SB model against the 
Smagorinsky model. 
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Finally, it was again noted in §2.3.2 that a research gap also exists to test the effect of an SB 
model on the dispersion of a passive tracer. If an SB model is shown to improve simulation 
accuracy in terms of the flow dynamics, it also seems logical to test whether similar 
improvements are observed for the predicted behaviour of a pollutant released into the flow. 
Any such improvements could be beneficial to dispersion modellers who use low-cost 
operational models with parameters derived from LES model output. One such example is 
street canyon box models that use an estimate for the exchange velocity to describe the mass 
transfer of traffic-related pollutants released within the street canyon to the external flow. 
In light of the above discussion, four research objectives are defined: 
Objective #1: Formulate a new methodology for generating the stochastic backscatter 
acceleration fields that allows for grid-independent control of the backscatter length-scale, 
anisotropy and momentum flux. This objective is addressed in Chapter 3. 
Objective #2: Evaluate the grid-independence of the new SB model by performing LES of 
the neutral ABL for various grid anisotropies, comparing surface-layer velocity shear profiles 
against those obtained with the Smagorinsky, MT92 and WM08 SGS models. This objective 
is addressed in Chapter 4. 
Objective #3: Assess whether the new SB model can also help improve simulation accuracy 
(from that obtained with the Smagorinsky model) of neutral street canyon flow, in which the 
roof-level shear layer is under-resolved, using a wind-tunnel dataset for validation. This 
objective is addressed in Chapter 5. 
Objective #4: Examine the effect of the SB model on improving LES of the dispersion of a 
passive tracer inside the street canyon, again comparing simulation accuracy against that 
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obtained with the Smagorinsky model and using a wind-tunnel dataset for validation. This 
objective is addressed in Chapter 6.  
48 
 
3. THE NEW STOCHASTIC BACKSCATTER MODEL 
3.1 Introduction 
This chapter addresses research objective #1, as stated at the end of §2.4 and repeated below 
for convenience: 
Objective #1: Formulate a new methodology for generating the stochastic backscatter 
acceleration fields that allows for grid-independent control of the backscatter length-
scale, anisotropy and momentum flux. 
As discussed in §2.3.2, such an SB model is needed due to grid-dependency issues associated 
with previous SB models of this type. With the MT92 model, the filtering procedure used to 
generate the SB acceleration fields results in the backscatter fluctuations becoming 
increasingly less effective (in smoothing out excessive velocity gradients within the neutral 
surface layer) as vertical grid refinement is increased. With the WM08 model, although the 
effectiveness of the SB model remains unaffected by changes in vertical grid refinement, the 
backscatter is unavoidably isotropic with uniform length-scale, which is not always 
appropriate; its application is also limited to cases in which refined grid spacing is adopted in 
one dimension only. By formulating a new grid-independent filtering procedure, it should be 
possible to control the backscatter length-scale so that it can be reduced in appropriate regions 
of the flow (e.g. close to surfaces, or where the LES filter width is reduced due to local grid 
refinement), as well as controlling the backscatter anisotropy to be representative of the local 
grid-scale turbulence anisotropy as inferred, e.g., from field measurements (see Figure 2.6). 
The ability to control the vertical momentum flux associated with the backscatter fluctuations 
should also allow for control over the extent to which the SB model encourages additional 
grid-scale vertical mixing and thus modifies local velocity gradients. 
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This chapter is structured as follows. Parts of the underlying methodology of the new SB 
model are based on work originally proposed by Mason and Thomson (1992); these parts are 
collected and presented in a separate section (§3.2, ‘SB model foundations’) in order to 
clearly differentiate them from the novel parts of the new SB model’s methodology, which are 
subsequently detailed in §3.3–3.6. Finally, the abilities and limitations of the new SB model 
are summarised in §3.7. 
It is noted that some of the materials in this section have previously been published in the 
following peer-reviewed journal articles: O'Neill et al. (2015) and O'Neill et al. (2016). 
3.2 SB model foundations 
The new SB model is based on the concept of imposing pseudo-random acceleration fields on 
top of the LES acceleration fields obtained using the Smagorinsky SGS model (Mason and 
Thomson, 1992): 
 𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
{𝑣sgs (
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
)} + 𝑎𝑖, (23) 
where 𝑎𝑖 = {𝑎1, 𝑎2, 𝑎3} is a backscatter acceleration field, and all other symbols are as in Eq. 
(16) & (20). 
Each backscatter acceleration field must be appropriately scaled to inject the desired amount 
of energy into the LES field, and should ideally be divergence-free to ensure that the adjusted 
LES fields continue to satisfy mass conservation. The general procedure for obtaining a 
backscatter acceleration field is: 
(i) Generate three gridded fields of uniformly distributed random numbers with zero 
mean and unit variance, 𝒓 = {𝑟𝑥, 𝑟𝑦, 𝑟𝑧}. 
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(ii) Apply a filter to each field in order to introduce an appropriate backscatter length-
scale and level of anisotropy, generating a set of intermediate fields, ?̂? =
{?̂?𝑥, ?̂?𝑦, ?̂?𝑧}. A novel “grid-adaptive” filtering procedure for the new SB model is 
described in §3.3. 
(iii) Scale each field to ensure the appropriate energy backscatter rate throughout the 
domain, generating another set of intermediate fields, 𝝓 = {𝜙𝑥, 𝜙𝑦, 𝜙𝑧}. A novel 
scaling procedure for the new SB model is described in §3.4. 
(iv) Take the curl of the three fields to produce the final, divergence-free (since ∇ ∙
(∇ × 𝝓) = 0) acceleration field, 𝒂 = {𝑎1, 𝑎2, 𝑎3}. The vertical momentum flux 
associated with the final backscatter acceleration fields can be controlled by 
prescribing a degree of correlation between two of the three (pre-curled) fields – this 
novel procedure is described in §3.6. 
Each backscatter acceleration field lasts for a time period 𝑇B, before a completely new 
(independent) field is generated. There are no gaps in-between each field, i.e. the backscatter 
accelerations are added to the LES field at every time-step within each 𝑇B time period. Mason 
and Brown (1994) demonstrated empirically that, despite having unrealistically high 
frequency, a value of 𝑇B on the order of the model time-step, ∆𝑡, still gives significant 
reduction in excessive velocity shear, whilst also ensuring Galilean invariance (Pope, 2000). 
The ensemble-average (denoted by an overbar) change in resolved kinetic energy due to the 
backscatter accelerations is well approximated by ∆𝐸 = 1/2 ( (𝑢𝑖 + 𝑎𝑖𝑇B)2 − 𝑢𝑖
2) =
1/2 𝑎𝑖
2𝑇B
2  (sum over 𝑖); the expanded terms involving 𝑢𝑖𝑎𝑖 vanish since 𝑎𝑖 has zero mean and 
is uncorrelated with 𝑢𝑖. Dividing through by 𝑇B and noting that 𝑎𝑖
2 is simply the variance of 
𝑎𝑖, a modelled energy backscatter rate, ?̂?r, is thus defined as 
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?̂?r =
𝑇B
2
(𝜎𝑎1
2 +𝜎𝑎2
2 + 𝜎𝑎3
2 ). (24) 
The theoretical energy backscatter rate derived by Mason and Thomson (1992) for wall-
bounded shear flows, as given by Eq. (10), is used. It is repeated below for convenience: 
 
𝐵r = 𝐶B (
𝑙
𝑙0
)
5
𝜖, (25) 
where, now more specifically, 𝑙 is the subgrid-scale mixing length in the Smagorinsky model, 
with maximum value 𝑙0 in well-resolved interior regions of the flow. Combining Eqs. (24) 
and (25), the aim is thus to scale each backscatter acceleration field such that 
 
𝜎𝑎1
2 +𝜎𝑎2
2 + 𝜎𝑎3
2 =
2𝐶B
𝑇B
(
𝑙
𝑙0
)
5
𝜖. (26) 
𝑙0 is taken to be 𝐶S∆. For anisotropic grids, the ‘equivalent grid scale’ (Deardorff, 1970b) is 
used for ∆, namely ∆= ∆eq= (Δ𝑥Δ𝑦Δ𝑧)
1 3⁄ . For grids with vertical refinement only, ∆eq is 
assumed spatially uniform, with Δ𝑧 taken as a typical value in the flow interior. For 𝑙, the 
following equation is used to match the near-surface mixing length, which scales on  𝜅(𝑧 +
𝑧0), to the mixing length in well-resolved regions (Mason and Thomson, 1992): 
 
𝑙 = (
1
𝑙0
𝑛 +
1
(𝜅(𝑧 + 𝑧0))
𝑛)
−1
𝑛⁄
, (27) 
where the exponent 𝑛 controls how sharply the near-surface mixing length is matched to the 
value in the well-resolved flow interior. 
Mason and Thomson (1992) also outlined an analogous approach to modelling the SGS scalar 
fluxes, in which the magnitude of backscatter (of variance) is controlled via the scalar 
backscatter coefficient, 𝐶Bθ. However, in preliminary tests performed for the scalar dispersion 
part of this thesis (Chapter 6), it was empirically found that the inclusion of scalar backscatter 
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(on top of energy backscatter) gives insignificant differences in calculated mean statistics 
when the scalar is a dynamically passive tracer (as opposed to, e.g., temperature, which has a 
dynamical feedback). A value of 𝐶Bθ = 0 is thus chosen in Chapter 6, i.e. the SGS scalar 
fluxes are handled entirely by the base Smagorinsky model; this further allows the effects of 
energy backscatter alone to be discerned. 
3.3 New grid-adaptive filter 
This section outlines the new filtering procedure used in the generation of the backscatter 
acceleration fields, which allows the local backscatter length-scale and anisotropy to be 
controlled independently of the model grid. The procedure utilises a discrete 3-D “grid-
adaptive” filter that is applied directly on the model grid, thus removing the need for any 
interpolation from a secondary grid as with the WM08 model. 
3.3.1 Filter kernel 
It is first imposed that the 3-D filter is separable, i.e. that it can be constructed from a 
sequence of convolutions in the three lower dimensions (Wirjadi and Breuel, 2005): 
 ℎ(𝑥, 𝑦, 𝑧) = ℎ𝑥(𝑥) ∗ ℎ𝑦(𝑦) ∗ ℎ𝑧(𝑧), (28) 
where, e.g., ℎ𝑥(𝑥) is the 1-D filter kernel in the 𝑥-dimension. The 3-D 1:2:1 filter is an 
example of a separable filter; the filtered field can be obtained by applying a 1-D filter with 
weights 𝐴 × [1  2  1] in the 𝑥 dimension, then the 𝑦 dimension, then the 𝑧 dimension (the 
coefficient 𝐴 determines the variance of the resulting field). However, rather than fixing the 
filter weights (and thus the number of grid points used in the calculation of each filtered 
value), a physical length-scale (which may vary spatially) is instead defined for each 1-D 
filter. The number of grid points used in the calculation of any filtered value is then dependent 
on the local grid spacing in each dimension. 
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3.3.2 Filter shape 
To decide upon the shape of each 1-D filter, one may be guided by the choice of previous 
models. On an isotropic grid with resolution ∆, it can be shown that the 3-point 1:2:1 filter 
(used in the MT92 model) and the 5-point 1:4:6:4:1 filter (used in the WM08 model) are both 
close approximations to the discrete Gaussian filter, with a filter width equal to 0.8∆ and ∆, 
respectively. These choices of filter reflect the fact that the implicit filtering imposed by the 
Smagorinsky model on the smallest resolved scales is Gaussian in nature (Sullivan et al., 
2003). A Gaussian filter shape is therefore also chosen here, which also facilitates comparison 
of the results obtained using the new SB model with those obtained using the MT92 and 
WM08 models. Defining the filter width to be the standard deviation of the Gaussian function 
(Geurts, 2004), the continuous 1-D filter kernel for the general dimension 𝜁 is given by 
 
ℎ𝜁(𝜉) = 𝐴 exp(−
𝜉2
2(𝑙B
𝜁
)
2), (29) 
where 𝜉 = 𝜁 − 𝜁f is the distance away from the filter centre at 𝜁f, 𝑙B
𝜁
 is the filter width for 
dimension 𝜁, and the coefficient 𝐴 controls the variance of the filtered field. 
3.3.3 Filter weights 
For a discrete Gaussian filter, with which weights are only applied at a finite number of grid 
points, the weight at a grid point that is a distance of 𝜉 away from the filter centre-point, 𝑊𝜉, 
may be calculated as the integral over the part of the Gaussian function for which that grid 
point is closest (between 𝜉− and 𝜉+, say), i.e.: 
 
𝑊𝜉 = ∫ ℎ𝜁(𝜉)
𝜉+
𝜉−
𝑑𝜉 = 𝐴𝑙B
𝜁√
𝜋
2
{erf (
𝜉+
𝑙B
𝜁
√2
) − erf (
𝜉−
𝑙B
𝜁
√2
)}, (30) 
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where erf is the error function, which must be approximated numerically. For a grid with 
variable grid spacing, 𝜉− = 𝜉 − ∆−/2  and 𝜉+ = 𝜉 + ∆+/2 are taken, where ∆− and ∆+ are the 
distances between the given grid point and the adjacent grid points in the negative and 
positive 𝜁 direction, respectively. For computational efficiency, the decision is made to 
restrict the number of grid points at which the filter weights are calculated to those for which 
|𝜉| ≤ 3𝑙B
𝜁
, which ensures that at least 95% of the area under the Gaussian function is 
accounted for. 
For most applications, the coefficient 𝐴 is chosen to normalise the filter (i.e. make its full 
integral equal to 1), which ensures that a constant region of an unfiltered flow-field is 
unchanged after filtering. This is not important here, since there is no useful information 
contained within the initial random fields, and one may instead choose 𝐴 to control the 
variance of the filtered fields. At this stage, the choice is made to maintain unit variance 
everywhere; an appropriate re-scaling of the fields will be applied at a later step (see §3.4). 
Given that the unfiltered fields are a random sample of values from the uniform distribution 
with zero mean and unit variance, then in order to maintain unit variance after filtering, it is 
required that 
 
𝐴 = (∑𝑤𝜉
2
𝜉
)
−
1
2
, (31) 
where 𝑤𝜉 = 𝑊𝜉 𝐴⁄ . 
3.3.4 Filter width 
The width of each 1-D filter will be guided by the intended local backscatter length-scale, 𝑙B. 
As the aim of an SB model is to mimic backscatter from the unresolved to the resolved scales, 
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𝑙B should scale (in well-resolved regions) on the LES filter width, 𝑙f. In most LES codes, the 
formal filtering procedure (Eq. (14)) is not explicitly carried out (since the continuous 
velocity field is not known). Instead, the filtering is considered to be carried out implicitly 
through the representation of the (continuous) dynamical fields in the discretised (in time and 
space) model. The length of the LES filter width is therefore not well defined, but is likely to 
scale with the grid resolution, i.e. 𝑙f~Δeq, where again, Δeq = (Δ𝑥Δ𝑦Δ𝑧)
1 3⁄  is an estimate of 
the effective grid resolution (Deardorff, 1970b), with Δ𝑧 is taken as a typical value in the flow 
interior for vertically stretched grids.  To allow a degree of flexibility, the backscatter length-
scale in well-resolved regions is defined as 𝑙B = 𝜆(Δ𝑥Δ𝑦Δ𝑧)
1 3⁄ , where the parameter 𝜆  can 
be used to fine-tune 𝑙B, but should be of order of unity. Closer to the surface, the local 
turbulence production scale eventually reduces below the LES filter width; in this region, it is 
assumed that the backscatter length-scale decreases with the ratio of the local subgrid mixing 
length, 𝑙, to the subgrid mixing length in well-resolved regions, 𝑙0. Thus, the backscatter 
length-scale is fully defined as 
 
𝑙B =
𝑙
𝑙0
𝜆(Δ𝑥Δ𝑦Δ𝑧)1 3⁄ ,        𝜆 = 𝒪(1). (32) 
3.3.5 Level of anisotropy 
It is further noted that the local level of anisotropy in the backscatter acceleration fields can be 
controlled through the local ratio between the three backscatter length-scale components: 𝑙B
𝑥, 
𝑙B
𝑦
, and 𝑙B
𝑧 . To ensure that, locally, the overall backscatter length-scale remains at 𝑙B, the 
following constraint is enforced at every point in the flow: 
 (𝑙B
𝑥 𝑙B
𝑦 𝑙B
𝑧)
1 3⁄
= 𝑙B. (33) 
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The physical anisotropy of accelerations at the grid-scale may be estimated from coarse-
grained higher-resolution LES / lower-Reynolds-number DNS. One may also attempt to infer 
the acceleration variances from (more readily available) velocity variance data; if 𝜖 =
𝐶ϵ𝐸
3/2/𝑙 is used as an estimate for the dissipation rate in Eq. (26) (where 𝐶ϵ is a constant), 
one obtains 𝜎𝑎1
2 +𝜎𝑎2
2 + 𝜎𝑎3
2 = 2𝐶B𝐶ϵ𝑙
4𝐸3/2/(𝑇B𝑙0
5). Since 𝐸 = 1/2 (𝜎𝑢
2+𝜎𝑣
2 + 𝜎𝑤
2), then in 
isotropic turbulence, the backscatter acceleration fluctuations and the velocity fluctuations are 
related by 𝜎𝑎
2 ∝ 𝜎𝑢
3. The assumption is then made that in anisotropic turbulence this 
relationship also holds for the individual components, and thus that the acceleration variance 
ratios are related to the velocity variance ratios by: 
 𝜎𝑎𝑖
2
𝜎𝑎𝑗
2
=
𝜎𝑢𝑖
3
𝜎𝑢𝑗
3 . (34) 
With the assumed local ratios of acceleration variance (𝜎𝑎1
2 : 𝜎𝑎2
2 : 𝜎𝑎3
2 ) in place, it is possible to 
calculate the local values of 𝑙B
𝑥, 𝑙B
𝑦
, and 𝑙B
𝑧  for the 1-D filters. Doing this requires prior 
knowledge of the scaling procedure, and so the calculation is presented in §3.5, after the 
scaling procedure has been outlined in §3.4. 
3.3.6 Examples of use 
The use of the discrete grid-adaptive Gaussian filter is demonstrated by way of a couple of 
examples, in which 𝑙B = 0.8∆𝑥 is used (which closely approximates the 1:2:1 filter, used in 
the MT92 model, when the grid spacing is ∆𝑥), and, at this stage, fully isotropic backscatter is 
prescribed, i.e. 𝜎𝑎1
2 : 𝜎𝑎2
2 : 𝜎𝑎3
2 = 1: 1: 1 everywhere (the generation of anisotropic backscatter 
fields is covered in Chapter 5, in which the new SB model is applied to the neutral ABL). 
Figure 3.1(a) shows the filter weights in the 𝑧-dimension when the filter is centred on a grid 
point at 𝑧 = 𝑧f, on a grid with a fixed horizontal-to-vertical grid aspect ratio, for four separate 
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grids with  ΔAR = Δ𝑥/Δ𝑧 = 1, 2, 4 and 8 respectively. Figure 3.1(b) shows the filter weights 
in the 𝑧-dimension when the filter is centred on three separate grid points on a stretched 
vertical grid. In both cases, it can be seen that the filter width remains fixed, whilst the 
number and size of the filter weights adapt accordingly to ensure that the variance of the 
filtered fields remains unity everywhere. 
 
Figure 3.1 – Grid-adaptive filter weights 
Weights, 𝑾, of the discrete grid-adaptive Gaussian filter in the 𝒛-dimension, for 
𝒍𝐁 = 𝟎. 𝟖∆𝒙 and 𝝈𝒂𝟏
𝟐 : 𝝈𝒂𝟐
𝟐 : 𝝈𝒂𝟑
𝟐 = 𝟏: 𝟏: 𝟏, when (a) the filter is centred on a grid point at 
𝒛 = 𝒛𝐟, for four separate grids with 𝚫𝐀𝐑 = 𝚫𝒙/𝚫𝒛 = 𝟏, 𝟐, 𝟒 and 𝟖, respectively; and (b) 
the filter is centred on 3 separate grid points (shown by inner tick marks on the lower 
axis) on a stretched vertical grid (shown by outer tick marks on the lower axis). 
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Figure 3.2(a) shows an 𝑥-𝑧 slice through a resulting filtered field, ?̂?, for the case ΔAR = 4 (the 
filter weights in 𝑧 are shown in Figure 3.1(a)). It can be seen that the characteristic length-
scale of the individual structures in the filtered field scales on Δ𝑥 in both the 𝑥 and the 𝑧 
dimension (i.e. they are isotropic), despite the significantly finer grid resolution in 𝑧. This 
confirms (at least visually) the ability of the new grid-adaptive filter to control 𝑙B 
independently of the model grid. Next to this plot (Figure 3.2(b)) is shown an equivalent 𝑥-𝑧 
slice through a field that has been filtered using the 3-D 1:2:1 filter (as used in the MT92 
model). Conversely, the filtered field in this case is highly anisotropic, mirroring the 
anisotropy of the model grid. 
 
Figure 3.2 – Filtered fields on fixed-aspect-ratio grid 
Contour plot of an 𝒙-𝒛 slice through a filtered field, ?̂? , generated using (a) the new grid-
adaptive filter, and (b) the MT92 model filter (3-D 1:2:1). The model grid’s aspect ratio 
is 𝚫𝐀𝐑 = 𝚫𝒙/𝚫𝒛 = 𝟒 (horizontal and vertical grid spacing is shown by inner tick marks 
on lower and left axes, respectively). 
Figure 3.3(a) shows an 𝑥-𝑧 slice through a resulting filtered field, ?̂?, for the case of a 
vertically stretched grid (filter weights in 𝑧 are shown in Figure 3.1(b)). Again, it can be seen 
that the individual structures have length-scales on the order of Δ𝑥 in both 𝑥 and the 𝑧 
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throughout the gridded domain, showing that the new grid-adaptive filter is also able to 
control 𝑙B when the grid aspect ratio is spatially varying. As before, Figure 3.3(b) shows an 
equivalent 𝑥-𝑧 slice when the 3-D 1:2:1 filter is used; the anisotropy of the filtered field is 
again seen to be tied to the anisotropy of the model grid, and so varies spatially, becoming 
increasingly more isotropic with increasing height. 
 
Figure 3.3 – Filtered fields on stretched vertical grid 
As Figure 3.2 but for a stretched vertical grid (as shown in Figure 3.1(b)). 
3.4 New scaling procedure 
The adopted scaling procedure depends on whether the LES is of a horizontally homogeneous 
flow (e.g. the idealised 2-D ABL), for which a grid with vertical refinement only would 
typically be employed, or horizontally inhomogeneous flow (e.g. street canyon flow), for 
which a grid with horizontal and vertical grid refinement might be employed. 
3.4.1 Horizontally homogeneous flow 
For horizontally homogeneous flow, then, of two variables (𝑙 and 𝜖) on the right hand side of 
Eq. (26), 𝑙 varies only with height, and gradients in 𝜖 are much greater in the vertical than in 
the horizontal. Thus, when scaling the backscatter acceleration fields, it seems reasonable to 
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apply a scaling factor that varies only in the vertical, and ensures that the variance on any 
horizontal grid level, with index 𝑘, is equal to 
 
(𝜎𝑎1
2 +𝜎𝑎2
2 + 𝜎𝑎3
2 )
𝑘
=
2𝐶B
𝑇B
(
𝑙𝑘
𝑙0
)
5
〈𝜖〉𝑘, (35) 
where the subscript 𝑘 denotes a quantity at grid level 𝑘, and angled brackets denote a 
horizontal average. 
Recalling that ?̂? is the (filtered) pre-scaled vector field and 𝝓 is the post-scaled vector field, 
then, for a vertical scaling factor, we have that 𝝓𝒊,𝒋,𝒌 = 𝑔𝑘?̂?
𝒊,𝒋,𝒌, where 𝑔𝑘 is the vertical 
scaling factor at grid level 𝑘, and superscripts 𝑖, 𝑗 and 𝑘 also denote discrete grid-point indices 
(in the 𝑥, 𝑦 and 𝑧 direction, respectively). Recall also that the final acceleration vector field, 𝒂, 
is generated by taking the curl of 𝝓. For a continuous backscatter acceleration field, this 
would be expressed as: 
 
𝒂 = ∇ × 𝝓 = [
𝜙𝑧,𝑦 − 𝜙𝑦,𝑧
𝜙𝑥,𝑧 − 𝜙𝑧,𝑥
𝜙𝑦,𝑥 − 𝜙𝑥,𝑦
] {
𝒊
𝒋
𝒌
}, (36) 
 
where, e.g., 𝜙𝑥,𝑦 denotes the partial derivate of 𝜙𝑥 with respect to 𝑦. On the discrete model 
grid, a discrete curl operation must be performed. Choosing the forward-differencing discrete 
curl operator, the point-wise backscatter accelerations will thus be equal to 
𝒂𝒊,𝒋,𝒌 = ∇ ×𝝓𝒊,𝒋,𝒌 =
[
 
 
 𝑔𝑘(?̂?𝑧
𝑖,𝑗+1,𝑘 − ?̂?𝑧
𝑖,𝑗,𝑘) Δ𝑦 − (𝑔𝑘+1?̂?𝑦
𝑖,𝑗,𝑘+1 − 𝑔𝑘?̂?𝑦
𝑖,𝑗,𝑘) Δ𝑧𝑘⁄⁄
(𝑔𝑘+1?̂?𝑥
𝑖,𝑗,𝑘+1 − 𝑔𝑘?̂?𝑥
𝑖,𝑗,𝑘) Δ𝑧𝑘 − 𝑔𝑘(?̂?𝑧
𝑖+1,𝑗,𝑘 − ?̂?𝑧
𝑖,𝑗,𝑘) Δ𝑥⁄⁄
𝑔𝑘(?̂?𝑦
𝑖+1,𝑗,𝑘 − ?̂?𝑦
𝑖,𝑗,𝑘) Δ𝑥⁄ − 𝑔𝑘(?̂?𝑥
𝑖,𝑗+1,𝑘 − ?̂?𝑥
𝑖,𝑗,𝑘) Δ𝑦⁄ ]
 
 
 
{
𝒊
𝒋
𝒌
}, (37) 
where Δ𝑧𝑘 = 𝑧𝑘+1 − 𝑧𝑘, and, e.g., if ?̂?𝑥
𝑖,𝑗,𝑘 = ?̂?𝑥(𝑥, 𝑦, 𝑧) then ?̂?𝑥
𝑖+1,𝑗,𝑘 = ?̂?𝑥(𝑥 + Δ𝑥, 𝑦, 𝑧). 
Note that the choice of the forward-differencing discrete curl operator is somewhat arbitrary 
and the backward-differencing operator might also have been used. The central-differencing 
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operator, however, would introduce another argument (namely 𝑔𝑘−1) into Eq. (37) and so is 
not considered for practical reasons. Since the random fields are filtered such that the variance 
of ?̂? remains unity everywhere, then, given that the three fields ?̂?𝑥, ?̂?𝑦 and ?̂?𝑧 are 
uncorrelated with each other, the three variance components of the acceleration field at a 
particular grid level 𝑘 are given by 
 
(𝜎𝑎𝑖
2 )
𝑘
=
{
  
 
  
 
2𝑔𝑘
2
Δ𝑦2
(1 − 𝜌𝑘
∆𝑦) +
1
Δ𝑧𝑘
2 (𝑔𝑘+1
2 + 𝑔𝑘
2 − 2𝑔𝑘+1𝑔𝑘𝜌𝑘
Δ𝑧𝑘), 𝑖 = 1
1
Δ𝑧𝑘
2 (𝑔𝑘+1
2 + 𝑔𝑘
2 − 2𝑔𝑘+1𝑔𝑘𝜌𝑘
Δ𝑧𝑘) +
2𝑔𝑘
2
Δ𝑥2
(1 − 𝜌𝑘
∆𝑥), 𝑖 = 2
2𝑔𝑘
2
Δ𝑥2
(1 − 𝜌𝑘
∆𝑥) +
2𝑔𝑘
2
Δ𝑦2
(1 − 𝜌𝑘
∆𝑦), 𝑖 = 3
 (38) 
where, e.g., 𝜌𝑘
∆𝑥 denotes the autocorrelation coefficient between ?̂?(𝑥, 𝑦, 𝑧) and ?̂?(𝑥 +
Δ𝑥, 𝑦, 𝑧) for any of ?̂?𝑥, ?̂?𝑦 or ?̂?𝑧 at grid level 𝑘. These autocorrelations will take a value 
between 0 and 1 depending on the chosen filtering procedure. For example, with the MT92 
model, a 1:2:1 filter is applied to random numbers generated directly on the model grid, and it 
can be shown that 𝜌Δ𝑥 = 𝜌Δ𝑦 = 𝜌Δ𝑧 = 2/3 at every grid level. Similarly, with the WM08 
model, a 1:4:6:4:1 filter (equivalent to a double application of the 1:2:1 filter) is applied to 
random numbers generated on an isotropic grid, and in this case 𝜌Δ𝑥 = 𝜌Δ𝑦 = 𝜌Δ𝑧 = 4/5 at 
every isotropic grid level (the values after interpolation onto the anisotropic model grid may 
also be derived, but this is not shown here for brevity). The autocorrelations expected with the 
new SB model are later shown to be given by Eq. (44). 
Combining Eqs. (35) and (38) leads to a quadratic equation for 𝑔𝑘 with solutions 
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𝑔𝑘 =
−𝑏 ± √𝑏2 − 4𝑎𝑐
2𝑎
,    where 
𝑎 =
4
Δ𝑥2
(1 − 𝜌𝑘
Δ𝑥) +
4
Δ𝑦2
(1 − 𝜌𝑘
Δ𝑦) +
2
Δ𝑧𝑘
2, 
 𝑏 =
−4𝑔𝑘+1𝜌𝑘
Δ𝑧𝑘
Δ𝑧𝑘
2 , 𝑐 =
2𝑔𝑘+1
2
Δ𝑧𝑘
2 −
2𝐶B
𝑇B
(
𝑙𝑘
𝑙0
)
5
〈𝜖〉𝑘. 
(39) 
In practice, it is necessary to first calculate the scaling factor at the top grid level, 𝑔𝑛 say, by 
assuming that 𝑔𝑛+1 = 𝑔𝑛, and then proceed down the grid levels using the full quadratic Eq. 
(39) and taking the larger root (positive sign) when real solutions exist. 
It has been found that the discriminant, 𝑏2 − 4𝑎𝑐, of this quadratic equation can become 
negative near the surface, where the theoretical energy backscatter rate falls sharply to zero, 
indicating that no real solutions exist for 𝑔𝑘. When this happens, the discriminant is set to 
zero to allow a real value of 𝑔𝑘 to be calculated. This modifies the imposed backscatter rate 
away from the intended theoretical value. To correct this, another scaling factor must be 
applied at these grid levels after the curl operation, which is calculated empirically. This 
‘post-curl’ scaling factor has the unwanted effect of reintroducing divergences into the 
backscatter acceleration field at these grid levels. Although these divergences are immediately 
removed by the pressure solver, this action results in a small but unwanted reduction in the 
backscattered energy (Weinbrecht and Mason, 2008). Fortunately, later testing shows (see 
§4.3.1) that this only affects a very small region close to the surface; 𝑧/𝐻 ≲ 0.01, where 𝐻 is 
the boundary layer scaling height. 
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3.4.2 Horizontally inhomogeneous flow 
For horizontally inhomogeneous flow, where a grid with horizontal and vertical grid 
refinement might be employed, it is necessary to use a point-wise scaling factor, since the use 
of a horizontally averaged dissipation rate, 〈𝜖〉𝑘, in Eq. (39) is no longer appropriate (and Δ𝑥, 
Δ𝑦 possibly not constant). Each grid-point must therefore be scaled separately in order to 
satisfy 
 
(𝜎𝑎1
2 +𝜎𝑎2
2 + 𝜎𝑎3
2 )
𝑖,𝑗,𝑘
=
2𝐶B
𝑇B
(
𝑙𝑘
𝑙0
)
5
𝜖𝑖,𝑗,𝑘, (40) 
If 𝑔𝑖,𝑗,𝑘 is used to denote the point-wise scaling factor at grid point 𝑖, 𝑗, 𝑘, then, for a point-
wise scaling factor, we have that 𝝓𝒊,𝒋,𝒌 = 𝑔𝑖,𝑗,𝑘?̂?
𝒊,𝒋,𝒌. In contrast to Eq. (37), for practical 
reasons we must assume (for now) that local gradients in the scaling factor are small, i.e. that 
∆𝑔𝑖,𝑗,𝑘 ≪ 𝑔𝑖,𝑗,𝑘 in all 3 dimensions (where ∆𝑔𝑖,𝑗,𝑘 is the difference between 𝑔𝑖,𝑗,𝑘 and the 
scaling factor at the adjacent grid point in the positive direction of a given dimension), 
application of the discrete curl operator this time leads to 
𝒂𝒊,𝒋,𝒌 = ∇ × 𝝓𝒊,𝒋,𝒌 = 𝑔𝑖,𝑗,𝑘
[
 
 
 (?̂?𝑧
𝑖,𝑗+1,𝑘 − ?̂?𝑧
𝑖,𝑗,𝑘) Δ𝑦 − (?̂?𝑦
𝑖,𝑗,𝑘+1 − ?̂?𝑦
𝑖,𝑗,𝑘) Δ𝑧𝑘⁄⁄
(?̂?𝑥
𝑖,𝑗,𝑘+1 − ?̂?𝑥
𝑖,𝑗,𝑘) Δ𝑧𝑘 − (?̂?𝑧
𝑖+1,𝑗,𝑘 − ?̂?𝑧
𝑖,𝑗,𝑘) Δ𝑥⁄⁄
(?̂?𝑦
𝑖+1,𝑗,𝑘 − ?̂?𝑦
𝑖,𝑗,𝑘) Δ𝑥⁄ − (?̂?𝑥
𝑖,𝑗+1,𝑘 − ?̂?𝑥
𝑖,𝑗,𝑘) Δ𝑦⁄ ]
 
 
 
{
𝒊
𝒋
𝒌
}. (41) 
The three variance components of the acceleration field at a particular grid point are thus 
given by 
 
(𝜎𝑎𝑚
2 )
𝑖,𝑗,𝑘
=
{
 
 
 
 
 
 
2𝑔𝑖,𝑗,𝑘
2
Δ𝑦𝑗
2 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑦𝑗 ) +
2𝑔𝑖,𝑗,𝑘
2
Δ𝑧𝑘
2 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ), 𝑚 = 1
2𝑔𝑖,𝑗,𝑘
2
Δ𝑧𝑘
2 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) +
2𝑔𝑖,𝑗,𝑘
2
Δ𝑥𝑖
2 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 ), 𝑚 = 2
2𝑔𝑖,𝑗,𝑘
2
Δ𝑥𝑖
2 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 ) +
2𝑔𝑖,𝑗,𝑘
2
Δ𝑦𝑗
2 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑦𝑗 ) , 𝑚 = 3
 (42) 
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Combining Eqs. (40) and (42) leads to: 
 
𝑔𝑖,𝑗,𝑘 = √
2𝐶B
𝑇B
(
𝑙𝑘
𝑙0
)
5
𝜖𝑖,𝑗,𝑘
4
Δ𝑥𝑖
2 (1 − 𝜌𝑖,𝑗,𝑘
Δ𝑥𝑖 ) +
4
Δ𝑦𝑗
2 (1 − 𝜌𝑖,𝑗,𝑘
Δ𝑦𝑗) +
4
Δ𝑧𝑘
2 (1 − 𝜌𝑖,𝑗,𝑘
Δ𝑧𝑘)
. (43) 
In reality, non-zero local gradients cause deviations away from the intended point-wise 
backscatter rates in the curled field. As with the vertical scaling factor procedure, the biggest 
problems occur very near the surface where the theoretical backscatter rate drops rapidly. To 
help correct this, an empirically calculated vertical scaling factor is again applied after the curl 
operation to ensure that Eq. (35) is satisfied at each grid level, i.e. that the horizontally 
averaged backscatter rate is at least always recovered. The resulting divergences introduced 
into the acceleration field are typically comparable in size to those seen with the vertical 
scaling factor procedure for the same case.  
3.5 Backscatter length-scale components 
This section details how to calculate the local values of 𝑙B
𝑥, 𝑙B
𝑦
, and 𝑙B
𝑧  from the assumed local 
ratios of acceleration variance, 𝜎𝑎1
2 : 𝜎𝑎2
2 : 𝜎𝑎3
2 . For LES of horizontally homogeneous 
turbulence, in which a vertically refined grid is utilised, Eqs. (38) are used, with the 
assumption that ∆𝑔𝑘 ≪ 𝑔𝑘 (and thus that 𝑔𝑘+1 ≈ 𝑔𝑘), to obtain a set of three simultaneous 
equations (one for each of 𝜎𝑎1
2 𝜎𝑎2
2⁄ , 𝜎𝑎1
2 𝜎𝑎3
2⁄  and 𝜎𝑎2
2 𝜎𝑎3
2⁄ ) at each grid level, 𝑘, with three 
unknowns; namely, 𝜌𝑘
∆𝑥, 𝜌𝑘
∆𝑦
 and 𝜌𝑘
∆𝑧𝑘. For horizontally inhomogeneous turbulence and/or for 
grids with vertical and horizontal refinement, Eqs. (42) are instead used to obtain a set of 
three equations at each grid point (note that as long as the turbulence field is stationary, these 
equations need only be solved once, at the beginning of the simulation, reducing 
computational cost dramatically). Now, it can be shown that the spatial autocorrelation 
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induced by the application of a continuous 1-D Gaussian filter (Eq. (29)) on a continuous 1-D 
white-noise field in the general dimension 𝜁 is 
 
𝜌Δ𝜁 = exp{−(
∆𝜁
2𝑙B
𝜁
)
2
}. (44) 
This equation may thus be used, along with the constraint imposed by Eq. (33), to solve each 
set of simultaneous equations for 𝑙B
𝑥, 𝑙B
𝑦
 and 𝑙B
𝑧 . This is achieved by using the following 
iterative procedure, which is found to give sufficiently accurate solutions after only one or 
two iterations: (i) select a sensible initial guess for 𝑙B
𝑥, e.g. 𝑙B
𝑥 = 𝑙B, and solve Eq. (44) for 𝜌
Δ𝑥; 
(ii) use this result to solve Eq. (45) (below) for 𝜌Δ𝑦, which follows from elimination of 𝜌Δ𝑧 
from the simultaneous equation set, and subsequently obtain 𝑙B
𝑦
 using Eq. (44); (iii) use this 
result to solve any one of the simultaneous equation set for 𝜌Δ𝑧, e.g., Eq. (46) (below), and 
subsequently obtain 𝑙B
𝑧  using Eq. (44); (iv) multiply each of 𝑙B
𝑥, 𝑙B
𝑦
 and 𝑙B
𝑧  by the factor 
𝑙B (𝑙B
𝑥 𝑙B
𝑦 𝑙B
𝑧)⁄  to ensure that Eq. (33) is satisfied; (v) use the newly calculated value of 𝑙B
𝑥 as 
the initial guess in the iteration process and repeat steps (ii) to (v) until a sufficient level of 
accuracy has been reached. 
 
𝜌Δ𝑦 = 1 −
∆𝑦2(1 − 𝜌Δ𝑥) {
𝜎𝑎1
2
𝜎𝑎3
2 (1 −
𝜎𝑎1
2
𝜎𝑎2
2 ) −
𝜎𝑎1
2
𝜎𝑎2
2 }
∆𝑥2 {(1 −
𝜎𝑎1
2
𝜎𝑎3
2 )(1 −
𝜎𝑎1
2
𝜎𝑎2
2 ) − 1}
, 
 
(45) 
 
𝜌𝛥𝑧𝑘 = 1 −
𝜎𝑎1
2
𝜎𝑎2
2
∆𝑧𝑘
2(1 − 𝜌Δ𝑥)
∆𝑥2 (1 −
𝜎𝑎1
2
𝜎𝑎2
2 )
+
∆𝑧𝑘
2(1 − 𝜌Δ𝑦)
∆𝑦2 (1 −
𝜎𝑎1
2
𝜎𝑎2
2 )
. 
(46) 
Note that for real solutions of 𝑙B
𝜁
 to exist with Eq. (44), it is required that 0 < 𝜌Δ𝜁 < 1, which 
is also a requirement on account of 𝜌Δ𝜁 being a (positive) correlation coefficient. It has been 
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found that this requirement is met as long as the local grid aspect ratios do not differ 
significantly from the intended local ratios of the acceleration variance components. 
3.6 Backscatter vertical momentum flux 
This section outlines a further improvement to the MT92-type SB model. This improvement 
allows the grid-scale vertical momentum flux, which affects the local rate of mixing and thus 
local velocity gradients, to be adjusted towards a level that is more representative of empirical 
observations or theory. Importantly, this modification does not affect the ability of the model 
to satisfy its other constraints, and requires almost no additional computational effort. It is 
also stressed that this modification can be used to improve the representation of backscatter in 
any general two-dimensional shear flow in which two of the three momentum flux 
components are virtually zero. 
Recall that the three component (scalar) fields of ?̂? (filtered random fields with zero mean 
and unit variance) in the 𝑥, 𝑦 and 𝑧 dimensions are denoted by ?̂?𝑥 , ?̂?𝑦 and ?̂?𝑧, respectively. 
In addition to this, three independently generated scalar fields, ?̂?1, ?̂?2 and ?̂?3, are defined, 
and the following alternative approach is considered, in which the first and third component 
fields can be correlated with each other: 
 {?̂?𝑥, ?̂?𝑦, ?̂?𝑧} = {?̂?1, ?̂?2, 𝛼?̂?1 +√1 − 𝛼2?̂?3} ,      where   0 ≤ 𝛼 ≤ 1. (47) 
This formulation ensures that ?̂?𝑧 always has unit variance. Thus, when 𝛼 = 0, ?̂?𝑧 is fully 
independent of ?̂?𝑥 and the original approach is retrieved; when 𝛼 = 1, ?̂?𝑥 and ?̂?𝑧 are 
identical. For intermediate values of 𝛼, ?̂?𝑥 and ?̂?𝑧 will be correlated to some degree. 
To understand why this may be useful from the point of view of controlling grid-scale vertical 
momentum flux, one first requires a way to link the effect of the backscatter accelerations on 
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the LES velocity fields. It is first recalled that the backscatter time-scale, 𝑇B, is necessarily 
small (on the order of the model time-step, Δ𝑡) in order to ensure that all fluid elements 
experience the same time-scale of stress variation (Mason and Brown, 1994). One may thus 
linearly approximate the backscatter velocity fluctuations (which are denoted by the subscript 
B) from the backscatter accelerations as 𝑢𝑖
′
B
= 𝑎𝑖𝑇B. The six (independent) components of the 
resulting stress tensor relating to the backscatter velocity fluctuations, 𝑢𝑖
′𝑢𝑗
′
B
, are thus well 
approximated by: 
 
[
 𝑢′2B 𝑢′𝑣′B 𝑢′𝑤′B
 𝑣′2B 𝑣′𝑤′B
𝑤′2B
] = 𝑇B
2
[
 
 
 𝑎1
2 𝑎1𝑎2 𝑎1𝑎3
𝑎2
2 𝑎2𝑎3
𝑎3
2 ]
 
 
 
. (48) 
Recalling that 𝒂𝒊,𝒋,𝒌 = ∇ ×𝝓𝒊,𝒋,𝒌 = ∇ × 𝑔𝑖,𝑗,𝑘?̂?
𝒊,𝒋,𝒌, then, using the forward-difference curl 
operator (as before) and assuming that local gradients in the scaling factor are small, i.e. 
∆𝑔𝑖,𝑗,𝑘 ≪ 𝑔𝑖,𝑗,𝑘 for any Δ𝑥𝑖, Δ𝑦𝑗, Δ𝑧𝑘, it follows from Eqs. (36) and (47) that 
𝒂𝒊,𝒋,𝒌 ≅ 𝑔𝑖,𝑗,𝑘
[
 
 
 
 (𝛼?̂?1
𝑖,𝑗+1,𝑘 + √1 − 𝛼2?̂?3
𝑖,𝑗+1,𝑘 − 𝛼?̂?1
𝑖,𝑗,𝑘 − √1 − 𝛼2?̂?3
𝑖,𝑗,𝑘) Δ𝑦𝑗 − (?̂?2
𝑖,𝑗,𝑘+1 − ?̂?2
𝑖,𝑗,𝑘) Δ𝑧𝑘⁄⁄
(?̂?1
𝑖,𝑗,𝑘+1 − ?̂?1
𝑖,𝑗,𝑘) Δ𝑧𝑘⁄ − (𝛼?̂?1
𝑖+1,𝑗,𝑘 + √1 − 𝛼2?̂?3
𝑖+1,𝑗,𝑘 − 𝛼?̂?1
𝑖,𝑗,𝑘 − √1 − 𝛼2?̂?3
𝑖,𝑗,𝑘) Δ𝑥𝑖⁄
(?̂?2
𝑖+1,𝑗,𝑘 − ?̂?2
𝑖,𝑗,𝑘) Δ𝑥𝑖⁄ − (?̂?1
𝑖,𝑗+1,𝑘 − ?̂?1
𝑖,𝑗,𝑘) Δ𝑦𝑗⁄ ]
 
 
 
 
{
𝒊
𝒋
𝒌
}. (49) 
 
Each backscatter stress component, 𝑢𝑖
′𝑢𝑗
′
B
, can then be obtained from time-averaging the 
appropriate product of acceleration components, following Eq. (48). Since the three fields 
?̂?1, ?̂?2 and ?̂?3 are uncorrelated with each other, the only non-zero terms after averaging will 
be those involving the product of a field with itself. It is further recalled that each field 
satisfies ?̂?2̅̅ ̅̅ = 1, i.e. there is unit variance at any given point. Thus, the local magnitude of 
each of these six terms is well approximated by: 
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𝑢′2B = 2𝑇B
2𝑔𝑖,𝑗,𝑘
2 [(1 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 ) Δ𝑦𝑗
2⁄ + (1 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) Δ𝑧𝑘
2⁄ ] 
𝑣′2B = 2𝑇B
2𝑔𝑖,𝑗,𝑘
2 [(1 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) Δ𝑧𝑘
2⁄ + (1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 ) Δ𝑥𝑖
2⁄ − 𝛼(1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 + 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) Δ𝑥𝑖Δ𝑧𝑘⁄ ] 
𝑤′2B = 2𝑇B
2𝑔𝑖,𝑗,𝑘
2 [(1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 ) Δ𝑥𝑖
2⁄ + (1 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 ) Δ𝑦𝑗
2⁄ ] 
𝑢′𝑣′B = −𝑇B
2𝑔𝑖,𝑗,𝑘
2 [(1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 + 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 ) Δ𝑥𝑖Δ𝑦𝑗⁄ − 𝛼 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑦𝑗 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 + 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) Δ𝑦𝑗Δ𝑧𝑘⁄ ] 
𝑢′𝑤′B = −𝑇B
2𝑔𝑖,𝑗,𝑘
2 [2𝛼 (1 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 ) Δ𝑦𝑗
2⁄ + (1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 + 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) Δ𝑥𝑖Δ𝑧𝑘⁄ ] 
𝑣′𝑤′B = −𝑇B
2𝑔𝑖,𝑗,𝑘
2 [(1 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 + 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 ) Δ𝑦𝑗Δ𝑧𝑘⁄ − 𝛼 (1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 + 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 ) Δ𝑥𝑖Δ𝑦𝑗⁄ ] 
(50) 
The underlined terms in Eqs. (50) show the additional terms that appear as a result of using 
Eq. (47) over the original approach. If the choice is made to adopt the same spatial filtering 
procedure on the ?̂? fields with the old and new approaches (meaning that all 𝜌Δ𝜁 values 
remain unchanged from one approach to the other), it is seen that, with the new approach, the 
magnitude of the backscatter covariance component 𝑢′𝑤′B is increased (by an amount which 
depends on the value of 𝛼), and the magnitude of the 𝑢′𝑣′B and 𝑣′𝑤′B components are 
reduced (by a smaller amount). Furthermore, the auto-variance component 𝑣′2B is also 
slightly reduced, and, since the sum of the three auto-variance components is fixed by the 
locally expected energy backscatter rate, components 𝑢′2B and 𝑤′
2
B must also increase 
slightly.  Thus, while the magnitudes of the covariance terms are constrained to some degree 
by the scaling factor 𝑔𝑖,𝑗,𝑘 and the filter correlation 𝜌𝑖,𝑗,𝑘
∆𝜁
, which must be chosen based on the 
desired local energy backscatter rate and backscatter anisotropy, some degree of control is 
recovered with the new approach through the choice of the parameter 𝛼. To aid this choice, 
the expected magnitudes of the covariance terms are discussed next. 
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It is recalled that for a two-dimensional (2-D) mean shear flow, velocity fluctuations in the 
third dimension (i.e. that which is horizontally perpendicular to the direction of mean flow) 
will be uncorrelated with velocity fluctuations in the other two dimensions, i.e. 𝑢′𝑣′, 𝑣′𝑤′ = 0 
(with the 𝑦-axis aligned with this third dimension). The 𝑢′𝑤′ component, however, will be 
non-zero and thus represents the total vertical momentum flux. In light of this, the backscatter 
stress term 𝑢′𝑤′B shall also be allowed to be non-negligible within the roof-level shear-layer 
region. A new parameter is defined called the ‘backscatter vertical momentum flux factor’, 
VMFB, which describes the ratio of the magnitude of 𝑢′𝑤′B to 𝜎𝑢B𝜎𝑤B, where, e.g., 𝜎𝑢B ≡
√𝑢′2B: 
 
VMFB =
|𝑢′𝑤′B|
𝜎𝑢B𝜎𝑤B
. (51) 
Substituting in the corresponding terms from Eqs. (50) and rearranging for 𝛼, one obtains: 
𝛼𝑖,𝑗,𝑘 =
2 VMFB√[
(1 − 𝜌𝑖,𝑗,𝑘
∆𝑦𝑗 )
Δ𝑦𝑗
2 +
(1 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 )
Δ𝑧𝑘
2 ] [
(1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 )
Δ𝑥𝑖
2 +
(1 − 𝜌𝑖,𝑗,𝑘
∆𝑦𝑗 )
Δ𝑦𝑗
2 ] −
1 − 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 − 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘 + 𝜌𝑖,𝑗,𝑘
∆𝑥𝑖 𝜌𝑖,𝑗,𝑘
∆𝑧𝑘
Δ𝑥𝑖Δ𝑧𝑘
2 (1 − 𝜌
𝑖,𝑗,𝑘
∆𝑦𝑗 )
Δ𝑦𝑗
2
 
(52) 
It is noted that the permissible range of VMFB is limited by 𝛼; the minimum value 
corresponds to when 𝛼 = 0 and the maximum value to when 𝛼 = 1. 
This new approach is demonstrated more formally with an example of its application. For 
simplicity, an isotropic model grid (with resolution Δ) is considered, and a discrete Gaussian 
filter is used with a width (i.e. backscatter length-scale) of 𝑙B = Δ when filtering each ?̂? field, 
which results in an auto-correlation coefficient of 𝜌Δ = 0.8 everywhere, and (with the old 
approach) fully isotropic backscatter. The resulting backscatter stresses are normalised by the 
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sum of the three auto-variance components, which is fixed for a given dissipation field. The 
resulting (relative) magnitudes are shown in Figure 3.4 for the cases: (a) 𝛼 = 0 (equivalent to 
the old approach in which ?̂?𝑥 and ?̂?𝑧 are fully independent), which corresponds to a value of 
VMFB = 0.05; and (b) VMFB = 0.5 (i.e. ?̂?𝑧 and ?̂?𝑥 are correlated to such a degree that the 
magnitude of 𝑢′𝑤′B is half that of 𝜎𝑢B𝜎𝑤B), which corresponds to a value of 𝛼 = 0.89. It is 
seen that with the old approach, all three covariance components are very small compared 
with the auto-variance components (around 5% the size). No consideration was previously 
given to the magnitude of the covariance components; they were simply a by-product of the 
overall backscatter generation procedure. With the new approach, it is seen that by increasing 
VMFB (i.e. making ?̂?𝑥 and ?̂?𝑧 more correlated), the magnitude of the 𝑢′𝑤′B component 
relative to the three auto-variance components can be increased significantly. The maximum 
achievable value of VMFB (corresponding to 𝛼 = 1) is approximately 0.6 in this case. The 
other two covariance components, 𝑢′𝑣′B and 𝑣′𝑤′B, tend to zero as 𝛼 tends to 1. It is noted 
that because the auto-variance component 𝑣′2B is slightly reduced (and consequently 𝑢′
2
B 
and 𝑤′2B slightly increased) with the new approach, a small amount of accuracy has been 
sacrificed in the intention to generate fully isotropic backscatter acceleration fields. However, 
even with the maximum value of VMFB (when 𝛼 = 1), this reduction is not large (𝑣′
2
B is 
only around 10% smaller than the other two auto-variance components). Note also that the 
backscatter acceleration fields can still be scaled such that the sum of the three auto-variance 
components remains at the intended value, and so the intended local energy backscatter rate is 
not violated. 
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Figure 3.4 – Backscatter stresses 
Normalised backscatter stresses on an isotropic model grid with resolution 𝚫 and a 
backscatter length-scale of 𝒍𝐁 = 𝚫, with a backscatter VMF factor of (a) 𝐕𝐌𝐅𝐁 = 𝟎. 𝟎𝟓 
(corresponds to 𝜶 = 𝟎), and (b) 𝐕𝐌𝐅𝐁 = 𝟎. 𝟓 (corresponds to 𝜶 = 𝟎. 𝟖𝟗). 
3.7 Summary and conclusions 
In this chapter, a new methodology has been proposed for the generation of stochastic 
backscatter acceleration fields designed to impose fluctuations in the Smagorinsky subgrid 
stresses in order to mimic backscattered energy from the subgrid scales. The methodology 
employs a discrete “grid-adaptive” filter that allows control of spatial variations in the 
backscatter length-scale and anisotropy (§3.3). Thus, unlike the previous models of Mason 
and Thomson (1992) and Weinbrecht and Mason (2008), with which these properties are 
either tied to the model grid or spatially uniform, the backscatter length-scale can be 
appropriately reduced towards surfaces, and the backscatter anisotropy can be chosen to be 
consistent with the physical anisotropy of the subgrid scales. The backscatter length-scale 
may also be varied in accordance with any spatial variations in the LES filter width, thus 
widening the applicability of the new model to studies of more complex flow geometries that 
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utilise local 3-D grid refinement. The efficacy of the new filtering procedure was confirmed 
via demonstrations of its use; example filtered fields were generated on a number of different 
grids with varying grid spacings, whilst the backscatter length-scale and anisotropy were 
successfully held fixed (Figures 3.2 and 3.3). Details of a new scaling procedure, which 
ensures a theoretically appropriate energy backscatter rate at each level (for horizontally 
homogeneous flow) or each point (for horizontally inhomogeneous flow) in the modelled 
flow-field, were also given (§3.4). 
In addition, an improvement to the SB model was also outlined that facilitates a better 
representation of grid-scale vertical momentum flux (§3.6). This is done by imposing a 
constraint on the magnitude of the main covariance term of the three backscatter acceleration 
components, which is satisfied by prescribing an appropriate degree of correlation between 
the first and third filtered component fields (this is in addition to the constraint on the 
magnitude of their variances, which ensures a theoretically appropriate energy backscatter 
rate, and remains satisfied). The ability to control the backscatter vertical momentum flux is a 
desirable feature because it directly affects the amount of additional vertical mixing caused by 
the backscatter fluctuations, and thus the extent to which local velocity gradients are 
modified. Again, the efficacy of this new feature was confirmed via an example of its use; the 
calculated magnitude of the dominating backscatter VMF component, 𝑢′𝑤′B, was 
successfully increased in an example backscatter acceleration field when the correlation 
between the first and third filtered fields was increased. 
Limitations of the new SB model include the fact that the backscatter time-scale is (like with 
the MT92 and WM08 models) still physically unrealistic, being based on the numerical model 
time-step rather than a more appropriate time-scale over which grid-scale fluctuations are 
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expected to vary. The problem with simply increasing the backscatter timescale to give a 
better match in this regard, is that the assumption of linear backscatter perturbations (i.e. 
𝑢𝑖
′
B
= 𝑎𝑖𝑇B) starts to break down, and a Lagrangian approach to ‘follow’ perturbed fluid 
elements would be required in order to ensure Galilean invariance. Again, however, it is 
recalled that empirical evidence from previous studies (Mason and Brown, 1994, Grooms et 
al., 2015) suggests that employing an unrealistically short time-scale is not detrimental to 
model performance, and ensures that all fluid elements experience the same time-scale of 
stress variation (Mason and Brown, 1994). Another limitation of the new SB model in its 
current state is that it is specifically set up for simulations of neutral atmospheric flows only. 
However, with appropriate modification, e.g. to the theoretical energy backscatter rate, the 
model might also be applied in non-neutral stability regimes. Direction can be taken from 
Brown et al. (1994) in this regard, who have already modified the MT92 model for 
application to the stably stratified ABL. 
In conclusion, the new SB model is able to generate stochastic backscatter acceleration fields 
in a way that allows for grid-independent control of the backscatter length-scale, anisotropy 
and momentum flux; the first research objective (§2.4) has therefore been satisfied. The next 
step is to implement the new SB model into a working LES code and test whether it can 
overcome the grid-dependency issues associated with previous SB models in simulations of 
the neutral ABL.  
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4. THE NEUTRAL ATMOSPHERIC BOUNDARY LAYER 
4.1 Introduction 
This chapter addresses research objective #2, as stated at the end of §2.4 and repeated below 
for convenience: 
Objective #2: Evaluate the grid-independence of the new SB model by performing 
LES of the neutral ABL for various grid anisotropies, comparing surface-layer 
velocity shear profiles against those obtained with the Smagorinsky, MT92 and 
WM08 SGS models. 
As discussed in §2.3.2, previous studies utilising the SB modelling approach for LES of the 
neutral ABL have been shown to be remarkably successful in reducing excessive velocity 
shear, as predicted with the widely-used Smagorinsky model, within the under-resolved 
surface layer  (Mason and Thomson, 1992, Brown et al., 1994, Mason and Brown, 1994, 
Weinbrecht and Mason, 2008). Simulation of the neutral ABL therefore provides the ideal 
case for testing the new SB model, since (i) the theoretical profiles against which the LES 
output is validated are well established, and (ii) the performance of the new SB model may be 
compared against the previous models. 
This chapter is structured as follows. A methodology section (§4.2) first includes a technical 
description of the LES model used in this thesis (§4.2.1), followed by details of the LES 
model’s configuration (including the different model grids tested) for the neutral ABL case 
(§4.2.2). The configuration of the new SB model (as well as the other SGS models tested in 
this chapter) is also given separately (§4.2.3). Results are then presented and discussed (§4.3); 
the characteristics of the backscatter acceleration fields generated by each tested SB model are 
first examined in isolation (§4.3.1), followed by an analysis of their effects on the LES fields 
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(§4.3.2). The additional CPU time required by the new SB model is also assessed and 
compared against the additional CPU time required by simply increasing the grid resolution 
with the Smagorinsky model (§4.3.3). Finally, the results are summarised and conclusions 
drawn (§4.4). 
It is noted that some of the materials in this section have previously been published in the 
following peer-reviewed journal article: O'Neill et al. (2015). 
4.2 Methodology 
4.2.1 The RAMS LES model 
Colorado State University’s Regional Atmospheric Modelling System (RAMS) is used 
throughout this thesis. RAMS was originally developed by Pielke et al. (1992) for simulating 
and forecasting meteorological phenomena. Cai (1999) later adapted RAMS version 2a, at the 
University of Birmingham, for simulating the boundary layer over an idealised urban surface. 
This is the version of RAMS that forms the basis for the neutral ABL simulations undertaken 
in this chapter, with additional coding performed in order to implement the new SB model 
(Chapter 3), as well as the MT92 and WM08 models. The code is written in the FORTRAN 
77 programming language. 
The dynamic core of RAMS is scale independent; it adopts the finite volume method to solve 
the primitive equations on a staggered Arakawa-C grid, using a flux conservative leapfrog 
time differencing method, and has 2nd order spatial accuracy. The option to solve the non-
hydrostatic compressible equations is selected. As only dry neutral atmospheric flows are 
considered in this study, no convective, cloud microphysics, moisture or radiation 
parameterisation is selected. 
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4.2.2 LES model configuration 
For the neutral ABL simulations described in this chapter, the specified initial profiles are for 
a fully neutral boundary layer, with a constant potential temperature of 300 K throughout the 
entire depth of the domain, and a wind profile based on the Ekman spiral at latitude 45° with a 
geostrophic wind speed of 𝑈g = 5 m s
-1
. Other selected parameters include a von-Kármán 
constant of 𝜅 = 0.35, following the analysis by Businger et al. (1971) of the ABL 
observations carried out in Kansas in 1968, a surface roughness of 𝑧0 = 0.1 m and a model 
time-step of Δ𝑡 = 0.3 s. A Monin-Obukhov boundary condition is applied at the first grid 
level above the surface (at 𝑧 = 𝑧1) which, for the neutral case, enforces a horizontal wind 
speed of 𝑈(𝑧1) 𝑢∗⁄ = (1 𝜅⁄ ) ln(𝑧1 𝑧0⁄ ). This is common practice in rough-wall geophysical 
flows, including in studies that (like the current one) also test the ability of LES to reproduce 
Monin-Obukhov similarity theory above the first grid level (e.g., Sullivan et al. (1994), Kirkil 
et al. (2012), Lu and Porté-Agel (2014)). However, as Sullivan et al. (1994) points out, this 
approach is only justified if the grid mesh is refined enough that at least part of the surface 
layer is explicitly resolved by the LES model. The depth of the neutral boundary layer scales 
with  𝑢∗/|𝑓|, where 𝑓 is the Coriolis parameter (Garratt, 1994). In the simulations performed 
here, 𝑢∗ = 0.2 is a typical value for 𝑢∗ and 𝑓 = 1.0 × 10
−4; a scaling height of 𝐻 = 2000 m 
is thus defined, which is used to scale 𝑧 in plots. For the Smagorinsky model runs, the so-
called Smagorinsky coefficient is set to 𝐶S = 0.15 (this is also the value used for the 
dissipative part of the SB model, which uses the Smagorinsky model). 
To test the grid-independence of the new SB model (and confirm the grid-dependence of the 
previous models), a number of different grid aspect ratios are employed. Typical grid aspect 
ratios tested for LES studies of the neutral ABL fall within the range ΔAR = ∆𝑥/∆𝑧 =1 to 10 
(Sullivan et al., 1994, Chow et al., 2005, Mirocha et al., 2012). Thus here the SB models are 
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tested on four different model grids that cover this range. 64 × 64 grid points are used in the 
𝑥- and 𝑦- directions with Δ𝑥 = Δ𝑦 = 50 m.  For the vertical grid, Δ𝑧1 is defined as the height 
of the lowest grid point above the surface, and a constant vertical grid stretch factor, 𝑆Δ𝑧 = 
1.03, is applied such that Δ𝑧𝑘+1 = 𝑆Δ𝑧 × Δ𝑧𝑘, until Δ𝑧 = Δ𝑧max = 50 m, after which Δ𝑧 
remains fixed at Δ𝑧max up to the top of the domain, at around 2500 m in all cases. This is 
summarised in Table 4.1. 
Table 4.1 – LES grids 
The LES model grids used for the neutral ABL simulations. 
Grid 𝚫𝒙 (m) 𝚫𝒚 (m) 𝑵𝒙 𝑵𝒚 𝚫𝒛𝟏 (m) 𝚫𝒙/𝚫𝒛𝟏 𝑺𝚫𝒛 𝚫𝒛𝐦𝐚𝐱 (m) 𝑵𝒛 
G1 50 50 64 64 50 1 1.03 50 58 
G2 50 50 64 64 25 2 1.03 50 79 
G3 50 50 64 64 10 5 1.03 50 99 
G4 50 50 64 64 5 10 1.03 50 128 
Mean vertical profiles calculated from the LES output data (presented in §4.3.2) are the result 
of horizontal averages over all grid points on a given grid level and over 3 hours of simulation 
time, after a quasi-steady state is adjudged to have been reached. Note that there is no 
pressure gradient force applied across the domain, and so the total momentum in the system 
(which comes entirely from the initial condition) will reduce as the simulation progresses due 
to turbulent drag. However, this momentum loss occurs on a time-scale that is much longer 
than the averaging period used to obtain the flow statistics, and so the flow can be considered 
quasi-steady within this period. 
4.2.3 SB model configuration 
For the neutral ABL simulations described in this chapter, LES output obtained with the new 
SB model is compared against output obtained using the Smagorinsky model alone, as well as 
the MT92 and WM08 models, which have also been implemented into the RAMS LES code. 
To allow a direct comparison of the results obtained with each SB model, the following 
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parameters are set constant over each model, and are potentially different from those used in 
the original papers for the MT92 and WM08 models: For the new model, 𝜆 = 1 is used in Eq. 
(32), which defines a discrete Gaussian filter that is well approximated by the 1:4:6:4:1 filter 
on an isotropic grid; the 3-D 1:4:6:4:1 filter is thus used for both the MT92 and WM08 
models. 𝑛 = 4 is taken for the mixing length exponent in Eq. (27). The backscatter coefficient 
is set to 𝐶B = 0.6. A new backscatter acceleration field is generated every other model time-
step, thus the time-scale of the backscatter acceleration fields is taken as 𝑇B = 2Δ𝑡. As 
discussed by Mason and Brown (1994), although a more realistic treatment of this time-scale 
is possible, a value of 𝑇B on the order of the model time-step removes the need for 
Lagrangian-type following of fluid elements. Finally, as the influence of backscatter is 
minimal far enough above the near-surface region, computational expense can be spared by 
defining a maximum height, 𝑧Bmax , below which the backscatter accelerations are added to 
the LES field. Here, 𝑧Bmax = 500 m is used, which corresponds to a height of around 0.2𝐻. 
This is summarised in Table 4.2. 
Table 4.2 – SGS models 
The SGS models for the neutral ABL simulations. 
Model Reference Filter 𝒏 𝑪𝐁 𝑻𝐁 𝒛𝐁𝐦𝐚𝐱  
SMAG Smagorinsky (1963) - - - - - 
New N/A Eq. (32)  with 𝜆 = 1 4 0.6 2Δ𝑡 500 m 
MT92 Mason and Thomson (1992) 3-D 1: 4: 6: 4: 1 4 0.6 2Δ𝑡 500 m 
WM08 Weinbrecht and Mason (2008) 3-D 1: 4: 6: 4: 1 4 0.6 2Δ𝑡 500 m 
With the new SB model, an attempt is made to relate the backscatter anisotropy to the 
physical anisotropy of the subgrid scales by using measured velocity variance data. The 
velocity variance profiles reported by Grant (1986) (his Figure 5) in near-neutral conditions is 
used. It is noted that the reported variances encompass a wide range of turbulence length-
scales, and it must be assumed that the variance ratios are characteristic of the variance ratios 
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at the subgrid scales. The data are somewhat simplified by taking the two horizontal variance 
components to be equal (to be consistent with the MT92 and WM08 models for the sake of 
later comparison) and a smooth exponential curve is fitted roughly through the data points, 
such that the velocity variance ratios at the surface are taken as 𝜎𝑢
2: 𝜎𝑣
2: 𝜎𝑤
2 = 4: 4: 1, and are 
essentially isotropic above 0.2H. Using Eq. (34), the imposed backscatter acceleration 
variance ratios are thus taken as 𝜎𝑎1
2 : 𝜎𝑎2
2 : 𝜎𝑎3
2 = 8: 8: 1 at the surface – the full variance ratio 
profiles are plotted in Figure 4.1(a). It is emphasised that these ratios might be considered as 
an example, used to demonstrate the new SB model, and that any other ratios that allow for 
realizable solutions of 𝑙B
𝜁
 could be applied. Figure 4.1(b) shows the resulting profiles (on grid 
G4 – see Table 4.1) of the normalised backscatter length-scale components, 𝑙B
𝜁
𝑙B⁄ , where 𝑙B is 
the backscatter length-scale in the isotropic flow interior. This plot also shows how the 
backscatter length-scale decreases close to the surface with the new SB model, in line with the 
subgrid mixing length-scale. 
Finally, it is noted that the ability to control the backscatter VMF with the new SB model is 
not tested in this chapter (i.e. 𝛼 = 0 is used in Eq. (47)). Since this feature was not present in 
the MT92 or WM08 models, this allows the effect of the new grid-adaptive filter to be tested 
in isolation. The effect of varying the backscatter VMF is then analysed in the next chapter. 
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Figure 4.1 – Backscatter anisotropy and length-scale profiles 
For the new SB model, (a) the imposed anisotropy in the backscatter acceleration fields, 
as shown by the acceleration variance ratio profiles; (b) the resulting profiles, on grid 
G4, of the backscatter length-scale components, 𝒍𝐁
𝜻
, normalised by the backscatter 
length-scale in the flow interior, ?̂?𝐁. 
4.3 Results and discussion 
4.3.1 Backscatter acceleration fields 
Figure 4.2 shows surface layer contour plots through three example backscatter acceleration 
fields, generated using (a) the MT92 model, (b) the WM08 model, and (c) the new SB model, 
respectively, on grid G4 (which has a near-surface grid aspect ratio of Δ𝑥/Δ𝑧 ≈ 10). Each 
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plot shows point-wise acceleration magnitudes, i.e. 𝑎 = √𝑎1
2 + 𝑎2
2 + 𝑎3
2, normalised by the 
maximum value within that field. The dissipation field used to calculate the local backscatter 
rate was taken from a quasi-steady LES, without backscatter, on the same grid. It can be seen 
that the backscatter is most significant within the lower part of the surface layer. With all 
three models, the characteristic length-scale of individual backscatter structures away from 
the surface scales reasonably with the horizontal grid spacing, and thus with the scale of the 
LES filter width. Nearer the surface, the backscatter length-scale can just be seen to begin to 
decrease with the new SB model, in line with the subgrid mixing length-scale, though this is 
hidden very close to the surface by the small acceleration magnitudes there. With the MT92 
model, the backscatter anisotropy can be seen to depend on the local vertical grid spacing. 
Consequently, the field is excessively anisotropic on the highly refined near-surface grid. 
With the WM08 model, the backscatter seems to remain locally isotropic (with individual 
structures as tall as they are wide) at all grid levels, as expected from the interpolation method 
used to generate the acceleration fields. There are apparent discontinuities in the field at some 
grid levels, where individual backscatter structures seem to be slightly misaligned. However, 
this doesn’t appear to affect the time-averaged LES statistics at these levels (shown later). The 
anisotropy within the backscatter acceleration field generated using the new SB model falls 
somewhere in-between the MT92 and WM08 models; it is neither fixed to the vertical grid 
spacing, nor spatially uniform, but looks to follow the imposed profile shown in Figure 4.1(a), 
with modest anisotropy close to the surface, becoming gradually more isotropic with distance 
from the surface. This is more formally verified next. 
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Figure 4.2 – Backscatter acceleration fields 
Surface-layer contour plots through backscatter acceleration fields generated using each 
SB model: (a) MT92, (b) WM08, (c) new, on grid G4 (horizontal and vertical grid 
spacing is shown by outer tick marks on upper and right axes, respectively). Each field 
shows acceleration magnitudes and is normalised by its maximum value. 
The spatial anisotropy within the backscatter acceleration fields described above is quantified 
in Figure 4.3, which shows, for each model, normalised surface-layer profiles of the three 
variance components, 𝜎𝑎1
2 , 𝜎𝑎2
2  and 𝜎𝑎3
2 , and their sum, which should equate to the target 
backscatter variance profile as given by the right hand side of Eq. (35) (also plotted for 
comparison). The data are normalised by the maximum of the target profile. The plots show 
that the target profile of summed variance components is well met by all three backscatter 
models. With the MT92 model, however, the vertical variances are considerably smaller than 
the horizontal variances at all grid levels, as a result of the application of the 3-D 1:4:6:4:1 
filter on the vertically refined grid. Taking Δ𝑥 = Δ𝑦 in Eq. (38), and assuming that ∆𝑔𝑘 ≪ 𝑔𝑘 
(and thus that 𝑔𝑘+1 ≈ 𝑔𝑘), it follows that the ratio of the vertical variance to either of the 
horizontal variance components in the MT92 backscatter acceleration fields is 
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 𝜎𝑎3
2
𝜎𝑎1
2
=
𝜎𝑎3
2
𝜎𝑎2
2
=
2
1 + ΔAR
2, (53) 
where ΔAR = Δ𝑥 Δ𝑧𝑘⁄  is the local horizontal-to-vertical grid aspect ratio. Setting ΔAR = 10 in 
Eq. (53), one can approximate the vertical variance component to be around 2% of the 
horizontal variance components near the surface (for grid G4). Such large anisotropy in the 
acceleration fields is detrimental to the performance of the backscatter model (as shown in 
later results) since, from a pragmatic point of view at least, the inclusion of backscatter is 
intended to reduce the excessive velocity shear in the surface layer, which can only be 
achieved through an increased vertical mixing of momentum. When horizontal variances 
dominate, the mixing of momentum is largely increased only within horizontal planes, and 
thus the effectiveness of backscatter acceleration fields in smoothing out the velocity shear 
profile is reduced. With the WM08 model, the backscatter is largely isotropic at all grid levels 
as a result of linearly interpolating the accelerations from an isotropic grid, as can be 
understood by setting ΔAR = 1 in Eq. (53). With the new SB model, the observed backscatter 
anisotropy matches well with the imposed (target) anisotropy profile (shown by the dashed 
lines) at all grid levels. This confirms that the new grid-adaptive filtering procedure is able to 
control spatial variations in the backscatter anisotropy, allowing for physical consistency with 
the anisotropy of the subgrid scales. 
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Figure 4.3 – Backscatter acceleration variance profiles 
Surface-layer profiles of the three variance components, and their sum, for the three 
backscatter acceleration fields shown in Figure 4.2 for the (a) MT92, (b) WM08, and (c) 
new SB model. Solid line shows the target backscatter variance profile as given by the 
right hand side of Eq. (35). All values are normalised by the maximum of the target 
profile. For the new SB model, dashed lines show the expected variance profiles 
resulting from the imposed backscatter anisotropy (see Figure 4.1(a)). 
The SB model should also aim to generate acceleration fields that contain minimal 
divergences. A divergence-free backscatter acceleration field ensures that the modified LES 
fields continue to satisfy conservation of mass. Conversely, any divergences in the backscatter 
acceleration fields may leave simulations prone to unphysical small-scale behaviour, and also 
lead to an unwanted reduction in the backscattered energy as a consequence of the pressure 
solver removing the resulting divergences from the velocity field (Weinbrecht and Mason, 
2008). The curl operation that is performed during the generation of the backscatter 
acceleration fields removes all divergence from the fields. However, the application of the 
‘post-curl’ vertical scaling factor, required at grid levels where real solutions to the ‘pre-curl’ 
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scaling factor 𝑔𝑘 (Eq. (39)) do not exist, reintroduces divergences at those grid levels. Figure 
4.4 summarises, for each SB model, the magnitude of the grid-cell divergences, i.e. 
(𝑎1
𝑖+1,𝑗,𝑘 − 𝑎1
𝑖,𝑗,𝑘) Δ𝑥⁄ + (𝑎2
𝑖,𝑗+1,𝑘 − 𝑎2
𝑖,𝑗,𝑘) Δ𝑦⁄ + (𝑎3
𝑖,𝑗,𝑘+1 − 𝑎3
𝑖,𝑗,𝑘) Δ𝑧𝑘⁄ ), within the surface 
layer, for the same three example backscatter acceleration fields described above (generated 
on grid G4). The plots show normalised root-mean-square (RMS) values at each grid level 
(equivalent to the standard deviations, since their mean is zero). The accelerations have been 
normalised by 𝜎𝑎/Δeq, where 𝜎𝑎 is the square root of the maximum of the target backscatter 
variance profile (given by the right hand side of Eq. (35)) and Δeq is 50 m in this case – this 
normalising factor scales with the magnitude of spatial variations of the largest backscatter 
accelerations. The plots show that real solutions of 𝑔𝑘 exist throughout most of the surface 
layer, but the post-curl scaling factor is required at the lowest 4 or 5 grid levels (within the 
region 𝑧/𝐻 ≲ 0.01) in each case, introducing divergences there as a consequence. The largest 
divergences exist within the backscatter acceleration fields generated with the WM08 model. 
The divergences are around half the size with the new SB model, and considerably smaller 
with the MT92 model. The magnitude of the divergences corresponds to the level of 
anisotropy within the backscatter acceleration fields, and is related to the use of the curl 
operator in the region where the backscatter rate profile falls sharply to zero at the surface 
from its maximum at around 0.02H; as the operator involves differences between adjacent 
grid levels, it is easier to accommodate such a sharp vertical gradient as the autocorrelation 
between the two adjacent grid levels is reduced. With the new SB model, the magnitude of 
divergences within backscatter acceleration fields thus depends on the imposed level of 
anisotropy. As would be expected, the new SB model divergence profiles are almost identical 
to the MT92 and WM08 model profiles when the anisotropy level is set to match that of the 
respective model (not shown). 
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Figure 4.4 – Backscatter acceleration divergence profiles 
Surface-layer profiles of the normalised RMS grid-cell divergences for the three 
backscatter acceleration fields shown in Figure 4.2 for the (a) MT92, (b) WM08, and (c) 
new SB model. See text for more details. 
4.3.2 LES fields 
The performance of the new SB model against the other tested SGS models (see Table 4.2) is 
assessed from the surface-layer profiles of mean nondimensional velocity shear, ΦM. One set 
of profiles is plotted for each model grid tested (see Table 4.1). The profiles are normalised 
such that the expected value is equal to 1 within the neutral surface layer, which follows from 
differentiation of the neutral logarithmic wind profile (see Eq. (13) and note that 𝑑𝑈/𝑑𝑧 = 
√(𝜕𝑢/𝜕𝑧)2 + (𝜕𝑣/𝜕𝑧)2 is taken). The resulting profiles are shown in Figure 4.5. 
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Figure 4.5 – Velocity shear profiles 
Surface-layer profiles of mean nondimensional velocity shear, 𝚽𝐌, obtained with each 
SGS model, for each model grid: (a) G1, (b) G2, (c) G3, and (d) G4. The grey dashed 
lines through 𝚽𝐌 = 𝟏 corresponds to the theoretical profile for a neutral surface layer. 
The lowest grid point is set by the surface boundary condition and so is not plotted. The 
solid grey line in panel (c) shows the profile obtained with the SMAG model when the 
grid resolution is increased such that the additional required CPU time is similar to that 
required for the backscatter models (discussed in §4.3.3). 
88 
 
The profiles show that the new SB model is able to significantly reduce the maximum of the 
‘overshoot’ in ΦM (from that obtained without backscatter, i.e. with the Smagorinsky model 
alone) towards the expected value of 1. Importantly, this reduction appears to be largely 
independent of the level of vertical grid refinement, at least for the cases tested here, which 
span a grid aspect ratio range of ΔAR = Δ𝑥/Δ𝑧 = 1 to 10.  The ΦM maximum is reduced from 
2.27 to 1.27 on grid G1, from 2.35 to 1.38 on grid G2, from 2.19 to 1.23 on grid G3, and from 
2.11 to 1.21 on grid G4, thus giving a typical reduction of around 80%. The height of the ΦM 
maximum is also brought closer to the ground with the backscatter model, occurring at around 
1/3 of the surface-layer depth without backscatter and around 1/6 of the surface-layer depth 
with backscatter (though the vertical resolution is too coarse to confirm this for grid G1). The 
performance of the new SB model is fairly similar to that of the WM08 model; however, there 
is a further improvement of around 5% with the new SB model in reducing maximum 
excessive ΦM on three of the four grids tested (G1, G3 and G4). Conversely, the reduction in 
the ΦM overshoot with the MT92 model is shown to depend heavily on the grid aspect ratio. 
On an isotropic grid (G1), the model is essentially as effective as the other two backscatter 
models; this is not surprising, since the MT92 backscatter acceleration fields are fully 
isotropic in this case. The model appears to remain effective for grids with modest anisotropy, 
i.e. on grid G2 with ΔAR = 2. However, for larger aspect ratios (grids G3 and G4), the 
reduction in ΦM becomes less pronounced as the vertical grid refinement within the surface 
layer increases. This illustrates how an overly-large level of anisotropy within the backscatter 
acceleration fields can act to reduce the effectiveness of the backscatter model due to a 
reduction in the downward mixing of momentum from the upper part of the surface layer. 
Mirocha et al. (2010) found that the expected similarity solution for wind speed within the 
surface layer is best reproduced by the Smagorinsky model for grid aspect ratios of around 
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ΔAR = 4; it is thus reasoned that the range of grid anisotropies over which the MT92 model 
remains effective is too small. 
There are two key reasons for the justification of the new SB model, despite the relatively 
small difference in performance from the WM08 model for the simulations performed here: 
i. Improved physics – The new SB model is able to control the backscatter length-scale 
(eddy-size) and anisotropy (eddy-shape). This means that the inclusion of backscatter 
can be implemented in a manner that is more physically consistent with reality. One of 
the principles of backscatter theory dictates that the dominant backscatter length-scale 
from the unresolved (SGS) to the resolved scales should match the local grid-scale 
(Mason and Thomson, 1992). The new SB model follows this principle closely from 
the middle of the boundary layer down through the surface layer. The WM08 model, 
however, violates the principle in the surface layer, since the backscatter length-scale 
is fixed everywhere at the grid-scale of the flow interior. Thus, within the surface 
layer, where eddy sizes are smaller and turbulence structure is known to be anisotropic 
with smaller vertical than horizontal extent (Kaimal et al., 1972), the vertical length-
scale is unphysically large. From a spectral point of view, this corresponds to energy 
being added at inappropriately large wavelengths (or small wave-numbers). The 
WM08 model thus induces an unfairly high degree of vertical mixing, bringing higher 
momentum flow down towards the region of excessive velocity shear and smoothing 
out the overshoot there. It is therefore to the new SB model’s credit that it performs at 
least as well as the WM08 model despite this – reasons for why this might be the case 
are given after (ii). 
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ii. Wider applicability – The simulations performed in this chapter (of a fully neutral 
ABL over homogeneous, flat terrain) require LES grids with vertical stretching only, 
thus making it possible to test and compare both models (new and WM08), which are 
both applicable on such grids. However, the WM08 model is not applicable in more 
complex modelling cases in which local 3-D grid refinement is utilised, since the 
backscatter length-scale is fixed and so cannot be varied spatially to account for local 
changes in the LES filter width, whereas the new SB model is capable of doing this. 
One might have expected a monotonic relationship between the reduction in maximum 
excessive ΦM and the level of anisotropy within the backscatter acceleration fields, on the 
presumption that larger anisotropy (with smaller vertical variances than horizontal) results in 
less vertical mixing of momentum and thus a larger maintained velocity gradient within the 
surface layer. However, the results obtained e.g. on grids G3 and G4 comparing the new SB 
model (anisotropic) with the WM08 model (isotropic) show that this is not always the case. 
Two possible reasons are proposed for this. Firstly, it is noted that with increasing anisotropy 
in the backscatter acceleration fields, there are smaller near-surface divergences which will 
thus result in smaller associated losses of the backscattered energy. It is possible that the 
reduction in vertical mixing due to the larger anisotropy (where fluid parcels are ‘pushed’ 
more towards horizontal directions than up or down) is not as great as the reduction in vertical 
mixing due to the backscatter energy loss (where fluid parcels are not pushed up or down with 
the maximum desired force), resulting in a more pronounced reduction in the mean velocity 
shear profile with the new model than with the WM08 model. Secondly, it is hoped that when 
the backscatter length-scale and anisotropy are more closely matched to the grid-scale 
turbulence length-scale and anisotropy within the LES flow-field, the backscatter 
accelerations will be more readily ‘taken up’ by the grid-scale flow structures, and 
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consequently more effective in reducing the ΦM overshoot. Either way, the results 
demonstrate that by controlling the spatial structure of the backscatter acceleration fields, the 
new SB model is, in some cases, able to further reduce excessive ΦM over that which is 
possible with fully isotropic backscatter. 
It is encouraging to note the similarity between the WM08 and MT92 profiles in Figure 4.5(c) 
and the equivalent profiles in the Weinbrecht and Mason (2008) paper (their Figure 1, left – 
reproduced in Figure 4.6 below), which were plotted from runs on a similar model grid and in 
neutral conditions. Although the maximum absolute value of ΦM within the surface layer is 
slightly larger in the simulations performed here than in theirs, this is also true for the profiles 
without backscatter (i.e. with the Smagorinsky model alone), and the percentage reduction in 
excessive ΦM remains similar. It is therefore reasoned that the absolute differences are simply 
a result of the different LES codes used in each study. It is also noted that it is possible to 
reduce the excessive velocity shear within the lower part of the surface layer further towards 1 
by increasing either the backscatter coefficient, 𝐶B, or the filter width (i.e. increasing 𝜆 in the 
new SB model). However, it was found that this can often lead to an over-reduction in ΦM 
(i.e. values below 1) in the upper part of the surface layer (not shown for brevity). An attempt 
has not been made here to find the optimal ‘tuning’ of the SB model parameters, since the 
main focus of interest is in comparing the relative performance of the new SB model against 
the previous models for any given set of reasonable parameters. 
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Figure 4.6 – Profiles from WM08 paper 
Taken from Weinbrecht and Mason (2008), Fig. 1 (left): “Profiles of the nondimensional 
velocity gradient, 𝚽𝐌”. Solid line–SMAG; Dotted line–MT92; Dashed line–WM08. 
The backscatter acceleration fields constitute a continuous modification to the LES fields 
which, it is argued, bring the model closer towards reality. Similarly, should the backscatter 
acceleration fields be abruptly removed, one would expect the model to tend back towards its 
original state, further from reality. There should therefore exist a time-scale over which this 
change occurs, which might be interpreted as a physical time-scale associated with the effects 
of backscatter at the grid-scale. An attempt to objectify this time-scale is made in the 
following way. A quasi-steady simulation without backscatter is taken as a starting point; 
here, the SMAG run performed on grid G3 is used for this. Each backscatter model is then 
turned on and the subsequent changes to the LES fields are observed. Specifically, the value 
of the maximum nondimensional velocity shear within the surface layer, (ΦM)max(𝑡), or 𝑆(𝑡) 
for short, is tracked, and the resulting time-series plotted. This is shown in Figure 4.7, along 
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with a fitted exponential trend-line for each model (as described below). The raw time series 
have been smoothed with a 5-minute moving average filter to remove small (high frequency) 
fluctuations for the benefit of plotting. The relative success of a particular backscatter model 
can again be assessed by examining its ability to bring the maximum nondimensional velocity 
shear towards the expected value of 1. 
 
Figure 4.7 – Velocity shear time-series 
LES time-series (thin lines) and fitted exponential trend-lines (thick lines) of maximum 
nondimensional velocity shear, 𝑺, within the surface layer, after each SB model (MT92, 
WM08, new) is activated from an initially quasi-steady state without backscatter 
(SMAG), on grid G3. 
The time-series suggest the existence of a ‘backscatter adjustment time-scale’ that is largely 
independent of the chosen backscatter model. An exponential trend-line is fitted to each of the 
time-series, of the general form: 
 𝑆(𝑡) = (𝑆0 − 𝑆∞)𝑒
−𝑡/𝜏 + 𝑆∞, (54) 
where 𝑆0 is the initial value of 𝑆, and 𝑆∞ is the final quasi-steady value of 𝑆, which is taken to 
be the mean value of 𝑆 over the last third of the simulation period. It is found that a good fit 
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can be obtained for all models with an e-folding time of 𝜏 ≈ 10-15 minutes. This backscatter 
adjustment time-scale is comparable with the turnover time-scale of surface-layer eddies, 
which is of order ΔSL 𝜎𝑈,SL ≈ 200/0.3 ≈ 11⁄  minutes, where ΔSL is the depth of the surface 
layer and 𝜎𝑈,SL is a typical value for the square root of velocity variance within the surface 
layer (which has been approximated from Figure 4.8, shown later). This suggests that the 
largest surface-layer eddies constitute the most important mechanism through which the 
imposed backscatter accelerations eventually redistribute momentum, and thus reduce 
velocity shear, within the surface layer. 
Figure 4.8 shows near-surface profiles of resolved velocity variance for the LES runs on 
model grid G4, obtained with the Smagorinsky model and each of the SB models. In the 
figure, the curves for 𝑖 = 1,2,3 correspond to the curves for 𝜎𝑢
2, 𝜎𝑣
2 and  𝜎𝑤
2 , respectively. On 
their own, the backscatter acceleration fields provide a direct (positive) source of velocity 
variance to all three components. However, in all cases, it is observed that the overall effect of 
backscatter is to redistribute the velocity variance among the three components so as to 
increase near-surface isotropy of the flow-field. This is seen as a reduction of the streamwise 
component and an increase in the crosswind and vertical components. The backscatter 
acceleration fields provide the means by which momentum from the upper part of the surface 
layer is mixed down towards the lower part, thereby reducing the excessive velocity shear 
observed when backscatter is not modelled. These results agree closely with Mason and 
Thomson (1992) who observed a similar redistribution among the three components of 
velocity variance, bringing them closer to the ratios observed in the upper surface layer by 
Grant (1986) in near-neutral conditions. 
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Figure 4.8 – Velocity variance profiles 
Near-surface profiles of resolved velocity variances, 𝝈𝒖
𝟐 , 𝝈𝒗
𝟐 and  𝝈𝒘
𝟐 , (on grid G4) 
obtained with each SGS model: (a) SMAG, (b) MT92, (c) WM08, (d) new. 
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4.3.3 Additional CPU time 
Finally, the additional CPU time required by the new SB model, over equivalent simulations 
without backscatter (i.e. with the Smagorinsky model alone) is reported. For a given 
simulation, this will vary with the SB model parameters selected, in particular the height 
below which the backscatter accelerations are added to the LES fields, 𝑧Bmax , the filter width 
parameter 𝜆 (and the number of standard deviations away from the filter centre point used for 
the discrete Gaussian filter kernel), and the time between each newly generated backscatter 
acceleration field, 𝑇B. However, as an example, assessing the LES runs performed here on 
grid G3, the simulation with the new SB model required approximately 50% additional CPU 
time than the simulation with the Smagorinsky model alone. Although this could be 
considered a fairly large computational cost, it is possible to get a better indication of the 
relative benefit of the backscatter model by comparing the surface-layer profile of mean 
nondimensional velocity shear ΦM obtained with the SB model on grid G3 against the profile 
obtained with the Smagorinsky model when the grid resolution is increased such that an 
additional 50% CPU time is required (for the same simulation time period). To this end, a 
simulation was run in which the horizontal grid resolution was increased from ∆𝑥 = ∆𝑦 = 50 
m to around 40 m and Δ𝑧max was reduced to 40 m (whilst the domain extent was kept 
roughly the same in each dimension), and the model time-step was reduced accordingly from 
Δ𝑡 = 0.3 s to Δ𝑡 = 0.25 s. In fact, this simulation required almost twice as long (94% extra 
CPU time) to complete than with the original grid. Despite this, the results are still clear – 
increasing the grid resolution with the Smagorinsky model does not remedy the problem of 
erroneous velocity shear within the surface layer; it simply acts to shift the velocity shear 
profile maximum towards the surface (compare the solid grey and black lines in Figure 
4.5(c)). This result has also been observed in previous studies (Mason and Thomson, 1992, 
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Chow et al., 2005). It may thus be concluded that the SB model adds significant worth to the 
simulation for its computational cost that cannot be achieved by an increase in grid resolution 
with the Smagorinsky model alone. An additional advantage is that the imposed backscatter 
accelerations act to induce fully developed turbulence much faster than with the Smagorinsky 
model alone; thus a statistically steady state was achieved significantly more quickly with the 
backscatter model (typically around 5 hours) than with the Smagorinsky model alone 
(typically around 10 hours) in the simulations performed here. Figure 4.9 shows time-series of 
bulk (i.e. domain-averaged) RS-TKE for each SGS model on grid G4, which can be used to 
indicate how quickly each simulation attains a quasi-steady state (by judging when each time-
series starts to ‘level off’. Note that the slightly downward linear trend later in each simulation 
period is due to the fact that the total momentum in the system is gradually being lost to 
surface friction). These findings are again corroborated by previous work (Weinbrecht and 
Mason, 2008) – refer to Figure 2.5. 
 
Figure 4.9 – Bulk TKE time-series 
LES time-series of bulk RS-TKE, for each SGS model, on grid G4; used to indicate how 
quickly each simulation attains a quasi-steady state. 
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4.4 Summary and conclusions 
In this chapter, the new SB model presented in Chapter 3 was tested for the case of LES of the 
neutral ABL over flat, homogeneous terrain, on a number of model grids, each with a 
different level vertical grid refinement. Its performance was compared against that of the 
MT92 and WM08 models, in terms of its ability to reduce excessive nondimensional velocity 
shear within the surface layer, as seen with the Smagorinsky model alone, towards the 
expected value of 1. The new SB model was shown to significantly reduce the velocity shear 
‘overshoot’ maximum by an amount that is largely independent of the near-surface grid aspect 
ratio, and typically around 80%. Conversely, the effectiveness of the MT92 model was shown 
to depend heavily on the level of grid refinement, with significant reduction in model 
performance as the vertical resolution is increased, due to an associated reduction in the 
vertical mixing of momentum within the surface layer. The effectiveness of the WM08 model 
was similar to that of the new SB model; however, the value of the new model lies in its wider 
applicability in cases where 3-D grid refinement is used (rather than just vertical grid 
refinement), which can be exploited in further work. It was also shown that although the 
additional CPU time required by the SB model over the Smagorinsky model is not 
insignificant, the improvement in simulation accuracy that it offers cannot be achieved by 
simply increasing the grid resolution with the Smagorinsky model. 
The level of divergences within the backscatter acceleration fields generated by the new and 
existing SB models was also analysed. Divergences leave simulations prone to unphysical 
small-scale behaviour and lead to an unwanted reduction in the backscattered energy, and 
should therefore be minimised. Divergences are reintroduced into the initially divergence-free 
acceleration fields at grid levels very close to the surface (𝑧/𝐻 ≲ 0.01) where the application 
of a ‘post-curl’ scaling is required in order to ensure the correct horizontally-averaged energy 
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input. The magnitude of these divergences was shown to correspond to the level of anisotropy 
within the backscatter acceleration fields; thus the smallest divergences were seen with the 
MT92 model (most anisotropic) and the largest ones with the WM08 model (fully isotropic), 
with the new SB model divergences falling somewhere in-between depending on the imposed 
level of backscatter anisotropy. 
A backscatter adjustment time-scale, corresponding to the e-folding time for the rate of 
reduction in excessive velocity shear within the surface layer, was also identified and found to 
be of the order of 10-15 minutes for all the SB models tested. This is also the time-scale 
associated with the turnover time of the largest surface-layer eddies, indicating their 
importance as a mechanism through which the imposed backscatter accelerations can 
redistribute momentum, and thus reduce velocity shear, within the surface layer. 
In conclusion, the grid-independence of the new SB model was confirmed via LES of the 
neutral ABL, and shown to be at least as effective as existing SB models in reducing the 
excessive velocity shear, as predicted by the Smagorinsky model, within the surface layer. 
The second research objective (§2.4) has therefore been satisfied. The next step is to exploit 
the capabilities of the new SB model to test whether simulation accuracy can also be 
improved in LES of other neutral atmospheric flows, in particular those in which grid-scale 
backscatter is again an important physical process that should be explicitly handled by the 
SGS model. One such example is LES of street canyon flow, which is the focus of the next 
chapter.  
100 
 
5. STREET CANYON FLOW 
5.1 Introduction 
This chapter addresses research objective #3, as stated at the end of §2.4 and repeated below 
for convenience: 
Objective #3: Assess whether the new SB model can also help improve simulation 
accuracy (from that obtained with the Smagorinsky model) of neutral street canyon 
flow, in which the roof-level shear layer is under-resolved, using a wind-tunnel dataset 
for validation. 
As discussed in §2.2.4, previous LESs of street canyon flow have shown an under-prediction 
in the intensity of the primary eddy that forms within the street canyon (Liu and Barth, 2002, 
Cui et al., 2004, Cheng and Liu, 2011a, Liu and Wong, 2014), indicating a lack of momentum 
transfer across the roof-level shear layer. It was hypothesised in §2.4 that this discrepancy is 
due to the inability of the SGS model (in these cases) to account for important grid-scale 
backscatter that occurs in the highly energetic, but typically under-resolved, roof-level shear 
layer. Since the application of an SB model to simulation of street canyon flow has, to the 
author’s knowledge, not been performed to date, this hypothesis remains untested; the work in 
this chapter is intended to fill this knowledge gap. 
This chapter is structured as follows. In the methodology section (§5.2), the configuration of 
the LES model (§5.2.1) and the new SB model (§5.2.2) for the street canyon flow case are 
each given separately. Details of the wind-tunnel (WT) experiment used to validate the LES 
output are also given (§5.2.3). Results are then presented and discussed (§5.3); simulation 
accuracy for each LES run is analysed by comparing mean velocity profiles (from which the 
primary eddy intensity can be inferred) (§5.3.1) and mean TKE profiles (§5.3.2) inside the 
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street canyon with the WT data, and the roof-level air exchange rate is also calculated for each 
LES run to assess the change in entrainment rate with the inclusion of backscatter (§5.3.3). 
Finally, a summary of the results and the main conclusions are presented in §5.4. 
It is noted that some of the materials in this section have previously been published in the 
following peer-reviewed journal article: O'Neill et al. (2016). 
5.2 Methodology 
5.2.1 LES model configuration 
The RAMS model, described in §4.2.1, is again used for the street canyon (flow and 
dispersion) simulations. After the developments of Cai (1999) for simulating the boundary 
layer over an idealised urban surface, the model was further developed by Cui et al. (2004), 
again at the University of Birmingham, for simulating the flow-field within an idealised urban 
street canyon. This version forms the basis for the street canyon simulations performed in this 
(and the next) chapter, with additional coding performed in order to implement the new SB 
model. Information about the coding structure of the new SB model is given in an appendix at 
the end of this thesis (APPENDIX: FORTRAN CODE EXTRACTS). 
The LES modelling domain for the street canyon flow simulations is schematised in Figure 
5.1. The street canyon has dimensions 𝐻 = 𝑊 = 18 m, making it 120 times larger than the 
WT street canyon. Given that the kinematic viscosity of the modelled flow is assumed to be 
that of air in standard conditions (i.e. 𝜈 ≈ 1.6 × 105 m2 s−1), the effective Reynolds number 
based on 𝐻 and the maximum free-stream velocity is approximately 𝑅𝑒 ≈ 3 × 106. For such 
a high-Re flow, molecular viscosity can be assumed negligible compared with the SGS 
stresses, and is therefore not included in the numerical simulations. Full-scale experimental 
datasets of high enough quality to validate LES model output are lacking due to the 
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difficulties associated with controlling the external conditions in such experiments. 
Consequently, many WT experiments have been conducted using similar block sizes to 
Brown et al. (2000) for the purpose of assessing the mixing of momentum and scalars in 
street canyon flow, e.g. Kastner-Klein and Plate (1999), Pavageau and Schatzmann (1999), 
Salizzoni et al. (2009), and subsequently used for validation purposes in full-scale numerical 
studies, e.g. Walton and Cheng (2002), Cui et al. (2004), Cai et al. (2008), Letzel et al. 
(2008). The 𝑥 (across-canyon), 𝑦 (along-canyon) and 𝑧 (vertical) extent of the domain are 
𝐿𝑥, 𝐿𝑦, 𝐿𝑧 = 24 m, 40 m, 94 m, respectively. The open boundaries in 𝑥 and 𝑦 are treated as 
periodic, implying an infinitely long (repeating) canyon in 𝑦 and an infinite number of 
repeated street canyons in the streamwise direction. Constant grid spacings of ∆𝑥 = 0.3 m 
and ∆𝑦 = 1 m are used in the streamwise and spanwise directions, respectively. The number 
of grid points in each of these directions is thus 𝑁𝑥 = 81 and 𝑁𝑦 = 40. In the vertical 
direction, there are 𝑁𝑧 = 91 grid levels; a constant grid spacing of ∆𝑧 = 0.3 m is used 
between the ground and 𝑧/𝐻 = 1, and ∆𝑧 is then gradually stretched such that ∆𝑧 = 5 m by 
the top of the domain. 
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Figure 5.1 – Schematic of LES domain 
Dimensions of the LES computational domain for street canyon simulations. Vertical 
dashed lines within the street canyon show the five transects along which time-averaged 
statistics are computed for comparison with the wind-tunnel data. Periodic boundary 
conditions are used in 𝒙 (above roof-level) and 𝒚. The red shaded region shows where 
the backscatter accelerations are added to the LES field (discussed in §5.2.2 next). 
The initial wind profile is logarithmic, starting from zero at the street canyon roof level 
(velocities are zero within the canyon) and reaching a maximum of 2.6 m s
-1
 at the domain lid. 
A rough-wall boundary condition is used at solid surfaces, with normal velocities set to zero 
and tangential velocities based on a logarithmic profile. The use of a smooth-wall boundary 
condition, which would require a grid resolution fine enough to resolve up to the viscous 
sublayer, is unfeasible for atmospheric (high Re) flows. Although the need for better rough-
wall models in simulations of complex flows such as the one presently considered is 
recognised within the LES community (Piomelli and Balaras, 2002), the logarithmic wall 
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function is still, to the author’s knowledge, the best and simplest choice available for rough 
walls, and widely adopted by numerous LES studies of flows over building-like obstacles in 
the past, e.g. Santiago et al. (2010), Park and Baik (2013), Cheng and Porte-Agel (2015). A 
zero-gradient boundary condition is used for velocity at the top of the domain. 
The baseline Smagorinsky SGS model uses a fixed coefficient of 𝐶S = 0.1. Mason and Callen 
(1986) reported that this value gives optimum behaviour in practical simulations of neutral 
flow, and that values as large as the theoretical one for homogeneous isotropic turbulence 
(Lilly, 1967) give excessive damping of the resolved scale motions. A number of LES studies 
of neutrally stratified flows have adopted similar values for the Smagorinsky constant, e.g. 
Xie et al. (2004), Boppana et al. (2010), Santiago et al. (2010). A model time-step of ∆𝑡 =
0.04 s is used. Based on the maximum free-stream velocity, this gives a Courant–Friedrichs–
Lewy (CFL) number (which must be below one for convergence of the finite-difference 
approximation) of 0.797.  
All simulations are run for 75 minutes, which corresponds to around 25 turnover times of the 
primary eddy within the street canyon, with data from the last 15 minutes of each simulation 
used to calculate average flow statistics. As the mean flow-field is 2-D, data are also averaged 
in the homogeneous spanwise (𝑦) direction. As in the previous chapter, there is no pressure 
gradient force applied across the domain, and so the total momentum in the system will 
reduce over time. Again, however, this occurs on a time-scale that is much longer than the 
averaging period used to obtain the flow statistics, and so the flow can be considered quasi-
steady within this period. 
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5.2.2 SB model configuration 
For the street canyon flow simulations, the new SB model is compared against the 
Smagorinsky SGS model only, using WT data for validation. The SB model is used to 
account for important grid-scale backscatter within the under-resolved roof-level shear layer, 
rather than within a near-surface shear layer as in the case of the neutral ABL (Chapter 4). 
Away from surfaces, it is assumed that 𝑙 = 𝑙0 in Eq. (26); the backscatter acceleration fields 
should therefore be scaled such that 
 
𝑎1
2 + 𝑎2
2 + 𝑎3
2 =
2𝐶B
𝑇B
𝜖. (55) 
For the neutral ABL case (Chapter 4), a number of different model grids are tested using a 
fixed set of SB model parameters. Conversely, here, the model grid is fixed and the effect of 
changing some of the SB model parameters is tested, with the WT data used to infer the most 
appropriate values. Namely, the SB model parameters that are varied are: the backscatter 
coefficient, 𝐶B; the backscatter length-scale, 𝑙B; and the backscatter VMF factor, VMFB. The 
different values tested for each of these parameters are discussed in turn below. 
Since 𝐶B typically takes a value within the range 0.6 – 1.4 (Chasnov, 1991, Mason and 
Thomson, 1992, Weinbrecht and Mason, 2008), here, three different values for the backscatter 
coefficient that cover this range are tested; namely 𝐶B = 0.6, 1.0 and 1.4. 
For 𝑙B, it is recalled that the aim of the SB model is to model backscatter from the unresolved 
to the smallest resolved scales, and so 𝑙B should be on the order of the local LES filter width, 
which is typically assumed to be on the order of the local grid-scale. However, in finite-
difference LES codes that use anisotropic and/or variable grid spacing, ambiguity exists over 
the effective local grid resolution. The geometric mean of the three local grid spacings in each 
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dimension is one often-used measure (Deardorff, 1970b); the local backscatter length-scale 
might thus be defined as 
 𝑙B = (Δ𝑥𝑖Δ𝑦𝑗Δ𝑧𝑘)
1 3⁄
. (56) 
Alternatively, Mason and Brown (1999) suggest that the effective grid resolution is governed 
by the coarsest of the three local grid spacings; thus, the local backscatter length-scale might 
instead be defined as 
 𝑙B = max{Δ𝑥𝑖, Δ𝑦𝑗, Δ𝑧𝑘}. (57) 
Here, both these definitions for 𝑙B shall be tested. On the employed LES model grid, Eq. (56) 
gives 𝑙B = 0.45 m below roof-level (where Δ𝑧 = 0.3 m) and Eq. (57) gives 𝑙B = 1 m 
everywhere. It is worth noting that neither of these backscatter length-scales could have been 
employed with the WM08 model; Eq. (56) because 𝑙B varies spatially depending on the local 
grid spacing but must remain fixed with the WM08 model, and Eq. (57) because 𝑙B with the 
WM08 would be fixed at the value of  (Δ𝑥𝑖Δ𝑦𝑗Δ𝑧𝑘)
1 3⁄
 in the flow interior rather than the 
value of max{Δ𝑥𝑖, Δ𝑦𝑗 , Δ𝑧𝑘}. 
For VMFB, two values are tested; namely VMFB = 0.05 and VMFB = 0.5. VMFB = 0.05 is 
close to the minimum permissible value, which corresponds to 𝛼 = 0 in Eq. (47) and implies 
that ?̂?𝑥 and ?̂?𝑧 are fully independent; this essentially retrieves the older version of the SB 
model used for the neutral ABL case (Chapter 4). VMFB = 0.5 has been chosen partly on 
empirical grounds; a recent field measurement study of flow within a full-scale isolated street 
canyon (Blackman et al., 2015) reports a magnitude of 𝑢′𝑤′ of around 1/2 the magnitude of 
𝜎𝑢𝜎𝑤 within the roof-level shear layer. By adopting this value, it is thus assumed that the 
measured ratio is representative of the ratio associated with backscatter in the shear layer, 
which is not confirmed. However, it is also noted that VMFB = 0.5 is close to the maximum 
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permissible value (when 𝛼 = 1) of VMFB ≈ 0.6; the two tested values for VMFB should 
therefore also allow an assessment of the full extent to which the modification to control grid-
scale VMF can affect results. 
In summary, 12 different configurations of the new SB model are tested, corresponding to the 
12 possible combinations of: three tested values of CB; two tested definitions of 𝑙B; and two 
tested values of VMFB. This is summarised in Table 5.1. 
Table 5.1 – SB model configurations 
Configurations of new SB model for the street canyon flow simulations. 𝑪𝐁 is the 
backscatter coefficient, 𝒍𝐁 the backscatter length-scale, and 𝐕𝐌𝐅𝐁 the backscatter VMF 
factor. SMAG refers to a run that uses the Smagorinsky SGS model alone (i.e. no 
backscatter). 
Run Name 𝑪𝐁 𝒍𝐁 𝐕𝐌𝐅𝐁 
SMAG N/A N/A N/A 
C1L1V1 0.6 Eq. (56) used 0.05 
C1L1V2 0.6 Eq. (56) used 0.5 
C1L2V1 0.6 Eq. (57) used 0.05 
C1L2V2 0.6 Eq. (57) used 0.5 
C2L1V1 1.0 Eq. (56) used 0.05 
C2L1V2 1.0 Eq. (56) used 0.5 
C2L2V1 1.0 Eq. (57) used 0.05 
C2L2V2 1.0 Eq. (57) used 0.5 
C3L1V1 1.4 Eq. (56) used 0.05 
C3L1V2 1.4 Eq. (56) used 0.5 
C3L2V1 1.4 Eq. (57) used 0.05 
C3L2V2 1.4 Eq. (57) used 0.5 
Other SB model parameters/settings are as follows. 𝑇B = 2∆𝑡 is again taken as the backscatter 
time-scale. For simplicity, the choice is made to impose fully isotropic backscatter 
acceleration fields for these simulations, i.e. it is assumed that 𝑎1
2 = 𝑎2
2 = 𝑎3
2 everywhere, 
however it is noted that the imposition of anisotropic backscatter is also possible with the SB 
model. A point-wise scaling factor (Eq. (43)) is used to scale the backscatter acceleration 
fields (as opposed to a vertical scaling factor, as used in the neutral ABL simulations), since 
the street canyon flow-field is not horizontally homogeneous. As done in previous studies 
108 
 
(Mason and Thomson, 1992, Weinbrecht and Mason, 2008), the instantaneous dissipation 
field is filtered prior to the calculation of the expected point-wise energy backscatter rates 
(Eq. (55)) to ensure that variations in 𝜖 occur on a similar spatial scale to variations in the 
backscatter accelerations. To do this, the same filter used on the ?̂? fields during the 
backscatter generation procedure is applied to the 𝜖 field, with the key difference that the 
filter weights are normalised (i.e. scaled to sum to unity at each grid point) to ensure that 𝜖 is 
conserved. Figure 5.2 demonstrates the effect of filtering the dissipation field in this way 
(where 𝑙B = (Δ𝑥𝑖Δ𝑦𝑗Δ𝑧𝑘)
1 3⁄
 has been used). 
 
Figure 5.2 – Unfiltered and filtered dissipation field 
An 𝒙-𝒛 contour slice of the logarithm (base 10) of an instantaneous dissipation field, for 
the area of the domain in which backscatter accelerations are added, with: (a) no filter 
applied; (b) the SB model filter applied, as done before calculating the point-wise energy 
backscatter rates. 
Finally, for computational efficiency, it is sensible to apply the backscatter accelerations only 
in regions of the flow where 𝜖 (and therefore the energy backscatter rate) is large. Here, 
attention shall be confined to the region of the energetic roof-level shear layer only. It is noted 
that the backscatter model might also be applied in the regions adjacent to each solid surface, 
109 
 
where 𝜖 will again become large. Although this would certainly affect the local dynamics (and 
any scalar dispersion), these effects are unlikely to have any significant impact on the primary 
eddy intensity, which is largely controlled by the flux of momentum through the roof-level 
shear layer. Horizontal- and time-averaged vertical profiles of the dissipation rate, 〈𝜖〉, (not 
shown, although Figure 5.2(a) provides an instantaneous example) reveal a peak at roof-level 
that drops off sharply in both directions such that 〈𝜖〉 is at least a factor of 10 smaller by 
𝑧 = 0.8𝐻 and 𝑧 = 1.2𝐻. The backscatter accelerations are thus only applied within this 
bounded region, i.e. within 0.8 ≤ 𝑧/𝐻 ≤ 1.2 (as indicated by the shaded region in the 
schematic Figure 5.1). 
5.2.3 Wind-tunnel data 
The WT experiment used for validation was conducted by Brown et al. (2000). It consisted of 
six adjacent ‘street canyons’ formed by seven solid rectangular blocks, each measuring 
0.15 m × 0.15 m × 3.8 m, placed with their long face perpendicular to the oncoming wind 
direction 𝑥 and spaced equally apart to form street canyons of unity aspect ratio. Among other 
variables, the mean streamwise and vertical velocity components (𝑢 and 𝑤) and the 
turbulence intensity were calculated from high-temporal-resolution measurements taken at 
various heights along five separate transects within the furthest-downwind (i.e. the sixth) 
street canyon. Each transect was at a different along-width location, namely at 𝑥/𝑊 =
 −0.4, −0.12, 0, 0.25 and 0.4, where 𝑥 = 0 corresponds to the street canyon centre-point (see 
Figure 5.1). Measurements from the last street canyon best represent the equilibrium flow 
regime observed in the limit of an infinite number of canyons, which is arguably of greater 
interest than the flow regime observed in more isolated street canyons, since large urban areas 
often consist of many such repeating ‘blocks’ of buildings. A photo of the WT set-up is 
shown in Figure 5.3. 
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Figure 5.3 – Wind-tunnel photo 
Photo of the wind-tunnel set-up for the experiment by Brown et al. (2000). Photo 
provided directly by A. R. Brown. 
5.3 Results and discussion 
5.3.1 Primary eddy intensity 
Figures 5.4 and 5.5 show normalised profiles of mean vertical velocity, ?̅?/?̂?, and mean 
streamwise velocity, ?̅?/?̂?, respectively, for the simulations in Table 5.1 and the WT 
experiment, at each of the five across-canyon measurement locations. Here, ?̂? is the average 
of ?̅? between 𝑧/𝐻 = 1.0 − 1.5 over all five locations for any given simulation. 
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Figure 5.4 – Vertical velocity profiles 
Normalised profiles of mean vertical velocity, ?̅?/?̂?, at locations (from left to right) 
𝒙/𝑯 = −𝟎. 𝟒,−𝟎. 𝟐𝟓, 𝟎, 𝟎. 𝟐𝟓, 𝟎. 𝟒, respectively. Circles show wind-tunnel data and 
curves show LES results: solid black lines – Smagorinsky model only; short-dashed lines 
– smaller 𝒍𝐁 and 𝐕𝐌𝐅𝐁 values; dotted lines – smaller 𝒍𝐁 value, larger 𝐕𝐌𝐅𝐁 value; dot-
dash lines – larger 𝒍𝐁 value, smaller 𝐕𝐌𝐅𝐁 value; long-dashed lines – larger 𝒍𝐁 and 𝐕𝐌𝐅𝐁 
values. Top row (panels (a)-(e)) – 𝑪𝐁 = 𝟎. 𝟔; middle row (panels (f)-(j)) – 𝑪𝐁 = 𝟏. 𝟎; 
bottom row (panels (k)-(o)) – 𝑪𝐁 = 𝟏. 𝟒. 
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Figure 5.5 – Streamwise velocity profiles 
As Figure 5.4 but for normalised profiles of mean streamwise velocity, ?̅?/?̂?. 
An initial inspection suggests that the SB model acts to intensify the primary eddy compared 
with the Smagorinsky model in all simulations performed, bringing it closer towards that 
observed in the WT experiment, but that the effectiveness of the SB model is rather sensitive 
to the chosen model parameters. Quantification of the PE intensity, from the WT data and 
each simulation, is attempted to aid inter-comparison. Since the time-averaged spanwise 
velocity component is zero everywhere, the mean vorticity field is a 2-D scalar field given by 
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𝜔 = 𝜕𝑧?̅? − 𝜕𝑥?̅?. Taking ?̅? = ?̅?(𝑥/𝑊, 𝑧/𝐻) and ?̅? = ?̅?(𝑥/𝑊, 𝑧/𝐻), the following non-
dimensional value is used as a metric for the PE intensity, 𝜔PE: 
 
𝜔PE =
1
?̂?
([
?̅?(0,0.8) − ?̅?(0,0.1)
0.7
] − [
?̅?(0.4,0.5) − ?̅?(−0.4,0.5)
0.8
]). (58) 
Note that the change in ?̅? is evaluated over a distance of ∆𝑧/𝐻 = 0.7, whereas the change in 
?̅? is evaluated over a distance of ∆𝑥/𝑊 = 0.8, since no WT measurements were taken at 
𝑧/𝐻 = 0.9 but were at 𝑧/𝐻 = 0.8. It should be noted that this metric only provides a general 
indication of the PE intensity; in particular, it is not possible to infer whether certain regions 
of the street canyon flow are better simulated (with reference to the WT experiment) than 
others – for this, the five spatially distinct vertical profiles should be analysed. The 𝜔PE 
values for each simulation are given in Table 5.2, both in absolute terms and as a percentage 
of the WT 𝜔PE value. The results confirm that the SB model helps to intensify the PE from 
that simulated with the Smagorinsky model alone; 𝜔PE is around 30% under-predicted with 
the Smagorinsky model alone, whereas the inclusion of backscatter can help reduce this 
discrepancy to as low as 10%, depending on the SB model configuration (discussed later). 
Table 5.2 – Primary eddy intensities 
Primary eddy intensity, 𝝎𝐏𝐄, for the WT experiment and each LES run. 
Case 𝝎𝐏𝐄 % of WT 𝝎𝐏𝐄 
WT 2.56 100 
SMAG 1.75 69 
C1L1V1 1.90 74 
C1L1V2 1.85 72 
C1L2V1 1.94 76 
C1L2V2 1.92 75 
C2L1V1 1.85 72 
C2L1V2 1.85 72 
C2L2V1 2.05 80 
C2L2V2 2.04 80 
C3L1V1 1.78 70 
C3L1V2 2.06 81 
C3L2V1 2.10 82 
C3L2V2 2.28 89 
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Figure 5.5 also shows that a discrepancy between the WT and LES velocity profiles above 
roof-level (1 < 𝑧 𝐻⁄ ≤ 1.5) is largely unaltered by the choice of SGS model (i.e. by the 
presence or not of backscatter). The WT profile shows a steeper gradient nearer 𝑧 𝐻⁄ = 1, 
indicating a larger amount of mixing in the WT free-stream flow than in the LES flow that 
brings higher-momentum air down towards roof-level. This is believed to be largely 
attributable to the inclusion of only one explicitly modelled street canyon within the LES 
domain (due to available computational resources) whereas the WT experiment had five street 
canyons upstream of the test canyon; this limits the size of the largest eddies that can form 
within the LES free-stream flow compared with in the WT experiment. Of course, additional 
simulations utilising larger computation resources would be required to confirm this. 
Although the domain size may also explain part of the remaining discrepancy between the 
WT and LES velocity profiles within the street canyon when backscatter is modelled, results 
from a LES study with 12 explicitly modelled street canyons (Liu and Wong, 2014) suggest 
that the under-predicted PE intensity cannot be remedied by an increase in domain size alone, 
reemphasising the importance of the SGS model in this regard. 
The fairly wide range of 𝜔PE values in Table 5.2 indicates that the effectiveness of the SB 
model is rather sensitive to the chosen model configuration. To help isolate the effect of each 
varied SB model parameter (𝐶B, 𝑙B and VMFB) on the PE intensity, 𝜔PE is plotted against 
each parameter in turn, with one series of points per set of fixed values for the other two 
parameters. The resulting multi-series plots are shown in Figure 5.6(a)-(c), and discussed in 
turn below. 
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Figure 5.6 – Primary eddy intensities 
Multi-series line plots of 𝝎𝐏𝐄 (as a % of 𝝎𝐏𝐄 from the WT experiment) versus (a) 𝑪𝐁, (b) 
𝒍𝐁, (c) 𝐕𝐌𝐅𝐁. Each series shows a set of runs for which the main parameter varies whilst 
the other two parameters are held fixed. The value of 𝒏 on the lower axis should be 
inserted into the relevant legend entry to give the corresponding run name (see Table 
5.1). Note that in panel (b), 𝒍𝐁 = 𝟎. 𝟒𝟓 m refers to the value of (𝚫𝒙𝒊𝚫𝒚𝒋𝚫𝒛𝒌)
𝟏 𝟑⁄
 within 
the street canyon (i.e. below roof level), where 𝚫𝒙, 𝚫𝒚, 𝚫𝒛 = 𝟎. 𝟑 𝐦, 𝟏 𝐦, 𝟎. 𝟑 𝐦 are fixed. 
Backscatter coefficient, 𝑪𝑩 
Figure 5.6(a) shows that increasing 𝐶B leads to a monotonic increase in 𝜔PE in three of the 
four series. An intensification of the PE with increasing 𝐶B might be expected on the 
presumption that increasing the magnitude of the backscatter fluctuations would act to 
increase the turbulence flux across the roof-level shear layer, thus increasing the transfer of 
higher (lower) momentum air into (out of) the street canyon. However, for the simulations 
using the smaller values of 𝑙B and VMFB (series CnL1V1), it is seen that although 𝜔PE 
initially increases with 𝐶B (compare the value at 𝐶B = 0, i.e. no backscatter, with the value at 
𝐶B = 0.6), it then decreases with further increases in 𝐶B (although it still remains larger than 
the value without any backscatter). A proposed explanation for this non-monotonic 
relationship is as follows. It is noted that, since the backscatter accelerations have zero mean 
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and (with the current isotropic set-up) random direction, they should act to dissipate any 
isolated coherent structure that they are applied to in favour of randomness (isotropy). Thus, 
if applied to the shear-layer alone, the backscatter accelerations should act to smooth out the 
sharp velocity gradients within the shear layer, bringing higher momentum flow into the street 
canyon, which in turn should drive an intensification of the PE. However, if applied to the 
primary eddy alone, the backscatter accelerations should act to reduce the intensity of the 
primary eddy. (In both cases, an increase in 𝐶B would enhance the dissipation of that isolated 
structure.) Thus, whether the PE intensity increases due to the indirect effect of the 
backscatter accelerations on the shear layer or decreases due to the direct dissipative effect of 
the backscatter accelerations depends on the relative influence of each of these processes. 
Thus, with the smaller values of 𝑙B and VMFB selected, it seems that while smaller backscatter 
accelerations (smaller 𝐶B) favour an intensification of the PE due to the larger (indirect) 
influence of vertical mixing of the shear layer over the (direct) influence of PE dissipation, 
larger backscatter accelerations (larger 𝐶B) favour a reduction in PE intensity for the opposite 
reason. Of course, these arguments should be treated with caution without a more rigorous 
analysis. 
Backscatter length-scale, 𝒍𝑩 
Figure 5.6(b) shows that increasing 𝑙B leads to an intensification of the PE in all the 
simulations performed. This is rather more expected; larger (in length) backscatter 
fluctuations will allow higher-momentum flow further above roof-level to be mixed down 
through the shear layer and into the street canyon, which in turn will drive an intensification 
of the PE. As the larger tested length-scale gives a simulated PE intensity that is closer to the 
wind-tunnel PE intensity in all cases tested, it might be inferred that Eq. (57) is a better 
measure of the effective grid resolution than Eq. (56) (at least for the LES grid used here), 
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although this inference should be treated with caution as it is not possible to know what 
fraction of the PE intensity deficit is attributable to other factors, such as the limited domain 
size, without further testing. 
Backscatter vertical momentum flux factor, 𝐕𝐌𝐅𝐁 
Figure 5.6(c) suggests that the effect of increasing VMFB on the PE intensity depends on the 
magnitude of the backscatter accelerations: when 𝐶B = 0.6, increasing VMFB leads to a slight 
decrease in PE intensity (although it remains larger than the value without any backscatter); 
when 𝐶B = 1, increasing VMFB does not significantly change the PE intensity; and when 
𝐶B = 1.4, increasing VMFB leads to a significant intensification of the PE – by around 10% of 
the wind-tunnel PE intensity in one case (series C3L1Vn). Following the same reasoning as 
previously discussed, this suggests that with smaller-magnitude backscatter accelerations, an 
increase in grid-scale VMF enhances the influence of direct dissipation of the PE over the 
indirect influence of extra vertical mixing across the shear layer, and thus the PE intensity is 
reduced, whereas with larger-magnitude backscatter accelerations, the opposite is true and so 
the PE intensifies (with a transition from one regime to the other for intermediate 
magnitudes). 
5.3.2 Turbulent kinetic energy 
Figure 5.7 shows normalised profiles of mean RS-TKE, ?̅?/?̂? for short, for the simulations in 
Table 5.1 and the WT experiment, at each of the five across-canyon measurement locations, 
where ?̂? is the average RS-TKE between 𝑧/𝐻 = 1.0 − 1.5 over all five locations. ?̂? is equal 
to 0.022 m2 s2 for the Smagorinsky model run. Given that the backscatter fluctuations 
constitute a direct energy source in the roof-level region, values of ?̂? for the SB model runs 
are all larger, and range from 0.027 to 0.043 m2 s2 depending on the selected model 
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parameters. It is first noted that the SB model helps to reduce the spurious RS-TKE bump 
seen in the centre of the street canyon, at (𝑥/𝑊, 𝑧/𝐻) ≈ (0,0.5), when the Smagorinsky 
model alone is used. This bump implies that, with the Smagorinsky model, the PE centre has 
a tendency to move around too much over time. As the backscatter accelerations act to 
intensify the PE, the additional angular momentum imparted helps stabilise it, thus helping to 
correct this tendency. Other than this, for 𝐶B ≤ 1, there are no striking differences between 
the RS-TKE profiles observed with the SB model and with the Smagorinsky model alone, 
apart from at roof-level where there is a slightly better prediction close to the downwind 
building wall of the street canyon for 𝐶B = 0.6, and a slightly worse (over) prediction close to 
the upwind building wall for 𝐶B = 1. For 𝐶B = 1.4, however, over-predictions at roof-level, 
and within the upper half of the street canyon close the downwind building wall, become 
more noticeable. Interestingly, comparing the profiles of the two simulations with the larger 
𝑙B value (i.e. C3L2V1 and C3L2V2), it is seen that the larger VMFB value actually helps 
reduce the over-prediction of RS-TKE; this is particularly noticeable close to the downwind 
building wall, in panels (m)-(o) of the plot. This provides further encouragement that 
providing the ability of the SB model to increase grid-scale VMF is well-founded. Even with 
this reduction, however, RS-TKE is still slightly over-predicted in these regions, which 
suggests that the backscattered energy is perhaps too large with a backscatter coefficient of 
𝐶B = 1.4. An alternative explanation for this apparent over-prediction might be an issue of 
scaling in combination with an under-prediction of the large-scale free-stream eddies in the 
LES domain. It is noted that with larger RS-TKE values in the region just above roof-level 
(used for scaling the values within the street canyon) as a result of larger free-stream eddies, 
the normalised RS-TKE profiles below roof-level would be shifted towards smaller values. 
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Figure 5.7 – RS-TKE profiles 
As Figure 5.4 but for normalised profiles of resolved-scale turbulent kinetic energy, ?̅?/
?̂?. 
5.3.3 Shear layer entrainment: air exchange rate 
The effect of the SB model on the rate of entrainment through the shear layer can be assessed 
by looking at the air exchange rate (ACH). First proposed by Liu et al. (2005), the ACH 
describes the rate of air exchange between the street canyon and the free-stream flow above 
(units m3s−1). It thus also provides an assessment of the air ventilation efficiency, with a 
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higher ACH implying a better ventilated street canyon. Continuity dictates that, for an 
incompressible gas, the volume of air entrained into the street canyon (ACH+) should be equal 
to the volume removed from it (ACH−) over any given period. ACH may thus be calculated at 
a particular time by integrating only the positive vertical velocities over the street canyon 
opening, i.e.: 
 
ACH+(t) = ∫  𝑤+(𝑡) d𝐴SC
𝑧=𝐻
, (59) 
where 𝑤(𝑡) is the instantaneous vertical velocity component at time 𝑡, the + subscript implies 
that only positive values are considered, and 𝐴SC is the area at the top of the street canyon, at 
𝑧 = 𝐻. Similarly, ACH− can be calculated by integrating only the negative vertical velocities 
over the street canyon opening. 
The resulting time-averaged values of normalised ACH+ for each simulation are given in 
Table 5.3 (recall that LES statistics are calculated from the last 15 minutes of each simulation, 
when the flow is quasi-steady). ACH has been normalised by 𝑉/𝑇, where 𝑉 = 𝐻𝑊𝐿𝑦 is the 
volume of the street canyon within the LES domain, and 𝑇 = 𝐻/𝑈ref is a time-scale 
associated with the free-stream flow. Here, 𝑈ref = ?̅?(𝑧 = 1.5𝐻) is used to aid comparison of 
the results obtained here with Liu et al. (2005), who used a LES domain height of 1.5𝐻. 
However, this scaling is somewhat arbitrary, and since ACH has not yet (to the author’s 
knowledge) been measured by WT experiment, the key concern here is the relative 
differences in ACH among the simulations rather than their exact values. The rate of 
entrainment through the shear layer is confirmed to be higher with the SB model than with the 
SMAG model, which is consistent with the observed intensification of the primary eddy 
within the street canyon (§5.3.1). The Smagorinsky model value of ACH+̅̅ ̅̅ ̅̅ ̅̅ /(𝑉/𝑇) = 0.035 is 
slightly below the value of 0.05 reported by Liu et al. (2005), who used a dynamic SGS 
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model. With the SB model, normalised ACH is as much as doubled (0.07 for case C3L2V2), 
demonstrating that the additional grid-scale fluctuations imparted by the SB model within the 
roof-level shear layer can cause a significant increase in the amount of air entrained into the 
street canyon from the free-stream flow. The ACH values also illustrate why an increase in 
the backscatter vertical momentum flux can be effective; comparing runs C3L2V1 and 
C3L2V2, the time-averaged entrainment rate has been increased by a further 20% (from 0.058 
to 0.07), providing the additional momentum needed to drive a further intensification of the 
primary eddy. A larger backscatter length-scale also increases the rate of entrainment; e.g., 
comparing runs C3L1V1 and C3L2V1, normalised ACH is increased by a further 16% (from 
0.05 to 0.058). 
Table 5.3 – ACH values 
Normalised air exchange rate (𝐀𝐂𝐇+̅̅ ̅̅ ̅̅ ̅̅ ) for the WT experiment and each LES run. (Note 
that 𝐀𝐂𝐇+̅̅ ̅̅ ̅̅ ̅̅  was not calculated in the WT experiment). 
Case 𝐀𝐂𝐇+̅̅ ̅̅ ̅̅ ̅̅ /(𝐕/𝐓) 
WT N/A 
SMAG 0.035 
C1L1V1 0.043 
C1L1V2 0.044 
C1L2V1 0.047 
C1L2V2 0.046 
C2L1V1 0.046 
C2L1V2 0.044 
C2L2V1 0.051 
C2L2V2 0.054 
C3L1V1 0.050 
C3L1V2 0.056 
C3L2V1 0.058 
C3L2V2 0.070 
5.4 Summary and conclusions 
The results in this chapter demonstrate that the new SB model can help improve the accuracy 
of LES of street canyon flow compared with the Smagorinsky model. This result supports the 
theory that there is significant backscatter of energy within the roof-level shear layer that, 
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when under-resolved by the LES grid, should be directly accounted for by the SGS model. 
The specific case tested was LES of skimming flow within a street canyon of unity aspect 
ratio, in which the approaching wind is perpendicular to the street axis and neutrally stratified. 
It was observed that the SB model could lead to an increase in the intensity of the primary 
eddy within the street canyon, compared with a simulation using the (purely dissipative) 
Smagorinsky model, thus bringing it significantly closer towards the PE intensity observed in 
a corresponding (reduced-scale) WT experiment. The simulated value of 𝜔PE, a metric for the 
PE intensity based on the 2-D vorticity field, was increased from approximately 70% of wind-
tunnel 𝜔PE value (with the Smagorinsky model) to as much as 90% (with the SB model). The 
additional grid-scale backscatter encourages more turbulent mixing across the roof-level shear 
layer that separates the PE from the free-stream flow above, thus entraining more momentum 
into the canyon, which in turn drives an intensification of the PE. An increased rate of 
entrainment with the inclusion of backscatter was confirmed via calculation of the air 
exchange rate across the roof-level opening of the street canyon. 
The simulations in this chapter also serve to demonstrate the merit in the ability to control the 
backscatter vertical moment flux with the new SB model. It was seen that by increasing the 
backscatter VMF alone, the simulated PE intensity metric 𝜔PE could be increased by as much 
as 10% of the WT 𝜔PE value. Furthermore, it was observed that larger grid-scale VMF can 
help reduce any over-prediction of RS-TKE within the upper half of the street canyon. 
The sensitivity of the simulated PE intensity to other SB model configuration changes was 
also investigated; namely, the backscatter coefficient, 𝐶B, and backscatter length-scale, 𝑙B, 
were both varied. For the simulations performed here, larger backscatter fluctuations typically 
(but not always) led to a larger PE intensity, whereas wider backscatter fluctuations always 
led to a larger PE intensity. A measure for the local LES filter width (used to set 𝑙B) based on 
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the maximum of the local grid spacings in each dimension thus gave a better simulated PE 
intensity than a measure based on the geometric mean of these local grid spacings. It is also 
worth noting that the ability to test different values of 𝑙B, as done here, would not have been 
possible with the previous (MT92 and WM08) SB models. The largest tested value of 𝐶B 
(namely, 1.4) gave the best match to the wind-tunnel PE intensity, but an over-prediction of 
RS-TKE in the upper half of the street canyon suggests that this value might be slightly too 
large. Alternatively, this over-prediction might be a scaling issue resulting from an under-
prediction in RS-TKE in the region above roof-level, due to a lack of large-scale eddies in the 
free-steam flow as a result of the limited size of the modelling domain. 
Limitations of the work performed in this chapter include the fact that the tested case, of a 
neutrally stratified flow within a 2-D street canyon of unity aspect ratio, represents only one 
(albeit important) example of the many street canyon configurations (and atmospheric 
conditions) found in the real urban canopy layer. In future work, other configurations for 
which field or laboratory data are available for validation should be tested to confirm whether 
similar improvements in simulation accuracy are observed. With the availability of more 
computational resources, the effect of the limited LES domain extent employed here should 
also be determined, although it is again noted that results from previous studies with larger 
LES domains (Liu and Wong, 2014) suggest that the under-predicted PE intensity cannot be 
remedied by an increase in domain size alone, reemphasising the importance of the SGS 
model in this regard. 
To sum up, simulation accuracy of street canyon flow has been shown to improve with the SB 
model, satisfying the third research objective (§2.4). The next step is to test whether the SB 
model can also help improve the prediction of scalar (pollutant) transport and removal from 
the street canyon in a LES-driven dispersion modelling study. If confirmed, this result will 
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have positive implications for operational urban dispersion models that employ parameters 
derived from LES output.  
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6. STREET CANYON DISPERSION 
6.1 Introduction 
This chapter addresses research objective #4, as stated at the end of §2.4 and repeated below 
for convenience: 
Objective #4: Examine the effect of the SB model on improving LES of the 
dispersion of a passive tracer inside the street canyon, again comparing simulation 
accuracy against that obtained with the Smagorinsky model and using a wind-tunnel 
dataset for validation. 
Since the findings in Chapter 5 indicate that the accuracy of the simulated street canyon flow 
dynamics can be improved with the use of the SB model, it is worth testing whether similar 
improvements are also observed for the subsequent dispersion of a passive tracer released into 
the simulated flow-field. Furthermore, the effects of an SB model on tracer dispersion have, to 
the author’s knowledge, never been studied previously, and so a knowledge gap exists. 
Positive results would also be potentially beneficial to operational urban dispersion models 
that use parameters derived from LES output (Salizzoni et al., 2009). 
This chapter is structured as follows. As in the previous two chapters, a methodology section 
(§6.2) is used to give the configuration settings for both the LES model (§6.2.1) and the new 
SB model (§6.2.2). Results are then presented and discussed (§6.3); two separate validation 
studies are first performed to assess the simulation accuracy achieved with the Smagorinsky 
and SB models separately. In the first, the exchange velocity of the escaping pollutant across 
the street canyon opening is calculated for each LES and compared with a WT dataset 
(§6.3.1). In the second, the LES wall concentration profiles are calculated and compared with 
a separate WT dataset (§6.3.2). Other dispersion and transport properties from the two LES 
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are then compared against each other; namely, the mean 2-D fields of pollutant concentration 
(§6.3.3) and turbulent pollutant flux (§6.3.4), and the pollutant exchange rate (§6.3.5 – 
defined therein). Finally, the results are summarised and conclusions drawn (§6.4). 
It is noted that some of the materials in this section appear in the following paper, which is 
currently under review for publication in a peer-reviewed journal: O'Neill et al. (under 
review). 
6.2 Methodology 
6.2.1 LES model configuration 
The same computational domain, model grid, boundary conditions, initial profiles, 
Smagorinsky coefficient and time-step are used for the street canyon dispersion simulations as 
were used for the street canyon flow simulations (see §5.2.1 and Figure 5.1). In addition, 
vehicular emissions from two lanes of traffic are modelled using two slightly elevated line 
sources running parallel with the 𝑦 axis along the full length of the street. The first source is 
located at (𝑥/𝑊, 𝑧/𝐻) = (−1/6, 1/20) and the second source at (𝑥/𝑊, 𝑧/𝐻) = (1/6, 1/
20). A passive (neutrally buoyant and chemically inert) scalar is emitted from each source at 
a constant rate of 𝑄s = 500 μg m
−1 s−1. Each source is given a small finite extent (5 grid 
points) in x and z, with a 2-D Gaussian concentration profile, in order to minimise issues 
associated with near-source numerical dispersion. A Schmidt number of 𝑆𝑐 = 0.7 is used. A 
periodic boundary condition for the scalar field is employed only in the 𝑦 direction. An open 
boundary condition is used in the 𝑥 direction (above the street canyon), which corresponds to 
the situation in which escaped pollutants leave the downwind boundary and do not re-enter 
the upwind boundary, at which a zero background concentration is specified. This is achieved 
through the specification of the following conditions at these boundaries: 
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𝐶 = 0        at  𝑥 = −
𝐿𝑥
2
, (60) 
 𝜕𝐶
𝜕𝑡
+ 𝑢
𝜕𝐶
𝜕𝑥
= 0        at  𝑥 =
𝐿𝑥
2
. (61) 
The above information is schematised in Figure 6.1. 
 
Figure 6.1 – LES domain (with sources)  
Schematic of the LES computational domain, including sources, for the street canyon 
dispersion simulations (B.C. = boundary condition). 
The model is initially run without any source emissions, for a period of 60 min (around 20 
primary-eddy turnover times). This gives the flow dynamics sufficient time to reach a quasi-
steady state. Source emissions are then started and the model is run for a further 120 min; this 
gives sufficient time for a quasi-steady state of pollutant transport to be established. Data from 
the final 30 min of the simulation period are then processed for averaging to obtain the results 
presented in Chapter 6, with the exception of §6.3.1, which uses data obtained after further 
turning off the source and recording subsequent time-series of decaying concentration (further 
details given therein). 
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Other than the addition of the sources, the only difference between the street canyon 
dispersion simulation and the street canyon flow (i.e. dynamics-only) simulations (Chapter 5) 
is that for the dispersion simulations, a constant pressure gradient force is applied (above roof-
level only) throughout the simulation period in order to approximately conserve the total 
momentum in the system. This is done because the longer simulation time here means that 
total momentum loss is no longer insignificant, which makes it difficult to attain a quasi-
steady state without the imposition of the constant PGF. 
6.2.2 SB model configuration 
For the street canyon dispersion simulations, the new SB model is (like with the street canyon 
flow simulations) compared against the Smagorinsky SGS model only, using different WT 
datasets for validation. The SB model parameters are selected based on the street canyon flow 
analysis (Chapter 5); the set of parameters that resulted in the best agreement between the 
(dynamical) LES output and the WT data are carried forward to analyse the subsequent 
effects on tracer dispersion. Namely, these parameters are: a backscatter coefficient of 
𝐶B = 1.4; a local backscatter length-scale of 𝑙B = max{Δ𝑥𝑖, Δ𝑦𝑗 , Δ𝑧𝑘}; and a backscatter 
vertical momentum flux factor of VMFB = 0.5. This is summarised in Table 6.1. All other SB 
model parameters/settings are as described in §5.2.2. 
Table 6.1 – SB model configuration 
Configuration of new SB model for the street canyon dispersion simulations. Symbols 
are as in Table 5.1. 
Run Name 𝑪𝐁 𝒍𝐁 𝐕𝐌𝐅𝐁 
SMAG N/A N/A N/A 
SB 1.4 Eq. (57) used 0.5 
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6.3 Results and discussion 
6.3.1 Model validation: Pollutant exchange velocity 
The LES output is first validated against the WT dataset of Salizzoni et al. (2009), in which 
the pollutant exchange velocity, 𝑣e, (alternatively the transfer or ventilation velocity) was 
estimated via ‘wash-out’ curves, i.e. measured time-series of decaying pollutant 
concentrations after an emissions shutdown. This value is of particular interest to urban 
dispersion modellers, as it forms the key parameter that describes the pollutant mass transfer 
between the urban canopy and the flow above it in many simplified operational models. Long 
bars with a square cross-section of 6 × 6 cm were spaced equally apart inside the WT test 
section to form repeating street canyons of unit aspect ratio perpendicular to a fully-developed 
neutral boundary flow. Within the measurement canyon, passive tracer was released at a 
constant rate from a central ground-level line source, until a quasi-steady state of pollutant 
transport was reached. The source was then turned off and concentration time-series recorded 
(using flame ionisation detection) at two separate points within the street canyon: at point a, 
located at the centre of the street canyon; and at point b, located left of centre at a radial 
distance of 𝐻/3. The experiment was repeated 50 times. An analytical model was then fitted 
to the ensemble-averaged wash-out curves
1
 to obtain the value for 𝑣e. 
Decaying concentrations are recorded for each LES in an equivalent manner; however, rather 
than repeating each simulation 50 times, the concentration at a particular 𝑥, 𝑧 location and 
time 𝑡 is calculated by averaging in the homogeneous spanwise (𝑦) direction (a total of 40 
values). It is noted that although the LES source configuration is different to that of the WT 
(two line sources compared with one, and slightly elevated rather than at ground-level), this 
                                                          
1
 The relative volumes of the central core and outer region were chosen a priori; here a comparison is made 
with the 𝛽 = 0.85 case. 
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has negligible effect on the calculated exchange velocity. As the WT wash-out curves in 
Salizzoni et al. (2009) were reported in absolute time, the data must be normalised to allow 
for comparison with the simulations performed here. The street canyon height 𝐻 provides the 
reference length-scale, and the far-field free-stream velocity 𝑈∞ provides the reference 
velocity-scale (𝑈∞ = 6.75 m s
−1 and 2.6 m s−1 in the WT and LES, respectively); the 
reference time-scale 𝑇 is thus given by 𝐻/𝑈∞. 
 
Figure 6.2 – Wash-out curves 
Pollutant wash-out curves from: (a) the WT experiment (Fig. 8 from Salizzoni et al. 
(2009)); (b) LES with the SMAG model; (c) LES with the SB model. LES curves shown 
for points a (centre) and b (outer vortex) only, along with the analytical model that fits 
the WT data at each of these points in normalised time (black lines). 𝝉𝒕𝒓 on lower axis 
denotes the transition period time-scale (see text for details).  
Figure 6.2 shows the pollutant wash-out curves from: (a) the WT experiment (reproduced 
from Salizzoni et al. (2009)); (b) LES with the SMAG model; and (c) LES with the SB 
model. Concentrations are plotted on a logarithmic axis and are normalised by the initial 
(quasi-steady) concentration at that given location, 𝐶0, and in (b) and (c) time is normalised 
by 𝑇 as discussed above. Each LES plot also shows the fitted analytical two-box model from 
the WT experiment. The two boxes represent the primary eddy core and the recirculating ring 
outside of the core, respectively. The analytical model assumes that the turbulent transport of 
pollutants from the primary eddy core towards the outer regions is slow; this argument has 
been supported by their measured data (i.e. the concentration in the core represented by point 
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a, denoted by Ca, is much higher than that in the ring, say, Cb) as quoted here in Figure 6.2(a). 
The LES wash-out curves are generally consistent with the WT fitted analytical model, in that 
there is an initial transient during which Cb drops fast and that Ca falls much less rapidly than 
Cb (shown by the WT lines in Figure 6.2(b) and (c)). As elucidated by Salizzoni et al. (2009), 
this is due to the fact that the time-scale associated with the turbulent transport of pollutants 
from the primary eddy core towards the outer ring is slower than the time-scale associated 
with the removal of pollutants from the top of the primary eddy through the turbulent roof-
level shear layer. A careful examination of the analytical model yields that the time-scale of 
this transient period, denoted by 𝜏𝑡𝑟, is approximately 50𝑇; when 𝑡 ≫ 𝜏𝑡𝑟, the analytical 
model gives a solution asymptotically approaching a pure exponential decaying, which 
appears as a straight line on the log-linear coordinates, illustrated in Figure 6.2(b) and (c). In 
addition, the slope of the line can be used to estimate the asymptotic “retention time” of 
pollutants (DePaul and Sheih, 1985). Because the WT data were inevitably contaminated by 
the experimental settings during an early part of the transition period (see the discussions in 
Salizzoni et al. (2009)), the fast decrease of Cb is not seen in the WT data (Figure 6.2(a)). 
However, the asymptotic exponential decaying data matched the analytical model very well 
and can be used to assess the current LES results. Figure 6.2(b) shows that the asymptotic 
slopes of LES-derived Ca and Cb based on the SMAG model are too gentle (i.e. Ca and Cb 
decay slower) compared with the WT data fitted curves. However, Figure 6.2(c) demonstrates 
that the gradients of the wash-out curves for Ca and Cb with the SB model are in better 
agreement with the WT data fitted curves; in other words, the pollutant retention time within 
the street canyon is better represented, thus indicating a more accurate exchange velocity, 𝑣e. 
Table 6.2 gives the values of 𝑣e for each SGS model, obtained in the same way as in Salizzoni 
et al. (2009) (i.e. by fitting the analytical model to the measured time-series using the least-
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squares method, over the time period shown in Figure 6.2(b) and (c)). The exchange velocity 
with the SB model is 14% higher than with the SMAG model. With the inclusion of 
backscatter, the increased turbulence at roof-level causes a more efficient ventilation of air, 
and thus removal of pollutants, from the street canyon.  
Table 6.2 – Exchange velocities 
LES-predicted exchange velocity, 𝒗𝐞, using the SMAG or the SB SGS model, and the % 
difference. 
 𝒗𝐞 (𝐦 𝐬
−𝟏) % difference 
SMAG 0.0239  
SB 0.0273 +14% 
6.3.2 Model validation: Wall concentration profiles 
The LES output is also validated against the WT data of Meroney et al. (1996) and Pavageau 
(1996). In both studies, mean concentration profiles were measured on the upwind and 
downwind building walls (see Figure 6.1 for wall naming conventions) of a modelled street 
canyon of unit aspect ratio. The working section of the WT was 1 m high, 1.5 m wide and 4 m 
long, preceded by a section in which spires and roughness elements were used to generate a 
fully-developed neutral boundary layer. 28 identical wooden blocks with square cross-section, 
each measuring 6 cm × 6 cm × 1.4 m, were placed on the WT floor with the long face 
perpendicular to the direction of flow, and spaced 6 cm apart to create 27 repeating street 
canyons. Measurements were taken in the 20
th
 downwind canyon, in which the flow was 
effectively periodic. Passive and neutrally buoyant tracer gas was emitted at a constant rate 
from a ground-level line source, placed along the central axis of the street canyon, in order to 
simulate vehicular exhaust emissions. 
Figure 6.3(a) and (b) shows normalised mean concentrations, 𝐶/𝐶norm, on the upwind and 
downwind building walls of the street canyon, as measured in the WT studies described above 
and as predicted by the LES with the SMAG or SB model. For a given dataset, 𝐶norm is taken 
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to be the mid-height (𝑧 = 0.5𝐻) mean concentration on (a) the upwind building wall or (b) 
the downwind building wall. In previous studies, e.g. Baik and Kim (2002), Walton and 
Cheng (2002) and Cheng et al. (2008), the mean concentration on the upwind building wall at 
the ground-level has been used for normalisation. However, concentrations on the lower half 
of the upwind building wall have been shown to be sensitive to the source configuration, 
namely the distance of the line source from the wall (Kastner-Klein and Plate, 1999, Cai et 
al., 2008) and the source height (Cai et al., 2008). At the same time, these studies also show 
that the concentrations in the upper half of the upwind building wall and on the downwind 
building wall are fairly insensitive to the source configuration, and therefore provide better 
reference values for normalisation when differences between the LES and WT source setup 
exist, as they do here. Two separate locations for 𝐶norm are used in order to check for 
consistency. 
 
Figure 6.3 – Wall concentration profiles 
Normalised mean concentrations, 𝑪/𝑪𝐧𝐨𝐫𝐦, on the upwind and downwind building walls 
of the street canyon. 𝑪𝐧𝐨𝐫𝐦 is taken as 𝑪 at 𝒛 = 𝟎. 𝟓𝑯 on (a) the upwind building wall (b) 
the downwind building wall. Filled symbols show WT data on the upwind building wall: 
■ Pavageau (1996); ● Meroney et al. (1996). Unfilled symbols show corresponding data 
on the downwind building wall. Lines show LES data: ––– SMAG model; – – SB model.  
134 
 
The sensitivity of concentrations at the lower part of the upwind building wall on the source 
configuration is evident in Figure 6.3; the slightly elevated source height in the LES set-up 
compared with the ground-level line source in the WT experiment gives noticeably lower 
concentrations in this region. This behaviour is consistent with previously published results 
(Cai et al., 2008). Along the other regions of the upwind and downwind building walls, both 
LES profiles exhibit a generally good agreement with the WT data. However, with either 
normalisation, the slope of the concentration profile with the SB model seems to exhibit a 
slight improvement over the slope with the SMAG model. This is particularly noticeable on 
the downwind building wall, where the concentration gradient is (correctly) reduced with the 
SB model. With the inclusion of backscatter, the additional turbulence at roof-level acts to 
mix the recirculating pollutant with the cleaner entrained air from outside the canyon more 
readily; the relatively slower mixing process that then occurs down the downwind building 
wall as the air re-entrains pollutant from the street canyon core only leads to a small further 
increase in concentration. 
6.3.3 Mean 2-D fields: Pollutant concentration 
The mean concentration within the street canyon during the last 30 min of (quasi-steady) 
simulation, 𝐶can, for each SGS model is given in Table 6.3. 𝐶can is calculated as the average 
of 𝐶 in time and space for the volume below 𝑧 = 𝐻. 𝐶can is approximately 15% lower with 
the SB model than with the SMAG model. This is a direct result of the increased exchange 
velocity with the inclusion of backscatter (§6.3.1) as a result of greater mixing across the roof-
level shear layer. Figure 6.4(a) and (b) shows the mean 2-D (i.e. time and spanwise average 
only) concentration fields, 𝐶, for the SMAG and SB model, respectively, normalised by 𝐶can 
in each case. In both cases, one observes the main features typical of the mean 2-D 
concentration field as reported in previous wind-tunnel (e.g. Pavageau and Schatzmann 
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(1999), Simoëns and Wallace (2008), Salizzoni et al. (2009)) and modelling (e.g., Baik and 
Kim (1999), Liu and Barth (2002)) studies; the released pollutant is largely transported 
around the street canyon by the primary recirculation, with some of the pollutant escaping 
from the top of the canyon through the roof-level shear layer, resulting in larger 
concentrations near the upwind building than near the downwind building. However, there are 
also observable differences between the 2-D fields for each SGS model, most notably the 
vertical extent of the sharp concentration gradient between the street canyon and the free-
stream flow, and the near-source magnitudes. The latter is a consequence of using the canyon-
averaged concentration for normalisation; since more pollutant escapes from the top of the 
street canyon with the SB model, the concentration in the lower part of the canyon relative to 
the upper part increases. The wider vertical extent of the concentration contours at roof-level 
with the SB model is due to the increased turbulent fluctuations causing a locally faster rate of 
mixing and thus smoothing out of the concentration gradients there. It is also noted that the 
small-scale concentration structures close to the ground would likely be modified if the 
backscatter model was also applied in this region. However, this would not affect the canyon-
averaged concentrations. 
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Figure 6.4 – Concentration fields 
Normalised mean concentration fields, 𝑪/𝑪𝐜𝐚𝐧, for (a) the SMAG model, and (b) the SB 
model. 
The mean concentration fields can also be used to look at the relative pollutant distribution 
within, and above, the street canyon for the given modelling domain. By integrating each 2-D 
field over the volumes of the domain bounded by 𝑧 ≤ 𝐻 and 𝑧 > 𝐻 separately, one obtains 
the mean pollutant mass within the street canyon, 𝑀sc, and the free-stream (background) 
flow, 𝑀bg, respectively, i.e. 
 
𝑀sc = ∫ 𝐶 𝑑𝑉
𝑧≤𝐻
,          𝑀bg = ∫ 𝐶 𝑑𝑉
𝑧>𝐻
. (62) 
A measure of the dilution efficiency of a street canyon can then be obtained by comparing the 
relative pollutant mass in each of these volumes (Liu and Barth, 2002, Liu et al., 2004, Liu et 
al., 2005). Clearly, the value of 𝑀bg depends on the size (specifically, the downwind fetch) of 
the domain and so is not a useful measure in isolation; however, when the modelling domain 
is fixed and the SGS model changed, as here, any relative changes become meaningful. Table 
6.3 gives the percentage of pollutant retained inside the street canyon with the current 
137 
 
modelling domain for the two simulations performed in this study. It is found that the fraction 
of pollutant retained inside the canyon with the SB model is slightly reduced from the SMAG 
model value, again indicating a more efficient ventilation of pollutants from the street canyon. 
Note that a direct comparison of the current values with those of Liu and Barth (2002) may 
not be made due to differences in domain size above roof-level. 
Table 6.3 – Mean concentrations 
Mean concentration within the street canyon, 𝑪𝐜𝐚𝐧, and the percentage of pollutant 
retained inside the street canyon for the current modelling domain, for each SGS model 
 𝑪𝐜𝐚𝐧  (𝝁𝐠 𝐦
−𝟐)  𝑴𝐜𝐚𝐧/(𝑴𝐜𝐚𝐧 +𝑴𝐛𝐠)  (%) 
SMAG 2373 95.5 
SB 2031 93.0 
6.3.4 Mean 2-D fields: Turbulent pollutant flux 
Figure 6.5(a) and (b) shows, for the SMAG and SB model respectively, the mean 2-D fields 
of the vertical pollutant flux by turbulent fluctuations, 𝑤′𝐶′, normalised by the average source 
flux 𝑄/𝑊, where 𝑄 is the total emission rate of the two line sources (1000 μg m−1 s−1) and 
𝑊 is the street canyon width (18 m). Also plotted (Figure 6.5(c)) is the streamwise profile of 
normalised 𝑤′𝐶′RL for each SGS model, where the subscript RL indicates ‘at roof-level’ (i.e. 
at 𝑧 = 𝐻). During a period of quasi-steady pollutant transport, the total pollutant flux out of 
the street canyon, i.e. 𝑤𝐶RL integrated across roof-level, will be equal to 𝑄/𝑊. Here, it is 
found that the mean value of 𝑤′𝐶′RL (𝑄/𝑊)⁄  across the streamwise profiles is equal to 1.01 
for both SGS models. Using a Reynolds decomposition, i.e. taking 𝑤 = 𝑤 + 𝑤′ and 𝐶 = 𝐶 +
𝐶′, gives 𝑤𝐶RL = 𝑤 𝐶 RL + 𝑤′𝐶′RL; these results thus indicate that almost all of the total 
vertical pollutant flux at roof-level is due to fluctuating velocity (i.e. turbulent processes). 
Conversely, vertical pollutant flux by mean flow (𝑤 𝐶 RL) is small and negative, i.e. its net 
effect is actually to transport escaped pollutants back into the canyon. This corroborates 
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previous findings, e.g. Baik and Kim (2002), Michioka et al. (2011), while also serving to 
highlight why RANS models struggle to accurately predict pollutant removal for skimming 
flow, as they must rely almost entirely on their turbulence parameterisation scheme. 
 
Figure 6.5 – Turbulent pollutant flux fields 
Top panels: Normalised mean fields of vertical pollutant flux by fluctuating velocity, 
𝒘′𝑪′/(𝑸/𝑾), for (a) the SMAG model, and (b) the SB model. Bottom panel (c) shows 
the streamwise profile of 𝒘′𝑪′/(𝑸/𝑾) at roof-level. 
The streamwise roof-level profiles also show that with the SB model, a larger proportion of 
the escaping pollutant is predicted to leave the upwind half of the street canyon and, 
accordingly, a smaller proportion predicted to leave the downwind half, compared with the 
SMAG model. Inspection of the mean streamwise profile of dissipation rate 𝜖 (not shown) 
indicates that there is no significant difference in the theoretical energy backscatter rate across 
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roof-level, i.e. the increase in vertical velocity variance at roof-level due to the inclusion of 
backscatter is fairly constant across the street canyon opening. Thus, the reason for the 
upwind shift in the pollutant flux profile is simply because pollutant released near ground-
level reaches the upwind half of the street canyon opening first; the increased vertical velocity 
variance causes a larger fraction of pollutant to be mixed out of the canyon at this earlier 
stage, meaning that a lower fraction is advected towards the downwind half of the canyon by 
the primary vortex, and so there is less pollutant for the increased vertical velocity variances 
there to act on. 
Substituting 𝐶 for 𝑢 to consider vertical flux of horizontal momentum (rather than pollutant), 
𝑤′𝑢′, similar behaviour should be expected, since the oncoming wind reaches the upwind half 
of the street canyon opening first and more momentum can thus be expected to be mixed into 
the street canyon at this earlier stage with an increase in vertical velocity variance at roof-
level. The 2-D fields and roof-level profiles of 𝑤′𝑢′ for each SGS model are plotted in Figure 
6.6; indeed, the 𝑤′𝑢′RL profile is again shifted towards larger upwind (and corresponding 
reduced downwind) magnitudes with the SB model. 
Finally, it is also noted from Figure 6.5(a) and (b) that the LES with the SB model predicts a 
thicker shear layer than with the SMAG model. Again, this is a consequence of the increased 
mixing by the backscatter fluctuations which acts to smooth out the gradients of pollutant flux 
within the shear layer. 
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Figure 6.6 – Turbulent momentum flux fields 
As Figure 6.5 but for (absolute) vertical momentum flux by fluctuating velocity, 𝒘′𝒖′. 
6.3.5 Pollutant exchange rate 
The pollutant exchange rate (PCH), first proposed by Liu et al. (2005), provides an 
assessment of the pollutant dilution efficiency of a street canyon. It is typically calculated 
alongside the air exchange rate (ACH) (Li et al., 2005, Liu et al., 2005, Cheng et al., 2008), 
which describes the rate of air exchange between the street canyon and the free-stream flow 
above. It was shown in §5.3.3 that the additional grid-scale fluctuations imparted by the SB 
model within the roof-level shear layer can cause a significant increase in the air entrainment 
(removal) rate into (out of) the street canyon, leading to the prediction of a better ventilated 
street canyon with the SB model than with the SMAG model. For reference, the time-
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averaged values of normalised ACH+ (equal to normalised ACH− for reasons of mass 
conservation) for the simulations performed in this chapter are again calculated and given in 
Table 6.4; the SB model value is approximately 60% larger than the SMAG model value, 
reconfirming the increased ventilation efficiency predicted with the SB model. In this chapter, 
the effect of the SB model on pollutant dilution efficiency is further analysed through the 
calculation of PCH. Like ACH, PCH (units μg s−1), can be separated into a positive (PCH+) 
and negative (PCH−) part; PCH+ describes the rate of pollutant removal from the street 
canyon, and PCH− describes the rate of pollutant re-entrainment into the street canyon (or 
total entrainment if the background concentration is non-zero). PCH+ is calculated as follows: 
 
PCH+(t) = ∫  𝑤+(𝑡)𝐶(𝑡)d𝐴SC
𝑧=𝐻
, (63) 
where 𝐶(𝑡) is the instantaneous concentration at time 𝑡, and the other symbols are as in Eq. 
(59). Similarly, PCH− can be calculated by substituting 𝑤−(𝑡) (i.e. negative vertical 
velocities) for 𝑤+(𝑡) in Eq. (63). Unlike ACH, the difference between positive and negative 
PCH can be non-zero; in principle, during a period of quasi-steady pollutant transport, the 
(time-averaged) difference is expected to be equal to the total source emission rate 𝑄tot =
𝑄𝐿𝑦 [𝜇g s
−1] within the LES domain (otherwise the average concentration within the canyon 
would not remain steady). 
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Figure 6.7 – PCH time-series 
Time-series of normalised pollutant exchange rate for each SGS model. 𝐏𝐂𝐇+ describes 
the rate of pollutant removal from the street canyon; 𝐏𝐂𝐇− describes the rate of 
pollutant entrainment into the street canyon. 
Figure 6.7 shows the time series of PCH+ and PCH−, normalised by 𝑄tot, during a 30-minute 
period of quasi-steady pollutant transport, for each SGS model. Time-averaged values are 
again given in Table 6.4. It is noted that the difference between PCH+ and PCH− in each 
simulation is close to, but not exactly, 1; it would be expected to tend closer to 1 for longer 
time-averaging period. The results indicate that, unlike ACH, normalised PCH is not 
significantly affected by the choice of SGS model. Since it is known from the ACH that 𝑤+ 
increases with the SB model, then in order for PCH to remain largely unchanged between the 
SB and SMAG model simulations, the roof-level concentrations must decrease by an amount 
that keeps the integral of their product (𝑤+𝐶) over 𝐴SC approximately the same. This indicates 
that PCH, in isolation, provides insufficient information to assess for changes in the pollutant 
dilution efficiency of a street canyon, and should be considered alongside other indicators 
such as ACH and time-averaged pollutant concentration. 
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Table 6.4 – ACH and PCH values 
Time-averaged air and pollutant exchange rates (𝐀𝐂𝐇̅̅ ̅̅ ̅̅  and 𝐏𝐂𝐇̅̅ ̅̅ ̅̅ ) for each SGS model 
 𝐀𝐂𝐇+̅̅ ̅̅ ̅̅ ̅̅ /(𝐕/𝐓) 𝐏𝐂𝐇+̅̅ ̅̅ ̅̅ ̅̅ /𝐐𝐭𝐨𝐭 𝐏𝐂𝐇−̅̅ ̅̅ ̅̅ ̅̅ /𝐐𝐭𝐨𝐭 
SMAG 0.05 1.5 0.5 
SB 0.08 1.6 0.6 
6.4 Summary and conclusions 
In this chapter, two large-eddy simulations of pollutant removal from a street canyon have 
been compared; one using the widely-adopted Smagorinsky SGS model, and the other using 
the new SB model. It was shown that simulation accuracy with the SB model was improved, 
which again highlights the importance in explicitly accounting for grid-scale backscatter 
within the under-resolved roof-level shear layer when selecting the SGS model. 
As in the previous chapter, which looked at the street canyon flow-field dynamics only 
(Chapter 5), the specific case tested was that of neutrally stratified skimming flow 
(perpendicular mean wind) over a nominally 2-D street canyon of unit aspect ratio, with two 
near-ground-level line sources used to represent two lanes of continuous traffic emission; this 
corresponds to an extreme case in which ventilation, and thus air quality, is poor. The LES 
output was first validated against WT measurements of decaying pollutant concentrations 
after an emissions shutdown (Salizzoni et al., 2009). It was found that with the inclusion of 
backscatter, the asymptotic concentration decay rate was in better agreement with the WT 
data. The calculated exchange velocity, 𝑣e, between the canyon and the external flow was 
around 15% faster with the SB model, due to the increased mixing within the roof-level shear 
layer causing a better ventilated street canyon. This result is potentially important for 
operational models that use an estimate for 𝑣e to describe the mass transfer between the urban 
canopy and the overlying flow. A second validation test also indicated that the SB model is 
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able to better capture the expected mean wall concentration profiles within the street canyon 
than with the Smagorinsky model. 
Other dispersion and transport properties from the two LES were also compared. It was found 
that the steady-state mean concentration within the street canyon is around 15% lower with 
the SB model, owing to the higher-predicted ventilation efficiency. It was also shown that 
almost all of the total vertical pollutant flux at roof-level is due to the fluctuating (rather than 
mean) velocity component, and that a larger fraction of the escaping pollutant is expected to 
leave the upwind half of the roof-level opening than the downwind half with the SB model as 
a result of the increased vertical velocity variance. The shear layer was also seen to be thicker 
with the SB model due to its tendency to smooth out the sharp velocity, and thus scalar, 
gradients there. Finally, it was shown that PCH does not significantly change with the 
inclusion of backscatter, and so, in isolation, provides insufficient information when assessing 
for changes in a street canyon’s dilution efficiency. 
It is again noted that the specific case tested here represents only one of the many street 
canyon configurations (and atmospheric conditions) found in the real urban canopy layer. 
Thus, in future work, other configurations should be simulated with the aim of generating a 
more comprehensive database of look-up parameters (e.g. exchange velocities) to be adopted 
by operational urban dispersion modellers. It is hoped that the work presented here constitutes 
a first step towards this aim.   
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7. CONCLUSIONS 
A summary of the main findings relating to each research objective, as outlined near the 
beginning of this thesis (§2.4), is first provided in §7.1. This is followed by an identification 
of the main limitations of this study and a discussion of future work that might be undertaken 
to carry the present research forward (§7.2). 
7.1 Summary of main findings 
In Chapter 3, a new stochastic backscatter model was formulated that allows the local 
backscatter length-scale, anisotropy and momentum flux associated with the stochastic 
accelerations to be controlled independently of the model grid. As discussed earlier in the 
text, the need for such a model existed due to the grid-dependency issues of previous SB 
models. Neither the model of Mason and Thomson (1992) nor its later implementation by 
Weinbrecht and Mason (2008) is able to ensure a physically appropriate spatial structure for 
the backscatter acceleration fields throughout the domain: with the MT92 model, the 
backscatter length-scale and anisotropy depend on the local grid spacing and aspect ratio; with 
the WM08 model, the backscatter is unavoidably isotropic with uniform length-scale. The 
new SB model uses a novel “grid-adaptive” filtering procedure, in which the discrete weights 
of a 3-D separable Gaussian filter adapt to local changes in grid spacing to ensure that the 
backscatter length-scale and anisotropy within the resulting acceleration fields are as 
prescribed. This allows for the backscatter length-scale to be reduced towards surfaces in an 
appropriate manner, and the backscatter anisotropy to be varied in accordance with the 
physical anisotropy of the subgrid scales. The new SB model also has wider applicability; it 
may be used when the LES filter width, and hence the backscatter length-scale, varies 
spatially with local 3-D grid refinement. In addition, the new SB model is able to control the 
backscatter vertical momentum flux by prescribing an appropriate degree of correlation 
146 
 
between two of the three filtered fields that are subsequently curled to generate the final 
acceleration fields. This feature facilitates a better representation of grid-scale vertical 
momentum flux, which may be known from theory or empirical observations, and which 
directly affects the local rate of mixing and thus local velocity gradients. The efficacy of the 
new SB model (in isolation) was confirmed via the generation of a number of example fields 
on various model grids, in which the backscatter length-scale, anisotropy and/or VMF were 
checked against their prescribed values. 
In Chapter 4, the efficacy of the new SB model when employed as the SGS model within an 
LES code was tested. The neutral ABL was chosen as the test case, since previous studies had 
shown that the SB modelling approach is able to achieve significant reduction in excessive 
velocity shear, as predicted with the widely-used (but purely dissipative) Smagorinsky model, 
within the surface layer (Mason and Thomson, 1992, Mason and Brown, 1994, Weinbrecht 
and Mason, 2008). This also allowed the performance of the new SB model to be compared 
against the performance of the existing (MT92 and WM08) models. Various different grid 
aspect ratios, ranging from ∆AR= ∆𝑥/∆𝑧 = 1 to 10, were employed to check the grid-
independence of the results. The new SB model was found to give a reduction in maximum 
excessive mean velocity shear (from that obtained with the Smagorinsky model, i.e. without 
backscatter) of around 80%. Importantly, this reduction was seen to be largely independent of 
∆AR. Conversely, with the MT92 model, a significant decline in its ability to reduce excessive 
velocity shear was observed as the level of near-surface grid anisotropy increased, due to an 
associated reduction in vertical mixing within the surface layer.  With the WM08 model, the 
reduction in mean velocity shear was similar to that of the new SB model on all grids tested, 
which, when employing vertical grid refinement only, was expected. However, the improved 
physical representation of backscatter with the new SB model, as well its wider applicability 
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to grids with 3-D refinement, still justifies its formulation. The additional CPU time required 
by the SB model over the Smagorinsky model was shown to be around 50%, which, although 
not insignificant, was shown to provide a reduction in excessive mean velocity shear that 
could not be achieved via a simple increase in grid resolution with the Smagorinsky model. 
This serves to highlight that the inclusion of backscatter in cases of under-resolution of 
energetic flow is important from a physical perspective. 
In Chapter 5, the new SB model was applied – for the first time – to LES of street canyon 
flow. A ‘skimming flow’ regime (Oke, 1988) was modelled, under a neutrally stratified 
atmosphere, in which the approaching wind is perpendicular to the along-street axis of a street 
canyon of unity aspect ratio. Previous LESs of this type have shown an under-prediction in 
the intensity of the primary eddy that forms within the street canyon (Liu and Barth, 2002, 
Cui et al., 2004, Cheng and Liu, 2011a, Liu and Wong, 2014), indicating a lack of momentum 
transfer across the roof-level shear layer. It was argued that this discrepancy was again due to 
the omission of backscatter from the SGS model; the highly energetic shear layer that 
separates the slow-moving primary eddy from the fast-moving external flow is typically 
under-resolved in most LES set-ups, where backscattered energy is potentially significant. 
The results showed that the SB model acts to increase the momentum transfer across the shear 
layer, bringing the simulated PE intensity significantly closer towards that observed in a 
corresponding wind-tunnel experiment, and thus supporting this theory. A metric for the PE 
intensity, 𝜔PE, based on the two-dimensional vorticity field, was increased from around 70% 
of the WT 𝜔PE value (with the Smagorinsky model) to as much as 90% (with the SB model). 
Calculation of the air exchange rate at roof-level confirmed that the rate of entrainment into 
the street canyon is increased with the inclusion of backscatter. The results in this chapter also 
served to highlight the value in controlling the backscatter VMF with the new SB model. It 
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was seen that by increasing the backscatter VMF alone, the simulated PE intensity metric 𝜔PE 
could be increased by as much as 10% of the WT 𝜔PE value. The effect of varying the 
magnitude and length-scale of the imposed backscatter (via the backscatter coefficient and 
length of the filter used to generate the backscatter acceleration fields, respectively) was also 
investigated; the best match to the WT dataset was obtained when a backscatter coefficient of 
𝐶B = 1.4 and a backscatter length-scale equal to the coarsest of the three local grid spacings, 
i.e. 𝑙B = max{Δ𝑥𝑖, Δ𝑦𝑗, Δ𝑧𝑘}, were used. 
In Chapter 6, the SB model configuration that gave the best match to WT data in the LES of 
street canyon flow was carried forward and used to analyse the subsequent dispersion of a 
passive tracer within the canyon. To the author’s knowledge, a LES-driven dispersion study 
using an SB model had never previously been undertaken. Two near-ground line sources with 
constant emission rate were used to model vehicular emissions from two lanes of steady 
traffic. The street canyon configuration tested (unit aspect ratio, perpendicular oncoming 
wind) represents an important case, in which pollutants emitted inside the canyon become 
largely trapped and thus susceptible to build up to level that are potentially harmful to human 
health (DePaul and Sheih, 1985, Xie et al., 2003). It was shown that the pollutant removal 
process is better simulated with the SB model than with the Smagorinsky model. The 
additional mixing within the shear layer imparted by the backscatter fluctuations acts to 
increase the rate of pollutant removal from the street canyon, giving better agreement with a 
recent WT experiment. The exchange velocity, an important parameter in many operational 
models that determines the mass transfer between the urban canopy and the external flow, was 
predicted to be around 15% larger with the SB model; consequently, the steady-state mean 
pollutant concentration within the street canyon was seen to be around 15% lower. The SB 
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model was also able to better capture the expected mean wall concentration profiles within the 
street canyon. 
7.2 Limitations and further work 
It is important to identify the main limitations of the work undertaken in this thesis so that 
they can either be taken into account when employing the new SB model, or tackled in future 
work. Some of these limitations have already been mentioned in the previous chapters, but are 
revisited and expanded upon in the discussion below. Although it is attempted to cover a wide 
range of limitations, the list below should not be considered exhaustive. 
It is recalled that the backscatter time-scale is currently based on the numerical model time-
step, whereas a more physically appropriate time-scale, based on the life-span of grid-scale 
fluctuations, could be sought. In this regard, guidance may be taken from the work of 
Schumann (1995), whose SB model imposes stress fluctuations with time-scales that are 
proportional to the turnover times of the grid-scale eddies, or the work of Xie and Castro 
(2008), whose turbulent inflow generation procedure also facilitates an appropriate 
Lagrangian time-scale. In both cases, this is achieved by introducing an appropriate degree of 
correlation between the contiguous random fields using a prescribed autocorrelation function. 
A similar extension to the current SB scheme might be explored in future work. It is, 
however, important to ensure that any such modifications to the SB model do not lead to a 
violation of the requirement for Galilean invariance (Pope, 2000). Furthermore, it should be 
checked that any such modification is warranted in terms of its impact on simulation accuracy 
versus its computational expense (Mason and Brown, 1994). 
It is also recalled that, in its current state, the new SB model is specifically formulated for the 
simulation of neutral atmospheric flows only. Future developments of the model might 
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therefore focus on increasing the range of atmospheric stabilities over which it can be applied. 
Again, guidance may be taken from previous work, e.g. Brown et al. (1994) who developed 
the MT92 model towards simulating the stably stratified ABL by imposing a stability 
dependence via the gradient Richardson number. 
Another criticism that could be made of the new SB model is that it presently requires a priori 
specification of the level of backscatter anisotropy and vertical momentum flux, based 
(typically) on empirical estimates of the grid-scale anisotropy and shear stresses. In order to 
improve the generality of the model, it may be worth exploring the implementation of a 
‘dynamic’ approach (Germano et al., 1991) in future work, in which these turbulence 
properties are evaluated locally at each time-step based on the application of an additional test 
filter. 
In Chapter 2, it was discussed how the Smagorinsky SGS model only seeks to represent the 
net energy drain towards the subgrid scales, whilst the SB modelling approach attempts to 
represent both the forward and reverse energy transfer processes separately. However, it 
should be noted that the SB model retains the Smagorinsky scheme for the forward energy 
transfer part. It may be worth exploring whether there are other (more appropriate) schemes 
for handling this forward-scatter part. Since the eddy interactions that produce forward-scatter 
across the LES cut-off scale involve at least one subgrid eddy (about which information is 
inherently unknown), it seems reasonable to again consider a stochastic approach for handling 
such interactions. 
In the street canyon case, a significant amount of the subgrid-scale TKE within the roof-level 
shear layer is generated (rather than cascaded) by shear instability. However, the SB model 
presently specifies that the backscatter energy is proportional to the dissipation rate. If the 
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shear layer is not spatially developing then the use of the dissipation rate remains valid, since 
the assumption of equilibrium between TKE production and dissipation still holds. However, 
there may be scope to develop the SB scheme so that it considers the production rate; the 
energy backscatter rate would then be proportional to the mean shear. 
As previously noted, the street canyon configuration tested in this thesis – of neutrally 
stratified perpendicular flow over a 2-D street canyon of unity aspect ratio – represents only 
one (albeit important) example of the many street canyon configurations, and atmospheric 
conditions, encountered in the real urban canopy layer. In order for the LES (with SB) model 
output to be used to improve operational urban dispersion models, a more comprehensive 
database of usable parameters (e.g. exchange velocities) must first be generated by testing a 
much wider range of street canyon configurations, as well as incorporating a wider-ranging 
set of physical considerations; some examples are provided below: 
 Street canyon aspect ratio: The ratio of the building height to street width can greatly 
affect the flow regime, and thus pollutant dispersion, within the canyon, with deeper 
canyons exhibiting counter-rotating vortices that typically lead to heightened ground-
level concentrations (Oke, 1987, Liu et al., 2004, Liu et al., 2005, Chung and Liu, 
2013, Zhong et al., 2015). 
 Asymmetric street canyons: Step-up (downwind building taller than the upwind 
building) and step-down (vice-versa) canyons can significantly affect the flow-field 
and pollutant transport (Hoydysh and Dabberdt, 1988, Assimakopoulos et al., 2003). 
 Intersection effects: Clearly, real urban street canyons are not infinitely long, and 
intersection effects will lead to complex flow patterns that include flow separation, 
thus affecting pollutant dilution, e.g. Soulhac et al. (2001) 
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 Vegetation effects: Trees (and other obstacles) within the street canyon will affect the 
local wind field (Gu et al., 2010, Gromke and Ruck, 2012), and may also increase 
pollutant deposition. 
 Wind direction and inclination: Channelling effects are encountered when the 
oncoming wind is not exactly perpendicular to the street canyon (Kim and Baik, 
2004), and inflow inclined towards the street has been shown to increase pollutant 
dilution efficiency (Huang et al., 2000). 
 Inflow turbulence intensity: Studies have shown that changes in the characteristics of 
the turbulent structures transported towards the street canyon from the external flow 
can affect pollutant removal from the canyon (Kim and Baik, 2003, Salizzoni et al., 
2009, Michioka et al., 2011, Michioka and Sato, 2012). 
 Thermal effects: Changes in thermal stratifications (Cheng and Liu, 2011b) and 
differential wall heating (Cai, 2012a, Cai, 2012b) have also been shown to affect 
dispersion and ventilation within street canyons. 
 Vehicle-induced turbulence: Additional turbulence caused by vehicles within the 
street canyon can contribute to the transport and dispersion of the emitted ground-
level pollutants (Solazzo et al., 2008). 
 Chemistry effects: For reactive pollutants, the chemical processes that occur within 
the street canyon will affect pollutant concentrations and should therefore be taken 
into consideration (Baker et al., 2004, Bright et al., 2013, Zhong et al., 2015).  
The versatility of the new SB model, in terms of its ability to control key physical properties 
of the imposed backscatter independently of numerical aspects (i.e. the model grid), widens 
its applicability to a range of complex flows, and should thus allow a systematic investigation 
of other urban configurations to be carried out with relative ease.  
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APPENDIX: FORTRAN CODE EXTRACTS 
As discussed in the main body of the thesis, the new SB model was coded into the RAMS 
LES model using the FORTRAN programming language. Although the entire code is too long 
(over 2000 lines) to include here in its entirety, the main calling routine (for the street canyon 
simulations) is shown below, which is intended to provide the reader with an overall picture 
of how the SB model is actually implemented. 
The code below is inserted near the beginning of the ‘DIFFUSE’ subroutine in the RAMS 
model file named ‘rturb2a.model’. This subroutine is called once every model time-step and is 
the sub-driver used to compute tendencies due to subgrid-scale turbulence. First, some 
variable declarations are given: 
C ======Backscatter variables======================= 
      INTEGER KBSMIN,KBSMAX,IBSMIN,IBSMAX,JBSMIN,JBSMAX,iUseBS,iFLTZ 
      INTEGER iFLTX,iFLTY,iUseTB,iFLTET,iTBXOP 
      INTEGER iFLTE,iDEFE,NTB,iBSXOP,iSCALE,iPCSF,iDEFLB,iAVERE,nFLDS 
      REAL BSLEN,CB,nLB,CBT 
      PARAMETER (KBSMIN=49) !\ 
      PARAMETER (KBSMAX=69) ! \ 
      PARAMETER (IBSMIN=4)  !  \_ Define 3D box inside which backscatter 
      PARAMETER (IBSMAX=78) !  /  is applied (min & max i,j,k indices) 
      PARAMETER (JBSMIN=1)  ! / 
      PARAMETER (JBSMAX=40) !/ 
      PARAMETER (iUseBS=1)  !Apply backscatter? 
      PARAMETER (iUseTB=0)  !Apply scalar backscatter? 
      PARAMETER (CB=1.4)    !Backscatter coefficient 
      PARAMETER (iFLTE=1)   !Filter dissipation field (with BS filter)? 
      PARAMETER (BSLEN=1.)  !Lambda in BS length-scale equation 
      PARAMETER (iDEFLB=1)  !Definition of LB: Lambda*(DX*DY*DZ)^1/3 (0) or 
Lambda*max(DX,DY,DZ) (1) 
      PARAMETER (NTB=2)     !New BS field generated every NTB timesteps 
      PARAMETER (iBSXOP=0)  !Extra BS output files for debugging? 
      PARAMETER (iSCALE=0)  !Point-wise (0) or horizontal average (1) pre-
curl scaling factor? 
      PARAMETER (nLB=3.1)   !Number of LBs away from filter point for which 
weights are calculated 
C------------------------------------------------------------------------ 
      INTEGER nDims 
PARAMETER (nDims=20) 
      REAL BSGRDA(KBSMIN:(KBSMAX+1),IBSMIN:(IBSMAX+1), 
     +            JBSMIN:(JBSMAX+1),nDims) 
      ! Last dimension: 
      ! =1: BS accelerations (x-cpt) 
      ! =2: BS accelerations (y-cpt) 
      ! =3: BS accelerations (z-cpt) 
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      ! =4: LB 
      ! =5: LBX 
      ! =6: LBY 
      ! =7: LBZ 
      ! =8: CCX 
      ! =9: CCY 
      ! =10: CCZ 
      ! =11: IIMIN (first non-zero weight in negative x) 
      ! =12: IIMAX (first non-zero weight in positive x) 
      ! =13: JJMIN 
      ! =14: JJMAX 
      ! =15: KKMIN 
      ! =16: KKMAX 
      ! =17: Theoretical BS rate 
      ! =18: Pre-curl scaling factor 
      ! =19: TB field 
      ! =20: Theoretical scalar BS rate 
      INTEGER nWgtsX,nWgtsY,nWgtsZ 
      INTEGER IFLMIN,IFLMAX,JFLMIN,JFLMAX,KFLMIN,KFLMAX 
      !For memory stuff: 
      REAL aa(2),BSWGTX(*),BSWGTY(*),BSWGTZ(*),FLGRDA(*) 
      INTEGER*8 iadWtX,iadWtY,iadWtZ,iadFGA 
      INTEGER*8 length,nwords,malloc 
      POINTER (iadWtX, BSWGTX) 
      POINTER (iadWtY, BSWGTY) 
      POINTER (iadWtZ, BSWGTZ) 
      POINTER (iadFGA, FLGRDA) 
C------------------------------------------------------------------------- 
      REAL MdGrd1(NZP,NXP,NYP) 
      REAL MdGrd2(NZP,NXP,NYP) 
      LOGICAL FlExst 
      INTEGER ITRPBS,IFTRBS 
      REAL FLGRDB(*) 
      INTEGER*8 iadFGB 
      POINTER (iadFGB, FLGRDB) 
      REAL CCan,Cbg,Cmax,Cmin 
      INTEGER CmaxI,CmaxJ,CmaxK,CminI,CminJ,CminK 
C ========================================================== 
 
Then, straight after the call to MOMENK (which computes the eddy-viscosity coefficients for 
momentum), the following calls to the backscatter subroutines are added: 
C ======Backscatter calls============================================= 
C ----Calls for things done on first time-step only: 
      IF (iUseBS.EQ.1 .AND. ISTP.EQ.1) THEN 
        !Calculate backscatter length-scale and correlation coefficient 
components: 
        CALL CALCLB(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,ZZ,NZPMAX,DELTAX,DELTAY,BSLEN,nLB, 
     +        nWgtsX,nWgtsY,nWgtsZ,IFLMIN,IFLMAX,JFLMIN,JFLMAX, 
     +        KFLMIN,KFLMAX,iBSXOP,iDEFLB,nDims) 
        !Allocate memory for BSWGTX, BSWGTY, BSWGTZ,FLGRDA: 
        length=loc(aa(2))-loc(aa(1)) ! size of a floating real variable 
        nwords=(KBSMAX-KBSMIN+1)*(IBSMAX-IBSMIN+1)* 
     +         (JBSMAX-JBSMIN+1)*(2*nWgtsX+1) 
        iadWtX= malloc(nwords*length) 
        nwords=(KBSMAX-KBSMIN+1)*(IBSMAX-IBSMIN+1)* 
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     +         (JBSMAX-JBSMIN+1)*(2*nWgtsY+1) 
        iadWtY= malloc(nwords*length) 
        nwords=(KBSMAX-KBSMIN+1)*(IBSMAX-IBSMIN+1)* 
     +         (JBSMAX-JBSMIN+1)*(2*nWgtsZ+1) 
        iadWtZ= malloc(nwords*length) 
        nwords=(KFLMAX-KFLMIN+1)*(IFLMAX-IFLMIN+1)* 
     +         (JFLMAX-JFLMIN+1)*nFLDS*2 
        iadFGA= malloc(nwords*length) 
        iadFGB= malloc(nwords*length) 
        !Calculate filter weights at each (backscatter) grid-point: 
        CALL FLTWGT(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,ZZ,NZPMAX,DELTAX,DELTAY,nLB,nWgtsX,nWgtsY,nWgtsZ, 
     +        BSWGTX,BSWGTY,BSWGTZ,iBSXOP,nDims) 
      ENDIF 
C ----New backscatter fields created every NTB time-steps: 
      IF(iUseBS.EQ.1. .AND. MOD(ISTP,NTB).EQ.1) THEN 
        !Generate random fields on filter grid: 
        CALL BSRAND(FLGRDA,IFLMIN,IFLMAX,JFLMIN,JFLMAX,KFLMIN, 
     +          KFLMAX,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +          KBSMAX,ISTP,iBSXOP,nFLDS) 
        !Apply spatial filter and return BS grid values only 
        CALL BSFILT(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,FLGRDA,IFLMIN,IFLMAX,JFLMIN,JFLMAX,KFLMIN, 
     +          KFLMAX,BSWGTX,BSWGTY,BSWGTZ,nWgtsX,nWgtsY,nWgtsZ,ISTP, 
     +        iBSXOP,nFLDS,iFLTZ,iFLTX,iFLTY,nDims) 
        !Calculate theoretical BS rate at each BS grid point: 
        CALL BSTHR(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,CB,iFLTE,iDEFE,A(IVT3DC),NZP,NXP,NYP,ISTP, 
     +        iBSXOP,iAVERE,BSWGTX,BSWGTY,BSWGTZ,nWgtsX,nWgtsY,nWgtsZ, 
     +        nDims,1,IH,L3,L4) 
        !Scale filtered fields (pre-curl): 
        CALL BSSCL1(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,DELTAX,DELTAY,ZZ,NZPMAX,NTB,DTLONG,ISTP,iBSXOP, 
     +        iSCALE,nDims) 
        !Curl scaled fields 
        CALL BSCURL(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,DELTAX,DELTAY,ZZ,NZPMAX,ISTP,iBSXOP,nDims) 
        !Scale filtered fields (post-curl): 
        CALL BSSCL2(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +          KBSMAX,NTB,DTLONG,ISTP,iBSXOP,iPCSF,nDims) 
        !Check divergences: 
        IF (ISTP.EQ.1 .AND. iBSXOP.EQ.1) THEN 
          CALL BSDIV(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,DELTAX,DELTAY,ZZ,NZPMAX,nDims) 
        ENDIF 
      ENDIF 
C ----Backscatter fields added to LES fields every time-step: 
      IF(iUseBS.EQ.1) THEN 
        CALL BSADD(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,A(IFU),A(IFV),A(IFW),NXP,NYP,NZP,ISTP,iBSXOP,nDims, 
     +        IH,L3,L4) 
      ENDIF 
C ========================================================== 
 
Finally, one of the above called subroutines is presented below as an example. The subroutine 
‘BSADD’ is chosen, which is the subroutine that actually augments the LES acceleration 
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fields, at every time-step, with the (filtered, scaled and divergence-free) stochastic backscatter 
accelerations: 
      SUBROUTINE BSADD(BSGRDA,IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN, 
     +        KBSMAX,FU,FV,FW,NXP,NYP,NZP,ISTP,iBSXOP,nDims, 
     +        IH,L3,L4) 
c============================================================ 
C--------------------Declarations:--------------------- 
      IMPLICIT NONE 
C-----Arguments: 
      INTEGER IBSMIN,IBSMAX,JBSMIN,JBSMAX,KBSMIN,KBSMAX,nDims 
      REAL BSGRDA(KBSMIN:(KBSMAX+1),IBSMIN:(IBSMAX+1), 
     +            JBSMIN:(JBSMAX+1),nDims) 
      INTEGER NXP,NYP,NZP,ISTP,iBSXOP,IH,L3,L4 
      REAL FU,FV,FW 
      DIMENSION FU(NZP,NXP,NYP),FV(NZP,NXP,NYP),FW(NZP,NXP,NYP) 
C-----Local: 
      INTEGER I,J,K 
C------------------------------------------------------ 
 
      DO(K=KBSMIN,KBSMAX) 
        DO(I=IBSMIN,IBSMAX) 
          DO(J=JBSMIN,JBSMAX) 
            IF(K.GT.IH .OR. (I.GT.L3 .AND. I.LE.L4)) THEN 
              FU(K,I,J)=FU(K,I,J)+BSGRDA(K,I,J,1) 
              FV(K,I,J)=FV(K,I,J)+BSGRDA(K,I,J,2) 
              FW(K,I,J)=FW(K,I,J)+BSGRDA(K,I,J,3) 
            ENDIF 
          ENDDO 
        ENDDO 
      ENDDO 
 
      RETURN 
      END 
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