We consider a semiparametric problem of two-sample hypothesis testing for a class of latent position random graphs. We formulate a notion of consistency in this context and propose a valid test for the hypothesis that two finite-dimensional random dot product graphs on a common vertex set have the same generating latent positions or have generating latent positions that are scaled or diagonal transformations of one another. Our test statistic is a function of a spectral decomposition of the adjacency matrix for each graph and our test procedure is consistent across a broad range of alternatives.
We consider a semiparametric problem of two-sample hypothesis testing for a class of latent position random graphs. We formulate a notion of consistency in this context and propose a valid test for the hypothesis that two finite-dimensional random dot product graphs on a common vertex set have the same generating latent positions or have generating latent positions that are scaled or diagonal transformations of one another. Our test statistic is a function of a spectral decomposition of the adjacency matrix for each graph and our test procedure is consistent across a broad range of alternatives.
1. Introduction. Two-sample hypothesis testing for specific population parameters is a cornerstone of classical statistical inference. Furthermore, there exists a burgeoning literature on techniques for inference on random graphs, including vertex clustering, vertex classification and estimation of latent positions for a single graph [4, 7, 16, 17, 20, 21, 22] ; and graph matching [8, 25, 28] and anomaly detection across multiple graphs [26] . We focus in this paper on a test for the hypothesis that two finite-dimensional random dot product graphs on the same vertex set, with known vertex correspondence, have the same generating latent position or have generating latent positions that are scaled or diagonal transformations of one another. We use the adjacency spectral embedding, which is a spectral decomposition of the adjacency matrix, for each graph to construct a computationally tractable, at most level-α test that is consistent across a broad collection of alternatives. Our proofs rely on estimates from [2, 16, 18, 22, 23, 24] . We note that we are able to obtain an at most level-α consistent test without specifying the finite-sample or asymptotic distribution of our test statistic. Gaussian distributional results of a related function of the adjacency spectral embedding are obtained in [2] , under the more restrictive assumptions of independence of the rows of the latent position matrices. While we surmise that this distributional result will have implications for hypothesis testing, the situation we consider here is sufficiently distinct, and our methods in this paper do not require explicit knowledge of the asymptotic distribution of our test statistic. Test procedures similar to those described in this paper can also be constructed using other embedding methods, such as spectral decompositions of normalized Laplacian matrices. To prove the requisite bounds for these Laplacian-based test statistics, however, requires substantial technical machinery, and non-trivial adaptation or generalization of the results in [6, 19, 20] , among others. Hence, for simplicity, we focus here on embeddings of the adjacency matrix.
In a slight generalization of our model, we can also view the latent positions as drawn from some pair of underlying distributions, say F and G, and hence the nonparametric test of equality of F and G is also of interest. We formulate this latter test, but determination of a suitable test statistic and its properties is the subject of ongoing research.
We emphasize that in the two-sample graph testing problem we address, the parameter dimension grows as the sample size grows. Hence this problem is not precisely analogous to classical twosample tests for, say, the difference of two parameters belonging to some fixed Euclidean space, in which an increase in data has no effect on the dimension of the parameter. The problem is also not strictly nonparametric, since we view our latent positions as fixed parameters and thus impose specific distributional requirements on the data-that is, on the adjacency matrices. Indeed, we regard the problem as semiparametric, and we adapt the traditional definition of consistency to this setting. In particular, we have power increasing to one for alternatives in which the difference between the two latent positions grows as the sample size grows.
We illustrate our results through numerical simulations, and we remark on extensions and limitations of these results. We conclude the paper with a discussion of the applicability of other test statistics, including an intuitively appealing test based on the spectral norm of the difference of adjacency matrices. The specific hypotheses we consider are indicative of the multitude of questions that can arise in the larger context of two-sample hypothesis testing on random graphs.
Setting.
We focus here on two-sample hypothesis testing for the latent position vectors of a pair of random dot product graphs (RDPG) [27] on the same vertex set with a known vertex correspondence, i.e., a bijective map ϕ from the vertex set of one graph to the vertex set of the other graph. We shall assume, without loss of generality, that ϕ is the identity map. Random dot product graphs are a specific example of latent position random graphs [12] , in which each vertex is associated with a latent position and, conditioned on the latent positions, the presence or absence of all edges in the graph are independent. The edge presence probability is given by a link function, which is a symmetric function of the two latent positions. We observe that latent position graphs are identical to exchangeable random graphs [1, 14] ; both are conditionally edgeindependent. Statistical analysis for random graphs has received much recent interest: see [10, 11] for reviews of the pertinent literature.
The link function in a random dot product graph is simply the dot product: the probability of an edge between two vertices is given by the dot product of the latent positions. It was shown in [23] that spectral decompositions of the adjacency matrix for a random dot product graph provide accurate estimates of the underlying latent positions. In this work, we extend the results in [16, 23, 24] to test three different hypotheses on a pair of random dot product graphs on the same vertex set.
We begin with a number of necessary definitions and notational conventions. First, we define a random dot product graph on R d as follows.
Definition 2.1 (Random Dot Product Graph (RDPG)). Let χ n d be defined by
n×n and rank(U) = d}
. Suppose A is a random adjacency matrix given by
Then we say that A is the adjacency matrix of a random dot product graph with latent position X of rank d.
We define the matrix P = (p ij ) of edge probabilities by P = XX T . We will also write A ∼ Bernoulli(P) to represent that the existence of an edge between any two vertices i, j, where i > j, is a Bernoulli random variable with probability p ij ; edges are independent, and A is symmetric. We emphasize that the random graphs we consider are undirected and loop-free.
Suppose we are given two adjacency matrices A 1 and A 2 for a pair of independent random dot product graphs on the same vertex set. We assume throughout this paper that the graphs are independent. Our goal is to develop a consistent, at most level-α test to determine whether or not the two generating latent positions are equal, up to an orthogonal transformation. Indeed, if O(d) represents the collection of orthogonal matrices in R d×d and if W ∈ O(d),then XWW T X T = P, leading to obvious non-identifiability.
Formally, we state the following two-sample testing problems for random dot product graphs. Let X n , Y n ∈ χ n d and define P n = X n X T n and Q n = Y n Y T n . As before, let O(d) denote the set of orthogonal d × d matrices with real entries. Given A ∼ Bernoulli(P n ) and B ∼ Bernoulli(Q n ), we consider the following tests:
(a) (Equality, up to an orthogonal transformation)
where ⍊ denotes that there exists an orthogonal matrix W ∈ R d×d such that X n = Y n W.
(b) (Scaling)
(d) (Equality of underlying distributions) Lastly, we state a nonparametric problem. Let the rows of X n ∈ χ n d be independent samples drawn from some common distribution F and the rows of Y n ∈ χ n d be independent samples drawn from some common distribution G. We wish to test
We stress that in our formulation of (a) -(c), the latent positions X n , Y n need not be related to X n ′ , Y n ′ for any n ′ = n. However, the size of the adjacency matrices A and B is quadratic in n and hence the larger n is, the more accurate are our estimates of X n and Y n . To contextualize our choice of hypotheses, consider the specific case of the stochastic blockmodel [13] and the related degree-corrected stochastic blockmodel [15] . In (a), we test whether two stochastic blockmodel graphs G 1 and G 2 with fixed block assignments have the same block probability matrices N 1 = N 2 .
In (b), we test whether the block probability matrix of one graph is a scalar multiple of the other; i.e. if N 1 = cN 2 . Finally, in (c), we test whether two degree-corrected stochastic blockmodel have the same block probability matrices (but possibly different degree-correction factors).
We now describe the adjacency spectral embedding. Given a latent position X, the random dot product model generates an independent-edge adjacency matrix A with edge probabilities given by P = XX T . We define the following spectral decomposition of P by
where S P ∈ R d×d is the diagonal matrix of the d largest eigenvalues of P, and [U P Ũ P ] ∈ R n×n is an orthonormal matrix in which U P ∈ R n×d is the matrix whose columns are the d eigenvectors corresponding to the eigenvalues in S P .
We will assume that the nonzero eigenvalues of S P are distinct, ordered, and bounded from below, namely
and furthermore, since P is rank d, we have thatS P = 0. Since P is unknown, however, this decomposition cannot be explicitly computed. Hence, we compute the analogous spectral decomposition for the adjacency matrix:
Observe that in the context of an RDPG, we can assume that the diagonal entries of S A are strictly positive. We use this decomposition of the adjacency matrix to define the adjacency spectral embedding of A (see [22] ):
Definition 2.2. The adjacency spectral embedding of A is given byX = U A S
2
A .
Let X and Y be two latent positions in R n×d , and let A ∼ Bernoulli(P) with P = XX T and B ∼ Bernoulli(Q) with Q = YY T represent the associated adjacency matrices of the random dot product graphs with X and Y, respectively, as their latent positions. We observe that X, Y, and A and B all depend on n, but for notational convenience we will suppress this dependence except when imperative for communicating an asymptotic property. LetX andŶ denote the corresponding adjacency spectral embeddings of A and B, respectively. We use ⋅ F to denote the Frobenius norm of a matrix; ⋅ to denote the spectral norm of a matrix or the Euclidean norm of a vector, depending on the context, and ⋅ 2→∞ to denote the 2 → ∞ operator norm (that is, the maximum Euclidean norm of the rows of a matrix). Also, we define, for a matrix M of edge probabilities, the parameters δ(M), γ 1 (M), and γ 2 (M) as follows
We remark that δ(P) is simply the maximum expected degree of a graph A ∼ Bernoulli(P), γ 1 (P) is the minimum gap between distinct eigenvalues of P, normalized by the maximum expected degree, and lastly, because P is of rank d,
We rely on a number of established bounds on the separation between A and P and the accuracy of the adjacency spectral embedding in the estimation of the true latent positions. To be specific, we state below the requisite assumptions and several useful bounds which are proved in [2, 3, 18, 23, 24] .
Proposition 2.3. LetX n ∈ R n×d be the adjacency spectral embedding of the n × n adjacency matrix A n ∼ Bernoulli(P n ) where P n = X n X T n is of rank d and its non-zero eigenvalues are distinct. Suppose also that there exists > 0 such that δ(P n ) ≥ (log n) 1+ . Let c > 0 be arbitrary but fixed. There exists n 0 (c) such that if n > n 0 and η satisfies n −c < η < 1 2, then with probability at least 1 − η,
Throughout this work, our results depend on certain growth conditions on the gap between the eigenvalues of P n and certain minimum sparsity conditions on P n as n increases. In light of Proposition 2.3, we consolidate our eigengap and sparsity assumptions on the sequence P n as follows:
Assumption 1. We assume that there exists d ∈ N such that for all n, P n is of rank d. Further, we assume that there exist constants > 0, c 0 > 0 and n 0 ( , c) ∈ N such that for all n ≥ n 0 :
Because the parameters δ(P), γ 1 (P) and γ 2 (P) depend on P, they cannot be computed from the adjacency matrices alone. Therefore, we use the corresponding estimates of these quantities, namely δ(A), γ 1 (A), and γ 2 (A). The following proposition, which is a straightforward consequence of Proposition 2.3, Hoeffding's inequality, and the Borel-Cantelli lemma, establishes that these estimates are, in fact, accurate.
Proposition 2.4. Let {X n } be a sequence of latent positions and suppose that the sequence of matrices {P n }, where P n = X n X T n , satisfy the conditions in Assumption 1. Let {A n } be the sequence of adjacency matrices A n ∼ Bernoulli(P n ). Then we have
We note that a level-α test can easily be generated from Eq. (2.2) itself. In this paper we provide an improved concentration inequality, stated below, forX; in addition to having interesting distributional implications forX, the concentration inequality allows us to obtain better power over a larger class of alternatives.
Theorem 2.5. Suppose P = XX T is an n × n probability matrix of rank d and its eigenvalues are distinct. Suppose also that there exists > 0 such that δ(P) > (log n) 2+ . Let c > 0 be arbitrary but fixed. Then there exists a n 0 (c) and a universal constant C ≥ 0 such that if n ≥ n 0 and n −c < η < 1 2, then there exists a deterministic W ∈ O(d) such that, with probability at least 1 − 3η,
where C(X) is a constant depending only on X and is bounded from above by dγ −1 2 (P).
Remark. We observe that C(X) is a function of the unknown latent position X; the exact expression is given in Lemma 4.4. We shall only require an upper bound on C(X) for our subsequent results. Nevertheless, C(X) can be consistently estimated, as n → ∞, by a function C(X) of theX as follows
whereD is the diagonal matrix whose diagonal entries are given bŷ
Using C(X) in place of the upper bound for C(X) in Theorem 2.5 may yield, in practice, better performance for the test procedures of Section 3.
As a corollary of Theorem 2.5, we obtain the following.
Corollary 2.6. Let {X n } be a sequence of latent positions and suppose that the sequence of matrices {P n } where P n = X n X T n satisfies Assumption 1. Then there exists a deterministic sequence of orthogonal matrices W n such that
We define our test statistic in the next section. However, we remark that based on current bounds, as n grows, the test statistic we construct will not always distinguish between two latent positions X n and Y n that differ in a constant number of rows. To this end, we introduce a slightly different notion of consistency in this context. For the test X n ⍊ Y n , this is given as follows.
Definition 2.7. Let {X n }, {Y n } be two sequences of latent positions n ∈ N satisfying Assumption 1 and such that min
A test statistic T n and associated rejection region R n to test the null hypothesis
is consistent if it rejects H n 0 with probability p n , where p n → 1 as n → ∞.
Thus, we have power converging to one over the class of alternatives in which the orthogonal Procrustes distance between the latent positions diverges.
3. Main Results. The first result is concerned with finite sample and asymptotic properties of a test for the null hypothesis H 0 ∶ X n ⍊ Y n against the alternative H a ∶ X n Y n , for both the finite sample case of a fixed pair of latent positions X n and Y n and the asymptotic case of a sequence of latent positions {X n , Y n }, n ∈ N. Our test statistic T n is, in essence, a scaled version of
if it is sufficiently small, we do not reject; and if it is larger than a constant for which we provide an upper bound, then we reject.
Theorem 3.1. For each fixed n, consider the hypothesis test
where X n and Y n ∈ R n×d are matrices of latent positions for two random dot product graphs. LetX n andŶ n be the adjacency spectral embeddings of
respectively. Define the test statistic T n as follows:
.
Let α ∈ (0, 1) be given. Then for all C > 1, if the rejection region is defined by
then there exists an n 1 = n 1 (α, C) ∈ N such that for all n ≥ n 1 , the test procedure with T n and rejection region R is an at most level α test, i.e., for all n ≥ n 1 , if X n ⍊ Y n , then
Furthermore, this sequence of tests satisfies the corresponding notion of consistency given in Definition 2.7.
Proof. For ease of notation, in parts of the proof below we will suppress the dependence of X n , Y n , P n and Q n on n and simply denote these matrices by X, Y, P, and Q, respectively; we will make this dependence explicit when necessary. Suppose that the null hypothesis H 0 is true, so there exists an orthogonal W ∈ R d×d such that X = Y W. Let α be given, and let η < α 4. From (2.6), for all n sufficiently large, there exist orthogonal matrices W X and W Y ∈ O(d) such that with probability at least 1 − η,
where f (X, α, n) → 0 as n → ∞ for a fixed X and α.
Then there exists a n 0 = n 0 (α) such that for all n > n 0 , with probability at least 1 − η, we have
where we have used the fact that under H 0 , X = Y W; the final step follows from this and the unitary invariance of the Frobenius norm. We note that both C(X) and C(Y) are unknown. However, by Theorem 2.5, they can be bounded from above by (dγ
2 (Q)) 1 2 , respectively. Hence for all n > n 0 , with probability at least 1 − α, we have
where r(α, n) → 0 as n → ∞ for a fixed α. In addition, by Proposition 2.4, the terms γ
2 (B n ) for sufficiently large n. Therefore, with probability at least 1 − α,
where once again, for a fixed α,r(α, n) → 0 as n → ∞. We can thus take
Then for all n > n 1 and X n , Y n satisfying X n ⍊ Y n , we conclude
We now prove consistency.
Therefore, for all n,
where
). By Assumption 1, there exists some n 0 and some c 0 > 0 such that γ 2 (P n ) ≥ c 0 and γ 2 (Q n ) ≥ c 0 for all n ≥ n 0 . Now, let β > 0 be given. By the almost sure convergence of X −XW x F to C(X), established in Theorem 2.5, and the almost sure convergence of γ 2 (A) to γ 2 (P) given in 2.4, we deduce that there exists a constant M 1 (β) and a positive integer n 0 = n 0 (α, β) so that, for all n ≥ n 0 (α, β),
Hence, for all n ≥ n 2 , P(T n ∈ R) ≤ β, i.e., our test statistic T n lies within the rejection region R with probability at least 1 − β, as required.
Let C = C(Y n ) denote the class of all positive constants c for which all the entries of c 2 Y n Y T n belong to the unit interval. We next consider the case of testing the null hypothesis H 0 ∶ X n ⍊ c n Y n for some c n ∈ C against the alternative that H a ∶ X n c n Y n for any c n ∈ C. In what follows below, we will only write c n > 0, but will always assume that c n ∈ C, since the problem is ill-posed otherwise. The test statistic T n is now a simple modification of the one used in Theorem 3.1: for this test, we compute a Procrustes distance between scaled adjacency spectral embeddings for the two graphs. Specifically, we have
where X n and Y n ∈ R n×d are latent positions for two random dot product graphs with adjacency matrices A n and B n , respectively. Define the test statistic T n as follows:
then there exists an n 1 = n 1 (α, C) ∈ N such that for all n ≥ n 1 , the test procedure with T n and rejection region R is an at most level α test. Furthermore, if {X n } and {Y n }, n ∈ N, are two sequences of rank d latent positions each of which satisfies Assumption 1 and, in addition, if
then the sequence of tests satisfies a corresponding notion of consistency; namely, for any β > 0 there exists a n 2 (α, β, C) such that inf n≥n 2 P(T n ∈ R) ≥ 1 − β.
Remark. We remark that the collection of alternatives in Eq. (3.4) is, effectively, those latent positions X n and Y n whose scalings onto the sphere remain far enough apart as n → ∞. Indeed, we note that the denominator of our test statistic converges to zero, so we require that the numerator does not become small too quickly. Moreover, since C(X n ) and C(Y n ) are bounded by from above by constants, we can replace them by fixed constants (say, 1) in the denominator of Eq. (3.4) and obtain an equivalent class of alternatives.
Proof. The proof of this result is almost identical to that of Theorem 3.1. We sketch here the necessary modifications. As before, we suppress dependence on n unless necessary. Let α be given and let η = α 4. By Theorem 2.5, for n sufficiently large, there exists some orthogonal W X ∈ O(d) such that, with probability at least 1 − η
where for any fixed X and α, f (X, α, n) → 0 as n → ∞. From the form of C(X) given in Theorem 2.5, for all n,
Now, again for n sufficiently large,
with probability at least 1 − η. An analogous bound can also be derived for Y. Under the null hypothesis, X ⍊ cY for some c > 0, so we derive that
From Eq.(3.5) and Proposition 2.4, we conclude that for n sufficiently large,
where r(α, n) → 0 as n → ∞ for a fixed α. We can now choose a n 1 = n 1 (α, C) for which r(α, n 1 ) ≤ C − 1. This implies that for all n ≥ n 1 ,
which establishes that the test statistic T n with rejection region R is an at most level-α test. The proof of consistency proceeds in an almost identical manner to that in Theorem 3.1 and we omit the details.
Finally, we consider the case of testing the null hypothesis H 0 ∶ X n ⍊ D n Y n for some diagonal matrix D n . We proceed analogously to the previous case by defining the class E = E(Y n ) to be all positive diagonal matrices D n ∈ R n×n such that D n Y n Y T n D n has all entries in the unit interval. Once more, we focus on testing the null hypothesis H 0 ∶ X n ⍊ D n Y n for some D n ∈ E against the alternative H a ∶ X n D n Y n for any matrix D n ∈ E. As before, in what follows in this section, we will always assume that D n belongs to E, even if this assumption is not explicitly stated. The test statistic T n in this case is again a simple modification of the one used in Theorem 3.1. However, for technical reasons, our proof of consistency requires an additional condition on the minimum Euclidean norm of each row of the matrices X n and Y n . To avoid certain technical issues, we impose a slightly stronger density assumption on our graphs for this test. These assumptions can be weakened, but at cost of interpretability. The assumptions we make on the latent positions, which we summarize here, are moderate restrictions the sparsity of the graphs.
Assumption 2. We assume that there exists d ∈ N such that for all n, P n is of rank d. Further, we assume that there exist constants 1 > 0, 2 > 0, c 0 > 0 and n 0 ( 1 , 2 , c) ∈ N such that for all n ≥ n 0 :
We then have the following result.
Theorem 3.3. For each fixed n, consider the hypothesis test
where X n and Y n ∈ R n×d are matrices of latent positions for two random dot product graphs. LetX n andŶ n be the adjacency spectral embeddings for X and Y, respectively. For any matrix Z ∈ R n×d , let D(Z) be the diagonal matrix whose diagonal entries are the Euclidean norm of the rows of Z, i.e.,
Denote by P(Z) the projection of the rows of Z onto the unit sphere, i.e.,
where, for simplicity of notation, we write D −1 (Z) for (D(Z)) −1 . For any matrix M ∈ R n×n with positive entries, define S(M) as follows:
We define the test statistic as follows:
then there exists an n 1 = n 1 (α, C) ∈ N such that for all n ≥ n 1 , the test procedure with T n and rejection region R is an at most level-α test. Furthermore, if {X n } and {Y n }, n ∈ N, are two sequences of rank d latent positions each of which satisfies Assumption 2 and, in addition, if
then the sequence of tests also satisfies a corresponding notion of consistency; namely, for any β > 0 there exists a n 2 (α, β, C) such that inf n≥n 2 P(T n ∈ R) ≥ 1 − β.
Remark. If the latent positions of X and Y are related by a diagonal transformation, this implies that each row X i of X is a scaled version of the corresponding row Y i of Y; that is, X i = c i Y i . Under the null, the angle between the adjacency spectral embeddingsX i andŶ i should be small. This suggests that we consider a cosine distance between the rows, and the projection in the numerator of our test statistic is essentially just that: namely, it measures the distance between projections of rows of the latent positions on the sphere (see Fig. 1 ). We make this specific choice of test statistic because it allows us to exploit a series of existing results on bounds for the deviations between true and estimated latent positions. There are several other reasonable choices of test statistic; our happens to be straightforward to analyze, and the denominator is a natural consequence of a collection of known bounds on the accuracy of the adjacency spectral embedding. Furthermore, this explains our choice for the class of alternatives, which may initially appear rather Byzantine, for which the test satisfies a notion of consistency similar to that given in Definition 2.7. To illustrate, consider the following example of the class of alternatives for which Eq. (3.11) is satisfied. Let X n and Y n be two matrices of latent positions and suppose that min i X i ≥ c and min i Y i ≥ c for some constant c > 0. Then δ(P n ) and δ(Q n ) are of order Θ(n). S(P n ) and S(Q n ) are of order Θ(log n √ n).
. Therefore, Eq. (3.11) is satisfied provided that min W P(X n )W − P(Y n ) F diverges to ∞ at a rate faster than log n. We also emphasize that D P (X, Y) has the property D P (cX, cY) = c 2 D P (X, Y) for all c ∈ (0, 1]. This suggests that our test procedure may not have much power when the graphs are sparse. A pictorial example to illustrate the effect of projection. The distance between p and q is originally small, but increases after projection of p to θ p = 1 2 and q to θ q = 2 5. The distance between q and r after projection is zero and the distance between p and r after projection decreases.
Our proof of Theorem 3.3 relies on a variant of Theorem 2.5, namely the following bound on the maximum of the l 2 norm of the rows ofX − X.
Lemma 3.4. Suppose Assumption 2 holds, and let c > 0 be arbitrary. Then there exists a n 0 (c) such that for all n > n 0 and n −c < η < 1 2, there exists a deterministic W = W n ∈ O(d) such that, with probability at least 1 − 3η, (3.12) X − XW 2→∞ = max
Proof of Theorem 3.3. For any
The term (D −1 (X) − D −1 (X))X F can now be written as
and hence,
Now, let α ∈ (0, 1) be given and set η = α 4. Then by Lemma 3.4, for n sufficiently large, there exists some orthogonal W X such that, with probability at least 1 − η,
An analogous bound holds for Y. Therefore, under the null hypothesis X ⍊ DY, we have (3.14) min
Now, by Proposition 2.4, for sufficiently large n, we can replace S(P) and S(Q) with S(A) and S(B) to yield
where r(α, n) → 0 as n → ∞ for a fixed α. We can therefore choose a n 1 = n 1 (α, C) for which r(α, n 1 ) ≤ C − 1. This implies that for all n ≥ n 1 ,
yielding that the test statistic T n with rejection region R is an at most level-α test.
We now prove consistency of this test procedure. Suppose now that the sequence of latent positions {X n , Y n } is such that X n D n Y n for any diagonal D n ∈ E. Denote by h(X,Ŷ) the ratio
and by f (X,Ŷ) the ratio
Then, for all n,
Now, for a given β > 0, let M 1 = M 1 (β) and n 0 = n 0 (α, β) be such that, for all n ≥ n 0 (α, β),
By Eq. (3.13) and Proposition 2.4, M 1 (β) and n 0 (α, β) exists for all choice of β.
We now show that there exists, for any β > 0, some n 1 = n 1 (β) such that, for all n ≥ n 1 (β),
Indeed,
In addition, we have
By Lemma 3.4 and the condition in Assumption 2 on min i X i , there exist some n 1 (β) such that for all n ≥ n 1 (β),
We now apply Proposition 2.4 to S(P) S(A) to conclude that there exist some n 1 (β) such that for all n ≥ n 1 (β),
The same argument can be applied to the ratio depending onŶ and Y. This establishes that there exists some n 1 (β) such that Eq. (3.15) holds for all n ≥ n 1 (β). Since D P (X n , Y n ) → ∞, there exists some n 2 = n 2 (α, β, C) such that for all n ≥ n 2 , D P (X n , Y n ) ≥ 4M 1 (β). Hence for all n ≥ n 2 , P(T n ∈ R) ≤ β, i.e., the test statistic lies within the rejection region with probability at least 1 − β, as required. [9] . More specifically, we state the following bounds on the difference between the spectrum of A and that of P as proved in [2] .
Lemma 4.1. If the events in Proposition 2.3 occur, then
Let W be such that U P S 1 2 P = XW. We note that such a matrix W always exists as U P S P U
T . The proofs of both Theorem 2.5 and Lemma 3.4 proceed by bounding, in a series of technical lemmas, each of the terms in parentheses in the following decomposition ofX − XW:
We state the following lemmas, whose proofs can be found in [16] . The first lemma bounds
F by viewing it as the difference after one step of the power method for A when starting at U P . The second lemma bounds AU P (S
Lemma 4.2. If the events in Proposition 2.3 occur, then
Lemma 4.3. If the events in Proposition 2.3 occur, then
The proof of Lemma 3.4 proceeds by using Hoeffding's inequality to bound the 2 → ∞ norm of
P . To prove Theorem 2.5, an analogous bound for the Frobenius norm is required. Our last technical lemma provides a concentration bound for (A − P)U P S −1 2 P F . We note that the proof of this lemma also relies on classical concentration inequalities; the argument we give is straightforward, if tedious.
Lemma 4.4. Let η > 0 be arbitrary. Then with probability at least 1 − 2η, the events in Proposition 2.3 occur and furthermore,
where C 2 (X) is a constant that depends only on X. In addition, C 2 (X) can be written as
2 (P) where D is a diagonal matrix whose diagonal entries are given by
Proof. Let Z = (A − P)U P S −1 2 P 2 F . Since our graphs are undirected and loop free, Z is a function of the n 2 independent random variables {A ij } i<j . Let A and A ′ be two arbitrary adjacency matrices. Denote by A (kl) the adjacency matrix obtained by replacing the (k, l) and (l, k) entries
F . The argument we employ is based on the following logarithmic Sobolev concentration inequality for Z − E[Z] [5, §6.4]. Namely, Theorem 4.5. Assume that there exists a constant v > 0 such that, with probability at least 1 − η,
Then for all t > 0,
P . For notational convenience, we denote the i-th row of V by V i . We shall also denote the inner product between vectors in Euclidean space by ⟨⋅, ⋅⟩. The i-th row of the product (A − P)V is simply a linear combination of the rows of V, i.e.,
As A and A (kl) differs possibly only in the (k, l) and (l, k) entries and that the entries of A and A ′ are binary variables, we have that if (Z − Z kl ) is non-zero, then
where C
kl and C (2) kl are given by
lk , c kl = c lk , and C
kk > 0 for all l, k, we thus have
We now consider each of the term in the above right hand side.
where the penultimate inequality of the above display follows from the fact that the diagonal elements of (A − P) 2 is majorized by its eigenvalues. We therefore have
By Proposition 2.3, for any η > 0, with probability at least 1 − η,
Hence, for all η > 0, with probability at least 1 − η,
Denote by v(η) the right hand side of the above display. We then have, by Theorem 4.5, that for all t > 0,
Finally, we provide a bound for E[Z] in terms of the parameters γ 2 (P) and δ(P). We have
We note that
is positive semidefinite. We thus have
which establishes the upper bound C 2 (X) ≤ dγ −1 2 (P) as required.
Proof of Theorem 2.5. From Lemma 4.4, we have
with probability at least 1 − 2η. Now,
with probability at least 1 − 2η. Applying Lemma 4.2 and Lemma 4.3 yield
for some constants C 1 , C 2 > 0. As PU P S −1 2 P = XW for some W ∈ O(d), Theorem 2.5 follows.
Simulations.
In this section, we illustrate the hypothesis tests and test statistics of Section 2 through several simulated data examples. We set α = 0.05 as the upper bound on the type 1 error throughout. We first consider the problem of testing the null hypothesis H 0 ∶ X n ⍊ Y n against the alternative hypothesis H A ∶ X n Y n . We consider random graphs generated according to two stochastic blockmodels [13] with the same block membership probability vector π but different block probability matrices B 0 and B 1 , where We evaluate the performance of the test statistics through Monte Carlo simulation. We consider a sequence of n ∈ {100, 200, . . . , 2000}. For each choice of n, we generate 1000 Monte Carlo replicates; in each replicated we sample three graphs. Two of the graphs are generated with block probability matrix B 0 and the remaining graph is generated with block probability matrix B 1 . To keep the 
vertex set fixed and consistent across all three graphs, the block membership vector is sampled once for each Monte Carlo replicate. We use the graphs generated from B 0 to evaluate the test statistics under the null hypothesis and we use a graph generated from B 0 along with a graph generated from B 1 for the alternative hypothesis. The Monte Carlo replicates for two values of n, namely n = 200 and n = 1000 are presented in Figure 2 . We see from Figure 2 that the rejection region R = {T n > 1} as specified by Theorem 3.1 is very conservative. Indeed, the estimated power of the test using the theoretical rejection region when n = 200 is 0. However, the 95% percentile of T n under the null is approximately 0.42; with this value as the critical value for the rejection region, the estimated power is 1. In addition, for n = 100, when the critical value is computed based on Monte Carlo replicates for the null, the estimated power is 0.864. The rejection region predicted by our theory becomes more relevant when n ≥ 1000. For example, we obtain an estimated power of 0.80 Monte Carlo replicates and n = 1000 and rejection region as specified in Theorem 3.1, and corresponding esimated power of 1 when n = 1200.
We next consider the hypothesis test H 0 ∶ X n ⍊ c n Y n for some c n > 0 against the alternative H A ∶ X n c n Y n for any c n > 0. We employ the model specified in Eq. (5.1). The distribution of the test statistic as given by the Monte Carlo replicates are presented in Figure 3 for two values of n = 200 and n = 1000. We see that the empirical power of the test is estimated to be roughly 0.15 for n = 200, which is much less powerful than that of the test in Figure 2 , even though the random graphs models are identical. This is consistent with the notion that the null hypothesis considered in Figure 2 is a single element of the hypothesis space considered in Figure 3 . For this setup, the theoretical rejection region as specified in Theorem 3.2 yields good power only for n ≥ 6000.
Finally, we consider the hypothesis test H 0 ∶ X n ⍊ D n Y n for some diagonal matrix D n with positive diagonal entries against the alternative X n D n Y n for all diagonal matrices D n with positive diagonal entries; in particular, we focus here on degree-corrected stochastic blockmodels [15] with block probability vector π = (0.4, 0.6) and block probability matrices Recall that a degree corrected stochastic blockmodel graph G on n vertices with K blocks is parametrized by a block probability vector π ∈ R K , a K × K block probability matrix B, and a degree correction vector c ∈ R n . The vertices of G are assigned into one of the K blocks. The edges of G are independent; furthermore, given that vertices i and j are assigned into block τ (i) and τ (j), the probability of an edge between i and j is simply c i c j B τ (i),τ (j) . The vector c allows for heterogeneity of degree within blocks, in contrast to the homogeneity exhibited by traditional stochastic blockmodels.
By the above construction, B 2 and B 0 correspond to the same degree corrected stochastic blockmodel. In this case, we evaluate the performance of the test statistic by sampling, for each Monte Carlo replicate, three degree corrected stochastic block model graphs with underlying block probability matrices B 0 , B 1 and B 2 . The degree correction for the vertices are i.i.d. draws from the uniform distribution on the interval [0.2, 1]. The graphs generated from B 0 and B 2 are used to compute the empirical distribution of the test statistic under the null, and the graphs generated from B 0 and B 1 are used to compute the empirical distribution under the alternative. The results are presented in Figure 4 for n = 200 and n = 4000. The test once again exhibits good power when using the rejection region obtained via the Monte Carlo replicates. As before, however, the theoretical rejection region is extremely conservative; for this choice of null and alternative hypothesis, the theoretical rejection region yields power only when n is at least of the order of 10 6 .
6. Discussion. In summary, we show in this paper that the adjacency spectral embedding can be used to generate simple and intuitive test statistics for the semiparameteric inference problem of testing whether two random dot product graphs on the same vertex set have the same or related generating latent positions.
The test statistic based on orthogonal Procrustes matching min W∈O(d) X W −Ŷ F is but one of many possible test statistics for testing the hypothesis X ⍊ Y. For example, the test statistic A − B F is intuitively appealing; it is a surrogate measure for the difference XX T − YY a Bernoulli random variable with parameter P ij (1−Q ij )+(1−P ij )Q ij , this forces that (A ij −B ij ) 2 ∼ Bernoulli(1 2) if Q ij = 1 2, regardless of the value of P ij . Therefore, A − B Yet another simple test statistic is based on the spectral norm difference A − B ; this is once again a surrogate measure for the difference XX T − YY T , and we surmise that such a test statistic may be more robust to model misspecification; e.g. when A and B are adjacency matrices of more general latent position random graphs. The concentration bound of [18] , which we state in Eq. (2.1) in Proposition 2.3, can be used to construct a level-α test for the hypothesis X ⍊ Y. This may, however, lead to a test that is consistent for a narrower class of alternatives than that given in Theorem 3.1. Indeed, by Eq. (2.1), the test A − B is consistent when the sequence ((δ(P n ) + δ(Q n )) log n) −1 2 P n − Q n diverges. In addition, we have
for all orthogonal W n . Therefore, the fact that (δ(P n ) + δ(Q n )) −1 2 P n − Q n diverges implies that min W∈O(d) X n W n − Y n diverges, but not conversely, and hence A − B may be consistent for a narrower class of alternatives. In addition, test statistics based directly on the adjacency matrices are also less flexible. For instance, it is not obvious to us that such test statistics can be easily adapted to test the hypothesis X ⍊ DY for some diagonal matrix D, or to conduct the nonparametric test of equality of the underlying distributions for the latent positions.
Finally, test statistics based on the spectral decomposition of the normalized Laplacian matrices can also be constructed. However, the resulting embedding is an estimate of some transformation of the latent positions rather than the latent positions themselves. More specifically, denote byX n andỸ n the spectral decomposition obtained from the normalized Laplacian matrices associated with A n and B n , respectively. ThenX n is, up to some orthogonal transformation, "close" to L(X n ) where L(X n ) is a transformation of X n , i.e., the i-th row of L(X n ) is given by X i ⟨X i , ∑ j =i X j ⟩; similarly,Ỹ n is "close" to L(Y n ). The construction of test statistics for testing the hypothesis in Section 2 for X n and Y n based on the estimatesX n andỸ n of L(X n ) and L(Y n ) is certainly possible; however, subtle technical issues regarding assumptions on the sequence of latent positions and speed of convergence of the estimatesX n andỸ n can arise. In summary, the formulation of the hypotheses and the accompanying test procedures in Section 2 are such that the test statistics are simple functions of the adjacency spectral embeddings of the graphs. Other formulations of comparable two-sample tests could, of course, lead to test statistics that are simple functions of the normalized Laplacian embeddings.
