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Abstract
This article proves the uniqueness for two kinds of inverse problems of identifying frac-
tional orders in diffusion equations with multiple time-fractional derivatives by pointwise
observation. By means of eigenfunction expansion and Laplace transform, we reduce the
uniqueness for our inverse problems to the uniqueness of expansions of some special function
and complete the proof.
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1 Introduction
Recently, the fractional diffusion equations have been successfully used for modelling physical
processes such as anomalous diffusion (e.g., Metzler and Klafter [11]). For better modelling, a
fractional diffusion equation with multi-term time-fractional derivatives has been proposed (e.g.,
Luchko [8], [9] and the references therein), which is given by:
n∑
j=1
qj∂
αj
t u(x, t) = −Au(x, t), x ∈ Ω, t > 0. (1)
Here Ω is a bounded domain in Rd with smooth boundary ∂Ω, qj > 0, αj ∈ (0, 1), j = 1, 2, ..., n
are constants, and −A is an elliptic operator, and we define the Caputo fractional derivative
with respect to t by
∂αt g(t) =
1
Γ(1 − α)
∫ t
0
(t− τ)−α
d
dτ
g(τ)dτ, 0 < α < 1,
where Γ is the Gamma function (e.g., Podlubny [12]). Beckers and Yamamoto [1], Li and
Yamamoto [7] and Li, Liu and Yamamoto [6] discuss some properties as well as the unique
existence of solution to an initial value - boundary value problem for (1).
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When we consider (1) as model equation for describing e.g., anomalous diffusion in inhomoge-
neous media, the orders αj of fractional derivatives should be determined by the inhomogeneity
of the media, but it is not clear which physical law can correspond the inhomogeneity to the
orders αj . Thus one reasonable way for estimating αj is an inverse problem of determining
α1, ..., αn in order to match available data such as u(x0, t), 0 < t < T at a monitoring point
x0 ∈ Ω. In this article, we establish the uniqueness of our inverse problems, and the unique-
ness is the first fundamental theoretical subject. As for inverse problems for fractional diffusion
equations with a single time-fractional derivative, see for Cheng, Nakagawa, Yamamoto and
Yamazaki [2], Hatano, Nakagawa, Wang and Yamamoto [4], for example.
In this article, we consider two kinds of inverse problems in determining orders αj and other
quantities. In section 2, an initial value is assumed to concentrate on x = 0, i.e., the Dirac
function δ(x). The uniqueness in determining orders αj by measured data at one endpoint is
proved. In section 3, choosing an initial value in L2(Ω) suitably, we establish the uniqueness.
2 Inverse problem with δ initial value
In this section, we consider the following initial value - boundary value problem

∑n
j=1 qj∂
αj
t u(x, t) = ∂x
(
p(x)∂xu(x, t)
)
+ c(x)u(x, t), (x, t) ∈ (0, ℓ)× (0, T ),
u(x, 0) = δ(x), x ∈ (0, ℓ),
∂xu(0, t) = ∂xu(ℓ, t) = 0, t ∈ (0, T ).
(2)
Here T > 0, ℓ > 0 are fixed and δ(x) is the Dirac function.
We assume that c ∈ C[0, ℓ], c ≤ 0 on [0, ℓ], and p ∈ C2[0, ℓ] is known as a positive function,
and 0 < α1 < · · · < αn−1 < αn < 1, qj > 0, j = 1, · · · , n, are constants. The initial condition
in (2) means that we start experiments by setting up a density profile concentrating on x = 0,
and the boundary data of (2) requires no fluxes at both endpoints.
Let I be a non-empty open interval in (0, T ). We discuss
Inverse problem: Determine the number n of fractional orders αj , fractional orders
{αj}
n
j=1 of the time derivatives, and constant coefficients {qj}
n
j=1 of the fractional derivatives
from boundary measurement u(0, t), t ∈ I.
First we define an operator Ap in L
2(0, ℓ) by{
(Apψ)(x) = −
d
dx
(
p(x) d
dx
ψ(x)
)
− c(x)ψ(x), 0 < x < ℓ,
D(Ap) =
{
ψ ∈ H2(0, ℓ); dψ
dx
(0) = dψ
dx
(ℓ) = 0
}
.
Let {λk, ϕk}
∞
k=1 be an eigensystem of the elliptic operator Ap. That is, 0 = λ1 < λ2 <
· · · , limk→∞ λk = ∞, Aϕk = λkϕk, and {ϕk} ⊂ H
2(0, ℓ) forms an orthogonal basis of L2(Ω)
with ϕk(0) = 1.
Now we define the multinomial Mittag-Leffler function (see Luchko and Gorenflo [10]):
E(θ1,··· ,θn),θ0(z1, · · · , zn) :=
∞∑
k=0
∑
k1+···+kn=k
(k; k1, · · · , kn)
n∏
j=1
z
kj
j Γ

θ0 + n∑
j=1
θjkj

,
where 0 < θ0 < 2, 0 < θj < 1, zj ∈ C (j = 1, · · · , n), and (k; k1, · · · , kn) denotes the multinomial
coefficient
(k; k1, · · · , kn) := k!k1! · · · kn! with k =
n∑
j=1
kj
2
(see also [6]). For later use, we adopt the abbreviation
E
(j)
q,α′,1+αn
(t) := E(αn,αn−α1,··· ,αn−αn−1),1+αn
(
−
λj
qn
tαn ,−
q1
qn
tαn−α1 , · · · ,−
qn−1
qn
tαn−αn−1
)
, t > 0.
Similarly to [2], by means of the eigensystem {λk, ϕk}
∞
k=1, we can define the weak solution to
(2), but we here omit the details.
Theorem 2.1 (Uniqueness). Let us assume p ∈ C2[0, ℓ], p > 0 on [0, ℓ] and c ∈ C[0, ℓ], c ≤ 0
on [0, ℓ]. Let u be the weak solution to (2), and let v be the weak solution to (3) with the same
initial and boundary conditions as (2):

∑m
j=1 rj∂
βj
t v(x, t) = ∂x
(
p(x)∂xv(x, t)
)
+ c(x)v(x, t), (x, t) ∈ (0, ℓ)× (0, T ),
v(x, 0) = δ(x), x ∈ (0, ℓ),
∂xv(0, t) = ∂xv(ℓ, t) = 0, t ∈ (0, T ),
(3)
where 0 < β1 < · · · < βm < 1 and rj > 0, j = 1, · · · ,m are constants. Then u(0, t) = v(0, t) in
I implies m = n, αj = βj and qj = rj, j = 1, · · · , n.
Proof. By an argument similar to the proof in [6], we can give the solutions to (2) and (3) by
u(·, t) =
∞∑
j=1
σj(1− λjt
αnE
(j)
q,α′,1+αn
(t))〈δ, ϕj〉ϕj =
∞∑
j=1
σj(1− λjt
αnE
(j)
q,α′,1+αn
(t))ϕj , (4)
v(·, t) =
∞∑
j=1
σj(1− λjt
βmE
(j)
r,β′,1+βm
(t))〈δ, ϕj〉ϕj =
∞∑
j=1
σj(1− λjt
βmE
(j)
r,β′,1+βm
(t))ϕj , (5)
where σj = ‖ϕj‖
−2
L2(Ω), and there exists a constant c0 > 0 such that σj = c0 + o(1), j →∞. Let
t0 > 0 and M > 0 be arbitrarily fixed. By the Sobolev embedding theorem and Lemma 2.2 in
[6], noting that λj ∼ j
2, that is, C0j
2 ≤ λj ≤ C1j
2 (see, e.g., [3]), we find
∞∑
j=1
σj‖(1− λjt
αnE
(j)
q,α′,1+αn
(t))ϕj‖C[0,ℓ] ≤ C
∞∑
j=1
σj
n−1∑
i=1
tαn−αi
1 + λjtαn
‖(Ap +M)
1
4
+εϕj‖L2(0,ℓ)
≤C
∞∑
j=1
|σj |
n−1∑
i=1
tαn−αi
1 + λjtαn
(λj +M)
1
4
+ε <∞, t0 ≤ t ≤ T.
Therefore we see that the series on the right-hand side of (4) and (5) are convergent uniformly
in x ∈ [0, ℓ] and t ∈ [t0, T ]. Moreover, since the solutions u and v can be analytically extended
to t > 0 in view of the analyticity of the multinomial Mittag-Leffler function (see also [5], [7]),
we see that u(0, t) = v(0, t), t ∈ I, implies
∞∑
j=1
σj
(
1− λjt
αnE
(j)
q,α′,1+αn
(t)
)
=
∞∑
j=1
σj
(
1− λjt
βmE
(j)
r,β′,1+βm
(t)
)
, t > 0. (6)
Taking the Laplace transforms on both sides of (6), we find
∞∑
k=2
σk
∑n
j=1 qjs
αj∑n
j=1 qjs
αj + λk
=
∞∑
k=2
σk
∑m
j=1 rjs
βj∑m
j=1 rjs
βj + λk
, s ∈ C with |s| small enough. (7)
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We see that the series on both sides of (7) are convergent uniformly in x ∈ [0, ℓ] and s 6= 0,∈ C,
|s| small enough.
Now we prove that m = n, and for any j ∈ {1, · · · , n}, αj = βj and qj = rj . The proof is
done by contradiction. We assume that m 6= n or else m = n but there exists j ∈ {1, · · · , n}
such that αj 6= βj or qj 6= rj . We set w1(s) :=
∑n
j=1 qjs
αj and w2(s) :=
∑m
j=1 rjs
βj . Then we
see that there exists a small real number s0 > 0 such that w1(s0) 6= w2(s0). By qj , rj > 0, we
have w1(s0), w2(s0) > 0. Therefore w1(s0) + λk > 0 and w2(s0) + λk > 0 for all k = 2, 3, · · · in
view of λk > 0 for k = 2, 3, · · · .
Since w1(s0) 6= w2(s0), we can assume that w1(s0) > w2(s0). Then
w1(s0)
w1(s0) + λk
>
w2(s0)
w2(s0) + λk
, k = 2, 3, · · ·
by w1(s0)+λk > 0 and w2(s0)+λk > 0 for all k = 2, 3, · · · . By the above inequality and σk > 0,
we deduce that
∞∑
k=2
σk
∑n
j=1 qjs
αj
0∑n
j=1 qjs
αj
0 + λk
>
∞∑
k=2
σk
∑m
j=1 rjs
βj
0∑m
j=1 rjs
βj
0 + λk
,
which is a contradiction. Hence we have m = n, and for any j ∈ {1, · · · , n}, αj = βj and
qj = rj . Thus the proof of the theorem is completed.
3 Inverse problem with L2(Ω) initial value
In this section, we consider a bounded domain Ω ⊂ Rd with smooth boundary ∂Ω. Let T > 0
be fixed arbitrarily. Consider the following initial value - boundary value problem

∑n
i=1 qj∂
αi
t u(x, t) =
∑d
i,j=1 ∂j(aij∂iu(x, t)) + c(x)u(x, t), (x, t) ∈ Ω× (0, T ),
u(x, 0) = a(x), x ∈ Ω,
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
(8)
where αj and qj > 0, j = 1, · · · , n, are constants such that
0 < α1 < · · · < αn < 1, (9)
aij = aji, 1 ≤ i, j ≤ d, and c ≤ 0 in Ω. Moreover, it is assumed that aij ∈ C
1(Ω) and c ∈ C(Ω),
and there exists a constant µ > 0 such that
µ
d∑
i=1
ξ2i ≤
d∑
i,j=1
aij(x)ξiξj , ∀x ∈ Ω, ∀(ξ1, · · · , ξd) ∈ R
d.
Now we define operator A in H2(Ω) ∩H10 (Ω) as follows:
(Aψ)(x) = −
d∑
i,j=1
∂j(aij(x)∂iψ(x)) − c(x)ψ(x), x ∈ Ω, ψ ∈ H
2(Ω) ∩H10 (Ω).
Let {λk, φk}
∞
k=1 be an eigensystem of the elliptic operator A: 0 < λ1 < λ2 < · · · , limk→∞ λk =
∞, and Aφk = λkφk, {φk}
∞
k=1 ⊂ H
2(Ω) ∩H10 (Ω) forms an orthogonal basis of L
2(Ω).
Henceforth (·, ·) denotes the scalar product in L2(Ω). Moreover we can define a fractional
power Aγ of A with γ > 0 (e.g., Tanabe [13]).
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We discuss
Inverse problem: Let x0 ∈ Ω be fixed and let I ⊂ (0, T ) be a non-empty open interval.
Determine the number n of fractional orders αj , fractional orders {αj}
n
j=1 of the time derivatives,
and constant coefficients {qj}
n
j=1 of the fractional derivatives from interior measurement u(x0, t),
t ∈ I.
Theorem 3.1 (Uniqueness). Assuming that a ≥ 0 in Ω, a 6= 0 and a ∈ D(Aγ) with γ >
max{ d2 + δ − 1, 0}, δ > 0 can be sufficiently small. Let u be the weak solution to (8), and let v
be the weak solution to (10) with the same initial and boundary conditions as (8):

∑m
j=1 rj∂
βj
t v(x, t) =
∑d
i,j=1 ∂j(aij∂iv(x, t)) + c(x)v(x, t), (x, t) ∈ Ω× (0, T ),
v(x, 0) = a(x), x ∈ Ω,
v(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
(10)
where ri > 0, i = 1, · · · ,m are constants, and
0 < β1 < · · · < βm < 1. (11)
Then for any fixed x0 ∈ Ω, u(x0, t) = v(x0, t), t ∈ I, implies m = n, αi = βi, qi = ri,
i = 1, · · · , n.
Proof. We know that
u(·, t) =
∞∑
j=1
(1− λjt
αnE
(j)
q,α′,1+αn
(t))(a, φj)φj , (12)
v(·, t) =
∞∑
j=1
(1− λjt
βmE
(j)
r,β′,1+βm
(t))(a, φj)φj in L
2(Ω) (13)
for each t ∈ [0, T ] (e.g., Theorem 2.4 in [6]). The Sobolev embedding inequality yields that
‖φj‖C(Ω) ≤ C‖A
d
4
+εφj‖L2(Ω) with sufficiently small ε > 0, and we have C0j
2
d ≤ λj ≤ C1j
2
d
(see, e.g., [3]). Therefore, fixing t0 > 0 arbitrarily, similarly to the proof of Theorem 2.1, for
t ∈ [t0, T ], we obtain
∞∑
j=1
|(1− λjt
αnE
(j)
q,α′,1+αn
(t))|‖(a, φj)φj‖C(Ω) ≤ C
∞∑
j=1
n−1∑
i=1
tαn−αi
1 + λjtαn
‖(Aγa, φj)A
−γφj‖C(Ω)
≤ C
∞∑
j=1
|(Aγa, φj)|
n−1∑
i=1
tαn−αi
1 + λjtαn
λ
d
4
+ε−γ
j ≤ C
∞∑
j=1
|(Aγa, φj)|λ
d
4
+ε−γ−1
j
≤ C

 ∞∑
j=1
|(Aγa, φj)|
2


1
2

 ∞∑
j=1
λ
d
2
+2ε−2γ−2
j


1
2
.
By λj ∼ j
2
d as j →∞ (e.g., [3]) and γ > d2 − 1, we see that
∑∞
j=1 λ
d
2
+2ε−2γ−2
j <∞. Hence
∞∑
j=1
|(1− λjt
αnE
(j)
q,α′,1+αn
(t))|‖(a, φj)φj‖C(Ω) <∞, t0 ≤ t ≤ T. (14)
Therefore, we see that the series on the right-hand side of (12) and (13) are convergent uniformly
in x ∈ Ω and t ∈ [t0, T ]. Moreover, since the solutions u and v can be analytically extended to
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t > 0 in view of the analyticity of the multinomial Mittag-Leffler function (e.g., [7]), we have
u(x0, t) = v(x0, t) for t > 0. Consequently by the Laplace transform, we obtain
∞∑
j=1
ρj
∑n
i=1 qiη
αi−1∑n
i=1 qiη
αi + λj
=
∞∑
j=1
ρj
∑m
i=1 riη
βi−1∑m
i=1 riη
βi + λj
, η > 0,
where ρj = (a, φj)φj(x0). Moreover, noting γ >
d
2−1, similarly to (14), we have
∑∞
j=1 |ρj| <∞.
Therefore
∞∑
j=1
λjρj∑n
i=1 qiη
αi + λj
=
∞∑
j=1
λjρj∑m
i=1 riη
βi + λj
, η ∈ R with |η| small enough, (15)
where the series on both sides are uniformly convergent for |η| small enough. On the other hand,
we set
pk = (−1)
k
∞∑
j=1
ρj
λkj
.
Then
0 < (−1)kpk <∞, k ∈ N.
In fact, since
∑∞
j=1 |ρj | <∞, and λj > 0, limλj =∞, we see that pk <∞. By the assumption
of a, we have p1 = −
∑∞
j=1 λ
−1
j (a, φj)φj(x0) = −(A
−1a)(x0). Setting b = −A
−1a, we have
Ab = −a and b|∂Ω = 0. By the strong maximum principle for Au = −
∑d
i,j=1 ∂j(aij∂iu) − cu
with c ≤ 0 and a ≥ 0, we have b < 0 in Ω. Hence p1 < 0. Similarly, we can prove (−1)
kpk > 0
for k = 2, 3, · · · .
We consider the asymptotic expansion of (15) near η = 0. Since λj > 0 for j ∈ N, we have∣∣∣∑ni=1 qiηαiλj
∣∣∣ < 1, ∣∣∣∑mi=1 riηβiλj
∣∣∣ < 1 for small η and all j ∈ N. Consequently
∞∑
k=1
pk
(
n∑
i=1
qiη
αi
)k
=
∞∑
k=1
pk
(
m∑
i=1
riη
βi
)k
, uniformly converges for small |η|. (16)
Firstly, we prove m = n. Otherwise, we can assume m > n. Now we proceed by induction
to prove that αi = βi, qi = ri, i = 1, · · · , n. First we prove α1 = β1, q1 = r1. From (16), we see
that
p1q1η
α1 + p1
n∑
i=2
qiη
αi +
∞∑
k=2
pk
(
n∑
i=1
qiη
αi
)k
= p1r1η
β1 + p1
m∑
i=2
riη
βi +
∞∑
k=2
pk
(
m∑
i=1
riη
βi
)k
.
We see that α1 = β1 from p1 < 0, q1 > 0 and r1 > 0. If not, we can assume that α1 > β1.
Dividing both sides of the above equality by ηβ1 , we obtain
p1q1η
α1−β1 + p1
n∑
i=2
qiη
αi−β1 +
∞∑
k=2
pk
(
n∑
i=1
qiη
αi
)k
η−β1
=p1r1 + p1
m∑
i=2
riη
βi−β1 +
∞∑
k=2
pk
(
m∑
i=1
riη
βi
)k
η−β1 . (17)
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Now letting η → 0, from α1 > β1, (9) and (11), we derive that the left-hand side of (17) tends
to 0, but the right-hand side tends to p1r1 6= 0, which is a contradiction. Hence α1 ≤ β1. By a
similar argument, we have α1 ≥ β1. Therefore α1 = β1 and q1 = r1.
Suppose for j ∈ N, 1 ≤ j ≤ n− 1 that αi = βi, qi = ri, for i = 1, · · · , j, that is
∞∑
k=1
pk

 j∑
i=1
qiη
αi +
n∑
i=j+1
qiη
αi


k
=
∞∑
j=1
pk

 j∑
i=1
qiη
αi +
m∑
i=j+1
riη
βi


k
, (18)
uniformly converges for small |η|. We show that (18) holds also for j + 1.
By S1 and S2 we denote the sets of the orders ℓ of the terms of η
ℓ of each side of (18)
respectively. For the case
αj+1 > βj+1 and βj+1 /∈
{
j∑
i=1
kiαi; ki ∈ N
}
, (19)
from (9) and (11), it follows that
βj+1 /∈


j∑
i=1
kiαi +
n∑
i=j+1
kiαi; ki ∈ N

 .
In fact, if not, then there exist k0i ∈ N for i = 1, · · · , n such that
βj+1 =
j∑
i=1
k0i αi +
n∑
i=j+1
k0i αi.
Then (9), (11) and (19) show that βj+1 < αj+1 < · · · < αn. Hence k
0
i = 0 for i = j + 1, · · · , n.
This means βj+1 ∈
{∑j
i=1 kiαi; ki ∈ N
}
, which is a contradiction. Moreover we can find
βj+1 /∈ S1 in view of
S1 ⊂


j∑
i=1
kiαi +
n∑
i=j+1
kiαi; ki ∈ N

 ,
which is a contraction since (19) yields that βj+1 ∈ S2. Indeed the coefficient of η
βj+1 on the
right-hand side of (18) is p1rj+1 6= 0.
For the case
αj+1 > βj+1 and βj+1 ∈
{
j∑
i=1
kiαi; ki ∈ N
}
, (20)
we now proceed to show that the coefficients of ηβj+1 on both sides of (18) are different. Indeed,
again using assumptions (9) and (11), we find that the coefficient of ηβj+1 on the left-hand side
of (18) is composed only of the coefficients of ηαi , i = 1, · · · , j, that is∑
k1α1···+kjαj=βj+1
pk1+···+kj q
k1
1 · · · q
kj
j .
Similarly, we see that the coefficient of ηβj+1 on the right-hand side of (18) is
p1rj+1 +
∑
k1α1···+kjαj=βj+1
pk1+···+kjq
k1
1 · · · q
kj
j .
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This is a contradiction since p1 < 0 and rj+1 > 0. Consequently, αj+1 ≤ βj+1. In the same
manner, we can see αj+1 ≥ βj+1. Therefore
∞∑
k=1
pk

j+1∑
i=1
qiη
αi +
n∑
i=j+2
qiη
αi


k
=
∞∑
k=1
pk

j+1∑
i=1
qiη
αi +
m∑
i=j+2
riη
βi


k
.
By induction, we can derive αi = βi and qi = ri for i = 1, · · · , n, that is
∞∑
k=1
pk
(
n∑
i=1
qiη
αi
)k
=
∞∑
k=1
pk
(
n∑
i=1
qiη
αi +
m∑
i=n+1
riη
βi
)k
. (21)
Consequently
βn+1 ∈
{
n∑
i=1
kiαi; ki ∈ N
}
.
This is impossible. In fact, we find that the coefficient of ηβn+1 on the left-hand side of (21) is∑
k1α1···+knαn=βn+1
pk1+···+knq
k1
1 · · · q
kn
n .
and the coefficient of ηβn+1 on the right-hand side of (21) is
p1rn+1 +
∑
k1α1···+knαn=βn+1
pk1+···+knq
k1
1 · · · q
kn
n ,
which is a contradiction in view of rn+1 > 0. Therefore, we see that m > n is impossible. Hence
m ≤ n. Similarly, we can prove that m ≥ n. Finally we obtain m = n and repeat the above
argument to obtain αi = βi, qi = ri, i = 1, · · · , n.
4 Conclusions and remarks
Theorem 2.1 establishes the uniqueness in simultaneously identifying a number of fractional
derivatives as well as fractional orders in one-dimensional fractional diffusion equation with ini-
tial value given by the Dirac delta function by measured data at one endpoint. Theorem 3.1
proves the uniqueness in determining fractional orders in the d–dimensional diffusion equation
with L2(Ω)-initial function by using interior measurement. A more important inverse prob-
lem is simultaneous determination of diffusion coefficients as well as fractional orders and in a
forthcoming paper Li, Imanuvilov and Yamamoto [5] we discuss this type of inverse problem.
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