On estimating total time to solve SAT in distributed computing
  environments: Application to the SAT@home project by Semenov, Alexander & Zaikin, Oleg
ar
X
iv
:1
30
8.
07
61
v1
  [
cs
.A
I] 
 4 
Au
g 2
01
3
On estimating total time to solve SAT in
distributed computing environments:
Application to the SAT@home project
Alexander Semenov and Oleg Zaikin
Institute for System Dynamics and Control Theory SB RAS, Irkutsk, Russia
biclop.rambler@yandex.ru, zaikin.icc@gmail.com
Abstract. This paper proposes a method to estimate the total time
required to solve SAT in distributed environments via partitioning ap-
proach. It is based on the observation that for some simple forms of
problem partitioning one can use the Monte Carlo approach to estimate
the time required to solve an original problem. The method proposed
is based on an algorithm for searching for partitioning with an optimal
solving time estimation. We applied this method to estimate the time
required to perform logical cryptanalysis of the widely known stream
ciphers A5/1 and Bivium. The paper also describes a volunteer comput-
ing project SAT@home aimed at solving hard combinatorial problems
reduced to SAT. In this project during several months there were solved
10 problems of logical cryptanalysis of the A5/1 cipher that could not
be solved using known rainbow tables.
Keywords: volunteer computing, BOINC, partitioning, Monte Carlo method,
predictive function, tabu search, A5/1, Bivium, SAT@home
1 Introduction
In recent years, solving large scale computational problems via volunteer com-
puting projects gained a lot of popularity. Nowadays there are about 70 active
projects, the majority of them are based on the BOINC platform [1]. Total per-
formance of all BOINC projects is more than 7 petaflops. The most important
results obtained in volunteer computing projects include the discovery of new
pulsars in the Einstein@home, and of large prime numbers of a special kind in
the PrimeGrid project.
Volunteer computing is a type of distributed computing. Actually a volun-
teer computing project is a desktop grid constructed from PCs of private persons
called volunteers. It is important to note that volunteers contribute resources of
their computers for free, so they assume no obligation to the organizers of the
project. Therefore, a list of active project participants (and consequently a struc-
ture of a desktop grid) can vary greatly during the computational experiment.
PCs of volunteers receive tasks from server, process them and send results back
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to the server. In volunteer projects tasks should be solved independently be-
cause volunteer PCs can communicate only with project server, moreover do
it rarely and irregularly. In general, for a project to work effectively it should
contain the following components: stable 24/7 server, internet site with the goal
of the project clearly pointed out and a number of client applications for various
computing platforms.
It is well-known that a lot of important combinatorial problems (for example
from areas of formal verification, planning or bioinformatics) can be effectively
reduced to SAT [2]. Despite quite significant progress in the development of
SAT solvers there remain hard SAT instances that cannot be solved without
the use of large amounts of computational resources of various types. Therefore,
in our opinion, it is essential to use volunteer computing for solving hard SAT
instances. We develop and maintain a volunteer computing project SAT@home
[31] specially designed for solving SAT problems via partitioning approach.
In volunteer computing projects, excluding the projects with ambitious goals
like SETI@home, it is very important to know how much time it will take to solve
a particular problem. It is considered to be normal if a time estimation involves
months or even years. Knowledge about this time provides volunteers with an
additional motivation by showing how effectively they progress in solving the
problem.
Further we present a Monte Carlo method of estimating time to solve SAT
problems in distributed computing environments. For a given solver and a fixed
partitioning of the original SAT problem this method statistically estimates val-
ues of several qualitative parameters of the chosen partitioning. One of these
parameters corresponds to the time required to solve the considered SAT prob-
lem. To automatically search for a partitioning with minimal estimation of time
we use a tabu search based algorithm. Our method was used to estimate the time
required for solving of several hard SAT instances in the SAT@home project.
A brief outline of the paper is given below. In the next section we present
a Monte Carlo method that makes it possible to estimate time required for
solving of SAT problems. Section 3 contains some implementation details and
the results of computational experiments that show practical applicability of
the proposed method. In Section 4 we briefly describe the volunteer computing
project SAT@home and present some of the results obtained in this project. In
Section 5 we consider related works.
2 Monte Carlo method for estimating time of solving of
SAT problem via partitioning approach
In [15,16,17,18] various approaches to partitioning SAT problems were studied.
Further we will use the notation of [15]. Consider an arbitrary SAT-problem for
CNF C over a set of Boolean variables X . Partitioning of C is a set of formulae
C · Fi, i ∈ {1, . . . , S} ,
On estimating total time to solve SAT III
such that for any i, j : i 6= j, formula C · Fi · Fj is unsatisfiable and
C ≡ C · F1 ∨ . . . ∨ C · FS .
When one has a partitioning of the original SAT problem, satisfiability prob-
lems for C · Fj , j ∈ {1, . . . , S}, can be solved independently in a distributed
computing environment. There exist various partitioning techniques. For exam-
ple, one can construct {Fj}Sj=1 using a scattering procedure [16], a guiding path
solver [34] or a lookahead solver [13], [17]. Unfortunately, in general case for
these partitioning methods it is not possible to estimate the total time required
for solving the original SAT problem.
However, a partitioning method that makes it possible to construct such
estimations was used in a number of papers about solving cryptanalysis problems
via SAT approach [10], [22], [29], [30]. According to this method, from the set of
variables X of an original CNF C we choose a subset X˜ and consider a family
consisting of all the CNFs that are produced from C by substituting all the
2|X˜| truth assignments of variables from X˜. It is clear, that in this case the
formula F1 ∨ F2,∨ . . . ,∨FS is a DNF in which S = 2|X˜|, and at the first glance
it may look like a significant drawback of the approach. On the other hand
one can solve N , N << 2|X˜| SAT problems for CNFs randomly chosen from
the family considered, calculate the average time of their solving and, based
on this information, estimate the total time required for solving the original
SAT problem. Below we show that this method can be formally justified using
the Monte Carlo approach. We also propose an algorithm that searches for a
partitioning with a minimal estimated time and show practical applicability of
this procedure to the inversion problems of several cryptographic functions.
2.1 Monte Carlo approach to statistical estimation of quality of
partitioning of SAT problem
Consider a SAT problem for an arbitrary CNF formula C = C(X) over the set of
Boolean variablesX = {x1, . . . , xn}. We refer to an arbitrary X˜ = {xi1 , . . . , xid},
X˜ ⊆ X , {i1, . . . , id} ⊆ {1, . . . , n}, as a decomposition set for the SAT problem
considered. Further a CNF formula obtained as a result of substituting a truth
assignment xi1 = α1, . . . , xid = αd to C is denoted as C
[
X˜/(α1, . . . , αd)
]
. A set
of CNFs
∆
(
C, X˜
)
=
{
C
[
X˜/(α1, . . . , αd)
]}
(α1,...,αd)∈{0,1}d
is called a decomposition family produced by X˜. It is easy to see that in accor-
dance with the above ∆
(
C, X˜
)
is a partitioning of C.
Consider some algorithm A solving SAT. In the remainder of the paper we
presume that A is complete, i.e. its runtime is finite for an arbitrary input. We
also presume that A is a deterministic algorithm that does not involve random-
ization. We need the latter condition to use the Monte Carlo approach correctly.
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We denote an amount of time required by A to solve all the CNFs from
∆
(
C, X˜
)
as tA
(
C, X˜
)
. Below we mainly concentrate on estimation problem
for tA
(
C, X˜
)
.
Let’s define a uniform distribution on the set {0, 1}d. With each randomly
chosen vector (α1, . . . , αd) from {0, 1}d we associate a value
ξA (α1, . . . , αd) ,
that is equal to the time required by algorithm A to solve SAT for formula
C
[
X˜/(α1, . . . , αd)
]
. Therefore, a random variable
ξA
(
C, X˜
)
= {ξA (α1, . . . , αd)}(α1,...,αd)∈{0,1}d
with some probability distribution is defined. Due to the completeness of A, vari-
able ξA
(
C, X˜
)
has a finite expected value E
[
ξA
(
C, X˜
)]
and a finite variance
Var
(
ξA
(
C, X˜
))
. It is important, that since we presume that A is a determin-
istic algorithm, then N independent observations of values of ξA
(
C, X˜
)
can be
considered as a single observation of N independent random variables with the
same distribution as ξA
(
C, X˜
)
.
It is not difficult to prove that
tA
(
C, X˜
)
= 2d · E
[
ξA
(
C, X˜
)]
. (1)
Below we refer to X˜ ∈ 2X with a minimal value tA
(
C, X˜
)
as an optimal de-
composition set.
To estimate the value of E
[
ξA
(
C, X˜
)]
we will use the Monte Carlo method
[20], [24]. According to this method, in order to approximately calculate the
expected value E[ξ] of an arbitrary random variable ξ a probabilistic experiment
is used, that consists of N independent observations of values of ξ. Let ξ1, . . . , ξN
be results of the corresponding observations. They can be considered as a single
observation of N independent random variables with the same distribution, i.e.
the following equalities hold:
E[ξ] = E[ξ1] = . . . = E[ξN ],Var(ξ) = Var(ξ1) = . . . = Var(ξN ).
If E[ξ] and Var(ξ) are both finite then from Central Limit Theorem [11] we have
the main formula of the Monte Carlo method
Pr


∣∣∣∣∣∣
1
N
·
N∑
j=1
ξj − E[ξ]
∣∣∣∣∣∣ <
δγ · σ√
N

 = γ. (2)
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Here σ =
√
Var(ξ) stands for a standard deviation, γ — for a confidence level,
γ = Φ(δγ), where Φ(·) is the normal cumulative distribution function. It means
that under the considered assumptions the value
ξ¯ =
1
N
·
N∑
j=1
ξj
is a good approximation of E[ξ], when the number of observations N is large
enough. For any given N the quality of this approximation depends on the value
of Var(ξ). In practice to estimate Var(ξ) an unbiased sample variance
s2 =
1
N − 1 ·
N∑
j=1
(
ξj − ξ¯)2 (3)
is used. In this case instead of (2) a following formula is applied [32]
Pr


∣∣∣∣∣∣
1
N
·
N∑
j=1
ξj − E[ξ]
∣∣∣∣∣∣ <
tγ,N−1 · s√
N

 = γ, (4)
where tγ,N−1 is a quantile of a Student’s distribution with N − 1 degrees of
freedom that corresponds to the confidence level γ . If for example γ = 0, 999
and N ≥ 10000 then tγ,N−1 ≈ 3.29.
In our case it is important to note that N can be significantly less than 2d.
It means that the preprocessing stage can be used to estimate the total time,
required for processing the whole decomposition family ∆
(
C, X˜
)
.
So the process of approximate calculating of value (1) for a given X˜ is as fol-
lows. We randomly choose N truth assignments of variables from X˜ and denote
this set as:
Θ
(
X˜
)
=
{(
α11, . . . , α
1
d
)
, . . . ,
(
αN1 , . . . , α
N
d
)}
. (5)
Consider random variables
ξj = ξA
(
αj1, . . . , α
j
d
)
, j = 1, . . . , N,
and calculate the value
FA,C
(
X˜
)
= 2d ·

 1
N
·
N∑
j=1
ξj

 .
By the above if N is large enough then the value FA,C
(
X˜
)
can be considered
as a good approximation of (1).
Below we refer to function FA,C (·) as a predictive function. Note that values
of the predictive function can be calculated using a usual PC or a comput-
ing cluster, given a qualitative random number generator. Therefore, instead of
searching for an optimal decomposition set one can search for decomposition set
with minimal value of predictive function.
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2.2 Algorithm for predictive function minimization
Despite quite a natural formulation, the problem described has some specific
features.
1. The value of FA,C
(
X˜
)
cannot be effectively calculated for an arbitrary
X˜ since it is easy to construct such small X˜ that the time required for
calculating FA,C
(
X˜
)
is comparable with the time required for solving the
original SAT problem.
2. The value of FA,C
(
X˜
)
represents the reaction of computing environment to
the corresponding decomposition set. Therefore, methods relying on the an-
alytical properties of an objective function cannot be applied to the problem
of minimizing FA,C (·).
Because of these features the most natural minimization strategy for FA,C (·)
is a strategy of “successive improvements”. It implies that at the first step we
should construct an initial decomposition set X˜0 for which the value FA,C
(
X˜0
)
can be calculated in a short time. After this, we try to improve this value by
observing the neighbourhood of a point corresponding to X˜0 in some search
space ℜ . Thus, the process of minimization consists in moving from point to
point looking for the one with minimal FA,C (·).
In some minimization algorithms it is allowed to calculate a value of an ob-
jective function in the same point of a search space more than once. It is feasible
for problems where the objective function can be calculated easily in any point
of ℜ. Due to the reasons mentioned above, in our case it is undesirable. Ideally
the calculation of FA,C (·) in an arbitrary point of ℜ shouldn’t be performed
more than once. In the algorithm described below we keep all points for which
the value of FA,C (·) is already calculated. It naturally corresponds to the basic
idea of tabu search (TS) [12].
Let’s start from defining the search space. Note that an arbitrary set X˜ ∈ 2X
can be described using a Boolean vector
χ
(
X˜
)
= χ = (χ1, . . . , χn) , χi =
{
1, xi ∈ X˜
0, xi /∈ X˜ , i = 1, . . . , n. (6)
Then it is convenient to define the search space ℜ as an n-dimensional Boolean
hypercube En = {0, 1}n. For an arbitrary point χ ∈ En a neighbourhood Nρ (χ)
of radius ρ is defined as a set of vectors χ′ from En such that
distH (χ
′, χ) ≤ ρ,
where distH (χ1, χ2) stands for the Hamming distance between χ1 and χ2. Punc-
tured neighbourhood of point χ is a set
N ∗ρ = Nρ (χ) \{χ}.
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Further by F (χ) we denote FA,C
(
X˜
)
, where χ = χ
(
X˜
)
is in accordance with
(6). We consider the problem of search for a minimum of the function F (·) over
En.
A simple local search [25] stops after finding a local extremum. There are
various techniques that make it possible to escape from such points. In accor-
dance with the main TS principle we should move from the local extremum to
some point that is not included in a current tabu list T . It may occur that the
value of the objective function in a new point is worse than its best known value.
After we move to a new point a local search stage is launched in a punctured
neighbourhood of this point.
Types of constraints in the tabu list and ways of their usage differ from
problem to problem and are determined based on a problem’s individual features.
In our approach it is convenient to keep all the points we have checked in the
form of two lists of constraints: L1 and L2. List L1 stores points χ ∈ En such
that for all χ′ ∈ Nρ (χ) we have already calculated F (χ′). In list L2 we keep
points χ ∈ En such that F (χ) have been calculated and there exists χ′ ∈ Nρ (χ)
for which we haven’t calculated F (χ′) yet. To reflect this information every
point in L2 is represented by two vectors: a vector χ ∈ En and a Boolean vector
θ (χ) of length
ρ∑
i=1
(
n
i
)
. Vector θ (χ) stores information about points from Nρ (χ):
components of θ (χ) equal to 1 correspond to the points in which the calculation
of F (·) has already been performed (other components are equal to 0). Vector
θ (χ) is referred to as a neighbourhood vector of χ.
Below we give a brief outline of our algorithm. The algorithm is split into
iterations. Denote iteration with number t ≥ 0 as I (t) and the best known value
of F (·) obtained at this iteration as Ψt . Also, at the start of every iteration we
have a current point χct that is obtained as a result of the previous iteration. The
algorithm starts from some point χ0 in which the value of predictive function
can be calculated fast. We will discuss possible ways of choosing χ0 later. At the
start of I (0) we assume that χc0 = χ0, Ψ0 = F (χ0), L2 = {χ0}, L1 = ∅. Further
we describe the transition from I (t), t ≥ 0, to I (t+ 1).
At the beginning of I (t) we know point χct and its neighbourhood vector
θ (χct). We start the local search stage at N ∗ρ (χct). In particular we consequently
check points χ′ ∈ N ∗ρ (χct) that correspond to zero components of θ (χct). We
calculate value F (χ′) and add χ′ to L2. Every time when we add a new point
χ′ to L2 we have to modify the constraints in this list: for all χ
′′ ∈ L2 such that
distH (χ
′, χ′′) ≤ ρ we set a component of θ (χ′′), corresponding to χ′, to be 1.
Neighbourhood vector θ (χ′) is modified accordingly. If for some point from L2
its neighbourhood vector consists only of 1s then this point is removed from L2
and added to L1. If for all χ
′ ∈ N ∗ρ (χct) : F (χ′) ≥ Ψt−1 then Ψt = Ψt−1, and as
χct+1 we choose a point from L2 according to some heuristic, iteration I (t) ends
and iteration I (t+ 1) starts. If F (χ′) < Ψt−1 and θ (χ
′) contains at least one 0
then Ψt = F (χ
′), χct+1 = χ
′, iteration I (t) ends and iteration I (t+ 1) starts. If
F (χ′) < Ψt−1 but θ (χ
′) contains only 1s then Ψt = F (χ
′), as χct+1 we choose
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a point from L2 according to some heuristic, iteration I (t) ends and iteration
I (t+ 1) starts.
The algorithm stops if either list L2 becomes empty, i.e. all the points from
this list are moved to L1, or the time limit is exceeded. It is easy to see that during
the work of the algorithm a calculation of the value of the predictive function in
an arbitrary point of En is performed at most once. A decomposition set that
corresponds to the best known value of the predictive function at the moment
when algorithm stops we denote as X˜∗.
In computational experiments (see Section 3) we used ρ = 1 and a following
heuristic to choose a current point from L2: it is randomly chosen from the points
with the minimal Hamming distance to the point with the best known value of
the predictive function.
2.3 Additional improvements of the predictive function
minimization algorithm
Here we present a technique that makes it possible to significantly speed up the
algorithm proposed.
It is easy to see that the majority of time required to compute FA,C
(
X˜
)
is
spent on calculation of values ξj = ξA
(
αj1, . . . , α
j
d
)
, j = 1, . . . , N . However, the
calculation of FA,C
(
X˜
)
can be organized as a following iterative process:
F 1A,C
(
X˜
)
=
2d
N
· ξ1, F jA,C
(
X˜
)
= F j−1A,C
(
X˜
)
+
2d
N
· ξj , j = 2, . . . , N. (7)
Thus,
FA,C
(
X˜
)
= FNA,C
(
X˜
)
.
It should be noted that the order of summation in (7) is insignificant. Assume
that we need to calculate the value of FA,C (·) in some point χ
(
X˜ ′
)
and Ψ is
our current best known value. Suppose that for some k < N values ξi1 , . . . , ξik ,
{i1, . . . , ik} ⊂ {1, . . . , N}, have already been obtained and inequality
2d
N
·
k∑
r=1
ξir > Ψ
holds. Then it is clear that FA,C
(
X˜ ′
)
> Ψ . In this situation we can interrupt
the process of calculation of FA,C
(
X˜ ′
)
and move to the next point of the search
space. We note that in this case the correctness of the algorithm described is not
affected.
An ability of the algorithm proposed to construct a good decomposition set
in relatively short amount of time greatly depends on the choice of X˜0. As we
already mentioned earlier we should choose X˜0 in such a way that FA,C
(
X˜0
)
is
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calculated fast. In a general case we can always assume X˜0 = X . However, for
many SAT problems it is possible to choose X˜0 ⊂ X such that
∣∣∣X˜0
∣∣∣ << |X | and,
nevertheless, the value FA,C
(
X˜0
)
can be computed effectively. In particular for
a SAT problem that encodes the inversion problem of a cryptographic function
we can choose X˜0 as a corresponding Strong Unit Propagation Backdoor Set
(SUPBS, [19]). In this case we also can search for X˜∗ only among the subsets of
X˜0 , X˜0 ⊂ X , decreasing the power of the search space to 2|X˜0|.
3 Implementation and computational experiments
The algorithm described in Section 2 was implemented as a parallel program
pdsat that uses the MPI library. One MPI process of pdsat is assigned to
be a master process, others — to be slave processes. For each new point X˜ =
{xi1 , . . . , xid} of the search space the master process constructs a set of vectors
Θ
(
X˜
)
⊆ {0, 1}d,
∣∣∣Θ (X˜)∣∣∣ = N (see (5)), using Mersenne twister pseudorandom
number generator. After receiving
(
αji1 , . . . , α
j
id
)
∈ Θ
(
X˜
)
, j ∈ {1, . . . , N}, a
slave process starts solving the SAT problem for CNF C
[
X˜/
(
αji1 , . . . , α
j
id
)]
.
Below the set
{
C
[
X˜/
(
αji1 , . . . , α
j
id
)]}N
j=1
is called a sample for a decomposition
set X˜.
The interruption technique described in Subsection 2.3 was implemented in
pdsat. The master process tracks the total time spent on processing the set
Θ
(
X˜
)
by all the slave processes. If it decides that, according to (7), the value of
the predictive function for X˜ will exceed its best known value then the master
process interrupts the processing Θ
(
X˜
)
by sending asynchronous messages to
the slave processes.
A sequential SAT-solver underlies every slave process. In our experiments we
used MiniSat-C 1.14.1 and MiniSat 2.2 [9].
Let’s present the results of computational experiments on constructing de-
composition sets related to the SAT problems that encode the inversion of widely
known cryptographic functions — A5/1 and Bivium. In two experiments de-
scribed further pdsat was taking 80 cores of a computing cluster. In both cases
pdsat stopped because of reaching the timeout of 4 days. For each new point of
the search space pdsat processed a sample of 10 000 CNFs (N = 10000 ).
The A5/1 keystream generator consists of 3 LFSRs (linear feedback shift
register [23]) that are shifted asynchronously. This generator was described in
details in [3]. Cryptanalysis of the A5/1 generator consists in finding the initial
contents of LFSRs (64 bits) based on the known keystream fragment.
Usually if the cryptanalysis is considered as a SAT problem then it is called a
logical cryptanalysis [21]. Logical cryptanalysis of the A5/1 generator with first
144 bits of the keystream known was described in [28] where a decomposition set
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of 31 variables was found manually, guided by the features of the A5/1 algorithm.
LFSRs cells corresponding to the variables from this set are marked with grey
in the scheme of the A5/1 generator on the left-hand side of Fig. 1. For further
convenience we enumerate cells of the A5/1 registers using continuous numbering
(and do the same for Bivium later).
On the right-hand side of Fig. 1 we present a decomposition set for logical
cryptanalysis of A5/1 that was found automatically by pdsat. As an X˜0 pdsat
was given a SUPBS of a CNF encoding the A5/1 cryptanalysis problem (64
variables corresponding to the initial state of A5/1 registers). X˜∗ was constructed
as a subset of X˜0.
9
30
9 2 1
303940
...14171819
2041
626364 424952
......
......
.........
keystream bitkeystream bit
1
40
...14171819
2041
626364 424952
......
......
.........
Fig. 1. Decomposition sets for logical cryptanalysis of A5/1: the one from [28] (left-
hand side) and the one found by pdsat (right-hand side)
Best results for the problem of logical cryptanalysis of the A5/1 generator
were obtained using MiniSat-C 1.14.1 solver with light modifications. Descrip-
tion of these modifications was presented in [28]. Table 1 presents some quali-
tative parameters of decomposition sets from Fig. 1. Min. time, Max. time and
Avg. time stand for the minimal, maximal and average time (in seconds) taken
to solve SAT problems for CNFs from the sample, s2 stands for the unbiased
sample variance (see (3)), F (·) — for the value of predictive function. Values in
Table 1 are calculated for one core of Intel Xeon E5450 processor.
Table 1. Qualitative parameters of decomposition sets from Fig. 1.
Sets Min. time Max. time Avg. time s2 F (·)
from [28] 0.00020 2.38342 0.21020 0.02359 4.45140e+08
(31 variables)
found by pdsat 0.00036 1.02542 0.10181 0.00523 4.64428e+08
(32 variables)
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Despite the fact that values of the predictive function for the decomposition
sets from Fig. 1 are quite close, the value of s2 for the set found by pdsat is
significantly less. It means that for this decomposition set the obtained time
estimation is more precise according to (4).
Further we consider the logical cryptanalysis of the Bivium cipher [7]. In
Bivium two shifted registers of a special kind are used, first consisting of 93 cells
and second consisting of 84 cells. Logical cryptanalysis of Bivium is considered
in the following formulation (that was earlier studied in [10], [22], [30]): based on
the known fragment of the keystream one should find 177 bits that correspond to
the internal state of the Bivium registers at the start of the keystream generation.
In the experiments presented below we considered first 200 bits of the keystream
(similar to [10]).
The authors of [10], [22], [30] presented several variants of decomposition sets.
We compared the decomposition set found by pdsat with the results of [10] since
in that work decomposition sets are presented explicitly and those experiments
are easy to reproduce. The best decomposition set among the ones presented in
[10] consists of 45 variables and is shown in Fig. 2. In our experiment as an X˜0
pdsat was given a SUPBS of a CNF encoding the Bivium cryptanalysis problem
(177 variables). The decomposition set found by pdsat is shown in Fig. 3.
...66 1... ...69919293
keystream bit
pt
...162 94... ...171175176177 qtpt ... 133
qt
Fig. 2. Decomposition set of 45 variables for logical cryptanalysis of Bivium from [10]
...
162
...
pt
qt
pt
qt
k  bit
175177 176 171 ... ......
149
... 1 ...17 231 ... 294	
5

...698 ...   ... 75 72 7...
6 45 43.........
... ...
...
...9293
1
91 ... 66
3...
... 152

154...156...  ...164 ...167
... 144 ... 139 ... 137 ... 127 125 ... 122 ... 999...114...ff
...
...
... 94
Fig. 3. Decomposition set of 47 variables for logical cryptanalysis of Bivium that was
found by pdsat
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For the problem of logical cryptanalysis of Bivium we used the MiniSat 2.2
solver. In Table 2 qualitative parameters of the decomposition sets from figures
2 and 3 are presented.
Table 2. Qualitative parameters of decomposition sets from figures 2 and 3.
Sets Min. time Max. time Avg. time s2 F (·)
from [10] 0.05327 3.73068 0.61090 0.09497 2.14941e+13
(45 variables)
found by pdsat 0.00034 0.83422 0.00095 0.00031 1.33910e+11
(47 variables)
In Table 3 we present additional information about traversal of the search
space during the computational experiments that clearly corroborates the effi-
ciency of the interruption technique described in Subsection 2.3.
Table 3. Information about traversal of the search space by pdsat.
Number of points
Experiment where calculation of F where calculation of F in L1 in L2
finished was interrupted
A5/1 65 11667 221 11511
Bivium 544 302991 1979 301556
It should be noted that in both computational experiments pdsat was pro-
vided only with SUPBS of SAT problems. Nevertheless, it managed to find the
decomposition sets that are comparable to or better than the ones obtained by
manually analyzing the features of the corresponding keystream generators.
4 Solving hard SAT instances in the volunteer computing
project SAT@home
We use the pdsat program described in Section 3 to plan computational experi-
ments in the volunteer computing project SAT@home. SAT@home was launched
on the 29th of September 2011 [31]. It uses computing resources provided by vol-
unteer PCs to solve hard combinatorial problems that can be effectively reduced
to SAT. The project was implemented using the BOINC platform. An experi-
ment that consisted in solving 10 inversion problems of the generator A5/1 was
successfully finished in SAT@home on the 7th of May 2012. It should be noted
that we considered only instances that cannot be solved using the known rainbow
tables [26].
In that experiment we used the decomposition set from [28]. The computing
application was based on a modified version of MiniSat-C 1.14.1 (see [28]).
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First 114 bits of the keystream that correspond to one keystream burst of the
GSM protocol were analyzed. On average in order to solve one problem of logical
cryptanalysis of A5/1 SAT@home processed about 1 billion SAT problems.
Since May 2012 SAT@home is occupied in searching for systems of orthogonal
Latin squares. During this time we found several pairs of orthogonal diagonal
Latin squares of order 10 that are different from the ones published in [6].
Characteristics of the SAT@home project as of 8 of February 2013 are (ac-
cording to BOINCstats1):
– 2367 active PCs (active PC in volunteer computing is a PC that sent at least
one result in last 30 days) about 80% of them use Microsoft Windows OSes;
– 1299 active users (active user is a user that has at least one active PC);
– versions of the client application: Windows/x86, Linux/x86, Linux/x64;
– average real performance: 2,9 teraflops, maximal performance: 6,3 teraflops.
The dynamics of the real performance of SAT@home can be seen at the
SAT@home performance page2.
It should be noted that the estimation for the A5/1 cryptanalysis (see Sec-
tion 3) obtained with the use of pdsat is close to the average real time spent
by SAT@home to solve corresponding SAT problems. With respect to the esti-
mation from Section 3 logical cryptanalysis of Bivium cipher would take about
6 years in SAT@home with its current performance.
5 Related Work
Topics related to organization of SAT solving in distributed environments were
considered in many papers, for example in [5], [8], [13], [15], [16], [34].
In [15,16,17,18] various approaches to partitioning SAT problems were stud-
ied. Detailed analysis of a number of problems regarding partitioning approach
was presented in [15]. Also, in [15] special efficiency functions were introduced
to evaluate the quality of a SAT problem partitioning. In our paper, we used
predictive functions that are based on different principles.
The authors of [17] proposed to use lookahead heuristics [14] to construct SAT
problem partitionings. This idea (with significant additions) was implemented
in [13]. During the process of the original problem solving, the distributed solver
from [13] processed hundreds of thousands of SAT instances that correspond to
cubes of partitioning that were generated by a lookahead solver on the prepro-
cessing stage.
In [27] a desktop grid for solving SAT which used conflict clauses exchange
via a peer-to-peer protocol was described. Apparently, [4] became the first paper
about the use of a desktop grid based on the BOINC platform for solving SAT.
Unfortunately, it did not evolve into a full-fledged volunteer computing project.
1 http://boincstats.com/
2 http://sat.isa.ru/pdsat/performance.php
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The first work that used SAT-solvers for cryptanalysis was [21]. The authors
of [10], [22], [29], [30] presented some estimations of the time required for logi-
cal cryptanalysis of the Bivium cipher, obtained using the ideas underlying the
Monte-Carlo method. The main novelty of our approach lies in the fact that we
consider the process of construction of the decomposition set with good qualita-
tive parameters as a process of optimisation of predictive function in a special
search space.
The most effective method of cryptanalysis of the A5/1 generator is the rain-
bow method implemented in A5/1 Cracking project. Publicly available rainbow
tables [26] made it possible to successfully determine the initial state of A5/1
registers based on 8 known bursts of the keystream with probability about 88%
in several seconds on a usual PC. It means that ∼12% of the key space is not
covered by these tables. In the SAT@home project we were searching for keys
from these 12% of the key space only.
Extensive bibliography regarding the use of SAT solvers in searching for
combinatorial designs (for example, orthogonal Latin squares) is presented in
[33].
6 Conclusions
In this paper, we proposed a method for estimating time to solve SAT in dis-
tributed computing environments. It uses the Monte Carlo method to statisti-
cally estimate the quality of partitioning of the original SAT problem. To search
for a partitioning with good quality a special tabu search algorithm was used.
The proposed method was used to obtain an approximate time required to do
logical cryptanalysis of the well-known ciphers A5/1 and Bivium. Ten problems
of logical cryptanalysis of the A5/1 generator, that could not be solved using the
known rainbow tables [26], were successfully solved in the volunteer computing
project SAT@home [31] that was developed and is maintained by the authors.
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