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EULER OBSTRUCTION AND DEFECTS OF
FUNCTIONS ON SINGULAR VARIETIES
J.-P. Brasselet, D. Massey, A. J. Parameswaran and J. Seade
Abstract. Several authors have proved Lefschetz type formulae for the local Euler
obstruction. In particular, a result of this type is proved in [BLS]. The formula proved
in that paper turns out to be equivalent to saying that the local Euler obstruction, as
a constructible function, satisfies the local Euler condition (in bivariant theory) with
respect to general linear forms. The purpose of this work is to understand what prevents
the local Euler obstruction of satisfying the local Euler condition with respect to functions
which are singular at the considered point. This is measured by an invariant (or “defect”)
of such functions that we define below. We give an interpretation of this defect in terms
of vanishing cycles, which allows us to calculate it algebraically, using [Ma2, Ma3]. When
the function has an isolated singularity, our invariant can be defined geometrically, via
obstruction theory. We notice that this invariant unifies the usual concepts of the Milnor
number of a function and of the local Euler obstruction of an analytic set.
0. INTRODUCTION.
This work is a natural continuation of [BLS], where it is proved a Lefschetz-
type formula for the local Euler obstruction. More precisely, let (X, 0) be an equidi-
mensional complex analytic singularity germ in an open set U ⊂ CN . We endow
(X, 0) with a Whitney stratification {Vi} and consider a general complex linear form
l : CN → C. The formula of [BLS] says that the local Euler obstruction of X at 0
satisfies:
EuX(0) =
∑
i
χ(Vi ∩ Bε ∩ l
−1(t0)) · EuX(Vi),
where Bε is a small ball around 0 in C
N , t0 ∈ C \ {0} is sufficiently near {0} and
EuX(Vi) is the Euler obstruction of X at any point of the stratum Vi.
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As we explain below, this formula is actually equivalent to saying that the local
Euler obstruction, as a constructible function on X , satisfies the local Euler condition
with respect to general linear forms. The purpose of this work is to understand what
prevents the local Euler obstruction of satisfying the local Euler condition with respect
to functions with a singularity at 0 ∈ X .
We consider first an analytic function f : X → C with an isolated singularity at
0. We introduce (in section 2) an invariant Euf,X(0), called the local Euler obstruction
of f at 0. To define this invariant, let us consider the Nash bundle T˜ over the Nash
transform X˜ of X . Roughly speaking, Euf,X(0) is the obstruction for constructing
a section of T˜ that extends a lifting of ∇Xf , the complex conjugate of the gradient
vector field of f on X (see section 2 for a precise definition). In section 3, we prove
(Theorem 3.1):
EuX(0) =
(∑
i
χ(Vi ∩ Bε ∩ f
−1(t0)) · EuX(Vi)
)
+ Euf,X(0) .
In sections 3 and 4, we give a proof of this formula, similar to the proof in [BLS].
The main difference is that the invariant Euf,X(0) does not vanish in general and its
contribution to the local Euler obstruction EuX(0) has to be taken into account. The
more natural way to prove our formula is to work directly on X , which is somehow
simpler than working on the Nash transform X˜, as in [BLS]. It seems to us that this
approach gives interesting insigths even for the case of general linear forms.
In section 5 we look at the situation where the function f may have a non-
isolated singularity at 0. In this case our geometric definition of the invariant Euf,X(0)
does not make sense. However, one can define the following defect:
Df,X(0) := EuX(0)−
(∑
i
χ
(
Vi ∩Bε ∩ f
−1(t0)
)
· EuX(Vi)
)
This is well-defined even when the singularity is non-isolated, and we use a formal,
derived category argument to prove that the defect Df,X(0) has a nice interpretation
in terms of vanishing cycles (Theorem 5.3). The proof that we give is very short, but
uses a number of basic results, including the index theorem of Brylinski, Dubson, and
Kashiwara [BDK]. From the defect point of view, what Theorem 3.1 tells us is that,
in the case of isolated singularities, Df,X(0) = Euf,X(0).
This vanishing cycle interpretation that we give for Df,X(0) allows us to cal-
culate it algebraically. In the case of isolated singularities, we may use another index
theorem – proved independently by Ginsburg [Gi], Leˆ [Le1], and Sabbah [Sa2] – to
conclude that, up to sign, Df,X(0) is equal to the intersection number of the conormal
variety of X with the image of the differential df˜ at the point (0, d0f˜) (Corollary 5.4).
2
Thus, when X is Cd and f has an isolated singularity at 0, we obtain that
Df,X(0) = (−1)
dµ. That is, Df,X(0) coincides (up to sign) with the usual Milnor
number of f (compare Remark 3.4). We can also define the invariant Euf,X(0) when
f is the function distance to 0 on X ; in this case it coincides with the usual local Euler
number EuX(0). Hence Euf,X(0) unifies these two important notions. The definition
of the defect Df,X(0) also makes sense when f is a constant function, and in this case
the algebraic interpretation says that Df,X(0) = EuX(0).
Moreover, even when f has non-isolated singularities, in section 6 we obtain
algebraic formulas for Df,X(0) by using the work of Massey. When X is affine space,
we use the results of [Ma2] on Leˆ numbers. When X is arbitrary, we use the recent
results of [Ma3] on Leˆ-Vogel numbers.
It would be interesting to understand the relationship of this invariant with
the Milnor number for functions on singular spaces, introduced by V. Goryunov in
[Go] for functions on curves (see also [MS]). This latter invariant has an obvious gen-
eralization to functions on isolated complete intersection germs, either as the number
of critical points (on a Milnor fibre) of a generic perturbation of the given function, or
equivalently, as the GSV-index of the gradient vector field of the given function [GSV].
1. EULER OBSTRUCTION AND THE EULER CONDITION.
Let us recall the result of [BLS]. Let (X, 0) be an equidimensional complex
analytic singularity germ of dimension d in an open set U ⊂ CN . Let G(d,N) denote
the Grassmanian of complex d-planes in CN . On the regular part Xreg of X , there
is a map σ : Xreg → U × G(d,N), defined by σ(x) = (x, Tx(Xreg)). The Nash
transformation X˜ of X is the closure of Im(σ) in U×G(d,N). It is a complex analytic
space endowed with an analytic projection ν : X˜ → X , which is a biholomorphism on
ν−1(Xreg). Let us denote by U(d,N) the tautological bundle over G(d,N), and by U
the corresponding locally trivial extension bundle over U ×G(d,N). The Nash bundle
T˜ on X˜ is the restriction of U to X˜ .
Consider a complex analytic stratification {Vi} of U ⊂ C
N , adapted to X . We
assume that {0} is a stratum and the stratification satisfies the Whitney conditions
[Wh]. We choose a representative of the germ of (X, 0) sufficiently small, so that {0}
is in the closure of all the strata.
A stratified vector field v on X is a continuous section of the restriction TU |X
of TU to X , such that if x ∈ Vi ∩X , then v(x) ∈ Tx(Vi). Such a vector field is radial
at a ∈ X if for each sufficiently small ball Bε(a) ⊂ U around a, with ε > 0, and for
each boundary point x ∈ Sε(a) = ∂Bε(a), the vector v(x) is pointing outwards the ball
Bε(a). Such a vector field has necessarily an isolated zero at a.
One has the following Lemma ([BS], Proposition 9.1):
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LEMMA 1.1. Let v be a stratified non-zero vector field on A ⊂ X. Then v can be
lifted to a section v˜ of T˜ along ν−1(A).
PROPOSITION-DEFINITION 1.2. ([BS], Proposition 10.1; see [MP] for the
original definition). Let a be a point in X and v a radial vector field defined on
X ∩ Bε(a). Let v˜ be the lifting of v to ν
−1(X ∩ Sε(a)) as a section of T˜ . The local
Euler obstruction EuX(a) is the obstruction to the extension of v˜ as a nowhere zero
section of T˜ inside ν−1(X ∩ Bε(a)).
More precisely, let O(v˜) ∈ H2d
(
ν−1(X ∩ Bε(a)), ν
−1(X ∩ Sε(a))
)
be the ob-
struction cocycle for extending v˜ as a nowhere zero section of T˜ inside ν−1(X∩Bε(a)).
The local Euler obstruction EuX(a) is the evaluation of O(v˜) on the fundamental class
of the pair
(
ν−1(X ∩ Bε(a)), ν
−1(X ∩ Sε(a))
)
. The Euler obstruction is an integer. It
is constant on each stratum of the Whitney stratification.
We consider a complex linear form l : U → C, so that 0 ∈ l−1(0), and we
assume that the kernel of l, ker(l), is transversal to every generalized tangent space
T at 0, i.e. to every limit of tangent spaces Txn(Vi), for every Vi and every sequence
xn ∈ Vi converging to 0. Such a linear form is said to be general (with respect to X).
From now on, we will denote by Bε the ball Bε(0).
THEOREM 1.3. ([BLS] Theorem 3.1) Let (X, 0) and the Whitney stratification {Vi}
be as above, and let l : U → C be a general linear form. Then:
EuX(0) =
∑
i
χ(Vi ∩ Bε ∩ l
−1(t0)) · EuX(Vi),
where ε is sufficiently small, t0 ∈ C \ {0} is close to 0 and EuX(Vi) is the Euler
obstruction of X at any point of the stratum Vi.
This theorem can be stated through the framework of bivariant theory [FM].
We follow the formulation given in [Br]. For this we recall that a function α : X → Z
is constructible if for each n ∈ Z, the set α−1(n) is constructible, i.e. it is obtained
as a finite number of unions, intersections and differences of analytic subsets of X .
Given a constructible function α : X → Z and A ⊂ X , the weighted Euler-Poincare´
characteristic χ(A;α) is defined by:
χ(A;α) :=
∑
n∈Z
n · χ(A ∩ α−1(n)).
If {Vi} is a stratification of X such that the value of α is constant on each
stratum, we denote by α(Vi) its value in any point of Vi. We have, equivalently,
χ(A;α) =
∑
i
χ(A ∩ Vi) · α(Vi) .
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Given an analytic map f : X → C and a constructible function α : X → Z,
we say that α satisfies the local Euler condition with respect to f if for each x ∈ X , we
have
α(x) = χ(Bε(x) ∩ f
−1(t);α) ,
where Bε(x) is a small ball in U ⊂ C
N , t ∈ D(f(x)) \ {f(x)} and D(f(x)) is a small
disc in C centered at f(x) (see [Br], [Sa1]).
It is clear that Theorem 1.3 can be restated as:
THEOREM 1.4. The local Euler obstruction, as a constructible function, satisfies
the local Euler condition with respect to general linear forms.
REMARK 1.5. Recently, J. Schu¨rmann [Scu] proved that, with the same hypotheses
as in Theorem 1.3, if a constructible function α on X is a linear combination of the
functions EuV j (∗), then one has
α(0) =
∑
i
χ(Vi ∩ Bε ∩ l
−1(t0)) · α(Vi) .
In other words, α satisfies the local Euler condition with respect to general linear
forms. The proof in [Scu] uses the index theorem for the vanishing cycle functor. We
notice that this result can also be proved using 1.3, applying it to the closure of each
stratum V j .
2. LOCAL EULER OBSTRUCTION OF A FUNCTION
Let us recall some well known concepts about singularity theory, which origi-
nate in the work of R. Thom.
Let (X, 0) be a complex analytic germ as above, contained in an open sub-
set U of CN and endowed with a complex analytic Whitney stratification {Vi}. We
assume further that {0} is a stratum and that every stratum contains 0 in its clo-
sure. For every point x ∈ X , we will denote by Vi(x) the stratum containing x. Let
f : X → C be a holomorphic function, which is the restriction of a holomorphic func-
tion f˜ : U → C. We recall [GM] that a critical point of f is a point x ∈ X such that
df˜(x)(Tx(Vi(x))) = 0. We say, following [Le1], [GM], that f has an isolated singularity
at 0 ∈ X relative to the given Whitney stratification, if f has no critical points in a
punctured neighbourhood of 0 in X .
Let us denote by ∇f˜(x) the gradient vector field of f˜ at a point x ∈ U , defined
by ∇f˜(x) := ( ∂f˜
∂x1
, ..., ∂f˜
∂xN
) , where the bar denotes complex conjugation. From now
on we assume that f has an isolated singularity at 0 ∈ X . This implies that the kernel
ker(df˜) is transverse to Tx(Vi(x)) in any point x ∈ X \ {0}. Therefore at each point
x ∈ X \ {0}, we have:
Angle〈∇f˜(x), Tx(Vi(x))〉 < pi/2 ,
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so the projection of ∇f˜(x) on Tx(Vi(x)), denoted by ζ̂i(x), is not zero.
Let Vj be a stratum such that Vi ⊂ V j , and let pi : Ui → Vi be a tubular
neighbourhood of Vi in U . Following the construction of M. H. Schwartz in ([Sc], §2),
we see that the Whitney condition (a) implies that at each point y ∈ Vj ∩Ui, the angle
of ζ̂j(y) and of the parallel extension of ζ̂i(pi(y)) is small. This property implies that
these two vector fields are homotopic on the boundary of Ui. Therefore, we can glue
together the vector fields ζ̂i to obtain a stratified vector field on X , denoted by ∇Xf .
This vector field is homotopic to ∇f˜ |X and one has ∇Xf 6= 0 unless x = 0.
Intuitively, what we are doing in the construction of ∇Xf is to take, for each
stratum Vi of X , the gradient vector field of the restriction of f to Vi, and then gluing
all these vector fields together. For instance, we can make the same construction taking
f to be the function distance to 0, then ∇Xf is a radial vector field as in 1.2.
DEFINITION 2.1. Let ν : X˜ → X be the Nash transform of X . Let ζ˜ be the
lifting of ∇Xf as a section of the Nash bundle T˜ over X˜ without singularity over
ν−1(X ∩ Sε). Let O(ζ˜) ∈ H
2d
(
ν−1(X ∩ Bε), ν
−1(X ∩ Sε)
)
be the obstruction cocycle
for the extension of ζ˜ as a nowhere zero section of T˜ inside ν−1(X ∩ Bε). We define
the local Euler obstruction of f on X at 0, denoted Euf,X(0), to be the evaluation of
O(ζ˜) on the fundamental class of the pair (ν−1(X ∩ Bε), ν
−1(X ∩ Sε)).
Notice that Euf,X(0) is an integer. We remark that a reason for considering
the conjugate gradient vector field ∇Xf , and not the usual gradient vector field ∇Xf ,
is given by the following Lemma:
LEMMA 2.2. The vector field ∇Xf is the lifting, up to homotopy, of a vector field
on C, via df˜ .
Proof. The gradient vector field satisfies
df˜(∇f˜(x)) = ||∇f˜(x)||2 ∈ R \ {0} for x ∈ X \ {0} ,
this means that it is the lifting, up to scaling, of a constant vector field on a small disk
Dη ⊂ C. 
It is easy to see that if 0 is a smooth point of X and also a regular point of f ,
then Euf,X(0) = 0. In the proposition 2.4 below, we prove that this is the case in a
more general situation.
DEFINITION 2.3. Let (X, 0) ⊂ (U, 0) be a germ of analytic set in CN equipped with
a Whitney stratification and let f : (X, 0)→ (C, 0) be an analytic map, restriction of
a regular holomorphic function f˜ : (U, 0)→ (C, 0). We say that 0 is a general point of
f if the hyperplane ker df˜(0) is transversal in CN to every generalized tangent space
at 0, i.e. to every limit of tangent spaces Txn(Vi), for every Vi and every sequence
xn ∈ Vi converging to 0.
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We notice that for every f as above, the general points of f form a non-empty
open set on each (open) stratum of X , essentially by Sard’s theorem. We also remark
that Definition 2.3 provides a coordinate free way of looking at general linear forms.
In fact the previous definition is equivalent to saying that, with an appropriate local
change of coordinates f˜ is a linear form in U , and it is general with respect to X
(compare Lemma 1.3 in [BLS]).
PROPOSITION 2.4. Let 0 be a general point of f : (X, 0)→ (C, 0). Then
Euf,X(0) = 0 .
Proof. The proof of this Proposition is implicit within the proof of 2.3 in [BLS] and
can also be obtained as a corollary of Theorem 3.1 below and Theorem 3.1 in [BLS].
However, for completeness, we outline the proof here. In a first step define the map
T˜ ⊂ (U ×G(d,N))× CN
F˜
−→ Dη ⊂ C
by F˜ (x, P, y) = df˜x(y). As 0 is a general point of f , then K˜ = T˜ ∩ F˜
−1(0) is a sub-
bundle of T˜ of (complex) codimension 1 and dF˜ maps the orthogonal complement of
K˜ isomorphically over T (Dη) (see [BLS] for details).
Now, as we show in the proof of Lemma 3.4 below, every f˜ defining an isolated
singularity at 0 inX , determines a sub-bundle Q of TCN |X−{0} everywhere transversal
to ker(df˜), and the restriction of df˜ to Q is an isomorphism between Q and T (Dη).
This implies that each nowhere-zero vector field on Dη lifts compatibly to a
vector field on X −{0} and also as a section of T˜ |X . The final step is to notice, as we
do in Lemma 2.2, that the gradient vector field ∇Xf can be obtained by lifting such
a vector field. 
PROPOSITION 2.5. Let f : (X, 0) → (C, 0) be analytic at 0. Then there exists a
Zariski open subset Ωf of the space of complex linear forms on C
N , such that for all
l ∈ Ωf , the point 0 is general for the map f + λl : X → C, for all sufficiently small
λ ∈ C∗.
This Proposition follows from the proof of the Morsification Theorem 2.2 in
[Le2]. In fact, the deformations of f of the type f + λl, constructed by Leˆ in [Le2]
have 0 as a general point and away from 0 their singularities are quadratic (this latter
fact is not needed here). 
7
3. THE THEOREM
THEOREM 3.1. Let f : (X, 0)→ (C, 0) have an isolated singularity at 0 ∈ X. One
has:
EuX(0) =
(∑
i
χ(Vi ∩ Bε ∩ f
−1(t0)) · EuX(Vi)
)
+Euf,X(0) .
Theorem 3.1 is proved using Lemma 3.2 below. To state this Lemma, let us
fix some notations. We choose ε > 0 sufficiently small so that every sphere Sγ in U
centered at 0 and radius γ ≤ ε intersects transversally every stratum in X \ {0}. For
each t ∈ C, set Yt := f
−1(t). Choose η > 0 small enough so that for each t in the disk
Dη of radius η around 0 ∈ C, the hypersurface Yt intersects transversally the sphere
Sε . Now choose ε
′ with 0 < ε′ < ε, and a point t0 ∈ Dη such that Yt0 does not meet
the sphere Sε′ . We notice that the strata Vi intersect Yt0 := f
−1(t0) transversally and
provide a Whitney stratification of this space.
LEMMA 3.2. There is a stratified vector field w on Xε′,ε = X∩(Bε \Int(Bε′)) such
that:
i) it coincides with ∇Xf on X ∩ Sε′ and its restriction to X ∩ Sε is radial;
ii) it is tangent to Yt0 ;
iii) w has only a finite number of zeroes, and they are all contained in Yt0 ;
iv) at each zero a, w is transversally radial to the stratum containing a (i.e. it is
transversal to the boundary of a tubular neighbourhood of the stratum).
Proof of Theorem 3.1 (assuming Lemma 3.2). We first notice that if ξ is a stratified
vector field on a neighbourhood of {0} in X , which is everywhere transversal to a small
sphere Sε, then ξ is homotopic to a radial vector field, by elementary obstruction theory.
Hence to compute the Euler obstruction using 1.2, it is enough to consider vector fields
transversal to Sε.
The restriction of the vector field w of 3.2 to ∂(Xε′,ε) is a stratified vector field,
so it can be lifted as a section w˜ of the Nash bundle T˜ on ν−1(∂(Xε′,ε)) by 1.1. Let
us denote by Obs(w˜, ν−1(Xε)) the obstruction for extending w˜ to ν
−1(Xε). One has:
Obs(w˜, ν−1(Xε)) = Obs(w˜, ν
−1(Xε′)) + Obs(w˜, ν
−1(Xε′,ε))
By statement (i) in Lemma 3.2 this formula becomes
EuX(0) = Euf,X(0) + Obs(w˜, ν
−1(Xε′,ε)) .
By statement iii) in the Lemma 3.2, the contribution of Obs(w˜, ν−1(Xε′,ε)) is con-
centrated on ν−1(Yt0 ∩ Bε). Statements iii) and iv), together with the “Theorem of
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Proportionality” ([BS], The´ore`me 11.1), imply that the contribution of each singular-
ity x of w to Obs(w˜, ν−1(Xε′,ε)) is EuX(x)-times the local Poincare´-Hopf index of w
at x, regarded as a vector field on the stratum Vi(x). Furthermore (by ii and iv), the
sum of the Poincare´-Hopf indices of the restriction of w to Vi ∩Yt0 is χ(Vi ∩Yt0 ∩Bε).
Theorem 3.1 then follows. 
The next result follows immediately from Theorem 3.1 and Proposition 2.5
above.
COROLLARY 3.3. Let f : (X, 0)→ (C, 0) have an isolated singularity at 0. Choose
a linear form l ∈ Ωf as in 2.5, and λ ∈ C
∗ so that fλ := f + λl is general at 0. Let
Mf,X and Mfλ,X be the Milnor fibres of f and fλ, respectively, on X. Then,
Euf,X(0) =
∑
i
[
χ(Vi ∩Mfλ,X)− χ(Vi ∩Mf,X)
]
· EuX(Vi)
REMARK 3.4 We notice that if X=Cd and f : (Cd, 0)→ (C, 0) is an analytic map
with an isolated singularity at 0 with Milnor number µ, then Theorem 3.1 implies,
Euf,X(0) = (−1)
dµ ,
because the Euler-Poincare´ characteristic of the Milnor fibre of f is equal to 1 +
(−1)d−1µ by [Mi].
This formula implies the Theorem 7.2 of [Mi]. In fact, since in this case the
variety X = Cd is smooth, its Nash transform is Cd and the Nash bundle T˜ is the
tangent bundle of Cd. Hence, by definition, Euf,X(0) is the Poincare´-Hopf index at 0
of the gradient vector field ∇f = ( ∂f
∂x1
, ..., ∂f
∂xN
) . This equals (−1)d-times the Poincare´-
Hopf index at 0 of the vector field ∇f = ( ∂f
∂x1
, ..., ∂f
∂xN
) . So we have that the Milnor
number µ is the degree of ∇f , which is Milnor’s Theorem 7.2.
4. PROOF OF LEMMA 3.2
The vector field w of Lemma 3.2 is defined as the sum of two vector fields that
we construct in Lemmas 4.1 and 4.2 below. Let us choose η′ > 0 sufficiently small
with respect to η, such that the disc Dη′(t0) of radius η
′, centered in t0, is contained
in the interior of Dη and f
−1(Dη′(t0)) does not intersect the sphere Sε′ .
LEMMA 4.1. There exists a stratified vector field r on Bε ∩ f
−1(Dη) satisfying:
i) The restriction of r to Sε ∩ f
−1(Dη) , is tangent to all the fibers f
−1(t), and
is transversal to Sε, pointing outwards;
ii) r is tangent to the fiber f−1(t0), where it has only isolated singularities (zeroes).
Furthermore, at each zero, r is transversally radial (in f−1(t0)) to the stratum
which contains that zero;
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iii) r is tangent to the fiber f−1(t) for all t ∈ Dη′(t0).
Figure 1. The vector field r
Proof. We first construct r on f−1(t0) satisfying ii) and pointing out of Sε. This is
done using the technique of M. H. Schwartz, as in the proof of Lemma 3.4 in [BLS].
The proof is now similar to the proof of Lemma 2.1 in [BLS]: by the fibration theorem
of Leˆ (see [Le2] Theorem 1.3), the function f determines a stratified locally trivial
fibration of Bε ∩ f
−1(Dη) \ f
−1(0) over Dη \ {0}. This induces, in particular, a trivial
fibration over Dη′ (t0). Hence r can be extended, as a product, to all the fibers over
Dη′ (t0), satisfying statement iii).
Let us choose ε′′, with ε′ << ε′′ < ε and such that the restriction of f to
f−1(Dη) ∩ (Bε \ Int(Bε′′)) (shaded part of figure 1) is a trivial fibration. Since Dη
retracts to Dη′ (t0), the vector field r can be extended to Sε ∩ f
−1(Dη) being tangent
to the fibers of f and transversal to the sphere Sε, pointing outwards
Using a suitable partition of unity, we can extend r as zero in the complement
of a neighbourhood of
(
f−1(Dη) ∩ (Bε \ Int(Bε′′))
)
∪ f−1(Dη′ (t0)) (see figure 1). 
Notice that statements i) and ii) in 4.1 imply that for each stratum Yt0∩Vi∩Bε,
the sum of the Poincare´-Hopf indices of the restriction of r is χ(Yt0 ∩ Vi ∩Bε).
LEMMA 4.2. There exists a stratified vector field u defined on (Bε ∩ f
−1(Dη)) \ {0}
and satisfying:
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i) u is tangent to Sε;
ii) its zero set is f−1(t0), and u is transversally radial to f
−1(t0) ;
iii) u is transversal to X ∩ f−1(∂Dη).
Figure 2. The vector field u
Proof. By hypothesis, the restriction of f to every stratum Vi (other than {0}) is
regular, hence the kernel of df has codimension 1 in Vi. The Hermitian metric on C
N
induces a metric on Vi and defines a splitting of the tangent bundle TVi as the sum of
the tangent bundle to the fiber and the normal bundle. The derivative df , restricted
to the normal bundle, is an isomorphism. Therefore, we can lift every vector field on
Dη as a vector field tangent to Vi and “orthogonal” to the fibers f
−1(t). Let us denote
by ξ the vector field on Dη, radial from t0, and by ui the lifting of ξ to Vi (see Figure
2).
Just as in the definition of the vector field ∇Xf , the Whitney conditions allow
us to glue the different ui in a stratified vector field u defined on (Bε ∩ f
−1(Dη)) \ {0}
and satisfying the conditions of the Lemma. 
Proof of Lemma 3.2.
We first define the vector field w on (Bε ∩ f
−1(Dη)) \ Int(Bε′) as the sum (via
a partition of unity) of the vector fields that we constructed in Lemmas 4.1 and 4.2.
We obtain a stratified vector field satisfying:
11
i) it is transverse to the sphere Sε , pointing outwards ;
ii) it is tangent to Yt0 = f
−1(t0);
iii) the singularities of w are all contained in Yt0 ;
iv) on each stratum Yt0 ∩Vi∩Bε , w only vanishes at a finite number of points and
the sum of the Poincare´-Hopf indices of the restriction of w is χ(Yt0 ∩Vi ∩Bε);
v) at each of its singular points, w is transversally radial to the stratum that
contains this singular point;
vi) it is transverse to the boundary f−1(∂Dη), pointing outwards.
Then we extend w to all of Xε′,ε using Theorem 2.3 in [BLS]. To complete the
proof of Lemma 3.2, we notice that restricted to Sε′ , the vector field w is homotopic
to the gradient vector field ∇Xf . This fact follows from Lemma 2.2 and the fact that,
on Sε′ , the vector field w is the vector field u of Lemma 3.4, which is homotopic to a
constant vector field near 0. 
5. INTERPRETATION IN TERMS OF VANISHING CYCLES
Recall our notation from section 2: X is a d-dimensional analytic subset of
an open subset U of CN , f is the restriction to X of a complex analytic function
f˜ : (U, 0)→ (C, 0), and {Vi} is a complex analytic Whitney stratification of X .
In Definition 2.1, we defined the local Euler obstruction of f in what we con-
sider to be the most natural way – as a geometric obstruction. We then proved in
Theorem 3.1 that, when f has an isolated singularity, the local Euler obstruction of f
measures the defect in f satisfying the local Euler condition.
In this section, we use a formal, derived category argument to prove that the
defect
Df,X(0) := EuX(0)−
(∑
i
χ
(
Vi ∩Bε ∩ f
−1(t0)
)
· EuX(Vi)
)
has a nice interpretation in terms of vanishing cycles, even when the singularity is
non-isolated.
Let A• be a bounded complex of sheaves of complex vector spaces on X which
is constructible with respect to {Vi}. We will need a number of notions from the
derived category, including the characteristic cycle of A•. The reader is referred in
[K-S].
For each Vi, we denote the closure of the conormal variety of Vi in U by T ∗ViU .
We let Ch(A•) =
∑
imi
[
T ∗ViU
]
denote the characteristic cycle of A• in U . We let
ψfA
• and φfA
• denote the nearby and vanishing cycles of A• along f , respectively.
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LEMMA 5.1. There exists a complex A• on X, constructible with respect to {Vi},
such that Ch(A•) =
[
T ∗XregU
]
Proof. This is a trivial induction. See, for instance, Lemma 3.1 of [Ma1]. 
DEFINITION 5.2. We call a complex like that of Lemma 5.1 a characteristic
complex for X (constructible with respect to {Vi}).
THEOREM 5.3. Let A• be a characteristic complex for X.
Then, Df,X(0) equals negative the Euler characteristic of the stalk cohomology
of φfA
• at the origin, i.e.,
EuX(0) =
(∑
i
χ
(
Vi ∩Bε ∩ f
−1(t0)
)
· EuX(Vi)
)
− χ(φfA
•)0.
Proof. By the index formula of Brylinski, Dubson, and Kashiwara [BDK], for any
point x ∈ X , χ(A•)x is equal to the local Euler obstruction EuX(x).
By the distinguished triangle relating the nearby cycles ψfA
• and the vanish-
ing cycles φfA
•, we obtain that χ(A•)0 = χ(ψfA
•)0 − χ(φfA
•)0.
Let F := Bε ∩ f
−1(t0) denote the Milnor fibre of f at the origin. As F
transversely intersects the strata {Vi}, F is Whitney stratified by the (finite) collection
of strata {F ∩ Vi}. The Euler characteristic of the hypercohomology χ
(
H∗(F ; A•|F )
)
is equal to
∑
i χ(F ∩ Vi)χ(A
•)pi , where pi is a point in the stratum Vi.
Therefore, we obtain
χ(ψfA
•)0 = χ
(
H∗(F ;A•)
)
=
∑
i
χ(Vi ∩Bε ∩ f
−1(t0)) · χ(A
•)pi ,
where pi is any point in Vi.
Combining the above steps, we obtain the desired formula. 
COROLLARY 5.4. Let A• be a characteristic complex for X.
If f has an isolated singularity at 0, then (0, d0f˜) is an isolated point of the
intersection T ∗XregU ∩ im df˜ , and
Euf,X(0) = −χ(φfA
•)0 = (−1)
d
(
T ∗XregU · im df˜
)
(0,d0f˜)
,
where this intersection number is equal to the Milnor number of f at the origin in the
case where X is affine space.
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Proof. The first equality follows from Theorem 3.1. The second equality follows from
the index formula of Ginsburg [Gi], Leˆ [Le1], and Sabbah [Sa2]. That the intersection
number equals the Milnor number in the affine case is well-known; see, for instance,
Proposition I.2.19 of [Ma3]. 
6. CALCULATION IN TERMS OF LEˆ NUMBERS
In this section we describe an algebraic method for calculating χ(φfA
•)0, when
A• is a characteristic complex for X , even when the critical locus of f is non-isolated.
In the affine case, this method uses Leˆ cycles and numbers, as described in [Ma2].
When X is arbitrary, one must use the more general Leˆ-Vogel cycles and numbers, as
described in [Ma3].
In either case, our method of calculation requires a “generic” choice of coordi-
nates for the ambient, affine space U . This choice of coordinates is made as follows.
Refine the stratification {Vi} to a stratification W := {Wj} such that W satisfies
Thom’s af condition and such that f
−1(0) is a union of strata of W. While this
refinement certainly produces non-isolated W-stratified critical points of f , this will
cause us no difficulty as we are considering the non-isolated case. (By the results of
[BMM] and [P], a Whitney refinement of {Vi} such that f
−1(0) is a union of strata
would satisfy Thom’s af condition; however, we are specifically not assuming that W
is still a Whitney stratification. That one does not require the Whitney conditions on
the refined stratification makes it easier to produce such refinements.)
Choose the first coordinate z1 so that the hyperplane z
−1
1 (0) transversely in-
tersects, in some neighborhood of the origin, all positive-dimensional strata of {Wj}.
Then, there is an induced stratification (on the germ at the origin) of X ∩z−11 (0) given
by {Wj ∩ z
−1
1 (0)}. We choose z2 so that z
−1
2 (0) transversely intersects, in some neigh-
borhood of the origin, all positive-dimensional strata of {Wj∩z
−1
1 (0)}. We continue in
this inductive manner to choose z1, . . . , zN . We call such a coordinate choice prepolar
(at the origin).
Prepolar coordinates are not as generic as possible, but they are generic enough
for our purposes. Being prepolar at the origin implies that the coordinates are also
prepolar at each point in a neighborhood of the origin, and we assume that we are in
such a neighborhood throughout the remainder of sections 5 and 6. Note that, if we
began (before we refined {Vi}) with an X that had a one-dimensional singular set at
the origin and an f with a one-dimensional stratified critical locus, then the choice of
prepolar coordinates is trivial.
Fix a choice of prepolar coordinates (z1, . . . , zN ).
The affine case: We will now describe the case where X = U is an open subset of
affine space. This case will serve as a good introduction to the general case.
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In this case, we may take A• to be the constant sheaf C•U . We write Σf for
the ordinary critical locus of f : U → C. Our problem is to calculate χ(φfC
•
U )0.
As described in [Ma2], this Euler characteristic is an alternating sum of Leˆ
numbers λkf , which are defined as intersection numbers of linear subspaces with the
Leˆ cycles. We need to define these devices.
Consider the analytic cycle [U ]. This cycle can be written as a sum of purely
N -dimensional cycles
[U ] = ΓNf + Λ
N
f ,
where no component of ΓNf is contained in Σf and every component of Λ
N
f is contained
in Σf . Of course, if f is not constant on a connected-component of U , we have
[U ] = ΓNf .
Now, we define Γkf and Λ
k
f by downward induction. If we have defined the
purely (k + 1)-dimensional cycle Γk+1f , then the hypersurface (cycle)
[
V
( ∂f
∂zk+1
)]
properly intersects Γk+1f inside U (this is a result of the coordinates being prepolar),
and therefore there is a well-defined, purely k-dimensional intersection cycle
Γk+1f ·
[
V
( ∂f
∂zk+1
)]
,
which we can decompose as
Γk+1f ·
[
V
( ∂f
∂zk+1
)]
=: Γkf + Λ
k
f ,
where no component of Γkf is contained in Σf and every component of Λ
k
f is contained
in Σf .
The cycle Λkf is the k-dimensional Leˆ cycle of f . As our coordinates are
prepolar, Λkf properly intersects the linear subspace V (z1, . . . , zk) at the origin, and
we define the k-dimensional Leˆ number of f at 0 to be the intersection number
λkf (0) :=
(
Λkf · V (z1, . . . , zk)
)
0
.
Note that Λ0f is purely 0-dimensional; thus, λ
0
f (0) is simply the coefficient of [0] in Λ
0
f .
PROPOSITION 6.1. If we let s := dim0Σf , the Leˆ numbers λ
k
f (0) are zero if k > s,
and the Euler characteristic of the vanishing cycles is given by
Df,X(0) = −χ(φfC
•
U )0 =
s∑
k=0
(−1)N−kλkf (0).
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In the isolated case, s = 0 and λ0f (0) is simply the Milnor of f at the origin.
Hence, we recover the result stated in Remark 3.4.
The general case: We redo the Leˆ cycle and number construction, but we work in
the cotangent bundle to U and with conormal varieties.
The cotangent bundle T ∗U
pi
−→ U is isomorphic to the trivial bundle U×CN →
U . The choice of the prepolar coordinates (z1, . . . , zN ) determines a basis dz1, . . . , dzN
for the cotangent vectors. We use w1, . . . , wN for coordinates with respect to this basis.
We carry out our calculations with coordinates (z1, . . . , zN , w1, . . . , wN ) on U × C
N .
Recall that f˜ : U → C is our extension of f to all of U . Note that in our
coordinates, the image of df˜ is given by
imdf˜ := V
(
w1 −
∂f˜
∂z1
, . . . , wN −
∂f˜
∂z
N
)
.
It will be important to us that the projection pi, restricted to imdf˜ , induces an iso-
morphism onto its image; the inverse map sends a point p to
(
p,
∂f˜
∂z1 |p
, . . . ,
∂f˜
∂z
N |p
)
.
The cycle
[
T ∗XregU
]
can be written as a sum of purely N -dimensional cycles[
T ∗XregU
]
= Γ̂Nf + Λ̂
N
f ,
where no component of Γ̂Nf is contained in imdf˜ and every component of Λ̂
N
f is con-
tained in imdf˜ .
Now, we define Γ̂kf and Λ̂
k
f by downward induction. If we have defined the
purely (k + 1)-dimensional cycle Γ̂k+1f , then the hypersurface
[
V
(
wk+1 −
∂f˜
∂zk+1
)]
properly intersects Γ̂k+1f inside U , and therefore there is a well-defined, purely k-
dimensional intersection cycle
Γ̂k+1f ·
[
V
(
wk+1 −
∂f˜
∂zk+1
)]
,
which we can decompose as
Γ̂k+1f ·
[
V
(
wk+1 −
∂f˜
∂zk+1
)]
=: Γ̂kf + Λ̂
k
f ,
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where no component of Γ̂kf is contained in imdf˜ and every component of Λ̂
k
f is contained
in imdf˜ .
As the Λ̂kf are contained in imdf˜ , the projection, pi, maps each Λ̂
k
f isomorphi-
cally onto a cycle in U ; we let Λkf := pi
(
Λ̂kf
)
(this is the proper projection of a cycle,
and is frequently denoted by pi∗). We refer to Λ
k
f as the k-dimensional Leˆ-Vogel cycle.
Note that in the affine case,
[
T ∗XregU
]
= U × {0}, and the Leˆ-Vogel cycles
coincide with the Leˆ cycles.
Now, exactly as before, Λkf properly intersects the linear subspace V (z1, . . . , zk)
at the origin, and we define the k-dimensional Leˆ-Vogel number of f at 0 to be the
intersection number
λkf (0) :=
(
Λkf · V (z1, . . . , zk)
)
0
.
THEOREM 6.2. If we let s := dim0 pi
(
T ∗XregU ∩ imdf˜
)
, the Leˆ-Vogel numbers
λkf (0) are zero if k > s, and the Euler characteristic of the vanishing cycles is given by
Df,X(0) = −χ(φfA
•)0 =
s∑
k=0
(−1)d−kλkf (0).
Note that when s = 0, the only Leˆ-Vogel number which is possibly non-zero
is λ0f (0), and λ
0
f (0) =
(
T ∗XregU · im df˜
)
(0,d0f˜)
. Therefore, we recover the result of
Corollary 5.4.
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