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Abstract: Probabilistic Neural Network approach used for 
mobile adhoc network is more efficient way to estimate the 
network security. In this paper, we are using an Adhoc On 
Demand Distance Vector (AODV) protocol based mobile 
adhoc network. In our Proposed Method we are considering 
the multiple characteristics of nodes. In this we use all the 
parameter that is necessary in AODV. For simulation purpose 
we use the probabilistic neural network approach that gives 
more efficient and accurate results as comparison to the 
clustering algorithm in the previous systems was used. The 
performance of PNN (probabilistic neural network) approach 
is improved  for identifying the particular attack like as 
wormholes, black holes  and selfish. 
Keywords: Mobile adhoc network, Adhoc On Demand  
Distance Vector Routing, probabilistic Neural Network 
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1. Introduction 
Network security is attracting more and more 
attention. Simulation is a better choice to research the 
problems of network security because of their high 
complexity. Based on the purpose and actuality of simulation 
of network 
security, this paper puts forward a simulation method of 
network security using system dynamics. After giving the 
steps of system dynamics simulation of network security, this 
paper has simulated the attack of worm using system 
dynamics[1]. The simulation results indicate system dynamics 
can describe the processes of worm attack well. The research 
of system dynamics of network security will extend the 
methods of simulation of network security. Mobile adhoc 
networks , wireless sensor networks (WSNs), and wireless 
mesh networks (WMNs), have received increasing attention in 
the past decade due to their easy deployment at low cost and 
broad applications, ranging from tactical communication in a 
battlefield, disaster rescue after an earth quake, to wildlife 
monitoring and tracking, last-mile network access, and etc. 
Routing in multi-hop wireless networks presents a great 
challenge mainly due to the following facts. First, wireless 
Links are unreliable because of channel fading [1]. Second, 
achievable channel rates may be different at different links 
since link quality depends on distance and path loss between 
two neighbors. Third, as the Wireless medium is broadcast in 
nature, the transmission on one link may interfere with the 
transmissions on the neighboring links. A new routing 
paradigm, known as Adhoc on Demand Distance Vector 
AODV belongs to the class of Distance Vector Routing 
Protocols (DV). In a DV every node knows its neighbors and 
the costs to reach them. A node maintains its own routing 
table, storing all nodes in the network, the distance and the 
next hop to them. If a node is not reachable the distance to it 
is set to infinity. Every node sends its neighbors‟ periodically 
its whole routing table. So they can check if there is a useful 
route to another node using this neighbor as next hop. When a 
link breaks a Count-To- Infinity could happen.  
                                       AODV is an „on demand routing 
protocol‟ with small delay. That means that routes are only 
established when needed to reduce traffic overhead. AODV 
supports uncast, Broadcast and Multicast without any further 
protocols. The Count-To-Infinity and loop problem is solved 
with sequence numbers and the registration of the costs. In 
AODV every hop has the constant cost of one. The routes age 
very quickly in order to accommodate the movement of the 
mobile nodes. Link breakages can locally be repaired very 
efficiently. To characterize the AODV with the five criteria 
used by AODV is distributed, hop-by-hop, deterministic, 
single path and state dependent. 
                                      AODV uses IP in a special way. It 
treats an IP address just as an unique identifier. This can 
easily bend one with setting the subnet mask to 
255.255.255.255 . But also aggregated networks are 
supported. They are implemented as subnets. Only one router 
in each of them is responsible to operate the AODV for the 
whole subnet and serves as a default gateway. It has to 
maintain a sequence number for the whole  subnet and to 
forward every package. In AODV the routing table is 
expanded by a sequence number to every destination and by 
time to live for every entry. It is also expanded by routing 
flags.  
                         By using probabilistic neural network 
approach in mobile adhoc network  identification of attacks 
on system dynamics is more accurate as comparison to 
clustering algorithm because the chances of overlapping was 
more. The performance of probabilistic  neural network is also 
well. 
2. Previous Work 
THE STEPS OF SYSTEM DYNAMICS SIMULATION 
ABOUT NETWORK SECURITY PROBLEM[1] 
According to the system dynamics modeling simulation 
theory and the purpose of network security simulation, system 
dynamics simulation of the network security problem includes 
the following four steps. 
A. Analyzing the problem and establishing the causal loop 
B. Actuality of simulation of network security Diagram 
C. Designing ingeniously and establishing system dynamic 
equations. 
D. Setting the model parameter and carrying on the simulation 
and the model verification. 
 
Since there is no data available about the network 
characteristics on attacked situation, hence it was needed to 
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simulate the network for such condition and to collect the 
data, for this purpose a network simulator, and after 
simulating the network for different scenario the raw data is 
collected. Now this data is classified into different group 
based on the data type (delay, drop rate, conjunction, packet 
type, bandwidth utilization, process status, services running, 
and processor utilization), then each data set it normalized by 
detecting its maximum and minimum values by the 
following  formula – 
Vnorm=(V-Vmin)/(Vmax-Vmin) 
TRNVEC=[Vnorm1,Vnorm2,………Vnormr] 
The normalized values set are arranged in an array to 
represent system condition by a vector this vector can be 
represented by Hence the system states can be projected into a 
hyper space of n dimensions. 
According to the system states, vectors of that states are 
grouped and the centre for that group is calculated after that 
the maximum radius is also calculated (by measuring the 
distance from centre point to the point of maximum 
distance)[3]. 
 State-transition analysis:- Here, an attack is described 
with a set of goals and transitions that must be achieved by an 
intruder to compromise a system. Transitions are represented 
on state-transition diagrams[5]. 
Statistical analysis approach:- This is a frequently 
used method (for example SECURENET). The user or system 
behavior (set of attributes) is measured by a number of 
variables over time. Examples of such variables are: user 
login, logout, number of files accessed in a period of time, 
usage of disk space, memory, CPU etc. The frequency of 
updating can vary from a few minutes to, for example, one 
month. The system stores mean values for each variable used 
for detecting exceeds that of a predefined threshold. Yet, this 
simple approach was unable to match a typical user behavior 
model. Approaches that relied on matching individual user 
profiles with aggregated group variables also failed to be 
efficient. Therefore, a more sophisticated model of user 
behavior has been developed using short- and long-term user 
profiles. These profiles are regularly updated to keep up with 
the changes in user behaviors. Statistical methods are often 
used in implementations of normal user behavior profile-
based Intrusion Detection Systems[6].                          
3. MOBILE AD HOC NETWORKS                               
USING AODV ROUTING PROTOCOL 
A mobile ad hoc network is a collection of autonomous 
mobile nodes that communicate with each other over wireless 
links. Such networks are expected to play increasingly 
important role in future civilian and military settings, being 
useful for providing communication support where no fixed 
infrastructure exists or the deployment of a fixed 
infrastructure is not economically profitable and movement of 
communicating parties is possible. However, since there is no 
stationary infrastructure such as base stations, mobile hosts 
need to operate as routers in order to maintain the information 
about the network connectivity. Therefore, a number of 
routing protocols have been proposed for ad hoc wireless 
networks.  
MANETs routing protocols are characteristically subdivided 
into three main categories. These are proactive routing 
protocols, reactive on-demand routing protocols and hybrid 
routing protocols. 
A new routing paradigm, known as Adhoc on Demand 
Distance Vector AODV belongs to the class of Distance 
Vector Routing Protocols (DV). In a DV every node knows its 
neighbors and the costs to reach them. A node maintains its 
own routing table, storing all nodes in the network, the 
distance and the next hop to them. If a node is not reachable 
the distance to it is set to infinity. Every node sends its 
neighbors periodically its whole routing table. So they can 
check if there is a useful route to another node using this 
neighbor as next hop. When a link breaks a Count-To- Infinity 
could happen. AODV is an „on demand routing protocol‟ with 
small delay. That means that routes are only established when 
needed to reduce traffic overhead. AODV supports unicast, 
Broadcast and Multicast without any further protocols. The 
Count-To-Infinity and loop problem is solved with sequence 
numbers and the registration of the costs. In AODV every hop 
has the constant cost of one. The routes age very quickly in 
order to accommodate the movement of the mobile nodes. 
Link breakages can locally be repaired very efficiently. To 
characterize the AODV with the five criteria used by Keshav 
AODV is distributed, hop-by-hop, deterministic, single path 
and state dependent. 
AODV uses IP in a special way. It treats an IP address just as 
an unique identifier. This can easily bend one with setting the 
subnet mask to 255.255.255.255 . But also aggregated 
networks are supported. They are implemented as subnets. 
Only one router in each of them is responsible to operate the 
AODV for the whole subnet and serves as a default gateway. 
It has to maintain a sequence number for the whole  subnet 
and to forward every package. In AODV the routing table is 
expanded by a sequence number to every destination and by 
time to live for every entry. It is also expanded by routing 
flags.. 
4. Proposed Algorithm 
In this first we simulate the mobile adhoc network by  
OPNET modeler for five scenarios. After properly simulation 
of all attacks all the data collected by this will be use in 
training algorithm of neural network. After training 
completion for particular type of system dynamics values we 
estimate the condition of network  and specific attack can be 
identified.   
Probabilistic Neural Network  Approach- 
Neural networks use their learning algorithms to learn about 
the relationship between input and output vectors and to 
generalize them to extract new input/output relationships. 
With the neural network approach to intrusion detection[15], 
the main purpose is to learn the behavior of actors in the 
system (e.g., users, daemons). It is known that statistical 
methods partially equate neural networks. The advantage of 
using neural networks over statistics resides in having a 
simple way to express nonlinear relationships between 
variables, and in learning about relationships automatically. 
Experiments were carried out with neural network prediction 
of user behaviors. From the results it has been found that the 
behavior of UNIX super-users (roots) is predictable (because 
of very regular functioning of automatic system processes). 
With few exceptions, behavior of most other users is also 
predictable. Neural networks are still a computationally 
intensive technique, and are not widely used in the intrusion 
detection community[4]. 
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This aw of nearest-neighbor-like algorithms has been 
recognized before, and there have been a few proposed 
solutions. They all use what Dasarathy (1991) calls modified 
metrics", which are non-Euclidean distance measures in 
feature space. All the approaches to modified metrics criteria 
which the chosen metric should optimize. Some criteria allow 
explicit derivation of the new metrics. However, the validity 
of these derivations relies on there being a very large number 
of exemplars in the training set. A more recent set of 
approaches  
(i) Use criteria which measure the performance on the training 
set using leaving-one outcross-validation  (ii) restrict the 
number of parameters of the metric to increase statistical 
significance.  
 (iii) Optimize the parameters of the metric using non-linear 
search techniques. For this technique of 
locally weighted regression, uses an evaluation criterion 
which is  the sum of the squares of the error using leaving-
one-out. His metric has the form 
d2 = w1(x1+y1)2+:::+wk(xk+yk)2, and hence has k free 
parameters w1; :::;wk. it uses Levenberg-Marquardt to 
optimize these parameters with respect to the evaluation 
criterion. For their Weighted K-Nearest Neighbors (WKNN) 
algorithm, Kelly and Davis (1991) use an evaluation criterion 
which is the total number of incorrect classifications under 
leaving-one-out[16]. Their metric is the same as Atkeson's, 
and their optimization is done with a genetic algorithm. We 
use an approach similar  to make PNN more robust with 
respect to  transformations.                     
Syntax- 
net = newpnn(P,T,spread) 
Description 
Probabilistic neural networks (PNN) are a kind of radial basis 
network suitable for classification problems. 
net = newpnn(P,T,spread) takes two or three arguments, 
P 
R x Q matrix of Q input vectors 
T 
S x Q matrix of Q target class vectors 
 
Spread 
Spread of radial basis functions (default = 0.1) and returns a 
new probabilistic neural network. If spread is near zero, the 
network acts as a nearest neighbor classifier. As spread 
becomes larger, the designed network takes into account 
several nearby design vectors. 
Examples 
Here a classification problem is defined with a set of inputs P 
and class indices Tc. 
P = [1 2 3 4 5 6 7]; 
Tc = [1 2 3 2 2 3 1]; 
The class indices are converted to target vectors, and a PNN is 
designed and tested. 
T = ind2vec(Tc) 
net = newpnn(P,T); 
Y = sim(net,P) 
Yc = vec2ind(Y) 
Algorithm 
newpnn creates a two-layer network. The first layer has 
radbas neurons, and calculates its weighted inputs with dist 
and its net input with netprod. The second layer has compet 
neurons, and calculates its weighted input with dotprod and its 
net inputs with netsum. Only the first layer has biases. 
newpnn sets the first-layer weights to P', and the first-layer 
biases are all set to 0.8326/spread, resulting in radial basis 
functions that cross 0.5 at weighted inputs of +/- spread. The 
second-layer weights W2 are set to T. 
                                    In this probabilistic neural network 
approach we used an K-Means algorithm for training and 
estimation of network attack. So this will give the curved 
output. The chances of overlapping definitely reduced and 
identifying the particular attack becomes simple. This method 
gives up to 79 to 81% accuracy. 
5. Results 
 
We are expecting that the performance of this algorithm will 
be more efficient then comparison to previous casual loop 
diagrams and  rough clustering  algorithms . we are expecting 
that the accuracy of this algorithm will be 80%  and  the 
identification of particular attack like worm holes, black holes 
,selfish and sleep   will be efficiently and accurately. 
 
6. Conclusion 
This probabilistic neural network approach will be  more 
efficient and accurate as comparison to previous casual loop 
clustering algorithm. The measurement of accuracy will be 
about approximate 80%. So it reduces the chances of 
overlapping of attack area. So the identification of attacks 
based on system dynamics will be more accurate.  
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