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1. INTRODUCTION 
Let 
L,u=u,,+$u,-u,,-r2u, 
where r is a nonnegative constant, and k is a real parameter such that 
k 3 1. Our main purpose here is to use the method of upper and lower 
solutions and the interval method (cf. Moore [S]) to study existence of 
solutions of the Cauchy problem for the semilinear Euler-Poisson- 
Darboux equation : 
L,u = g(x, t; u), O<t<T<q (1.1) 
u(x, 0) = 0 = Z.&(x, O), (1.2) 
where g(x, t; U) is twice continuously differentiable. 
Existence and uniqueness results of the Cauchy problem for the two- 
dimensional semilinear Euler-Poisson-Darboux equation, 
Eu = G(x, y, t; u), O<t<T, 
where 
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were studied by Chan and Young [Z] using maximal and minimal 
solutions and by Chan [ I] using the method of alternating bounds. We 
refer to these papers for further references. Here, we use a completely 
different approach. 
In Section 2, we use the method of descent and Duhamel’s principle to 
deduce the solution formula for the linear equation, 
L,u =f(x, tX (1.3) 
subject to (1.2) with f(x, t) being twice continuously differentiable. In 
Section 3, we use the method of upper and lower solutions and the interval 
method to establish existence of solutions for the problem (1.1) and (1.2) 
with or without the monotonicity requirement on the nonlinear term 
g(x, t; u). 
2. LINEAR PROBLEM 
Let 
V(x,y, t;5,%7)=2x-:x**R2~1’2 F(y+;$z), (2.1) 
+ 
where 
R- =(t-T)*-(r-x)*-(y~-yy)~, 
R+=(~+T)*-((5-x)*-(q-y)‘, 
z=R-/R,, 
and F(k/2, (k - 1)/2; 4; z) is a hypergeometric function. By Diaz and 
Ludford [3], the solution of the problem, 
Ew=O, w(x,Y,~;~)=o, WI(X, Y, 7; 7) = e’Vf(x, 71, 
is given by 
where S is the circular domain: 
(r-X)2+(q-y)2~(t--)2, O<z<t. 
Let S* be the domain: 
(C - xl2 + c2 6 (1 - 7)*, O<t<t,[>O* 
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By changing the variable ‘I, (2.2) can be written in the form 
where V,(x, t; <, [, z) is as given in (2.1) except that R._ and R + now 
take, respectively, the forms 
(t - z)’ - (4 - x)2 - (2 for [>O, 
(t+r)2-((5-x)2-[2 for [ > 0. 
By the method of descent, the function 
21(x, t; z) = eCU’w(x, y, t; z) 
satisfies 
L,.v = 0, v(x, t; z) = 0, u,(x, z; z) =f(x, 7). 
By Duhamel’s principle, the solution u of the problem (1.3) subject to (1.2) 
is given by 
u(x, t) = j; v(x, t; z) dz. 
Let 
From (2.3), 
KG, t; t, i, T)= 2 V,(x, t; 5, i, z) cash 4. 
where D is the domain bounded by the retrograde cone, 
(5-X)2+[2=(t-t)2, O<z<t, 
and the plane t = 0 in the half-space [ > 0. 
Since g(x, t; U) is twice continuously differentiable, the problem (1.1) and 
(1.2) is equivalent to the following integral equation (cf. Chan [l], and 
Diaz and Ludford [3]), 
4x> f) = j, K(x, 1; 5, 5, ~1 g(5, r; u(t, 7)) d5 4 dt. (2.4) 
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We note that since 0 <z < 1 in D, the hypergeometric function 4k/2, 
(k-1)/2; 4; 1 z in (2.1) is positive (cf. Rainville [6, p. 453). Hence, the 
kernel K,(x, t; <, [, z) in (2.4) is also positive. 
3. EXISTENCE AND UNIQUENESS 
If U, = [_ui, Ui] and Uz = [_uz, U2] are intervals, then U1 G U2 if and only 
if_u,d_u,<G,<z&. Let 
p: C( i-8 x [O, T], IF!) + C( R x [O, T], R) 
be an integral operator. Its corresponding interval integral operator P is 
defined by 
PY= [py :yE Y], 
where Y is an interval function. For convenience of reference, we state the 
following basic result (cf. Lakshmikantham and Sivasundaram [4], and 
Moore [S, p. 701) of interval analysis. 
THEOREM 1. Suppose that there exists an interval function U, such that 
PU, C uo. Then, the successive iterates given by U, + 1 = PU, form a 
decreasing sequence of interval functions, and lim,, a3 U,,(x, t) = U(x, t) 
exists as an interval function on [w x [0, T]; moreover, if u is any solution of 
pu = u, then u(x, t) E U(x, t) on R x [0, T]. 
Let a(x, t) and /?(x, t) be in C21 ‘(Iw x [0, T], Iw) such that a < /I. We shall 
need the following assumptions. 
(A,) Let a and /I be, respectively, lower and upper solutions of the 
problem (1.1) and (1.2) with r = 0. Namely, 
Loa d g(x, t; a), a(x, 0) = 0 = a,(x, O), 
LIB 2 g(x, c Lo, fl(x, 0) = 0 = fl,(X, 0). 
(A*) If ~16 u2 < U, </I, then there exists a nonnegative constant M 
such that 
g(x, t; u1) - &7(x, c u2) 2 M2(u, - u2). 
(A3) For all G such that LX < CJ <b, there exists a nonnegative 
constant M such that 
L,a d g(x, t; 0) + M2(a - a), a(x, 0) = 0 = a,(x, O), 
LIB 3 dx, t; 0) + M2(B - a), B(x, 0) = 0 = B,(x, 0). 
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(A4) If u d u2 d uI 6 8, and there exists a nonnegative constant M 
such that M d r, then 
g(s, t; u,) - g(x, t; u2) 3 -M’(u, - u2). 
We note that whenever (A,) and (A?) hold. (A,) is satisfied. We can now 
prove the following result. 
THEOREM 2. Let assumptions (A,) and (AZ) hold. Then, there exists a 
decreasing sequence { Un(x, t)} f ’ t o m erual functions with U,(x, t) = [a(x, t), 
fl(x, t)] such that lim,, ,xI UJx, t) = U(x, t) exists as an intervalfunction on 
R x [0, T]. Zf u(x, t) is any solution of the problem, (1.1) and (1.2) with 
r = 0, in the sector 
Ca,B]=[u~C([Wx[0,T],~):a6u6~1, 
then u(x, t) E U(x, t) on R x [0, T]. Furthermore, 
U(X? t) = CP(& t), w, t)l, 
where p and 8 are minimal and maximal solutions of the problem relative to 
the sector [a, fi]. Zf in addition, 
g(x, c u1) - gb, t; 4 d N2(u, - u2) for some constant N b M (3.1) 
whenever a d u2 6 u1 d fi, then u is the unique solution. 
Proof Let the integral operator, 
P: C(R x CO, Tl, R) -+ C(R x CO, 7’1, W), 
be defined by 
P&G t) = JD K,&, c 5, i, z) G(t, t; u(t, t)) d5 dC dz, (3.2) 
where G(x, t; u) = g(x, t; U) - M’u. From the assumption (A,), it follows 
that G is increasing in u whenever ad u< j?. For any interval function 
Yc [a, p], let PY be the corresponding interval integral operator, defined 
by PY= [py : y E Y], which is inclusion monotonic. Because pu is 
increasing, we have 
py= CPJG PA if Y= [y, j]. 
It follows that a <pa <p/j’ <p, and hence 
PCs, PI= CPM, Ml c CM, Bl. 
(3.3) 
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By Theorem 1 with U0 = [cc, /I], we have a decreasing sequence {U,} of 
interval functions such that lim, _ a, UII(x, t), denoted by V(x, t), exists as 
an interval function on R! x [0, T]; moreover, if u is any solution of the 
problem (1.1) and (1.2) with r = 0 such that u E [a, p], then u(x, t) E U(x, t) 
on Rx [0, T]. 
If w, 1) = c&4x, t), 4% t)l, we have [p, 01 E [_u, U]. Since PY is 
continuous, it follows that U= PU. By (3.3) p_u =_u and pU = ii. These 
imply that _u and 17 are respectively solutions of the problem (1.1) and (1.2) 
with r =O. Thus, [_u, ii] c [p, 01 on R x [0, T]. Consequently, U= [p, 01. 
If (3.1) holds, then for ui > u2, we have 
By Gronwall’s inequality, 
u,(x, t) - 4x, t) < 0. 
Hence, uniqueness of a solution follows. 
THEOREM 3. Let the assumption (A3) hold. Then, there exists a 
decreasing sequence { Un(x, t)} f ’ t o zn erval functions with U,(x, t) = [a(~, t), 
p(x, t)] such that lim,, co Un(x, t) = U(x, t) exists as an intervalfunction on 
R! x [0, T]. If u(x, t) is any solution of the problem, (1.1) and (1.2) with 
r=O, in the sector 
then u(x, t) E U(x, t) on R x [0, T]. If in addition, there exists a nonnegative 
constant Q such that 
Ig(x,t,u,)-g(x,t,uz)l~QIu~-~21 (3.4) 
for any u1 and u2 lying between a and /?, then u is the unique solution. 
Proof We consider the same operator p defined by (3.2). Since G is no 
longer increasing, (3.3) need not hold. In order to apply Theorem 1, we 
need to show that P[a, /?I c [a, /?I. For this purpose, it is sufficient to 
show that for any UE [a, /I], PUG [cc, p]: by assumption (A3) and (3.2) 
a -pu < s K,(x, t; 5, i, z)CG(t, z; 0) - G(t, r; ~114 4 dz D 
for any g E [cr, 81. Choosing (T = u, we have u < pu. Similarly, we can show 
that pu d/I. 
Uniqueness of a solution follows from (2.4) with r = 0, (3.4), and an 
application of Gronwall’s inequality as in the proof of Theorem 2. 
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Let us give an example to illustrate that the assumption (A,) is 
realizable. It also illustrates that the function g(x, t; U) need not be 
increasing as required in the monotone method and the interval method in 
using the assumption (A,). 
EXAMPLE 1. Let r=o, g(x,t;u)=l+u-u’for O<t<l, a(x,t)-0, 
/3(x, t) = er - t - 1, and 0 6 A46 1. The assumption (A,) is satisfied while the 
assumption (AZ) is not. 
The next theorem is for the problem (1.1) and (1.2) with r > 0. It is to 
be noted that unlike the monotone method, g(x, t; U) need not be increas- 
ing. We state the theorem here; its proof is similar to that of Theorem 2, 
provided that the integrand in (3.2) is replaced by &(x, t; t, i, r) 
x [g(& t; ~(5, z)) + M2u(<, T)], where h2 = r2 - M2. 
THEOREM 4. Under the assumptions (A4) and (A,) with L,, replaced by 
L,, there exists a decreasing sequence (U,,(x, t)> of interval functions with 
U,(x, t) = [cr(x, t), p(x, t)] such that lim,, m Un(x, t) = U(x, t) exists as an 
intervalfunction on R x [0, T]. Zf u(x, t) is any solution of the problem, ( 1.1) 
and (1.2) with r > 0, in the sector 
then u(x, t) E U(x, t). Zf in addition, there exists a nonnegative constant H 
such that 
dx, t; ~1) -Ax, t; ~2) G H(u, - ~2) 
whenever M < u2 < u1 </I, then u is the unique solution. 
REFERENCES 
1. C. Y. CHAN, Alternating bounds converging to the solution of a semilinear Euler-Poisson- 
Darboux equation, (V. Lakshmikantham, Ed.), in “Trends in Theory and Practice of 
Nonlinear Differential Equations” pp. 105-109, Dekker, New York, 1984. 
2. C. Y. CHAN AND E. C. YOUNG, Maximal and minimal nonnegative solutions of a semilinear 
Euler-Poisson-Darboux equation, J. Math. Anal. Appl. 90 (1982), 209212. 
3. J. B. DIAZ AND G. S. S. LUDFORD, On the singular Cauchy problem for a generahzation of 
the Euler-Poisson-Darboux equation in two space variables, Ann. Mat. Pura Appl. (4) 38 
(1955), 33-50. 
4. V. LAKSHMIKANTHAM AND S. SIVASUNDARAM, The method of upper and lower solutions and 
interval method for first order differential equations, Appl. Math. Compur. 23 (1987), 1-5. 
5. R. E. MOORE, “Methods and Applications of Interval Analysis,” SIAM Studies in Applied 
Math., Philadelphia, 1979. 
6. E.D. RAINVILLE, “Special Functions,” Macmillan, New York, 1960. 
