In this paper, we establish sharp two-sided estimates for the Dirichlet heat kernels of a large class of time-dependent parabolic operators with singular drifts in C 
Introduction and setup
Two-sided estimates of heat kernel for parabolic operators in R d have a long history and many beautiful results have been established. In his classical results, Aronson [2] used the parabolic Harnack inequality, which was established by Moser [27] , to obtain the heat kernel estimates. Later, Fabes and Stroock [15] used the heat kernel estimates to obtain parabolic Harnack inequality following Nash's idea [28] . See [2, 10, 12, 29] and the references therein for more details.
But, due to the complication near the boundary, two-sided estimates for (Dirichlet) heat kernel in C 1,1 -domain have been established only recently. See [11] [12] [13] for the upper bound estimates and [34] for the lower bound estimates in C 1,1 -domains for the Laplace operator. Regarding the strongly parabolic system, one may refer to [7, 8] for the upper bounds. Recently in [6] the first named author proved the two-sided estimates for heat kernel of parabolic operators with Dini continuous diffusion coefficient in C 1,α -domains for every α ∈ (0, 1] (see below for the definition of C 1,α -domain).
The main goal of this paper is to extend the result in [6] to operators with singular drifts; we establish sharp two-sided estimates for the heat kernel (or fundamental solution) of Here and after, we assume that d 1 and α ∈ (0, 1]. Our operator L can be written We assume that the operator L satisfies the uniform ellipticity condition, i.e., there exists a constant λ ∈ (0, 1] 
See also [19, Definition 3.15] and [25] 
For a, b ∈ R, let a ∧ b := min{a, b} and a ∨ b := max{a, b}. We denote 
n is the function defined in (3.20) , with the constants independent of n. Then we show that the density q n D converges uniformly in each compact subset of (0,
But the estimate (1.7) was not known for p 0 D due to the weak assumption on the regularity of a ij and the domain D. Section 2 is purely analytic and is devoted to proving the estimate and joint continuity of the gradient of p 0 D . As in [22] , the uniform convergence of heat kernels and their gradient show that the approximation scheme proposed above is also well-suited for the purpose of this paper. The uniform convergence of q n D is essential for our approach to establish (1.6) and (1.7), and they can be regarded as stability results for the heat kernels under perturbations. The general strategy of proving the uniform convergence of heat kernels is similar to that of [22] . However, we have to overcome quite a few new difficulties due to the fact that our operators are time-dependent and the drifts are signed
These require very careful and detailed estimates throughout our proofs.
Lastly, we give the probabilistic counterpart and some consequences of Theorem 1.1 in Section 4. It is well known that there are close relationships between second order elliptic differential operators and diffusion processes. For certain second order elliptic differential operator that satisfies the maximum principle, there is a diffusion process X associated with it so that such operator is the infinitesimal generator of X . A prototype is the celebrated interplay between the Laplacian and the Brownian motion. The heat kernel of such operator is the transition density function of X . Such interplay can be extended to a large class of time-inhomogeneous parabolic operators. We show that Table 1 List of notations for heat kernels.
q D is transition density of a time-inhomogeneous diffusion X which can be approximated by nice diffusions in the sense of weak convergence. From the time-homogeneous case, we obtain two-sided Green function estimates, Theorem 4.8, along with so-called 3G-Theorem, Corollary 4.9. The remainder of this paper is organized as follows. In Section 2, we prove the estimate and joint continuity of the gradient of p Concluding the introductory section, we present some standard notations: We will follow the standard multi-index notation for derivatives: given a vector n := (n 1 , . . . ,n d ), where each n k is a non-negative integer, let |n| : 
For the reader's convenience, we summarize in Table 1 heat kernel notations that appear frequently in this paper.
Gradient estimate
We recall that L is the operator defined in (1.2) . In this section, we will prove a gradient estimate of the heat kernel p
which will be used in Section 3.
The following two-sided bound on p 0 D (t, x; s, y) was established in [6] . We write it in a slightly different form for our purpose: 
The lower bound on p 0 D (t, x; s, y) is stated in [6] for bounded C 1,α -domains (with connected ball condition). However, by the Harnack inequality using connected ball condition directly, the proofs there work without boundedness condition.
Some properties regarding Gaussian kernel are enlisted in the following lemma. Especially, all the necessary properties from Dini continuity are stated in (i) and (ii). 
Moreover, for fixed β > 0 there exists c > 0 depending on β such that for every R < ∞, and 
Proof. Without loss of generality, we assume s * = 0 and x * = 0. By [24, Theorem 6.6 ] and the remark after it, the solution u is smooth. Thus,
function satisfying the following:
2) with symmetric constant coefficients a
as a test function, and get
Using integration by parts, (2.3) and the fact Γ t 0 ,x 0 (t, x; s, y) = 0 for t s, we get
Hence we get
Switching the role of i and j, and taking the average of the both sides, we obtain
and then differentiating with respect to 
and we have
By (2.4), and estimates (i) and (ii) of Lemma 2.2, there exists
Also, by the estimates (iii) and (iv) of Lemma 2.2,
.
Lemma 2.4. Under the same condition as in Lemma 2.3, for any
Proof. Without loss of generality, we assume s 
Put the second supremum inside the integrals, and then the integrand is less than or equal to 2 sup
, we see that either |x − y| 14δ 0 or |t − s| 31δ 2 0 , therefore the integrand is bounded uniformly. By continuity of f (t,x, s, y) with respect to (t,x) and using Lebesgue dominated convergence theorem, I 2 goes to zero as δ 0 goes to zero. 2 
Proof. Fix s 0 < t 0 and x 0 , y 0 ∈ D and let T := 2t 0 . Choose r 0 < √ s 0 such that
Since F 1 and F 2 are disjoint, the heat kernel p
Now the main result of this section follows: 
Considering the cases ρ(x)
On the other hand, since |x − y| 
y) d|ν|(t, x).
Here the constant C 2 comes from the constant in Theorem 2.1. 
More generally, we say that a d-dimensional vector-valued signed measure μ : 
Then μ belongs to K d . In fact, if we let C 3 := C 2 /32 for simplicity,
Using the fact −x ln x is increasing near zero and the assumption (3.1),
2), and therefore I 1 (h) → 0 as h → 0. Also,
Note the logarithm function is positive when t 
also goes to zero as h → 0. 
and using the assumption (3.3), 
Properties
The parabolic Kato class is a generalized version of elliptic Kato class in the following sense. 
(t, x; s, y)N ν (t − s).
(i) D t s ψ 1 (t − v, x)Γ C 2 /4 (t, x; v, z)ψ 0 (v − s, z, y)Γ C 2 /2 (v, z; s, y) d|ν|(v, z) Mψ 0 (t − s, x, y)Γ C 2 /4 (t, x; s, y)N ν (t − s), (ii) D t s ψ 1 (t − v, x)Γ C 2 /4 (t, x; v, z)ψ 1 (v − s, z)Γ C 2 /2 (v, z; s, y) d|ν|(v, z) Mψ 1 (t − s, x)Γ C 2 /4
Proof. The claim (ii) follows from Lemma 3.6(ii). Moreover, (i) follows from the inequality 
Recall the constant M in Lemma 3.6, and C 3 in Theorem 2.6. Choose t 0 small such that As in the inequality (3.9), 
Now we choose t 1 t 0 small so that 
On the other hand, by (3.7) and (3.11), for t t 2 ,
and, by (3.14) ,
Repeating these procedures for finite number of times, we proved the theorem for fixed T > 0. Joint continuity of ∇ x p D follows from Theorem 2.6 and (3.13). 2
The next lemma will be used in the next subsection.
Lemma 3.9. Suppose B is smooth. Then p D (t, x; s, y) =p D (T − s, y; T − t, x).
Proof. Noteã satisfies (1.3)-(1.4) 
Since p D andp D are smooth, by (1.5) and (3.18),
Using the fact that p D (v, z; s, y) =p D (T − v, z; T − t, x) = 0 for any z ∈ ∂ D, and integrating by parts,
Taking → 0 + , and by (F3),p
Perturbation for general case
In the remainder of this section, we assume μ 
Proof. Since
2 . (3.19) Let N( A, ε) be the smallest number of ε-balls needed to cover A. So for each ε > 0, there exists a
For each ε > 0, we define t ε
, k 1 and let N ε be the smallest integer greater than 
We fix a non-negative smooth function ϕ(t,
Note that U n is bounded and smooth. The following lemma is simple, but essential in this paper.
Recall that we fixed a signed measure
Proof. By a change of variable,
Similarly, 
(ii) For every t T 1 and any uniformly continuous function g(s, v, x, y, z) on
Proof. Proof of (ii) is similar to the one of (i). We give the proof of (i) only. Fix i, s 0. Let E := E s and extend f to be zero off E. Let
By Lemma 3.10, we have
Given ε > 0, choose a large positive integer n 1 such that for every n n 1 , 
Since f is zero outside E, we extend the domain of z and v, and then apply Fubini's theorem. Using the fact that ϕ n (v − s, z − w) is non-zero only if s + δ − 2 −2n a t − δ and w ∈ U ∪ A n , the above integral becomes
By (3.22) , for every large n n 1 with 2 −2n+1 < δ, 
Using Lemma 3.11, we can choose t 0 > 0 small such that
As (3.10) and (3.13), we have for (t,
and, using (3.26) , by the same arguments as the ones in (3.9) and (3.12), we have, for k ∈ N 0 and (t, x, y) ∈ (s, s 
4(t−s) .
In the remainder of this section, we will show that for each s 0 
and
(ii) sup
Proof. One can follow the proof of Lemma 3.1 of [33] and show that for any x, y ∈ R
For |x|, |y| < R, if z satisfies |x − z| 4R, we have |y − z| |x − z| − |x − y| 4R − |x − y| > 2R.
Therefore,
which ends the proof of (i 
Proof. We will prove the first claim only. Since ϕ is a non-negative radial function supported by (0, 1) × B(0, 1), we have for any w ∈ R d and 2 −2n+4 δ, 
For any given ε > 0, by Lemma 3.11, we first choose δ
For this δ, by Lemma 3.14, we can choose R large enough so that sup n: Choose a smooth domain
where δ is to be chosen later, and 
Now we fix
Here we used the inequality of T 0 /2
Given ε > 0, using Lemma 3.11, we choose δ < T 0 /2 such that II and III are less than or equal to ε/8 for every n 1.
On the other hand, by (3.27), (3.28) , and (3.31), we have {(t, v, x, y, z): (t, x, y, z 
Thus, by the assumption on J 
]). 2
The next corollary is an easy consequence of Theorem 4.8. See [9] . 
