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Abstract
In this thesis the effect of the Hall term in the generalised Ohm’s law on Alfve´n (shear) and fast wave
propagation and dissipation in the ion cyclotron frequency range is investigated.
The damping of an initially Gaussian field perturbation in a uniform Hall MHD plasma is treated ana-
lytically. Subsequently a 2D Lagrangian remap code (Lare2d) is used to study the damping and phase
mixing of initially Gaussian field perturbations and a harmonic series of boundary-driven perturbations in a
uniform field (in the presence of a transverse equilibrium density gradient). The same code is then used to
study a range of initially shear and fast-wave perturbations in the vicinity of a magnetic X-type null point.
The magnetic energy associated with an initially Gaussian field perturbation in a uniform resistive plasma
is shown to decay algebraically at a rate that is unaffected by the Hall term to leading order in kδi where k
is wavenumber and δi is ion skin depth. A similar decay law applies to whistler perturbations in the limit
kδi  1.
We demonstrate that in both geometries considered, the inclusion of the Hall term reduces the effectiveness
of phase-mixing in plasma heating. The reduction in the damping rate in the uniform field (non-uniform
density) cases, arising from dispersive effects, tends to zero in both the weak and strong phase mixing limits.
In the Hall MHD X-point case, minimal reductions are seen for initially shear wave pulses, suggesting that
little or no phase-mixing takes place. Nonlinear fast wave pulses which interact with the initial X-point
destabilise the local field sufficiently to generate multiple null pairs; subsequent oscillatory current sheet
behaviour appears unaffected by earlier differences between the MHD and Hall MHD cases.
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Chapter 1
Introduction
1.1 Solar plasma physics
Often called the fourth state of matter, the term plasma is used to describe a population of particles in which
at least some electrons are no longer bound to atoms. These electrons behave very differently to the ions.
This is primarily due to the difference in mass (for example, a hydrogen plasma has an ion/electron mass
ratio of mi/me = 1.8362 × 103). As such, plasmas are also referred to as a type of ionised gas. This
ionisation also dramatically changes the behaviour of the plasma upon application of a magnetic field (for
example, in relation to the behaviour of a classical fluid). Most estimates suggest that plasma makes up
around 99% of the visible universe (Gurnett and Bhattacharjee, 2005), making it easily the most abundant
state of matter. The properties of plasma and its large abundance throughout the universe makes plasma
physics an important area of research. However, terrestrial plasmas (other than those found in man-made
plasma devices) are relatively uncommon. In order to study plasma physics as it occurs in nature, one must
move out from the earth to the ionosphere, the interstellar medium and, crucially, the Sun.
Located at a distance of 1.5 × 108 km from Earth (or 1 Astronomical Unit - AU), the Sun is classified as
a spectral G2 type star, with a mean radius (R) of 0.7 × 106 km and a mass of 2 × 1030 kg. In order to
balance the effect of gravity, like other main sequence stars, the Sun generates energy by the conversion
of hydrogen into helium at its core, in a process known as thermonuclear fusion. The process by which
this energy leaves the core varies with height, as from 0.25− 0.7R, radiation is primarily responsible for
energy transportation. At approximately 0.7R, the plasma is no longer hot or dense enough to sustain
radiation, and so at this point, large convective columns of plasma transport the energy to the solar surface,
where the plasma is cooled and returns to the top of the “radiative zone”. The transition from radiation to
convection occurs over a small layer (known as the tachocline) where the uniform rotation of the interior
is replaced with differential rotation within the convective zone. The shearing of plasma flows created by
this change in rotation is believed to be responsible for the creation of the Sun’s magnetic field (for a more
detailed review, see e.g. Miesch, 2005; Howe, 2009).
1.1.1 Solar atmosphere
The visible atmosphere of the Sun begins with the photosphere (from the Greek word for light), a 10 km
thick layer which sits above the convective zone. Visible signs of the convective motions of the solar interior
can be found in the convective cell granulation and super-granulation patterns of the photosphere. Granules,
with sizes ∼ 0.5 − 2.0Mm, and a mean lifetime of ∼ 10 minutes, (Title et al., 1989) and super-granules,
1
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Figure 1.1: Average density and temperature structure of the solar atmosphere as a function of height
(Priest, 1982).
with diameters ∼ 10 − 30Mm and lasting for ∼ 1 − 2 days (Hirzberger et al., 2008) are observable
features, caused by hot material convecting upward at the granule/supergranule centre. This material is
then carried outwards towards the cell boundaries (at ∼ 0.35 km s−1, Hathaway et al., 2002), where it
completes the convective cycle and is carried away from the surface (for a detailed review of subsurface
convection and its interaction with the solar surface, see e.g. Nordlund et al., 2009; Rieutord and Rincon,
2010). A significant build-up of magnetic flux (∼ 1000 − 2000G) is also associated with supergranular
cell boundaries, however the largest magnetic field strengths in the photosphere can be found in sunspots
(∼ 2000−4000G). Sunspots typically appear in pairs of opposite polarity, and occur periodically according
to an 11 year cycle known as the “Hale cycle” (for more information on the solar cycle, see e.g. Hathaway,
2010).
Lying in a narrow (∼ 2500 km) band above the photosphere, the chromosphere (derived from the Greek for
colour) may be seen briefly with the naked eye as a colourful flash at the beginning or end of an eclipse. The
chromosphere is also the location of the solar temperature minimum (∼ 4300K), after which the tempera-
ture begins to steadily rise with height, reaching approximately 5×104K, before dramatically increasing to
105−106K over a relatively small distance (100−200 km). This dramatic change in temperature is accom-
panied by an equally dramatic decrease in density (from 1011 cm−3 to 109 cm−3) leading to this region
being known as the “transition region” (a visual comparison of the density and temperature stratification
throughout the solar atmosphere can be seen Fig. 1.1).
The extended outer atmosphere of the Sun is known as the solar corona (from the Greek for crown). Coronal
plasma is highly non-uniform, and maintains an extremely high temperature (∼ 1− 2MK) and extremely
low density (∼ 109−106 cm−3) compared to the rest of the solar atmosphere. As the ionisation temperature
of hydrogen is ∼ 11, 000K, coronal plasma is fully ionised, while chromospheric plasma is only partially
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Figure 1.2: Plasma beta model over an active region (Gary, 2001). The variation of plasma β with height
is demonstrated by the shaded region, obtained from models of magnetic and gas pressure in a sunspot
(assumed field strength ∼ 2500G, given by the thick black line) and a plage region (∼ 100G, thin black
line).
ionised. Another unique feature of the corona is the value of the plasma beta, β, which is the ratio of fluid
and magnetic pressures within the plasma:
β =
2µ0P
B2
. (1.1)
Unlike other regions of the solar atmosphere, the value of the plasma β becomes particularly small in the
corona and upper chromosphere (a visual comparison of the plasma β value can be seen in Fig. 1.2). This
indicates that the behaviour of the coronal plasma is dominated by magnetic effects.
The behaviour of the solar corona is also seen to change during the 11-year sunspot cycle, with seasons
which display extreme and dynamic behaviour (known as solar maximum) alternating with uneventful
quiet periods (known as solar minimum). During this cycle many different types of magnetic features
are observed, the properties of which depend on the configuration of the coronal magnetic field. A full
theoretical and observational description of these features is clearly beyond the remit of this thesis, however
we will attempt to briefly highlight one or two relevant features. All coronal features may be broadly split
into two categories, depending on whether the local magnetic field is open or closed. Coronal holes are
an example of open magnetic field structures which allow hot plasma to stream directly away from the
solar surface and form the fast solar wind. Conversely, active regions are groups of closed loop structures
which link points of opposite magnetic polarity, often associated with the presence of sunspot pairs in the
photosphere. Examples of both open and closed coronal structures are clearly visible, even from the Earth’s
surface (see Fig. 1.3).
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Figure 1.3: Reconstructed ground-based white-light image of the Sun, taken during the total solar eclipse
of 2005, with the corona visible in white and chromospheric Hα radiation visible in red [reproduced with
permission, c©Miloslav Druckmu¨ller, Peter Aniol, 2005].
Coronal loops support plasma which is hot (1 − 6MK) and dense (. 1011 cm−3) and which follows the
shape of the local magnetic field lines (an overview of typical coronal loop parameters may be found in
Aschwanden, 2005). Due to the increased density and temperature, coronal loop arcades can often be
distinguished from the surrounding plasma by modern space-borne observational platforms. The most
recent and highly advanced space-borne observational suite of instruments can be found on-board the Solar
Dynamics Observatory (SDO, launched on 10th February 2010, and outlined in Schwer et al., 2002), which
is capable of comparing the magnetic field configuration at the photosphere using the Helioseismic and
Magnetic Imager, HMI (Scherrer et al., 2012), with the behaviour of the entire solar atmosphere over a
range of temperatures (with the Atmospheric Imaging Assembly, AIA, detailed in Title et al., 2006). An
example of such a comparison can be seen in Fig. 1.4, with some clearly visible active region loop structures
in Fig. 1.4b.
Whereas coronal loops contain plasma which is hotter than its surroundings, prominences (so called if they
occur on the solar limb, or known as filaments if they occur on the solar disk) are structures which contain
cooler, more dense plasma than the local environment. These structures are anchored in the photosphere
and are supported against gravity by local magnetic fields, often for several hours (for a recent review
of prominence observations and theory, see Mackay et al., 2010). Many of these coronal features have
been observed to oscillate (either being destabilised as a result of local transient event or series of events,
and also as a result of granular/supergranular motions at the photosphere). Combining observations of
these oscillations with a theoretical framework can provide insight into local plasma conditions (a review
of selected observations and their implications for coronal dynamics is provided in Sec. 1.6). For the
investigations outlined in this thesis, the theoretical framework is provided by the magnetohydrodynamic
system of equations, introduced in Sec. 1.2, which can support three main types of wave in the solar corona,
as outlined in Sec. 1.3.
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(a) HMI (b) AIA 171
Figure 1.4: Comparison of underlying photospheric magnetic field configuration and the quiet Sun corona
using SDO. (a) shows an HMI magnetogram taken at 14:20 on the 31st May 2011, with (b) displaying the
simultaneous image from AIA in the 171A˚ passband (equivalent to a temperature of 6.3 × 105K) [credit:
NASA/SDO].
1.2 MHD equations and approximations
The fundamental idea behind the magnetohydrodynamic (MHD) approach is that by combining the elec-
tromagnetic laws of Maxwell with the laws of fluid dynamics (which describe the properties of a non-
conducting fluid), it is possible to model a plasma as a single electrically conducting fluid. Utilising these
equations in this way provides a relatively simple way to gain insight into various systems in plasma physics,
and has remained a highly successful one since work on the subject was pioneered by Alfve´n in the early
1940’s.
1.2.1 Electromagnetic equations
Maxwell’s equations are
• Gauss’ law:
∇ ·E = ρc
0
, (1.2)
for an electric field E, charge density ρc and permittivity of free space 0.
• The solenoidal constraint:
∇ ·B = 0, (1.3)
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which states that lines of magnetic field B cannot start or end at a single point (i.e. magnetic
monopoles cannot exist).
• Faraday’s law:
∇×E = −∂B
∂t
, (1.4)
which shows that electric and magnetic fields are coupled, and that a time-varying magnetic field
induces an electric field.
• Ampe`re’s law:
∇×B = µ0J+ µ00 ∂E
∂t
, (1.5)
which states that magnetic fields can be generated by electric current (as originally suggested by
Ampe`re) and by varying electric fields in time (through the additional displacement current term,
µ00∂E/∂t, introduced by Maxwell).
In a vacuum, these equations are sufficient to entirely describe how a system of electric (E) and magnetic
fields (B) would change in time (t) and space, subject to the permeability and permittivity of free space
(µ0 and 0 respectively). In a plasma, the evolution of the fields is coupled to the particle motions via the
current density term in Ampe`re’s law, so that further equations are required to close the system. Both µ0
and 0 are linked to the speed of light c(≈ 3×108ms−1), through µ00 = 1/c2. The total charge density of
this system isQ(= n+q++n−q−, for electron number density n− and charge q−, and ion number density
n+ and charge q+). Typically, most plasmas will automatically satisfy the condition for charge neutrality
n+ − n−  n for total number density n.
As typical wave propagation speeds v of most relevant plasma physics phenomena will satisfy v  c, it is
also acceptable to neglect the displacement current term in Ampe`re’s law in MHD:
∇×B = µ0J. (1.6)
One of the most crucial equations in MHD theory is Ohm’s law, which couples the fluid and electromagnetic
equations together by describing an electrical conductor as it moves with velocity v through a magnetic field
of strength B and electric field E:
E+ v ×B = ηJ, (1.7)
(where η is the electrical resistivity of the fluid and with J, the current density, as a measure of the stress of
the magnetic field). It should be noted that this form of Ohm’s law is only applicable when the plasma can
be treated as a single fluid, which is sufficient for the present MHD treatment. Combining the MHD form
of Ampe`re’s law and Ohm’s law, Eqs. (1.6 & 1.7), allows Faraday’s law, Eq. (1.4), to be expressed entirely
in terms of the plasma velocity and the magnetic field:
∂B
∂t
= −∇×E = ∇× (v ×B)−∇×
(
η
µ0
∇×B
)
,
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∂B
∂t
= ∇× (v ×B) + η
µ0
∇2B, (1.8)
where the magnetic diffusivity η/µ0 is assumed to be constant, and the solenoidal constraint, Eq. (1.3), has
been used to simplify the vector quantities to achieve Eq. (1.8).
1.2.2 Fluid equations
The single fluid equations are:
• Equation of mass continuity:
∂ρ
∂t
+∇·(ρv) = 0, (1.9)
which is a statement of mass conservation, for a fluid of mass density ρ.
• Equation of motion:
ρ
Dv
Dt
= −∇p+ F, (1.10)
which uses the convective derivative,
D
Dt
=
∂
∂t
+ v · ∇,
to describe variations in a frame of reference which travels with the plasma. The equation of motion
itself is a statement of Newton’s second law of motion, i.e. that “force=mass×acceleration”, where
in this case the force is generated by a gradient in pressure (∇p) combined with a general force term
(F). In MHD, this term often contains contributions from a Lorentz force (of the form FL = J×B),
generated by the magnetic fields, a gravitation force (Fg = ρg) and viscous forces (Fv), i.e.
F = FL + Fg + Fv.
The form of viscous force is complicated, but one of the simplest forms commonly used in MHD is
expressed in terms of the isotropic stress tensor S:
Fv = ν∇ · S = ν
[
∇2v + 1
3
∇ (∇ · v)
]
,
with ν the coefficient of kinematic viscosity (note that in the presence of strong magnetic fields, a
non-isotropic form of the stress tensor should be used, the mathematical details of which are derived
in Braginskii, 1965). Of these forces, only the gravitational force will not be considered further,
leading to an equation of motion which takes the form:
ρ
Dv
Dt
= −∇p+ J×B+ ν∇ · S. (1.11)
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This equation also acts to couple the fluid and electromagnetic equations through the Lorentz force.
• Energy equation
ργ
γ − 1
D
Dt
(
p
ργ
)
= −L, (1.12)
where changes in the energy of the system are attributed to the total energy loss function L, with
γ the ratio of specific heats (cp/cv), and taken to be 5/3 (as a consequence of ions and electrons
retaining no rotational or vibrational degrees of freedom in comparison to, for example, molecules).
The specific form of L usually depends on the situation. For example, in solar coronal applications,
L typically contains several terms:
L = −∇ · q+ Lr − ηJ2 − νQvisc −H,
with contributions (from left to right) from heat flux due to thermal conduction, radiative losses (Lr),
Ohmic and viscous heating plus contributions from other coronal heating effects, H (for example,
magnetic reconnection effects). We will restrict our investigation to only consider the effects of
Ohmic and viscous heating as the energy loss mechanisms. Applying these constraints and also mak-
ing use of Eq. (1.9), yields the form of Eq. (1.12) which is used throughout this thesis [Eq. (1.14f)].
• Ideal gas law
p =
ρR0T
µ˜
, (1.13)
for temperature T , mean atomic weight µ˜ and R0 = kB/mp where kB is Boltzmann’s constant and
mp is the mass of a proton.
1.2.3 Summary of MHD equations
∇×B = µ0J, (1.14a)
∇ ·B = 0, (1.14b)
∂B
∂t
= ∇× (v ×B) + η
µ0
∇2B, (1.14c)
∂ρ
∂t
+∇·(ρv) = 0, (1.14d)
ρ
[
∂v
∂t
+ v · ∇v
]
= −∇p+ J×B+ ν∇ · S, (1.14e)
∂p
∂t
+ v·∇p = −γp∇·v + (γ − 1) ηJ2 + ν (γ − 1)Qvisc, (1.14f)
p =
ρR0T
µ˜
. (1.14g)
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1.3 Ideal MHD waves
One of the fundamental aspects of MHD theory is that it supports the evolution of several different types
of wave in a magnetic plasma environment. We here briefly summarise the derivation and properties of
the three basic MHD wave-types arising from perturbations of a uniform medium. Each system variable
is expressed as the sum of a constant equilibrium value (denoted by a subscript 0) and a smaller rapidly
varying perturbation (subscript 1). We will consider perturbations about a constant equilibrium magnetic
field in the y direction, with constant equilibrium pressure and density, and zero equilibrium flow:
p(x, y, z, t) = p0(x, y, z) + p1(x, y, z, t) = p0 + p1,
ρ(x, y, z, t) = ρ0(x, y, z) + ρ1(x, y, z, t) = ρ0 + ρ1,
v(x, y, z, t) = v0(x, y, z) + v1(x, y, z, t) = 0 + v1,
B(x, y, z, t) = B0(x, y, z) +B1(x, y, z, t) = [0, B0, 0] +B1.
(1.15)
Substituting these quantities into the ideal form of the MHD equations (1.14), without including the effects
of ohmic/viscous heating and neglecting the multiplication of any two perturbed quantities (as the product
would be negligibly small), reduces (1.14) to:
∇ ·B1 = 0, (1.16a)
∂B1
∂t
= ∇× (v1 ×B0) , (1.16b)
∂ρ1
∂t
= −ρ0∇ · v1, (1.16c)
ρ0
∂v1
∂t
= −∇p1 +
(∇×B1
µ0
)
×B0, (1.16d)
∂p1
∂t
= −γp0∇·v1. (1.16e)
By now differentiating the linearised equation of motion, Eq. (1.16d), and replacing several quantities
using the other linearised MHD equations, a second order differential equation describing the evolution of
the ideal plasma velocity v is formed:
ρ0
∂2v1
∂t2
= −∇
(
∂p1
∂t
)
+
(
∇× ∂B1∂t
µ0
)
×B0,
= −∇ (−γp0∇·v1) +
(∇× [∇× (v1 ×B0)]
µ0
)
×B0. (1.17)
Assuming, for simplicity, that no variations occur in the z direction (i.e. ∂/∂z = 0), allows Eq. (1.17) to
be expressed purely in terms of its individual velocity components:
ρ0
∂2vx
∂t2
=
∂
∂x
[
γp0
(
∂vx
∂x
+
∂vy
∂y
)]
+
B0
2
µ0
(
∂2
∂x2
+
∂2
∂y2
)
vx, (1.18a)
ρ0
∂2vy
∂t2
=
∂
∂y
[
γp0
(
∂vx
∂x
+
∂vy
∂y
)]
, (1.18b)
ρ0
∂2vz
∂t2
=
B20
µ0
∂2vz
∂y2
, (1.18c)
1.3 Ideal MHD waves 10
(where both here and from now on, we neglect the subscript 1 for perturbed quantities).
We now seek solutions of the form:
vx = Vx exp
[
i
(
k⊥x+ k‖y − ωt
)]
,
where k‖ and k⊥ represent wavenumbers parallel and perpendicular to the direction of the equilibrium
magnetic field (y), for an oscillation frequency ω and wave amplitude Vx. Thus derivatives of this variable
would have the following form:
∂
∂t
→ −iω, ∂
∂x
→ ik⊥, ∂
∂y
→ ik‖, ∇ = ik,
∂2
∂t2
→ −ω2, ∂
2
∂x2
→ −k⊥2, ∂
2
∂y2
→ −k‖2, ∇· = ik·,
where k =
(
k⊥, k‖, 0
)
. Thus each of the velocity components in (1.18) becomes:
ω2vx = ik⊥cs
(
ik⊥vx + ik‖vy
)
+ c2A
(
k‖
2 + k⊥2
)
vx, (1.19a)
ω2vy = ik‖cs
(
ik⊥vx + ik‖vy
)
, (1.19b)
ω2vz = c2Ak‖
2vz, (1.19c)
where we have introduced the Alfve´n and sound speeds (cA and cs respectively):
cA =
B0√
µ0ρ0
, cs =
√
γp0
ρ0
.
Reducing the number of terms using the magnitude of the wave vector |k| =
√
k⊥2 + k‖
2, we may solve
this set of simultaneous equations in a number of ways. Here, we choose to express (1.19) in matrix form:ω
2 − k2c2A − k⊥2c2s −k‖k⊥c2s 0
−k⊥k‖c2s
(
ω2 − k‖2c2s
)
0
0 0
(
ω2 − k‖2c2A
)

vxvy
vz
 = 0.
The non-trivial solutions can be found by setting the determinant of the above coefficients to zero:∣∣∣∣∣∣∣
ω2 − k2c2A − k⊥2c2s −k‖k⊥c2s 0
−k⊥k‖c2s
(
ω2 − k‖2c2s
)
0
0 0
(
ω2 − k‖2c2A
)
∣∣∣∣∣∣∣ = 0,
or,
(
ω2 − k‖2c2A
) {
ω4 − ω2 (c2s + c2A) k2 + c2Ac2sk‖2k2} = 0. (1.20)
Equation (1.20) has three solutions:
ω2 = k‖
2c2A, (1.21)
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and
ω2 =
1
2
[
c2s + c
2
A
]
k2
1±
√√√√1− 4c2Ac2sk‖2
(c2s + c2A)
2
k2
 . (1.22)
Taking each solution in turn, Eq. (1.21) is the dispersion relation for a shear Alfve´n wave, which is non-
dispersive as its speed equals the phase and group velocity (vp = vg = cA). This mode of propagation
is decoupled from that of the other two, as it is the only solution causing velocity perturbations in z, seen
in Eq. (1.19c). Hence this is a transverse wave, as the speed and displacement are perpendicular to the
direction of travel (k · v1 = 0). As shown earlier, ∇· = ik·, which upon application to Eq. (1.16c) and
Eq. (1.16e) demonstrates that the mass density and pressure of the system remains unaffected by this wave
mode, and thus the Alfve´n wave is incompressible. Magnetic tension is the restoring force responsible for
the propagation of a shear Alfve´n wave.
The two other modes of propagation can be found from the plus/minus sign within the second expression
(1.22), where the plus sign corresponds to a fast and the minus, a slow magnetoacoustic wave respectively.
Considering first the case of perpendicular propagation (k‖ = 0), we find that Eq. (1.22) reduces to:
ω2 =
1
2
[
c2s + c
2
A
]
k⊥2 (1± 1) , (1.23)
in which case the slow wave (negative sign) clearly would not propagate (ω = 0). The fast wave propagates
with a frequency ω2 = k2
(
c2s + c
2
A
)
in the perpendicular (x) direction, seen in Eq. (1.19a) with k‖ = 0, so
that the perturbation now causes variations in plasma pressure, through the energy equation, Eq. (1.16e) - a
compressional wave.
For the case of parallel propagation (k⊥ = 0), Eq. (1.22) becomes:
ω2 =
1
2
k‖
2
[(
c2s + c
2
A
)± (c2s − c2A)] , (1.24)
where the wave modes have now split into an Alfve´n wave branch, with the usual dispersion relation
ω = ±k‖cA (with speed and displacement in x, and k = k‖, plasma pressure and density remain unaffected)
and an acoustic wave ω = k‖cs (with speed and displacement in y, where the wave is unaffected by the
presence of the magnetic field and is driven solely by fluctuations in plasma density and pressure). The
designation of whether a mode is fast or slow parallel to the field depends on the relative speeds cA and cs.
Therefore the value of the plasma β is crucial in such a designation, as the definition of β (Eq. 1.1) may
also be written as
β =
2
γ
c2s
c2A
.
1.4 Lare2d introduction
We will use the 2-dimensional version of the LAgrangian REmap scheme, Lare2d, which solves the
nonlinear resistive, viscous MHD equations (and also at present includes support for the Hall term in the
generalised Ohm’s law, in addition to gravitational acceleration, a partially ionised equation of state, thermal
1.4 Lare2d introduction 12
vi−1,j vi,j
vi−1,j−1 vi,j−1
(ρi,j , "i,j , Bzi,j) Bxi,j
Byi,j
Figure 1.5: Diagram illustrating the location of the numerical variables in the staggered grid of Lare2d
(based on the description given in Arber et al., 2001).
conduction and optically thin radiation). At each timestep, an initial Lagrangian step is then mapped back
onto the original Eulerian grid, where gradient limiters also allow the code to correctly handle the inclusion
of shocks.
A detailed description of the algorithm has been published by Arber et al. (2001), and the 2D version in
particular has since been applied to a variety of problems in linear and nonlinear MHD (see e.g. Botha et al.,
2000; McLaughlin et al., 2009, 2011), and also Hall MHD (Arber and Haynes, 2006). Further documen-
tation, and the code itself may be found at http://ccpforge.cse.rl.ac.uk/gf/project/lare2d/. The normalised
form of the equations solved by Lare2d are:
∂ρ
∂t
+∇ · (ρv) = 0, (1.25a)
ρ
(
∂v
∂t
+ (v ·∇)v
)
= (∇×B)×B−∇p+ ν∇ · S, (1.25b)
∂B
∂t
= ∇× (v ×B)−∇× (η∇×B)− λi∇×
[
1
ρ
(∇×B)×B
]
, (1.25c)
ρ
(
∂
∂t
+ (v ·∇) 
)
= −p∇ · v + ηJ2 + νQvisc, (1.25d)
for dimensionless mass density ρ, pressure p, magnetic field strength B, fluid velocity v, specific inter-
nal energy density  [= p/ρ(γ − 1)], resistivity η (the reciprocal of the Lundquist number), coefficient of
kinematic viscosity ν (the reciprocal of the Reynolds number). The Hall term in the generalised Ohm’s
law is also included as the final term in Eq. 1.25c, for a normalised ion skin depth λi; the effect of this
term is discussed in detail in Chapter 2. Viscosity is included through the viscous stress tensor, S, which is
isotropic and traceless, and whose components take the form
Sij = 2
(
εij − 13δij∇ · v
)
,
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where ε, the rate-of-strain tensor, is given by
εij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
.
Contributions to the energy equation from viscous heating take the form
Qvisc =
3∑
i=1
3∑
j=1
εijSij .
For accuracy and conservation purposes, the variables specified in (1.25) are defined at separate locations
within a single 2D Lare2d grid cell. For any specific cell, velocities are defined at cell corners, while
scalar quantities and the ignoreable magnetic field direction are defined at the cell centre. The remaining
magnetic field components are defined at the centres of each of the relevant vertices, as shown in Fig. 1.5.
1.5 Lare2d benchmarking using shear MHD Alfve´n waves
We will now analytically describe how an initially Gaussian magnetic field perturbation (and its associated
magnetic energy) evolves along an equilibrium field in a uniform plasma. Simulations of this system will
not only serve as a necessary benchmark for the code, but will also provide a useful comparison for future
investigations of non-MHD effects. We begin by linearising the MHD induction equation, Eq. (1.14c), and
the equation of motion, Eq. (1.14e), using the quantities laid out in Eq. (1.15):
∂B1
∂t
= ∇× (v ×B0) + η
µ0
∇2B1, (1.26a)
∂v
∂t
=
1
ρ0µ0
(∇×B1)×B0, (1.26b)
where for simplicity, we have neglected the effect of viscosity, and also assume that in our system, mag-
netic pressure dominates any gas pressure fluctuations (i.e. β  1). We will seek solutions of the form
exp [i (ky − ωt)], and hence the vector identities in (1.26) become:
(∇×B1)×B0 = B0 ∂Bx
∂y
xˆ+B0
∂Bz
∂y
zˆ,
∇× (v ×B0) = B0 ∂vx
∂y
xˆ+B0
∂vz
∂y
zˆ,
when expressed in Cartesian form. Considering plane polarised waves in the zˆ direction, the components
of magnetic field and velocity evolve according to:
∂Bz
∂t
=
η
µ0
∂2Bz
∂y2
+B0
∂vz
∂y
, (1.27a)
ρ0
∂vz
∂t
=
B0
µ0
∂Bz
∂y
. (1.27b)
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Differentiating Eq. (1.27a) in time, and simplifying the result using Eq. (1.27b), forms an expression de-
scribing the evolution of Bz along the equilibrium field, subject to resistive damping:
∂2Bz
∂t2
= c2A
∂2Bz
∂y2
+
η
µ0
∂2
∂y2
(
∂Bz
∂t
)
, (1.28)
where we once again have included the Alfve´n speed, cA = B0/
√
ρ0µ0. Assuming perturbations which
take the form Bz ∼ exp [i (ky − ωt)], Eq. (1.28) can be written as:
ω2 = k2c2A − i
ηk2
µ0
ω,
with the solution
ω = −i ηk
2
2µ0
± cAk
√
1− η
2k2
4µ20c
2
A
.
By considering only the regime of weak damping (η2k2/µ20c
2
A  1), the dispersion relation is further
simplified to:
ω = ±cAk − i ηk
2
2µ0
. (1.29)
1.5.1 Evolution of an initially Gaussian pulse
We will now demonstrate how an initially Gaussian perturbation of magnetic field evolves according to the
dispersion relation given in Eq. (1.29). The initial perturbation is chosen as
Bz(y, 0) = Bi exp
(
− y
2
2σ2
)
, (1.30)
characterised by an amplitude Bi and width (σ) along the equilibrium field. The perturbation can be inter-
preted as a Fourier integral, evolving in time according to:
Bz(y, t) =
∫ ∞
−∞
f (k) exp {i (ky − ωt)}dk +
∫ ∞
−∞
f (k) exp {i (ky + ωt)}dk, (1.31)
with f(k) determined by the initial condition:
Bz(y, 0) = 2
∫ ∞
−∞
f(k) exp (iky) dk. (1.32)
The inversion theorem of Fourier transformation states that for any Fourier transformation, having the form:
F (t) =
∫ ∞
−∞
f(x) exp (−itx) dx,
1.5 Lare2d benchmarking using shear MHD Alfve´n waves 15
the original function f(x) might be recovered from its Fourier transform F (t) by inverting the integral:
f(x) =
1
2pi
∫ ∞
−∞
F (t) exp (itx) dt.
Hence, the original function f(k) in the case of Eq. (1.32) can be recovered, using the initial distribution
specified by Eq. (1.30):
f(k) =
1
2pi
∫ ∞
−∞
Bz(y, 0)
2
exp (iky) dy,
=
Bi
4pi
∫ ∞
−∞
exp
(
− y
2
2σ2
)
cos (ky) dy + i
Bi
4pi
∫ ∞
−∞
exp
(
− y
2
2σ2
)
sin (ky) dy.
The integration of the function sin(ky) makes no contribution, leaving the remaining integral to be evalu-
ated using the standard result∫ ∞
0
exp
(−βx2) cos (bx) dx = 1
2
√
pi
β
exp
(
− b
2
4β
)
. (1.33)
Using this result, f(k) is determined as:
f(k) =
Bi
4pi
∫ ∞
−∞
exp
(
− y
2
2σ2
)
cos (ky) dy =
Bi
2pi
∫ ∞
0
exp
(
− y
2
2σ2
)
cos (ky) dy,
=
Biσ
2
√
2pi
exp
(
−k
2σ2
2
)
. (1.34)
Substituting Eq. (1.34) into Eq. (1.31) and using Eq. (1.29), we find that:
Bz(y, t) =
Biσ
2
√
2pi
∫ ∞
−∞
exp
{
−σ
2k2
2
+ i (y − cAt) k − ηtk
2
2µ0
}
dk
+
Biσ
2
√
2pi
∫ ∞
−∞
exp
{
−σ
2k2
2
+ i (y + cAt) k − ηtk
2
2µ0
}
dk,
which reduces to
Bz(y, t) =
Bi
2
√
1 + ηt/µ0σ2
{
exp
(
− (y − cAt)
2
2 [σ2 + ηt/µ0]
)
+ exp
(
− (y + cAt)
2
2 [σ2 + ηt/µ0]
)}
, (1.35)
upon application of Eq. (1.33). Equation (1.35) shows that an initially Gaussian pulse will split into two
pulses travelling in opposite directions along the equilibrium field. As they travel, the pulses will have their
width and amplitude modified by resistivity.
From this, we can also determine the magnetic energy associated with the pulses. The total magnetic energy
per unit area in (x,z), EBTOT , contains contributions from both the equilibrium fieldB0 and the perturbation
B1:
EBTOT =
1
2µ0
∫ ∞
−∞
(B0 +B1)
2
dy =
1
2µ0
∫ ∞
−∞
(
B20 + 2B0 ·B1 +B21
)
dy.
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Given that the perturbation is transverse to the equilibrium field, the dot product does not contribute to the
total energy. Therefore, the magnetic energy associated with the perturbation (EBz ) is defined as:
EBz =
1
2µ0
∫ ∞
−∞
B21dy =
1
2µ0
∫ ∞
−∞
B2zdy, (1.36)
which, using the form of Eq. (1.35) becomes:
EBz =
B2i
8µ0 (1 + ηt/µ0σ2)
∫ ∞
−∞
exp
(
− (y − cAt)
2
σ2 + ηt/µ0
)
+ exp
(
− (y + cAt)
2
σ2 + ηt/µ0
)
dy
+
B2i
4µ0 (1 + ηt/µ0σ2)
∫ ∞
−∞
exp
(
− y
2 + c2At
2
σ2 + ηt/µ0
)
dy. (1.37)
Using a standard integral result:
∫ ∞
−∞
exp
[
− (y ± a)
2
b
c
]
dy =
√
pi
√
c
b
, (1.38)
reduces Eq. (1.37) to:
EBz =
√
piσB2i
4µ0(1 + ηt/µ0σ2)
1/2
{
1 + exp
(
− c
2
At
2
σ2 + ηt/µ0
)}
. (1.39)
Therefore an initially Gaussian perturbation, of the form Eq. (1.30), will evolve along a uniform magnetic
field according to Eq. (1.35) and the associated magnetic energy will evolve according to Eq. (1.39).
1.5.2 Lare2d results
The evolution of an initially Gaussian pulse may be modelled using Lare2d. Our system of (dimension-
less) variables was defined as follows; a uniform equilibrium field was set up in the y-direction (B0 =
B0[0, 1, 0], where in this case B0 = 1). The simulations also contained zero equilibrium flow (v0 = 0)
and constant equilibrium mass density (ρ0 = 1). The gas pressure was held constant through the spe-
cific internal energy density, , and set through the magnetic pressure of the system, using the plasma beta
(β = 2p/B2 = 0.01):
 =
β|B|2
2ρ (γ − 1) , p = ρ (γ − 1) =
β|B|2
2
,
with γ the ratio of specific heats. A perturbation was applied, with the form given in Eq. (1.30), with initial
pulse width σ = 0.1. As our analytical solutions are based on a linearised system of equations, the pulse
amplitude, Bi(= 0.0005) was chosen to minimise nonlinear effects, as these are approximately ∝ (B2i ).
The grid itself contained 2000 gridpoints along the equilibrium field, which ranged from [−10, 10], thus
fully resolving the evolution of the pulse. All simulations were terminated before the pulse reaches the
y-boundary, in order that boundary effects play no role.
From Fig. 1.6, we can see that the numerical evolution (black lines) and analytical expression given by
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Figure 1.6: Evolution of initially Gaussian pulse, Eq. (1.30), with σ = 0.1 at t = 0 (top), t = 3τA (middle)
and t = 6τA (bottom). In each case, the numerical results (black) are compared with the equivalent
analytical solution, Eq. (1.35) (in red), with η = 0.0005 in both cases.
Eq. (1.35) (red lines), are well matched at all times; an initially Gaussian transverse perturbation of a
uniform magnetic field splits into two components travelling in opposite directions at the Alfve´n speed, in
exactly the manner described in Eq. (1.35). The classic shear Alfve´n wave picture (transverse waves with a
restoring force of magnetic tension) is modified by the inclusion of finite resistive effects, which increases
the width and decreases the amplitude of each pulse.
The analytical expression for the evolution of magnetic energy is also reproduced by the numerical sim-
ulation results. In Fig. 1.7, the magnetic energy of the pulse is seen to rapidly reach equipartition with
1.6 Coronal oscillations 18
Figure 1.7: Components of energy associated with the pulse evolution. Shown here are the evolution of
magnetic (solid line), kinetic (dotted line) and internal energy (dashed line) for a numerically simulated ini-
tially Gaussian perturbation, Eq. (1.30) with σ = 0.1. Included for comparison is the equivalent analytical
expression for magnetic energy, Eq. (1.39), seen in red.
the kinetic energy, as the pulse splits. Once the pulse has fully separated into its two oppositely travelling
components, electrical resistivity causes heating of the pulse, removing energy from both magnetic and ki-
netic components and converting them to internal energy. Both of these effects can be seen in the analytical
expression, Eq. (1.39), and are subsequently recovered by the simulations.
1.6 Coronal oscillations
The existence of a high temperature corona (∼ 1− 2MK) above the much cooler (∼ 6000K) photosphere
of the Sun remains one of the most challenging puzzles in solar physics, having remained so for over half
a century. In the past decade or so, advances in coronal imaging have not only confirmed the presence of
waves in a variety of structures within the corona, but have also allowed the inference of otherwise un-
known plasma-properties, forming the very basis of an entirely new and powerful area of research: coronal
seismology (Uchida, 1970; Roberts et al., 1984). Several observations also show waves whose amplitudes
undergo significant and rapid attenuation. As wave damping represents a loss of energy from the wave to
its surroundings, both the method of energy transportation and the predominant damping mechanism in
the solar corona are vital to understanding the contribution made by waves to the coronal heating problem.
We here present a brief summary of observations of waves in solar atmosphere, together with a summary
of wave damping mechanisms highlighting relevant investigations into each mechanism. In particular, we
will focus more on observations of waves generated by footpoint motions, and less on impulsively driven
(e.g. flare associated) wave events.We base this discussion on the comprehensive reviews of wave damping
and coronal seismology by Roberts (2000), De Moortel (2005) and Nakariakov and Verwichte (2005), and
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further discussions of the coronal heating problem, for example, by Walsh and Ireland (2003) and Erde´lyi
(2004).
1.6.1 The search for coronal Alfve´n waves
Solar observations using both ground- and space-based instruments have demonstrated the presence of a
wide range of wave behaviour throughout the solar atmosphere. Fossum and Carlsson (2005) asserted that
acoustic waves alone could not be responsible for heating the chromosphere, suggesting that processes re-
lated to the magnetic field must also make significant contributions to the energy budget (see also Carlsson
et al., 2007). Focussing on magnetic waves, one of the most promising candidates for the transport of
energy to the corona is the Alfve´n wave, which is incompressible and is capable of transporting magneto-
convective energy over large distances along magnetic field lines. However, the fact that the Alfve´n wave
is incompressible also greatly hinders their observation on the Sun, as they cannot be seen using variations
in intensity, as with other MHD wave-types. One possibility to observe Alfve´n waves is through non-
thermal broadening of emission lines arising from the Doppler effect. Hassler et al. (1990) made an early,
novel attempt to determine coronal emission line widths using a rocket-borne instrument. They observed
an increase in emission line-width above the limb and interpreted this as confirming the presence of MHD
waves.
Thanks to the capabilities of the then newly launched Solar and Heliospheric Observatory (SOHO), Doyle
et al. (1998); Banerjee et al. (1998) were able to use the Solar Ultraviolet Measurements of Emitted Ra-
diation (SUMER) spectrograph to identify off-limb emission line broadening, consistent with undamped
Alfve´n wave propagation (since the line of sight component of the unresolved velocity perturbation is
inversely proportional to electron density, therefore decreasing density in the radial direction implies an
increase in velocity amplitude). Doyle et al. (1999) also used SUMER in combination with the Coronal
Diagnostic Spectrometer (CDS) on board SOHO to further investigate the behaviour of spectral lines, up to
8 solar radii above a coronal hole. The lines are seen to broaden, in a manner consistent with Alfve´n wave
propagation. These findings were complemented by Harrison et al. (2002), who examined EUV emission
line-width as a function of altitude for two quiet Sun, off-limb measurements also using CDS. In this study,
emission lines were seen to narrow with height, which was interpreted as evidence for the dissipation of
Alfve´n waves, highlighting phase-mixing as one likely candidate for the dissipation. Shortly after this,
Wilhelm et al. (2004) failed to find any evidence for line width narrowing, in similar (equatorial quiet Sun)
observations using SoHO’s high resolution SUMER instrument.
Hinode (which means “sunrise” in Japanese) was launched on 22 September 2006, and has since begun to
reveal some tantalising glimpses of Alfve´nic-type oscillations in a variety of different plasma conditions,
with its high resolution suite of instruments, including the Solar Optical Telescope (SOT), the Extreme
Ultraviolet Imaging Spectrometer (EIS) and the X-Ray Telescope (XRT). For example, De Pontieu et al.
(2007) used SOT to observe ubiquitous transverse oscillations of small, short-lived spicules in the chromo-
sphere. Since spicules outline the direction of magnetic field, they interpret these motions as Alfve´nic. From
the observations and related simulations, they then estimate the energy flux to the corona as∼ 120W m−2,
enough to heat the quiet corona and/or drive the solar wind. Cirtain et al. (2007) chose to study much larger
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X-ray jets using XRT. They observe some initial Alfve´nic jet velocities (∼ 800 km s−1), which they inter-
pret as evidence of material being ejected at the Alfve´n speed during the post-reconnection relaxation of a
flaring loop. They also observe transverse oscillations of the jet (relative to the outflow direction) to support
the theory that Alfve´n waves are generated with the reconnection. Finally, Okamoto et al. (2007) study a
multi-threaded prominence suspended above an active region using SOT, where many of the prominence
threads underwent oscillatory motions, most likely due to propagating or standing Alfve´n waves.
Many of the Hinode observations remain open to interpretation. For example, Erde´lyi and Fedun (2007)
point out that in a classical magnetic flux tube, Alfve´n waves would be seen as torsional oscillations, whose
only observational signature is spectral line broadening. They also highlight that as Hinode contains no ap-
propriate instrumentation to carry out line width measurements, they would choose to interpret the results
of De Pontieu et al. (2007) as magnetoacoustic kink waves. They also advise caution as to the interpretation
of the work of Okamoto et al. (2007) since only perturbations in the plane of sky were reported.
In the same year, Tomczyk et al. (2007) presented important results from the Coronal Multi-Channel Po-
larimeter (CoMP) ground-based instrument, which demonstrated ubiquitous wave propagation in the solar
corona. The authors interpret these waves as Alfve´n waves, as the phase speeds are much larger than the
sound speed (ruling out slow MA waves) and the waves propagate along magnetic field lines (unlike fast
magnetoacoustic waves). They also note only minimal intensity fluctuations with these waves, consistent
with incompressible Alfve´n waves.
Once again, this interpretation was disputed, for example by Van Doorsselaere et al. (2008), who do not
question the observational findings, but suggest an alternative interpretation using fast MA kink waves.
They argue that coronal Alfve´n waves would display highly non-collective behaviour, and cannot be de-
tected either as Doppler shifts or using line intensity variations, but solely as spectral line-broadening. As
the observations of Tomczyk et al. (2007) agree well with cylindrical kink oscillation theory, they also
refine the original energy flux and seismological field strength calculations using MHD kink wave theory.
Tomczyk and McIntosh (2009) then extended the analysis of the dataset used in Tomczyk et al. (2007), by
separating outward and inward propagating waves and obtained precise estimates of the phase speeds of
the ubiquitous coronal waves. They also admit the possibility that the waves seen in Tomczyk et al. (2007)
may, in fact, be fast MA kink waves, as proposed by Van Doorsselaere et al. (2008), however they point out
that until knowledge of the local density structure is gained, any interpretation of the waves using a specific
geometry (e.g. using magnetic flux tubes) is premature.
Finally, Jess et al. (2009) observe non-thermal line broadening associated with a large conglomeration of
magnetic bright points (seen in both the corona and chromosphere) using the Swedish Solar Telescope
(SST), without observing evidence of periodicities in either intensity or line-of-sight velocity. They inter-
pret these observational signatures as a magnetic flux tube, expanding from the chromosphere to the corona,
and experiencing torsional Alfve´nic perturbations travelling outward from the solar surface. They estimate
the Alfve´n speed associated with the flux tube to be 22 km s−1 (consistent with the observed line of sight
Doppler velocities) and estimate the energy flux to the corona carried by similar bright point groups to
provide a global average of 240W m−2 over the entire surface of the Sun. For even modest transmission
coefficients in the transition region, this would provide sufficient energy to heat the entire corona.
In summary, several candidates have been proposed by a number of different authors as being of Alfve´nic-
1.6 Coronal oscillations 21
type disturbances, for a range of different solar atmospheric features (quiet Sun, coronal holes, prominences
and the chromosphere, and indeed, in one case, the entire solar corona!). However, Alfve´n and fast MA
kink waves are often confounded, as they present similar observational signatures, and without more precise
knowledge of the local coronal structuring, remain hard to distinguish. This in turn has profound implica-
tions for coronal seismology, which uses wave properties to determine further plasma properties that would
otherwise remain elusive.
1.6.2 Wave damping mechanisms
The evidence that Alfve´nic-type disturbances have been observed in the solar corona at the very least
confirms that Alfve´n waves remain a viable option for the transport of energy to the outer solar atmosphere.
The question now becomes, how might this energy be dissipated? We will provide an overview of the most
promising wave energy dissipation mechanisms in the context of solar coronal heating.
1.6.2.1 Phase-mixing
The first mechanism we will consider is phase-mixing, as proposed by Heyvaerts and Priest (1983). Phase-
mixing describes how shear Alfve´nic disturbances, created by harmonic footpoint motions, will gradually
become out of phase as they propagate on neighbouring field lines at different speeds. This difference
in phase will cause large transverse gradients, particularly where the differences in propagation speed are
greatest (see Fig. 1.8). These transverse gradients cause a cascade to smaller and smaller scales, enhancing
the effects of viscous/ohmic dissipation, and converting the energy carried by the wave into local plasma
heating.
The amplitude of the wave in the limits of weak damping and strong phase-mixing was found to decrease
exponentially (the derivation of this result is given in Sec. 4.3 of Chapter 4). Early studies focused on
the validity of the limits used in Heyvaerts and Priest (1983), for example Nocera et al. (1984), who also
uncover evidence of an exponential decay rate over much larger distances. Browning and Priest (1984)
suggest that the amplitude damping rate may be enhanced by incorporating the Kelvin-Helmholtz instabil-
ity. Cally (1991) investigated the problem using a spatial Fourier series analysis, in order to analytically
describe the energy cascade to smaller scales.
More recent studies have focussed on how specific solar conditions might affect the damping rate found by
Heyvaerts and Priest (1983). For example, Ruderman et al. (1998); De Moortel et al. (1999, 2000) and more
recently Smith et al. (2007) studied the effects of gravitational stratification and a radially diverging mag-
netic field, and all broadly agree that while stratification generates longer wavelengths (and hence causes
phase-mixing to deposit heat higher in the atmosphere), divergence causes the wavelengths to shorten, and
hence the overall effect is controlled by the pressure scale height for any given combination of these effects.
Hood et al. (2002, 2005) note that an infinite series of boundary motions is unrealistic and instead investi-
gate the effect on the amplitude damping rate due to phase-mixing when only one or two initial impulsive
motions are generated at the boundary. They find that the exponential decay rate is replaced by a slower
algebraic decay rate for single pulses, but as more pulses are included, the algebraic decay rate evolves
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Figure 1.8: Illustration of phase-mixing geometry. Transverse footpoint motions (in z, at y = 0) excite
waves (blue) which propagate along the equilibrium field (B0yˆ) at different speeds due to the transverse
gradient in Alfve´n speed (cA(x) - seen in red). As a result the waves on individual field lines become
progressively more out of phase and “phase-mix”.
into the exponential decay rate found by Heyvaerts and Priest (1983) (a derivation of the algebraic decay
rate, found by Hood et al., 2002, is described in Sec. 3.3 of Chapter 3). Analytical, self-similar solutions
were found by Hood et al. (1997a,b) which demonstrated that phase-mixing can supply heating at large
Lundquist numbers at timescales shorter than or comparable with radiative cooling.
Phase-mixing has also been seen to cause coupling to other wave modes. Nakariakov et al. (1997) discov-
ered that fast MA waves are nonlinearly generated by Alfve´n wave phase-mixing, which then leak energy
away from the phase-mixing region. This concept was expanded on by Botha et al. (2000), who used
numerical simulations of an ideal plasma to conclude that the generation of fast magnetoacoustic waves
saturates and consequently has a minimal effect on the Heyvaerts and Priest (1983) decay rate. These
simulations were also repeated for both a weakly and strongly nonlinear Alfve´nic pulse (Tsiklauri et al.,
2001, 2002). More recently McLaughlin et al. (2011) find that the heating caused by phase-mixing and its
nonlinear response, can modify the equilibrium density profile.
Parker (1991) remarked that phase-mixing requires an ignorable coordinate, which is unlikely in a coronal
magnetic flux tube environment, and hence advocated resonant absorption (see Sec. 1.6.2.2). However,
Tsiklauri et al. (2002, 2003) used weakly nonlinear simulations of a single Alfve´nic pulse to show that
the dynamics and main results of Alfve´n wave phase-mixing are retained even when moving from 2.5D to
fully 3D simulations. Recently, Mocanu et al. (2008) have incorporated fully anisotropic viscosity into the
model of Heyvaerts and Priest (1983), finding that this significantly increases the height at which footpoint
energy is deposited. At the heights obtained, the question of the validity of the MHD approximation itself
also becomes relevant, and approximations using collisionless plasmas become more appropriate.
The problem of collisionless phase-mixing (first considered by Hasegawa and Chen, 1974, with regard to
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magnetically confined fusion plasma devices) has recently received much attention, particularly due to its
association with parallel electric field generation as a mechanism for particle acceleration (see, e.g. Ge´not
et al., 2004; Tsiklauri et al., 2005; Tsiklauri and Haruki, 2008; Bian and Kontar, 2011). In particular, Tsik-
lauri et al. (2005) and Bian and Kontar (2011) found that by extending the MHD treatment of phase mixing
to include kinetic effects it was possible to demonstrate an enhanced rate of wave dissipation. Specifi-
cally, Tsiklauri et al. (2005) observed Alfve´n wave damping in a collisionless particle-in-cell simulation
of a plasma with an equilibrium density gradient, the amplitude decay law being similar to that found by
Heyvaerts and Priest (1983) using an MHD treatment. Bian and Kontar (2011) used drift-kinetic theory to
argue that this result can be attributed to the generation of a parallel electric field E‖, with wave energy
dissipated via Landau damping.
1.6.2.2 Resonant absorption
Resonant absorption is another primary candidate to explain how wave energy may be dissipated in the
outer solar atmosphere. Resonant absorption is not a new discovery (see Ruderman and Roberts, 2002,
and references therein), however recent observations of strongly damped coronal loop oscillations (for ex-
ample by Nakariakov et al., 1999; Aschwanden et al., 1999) require the invocation of coefficients of shear
viscosity far higher than the classical values if the damping is solely due to viscous (or indeed ohmic)
damping. Ruderman and Roberts (2002) expanded on the classical flux tube model of Roberts et al. (1984);
Goossens et al. (1992); Hollweg and Yang (1988) to include an inhomogeneous layer, of thickness l, sur-
rounding the flux tube, where the density gradually rises from the external value to match that found in the
interior. Global kink oscillations can then be seen to transfer their energy into local Alfve´n modes in the
layer, which then phase-mix (indeed Poedts, 2002, states that “phase-mixing is an essential ingredient of
resonant absorption”!). Ruderman and Roberts (2002) concluded a ratio of layer thickness to tube radius
l/a ≈ 0.23 could account for the damping times seen in the TRACE oscillations, for a density contrast of
internal to external density, ρi/ρe = 10. Goossens et al. (2002) perform the same analysis for a sample of
11 TRACE events outlined in Aschwanden et al. (2002), finding l/a ≈ 0.15− 0.5 by also assuming a den-
sity contrast ρi/ρe = 10. The work of Ruderman and Roberts (2002) has since been expanded to study flux
tubes with elliptical cross-sections (Ruderman, 2003) and has also been investigated using simulations of
flux-tubes containing multiple strands with individual densities and frequencies (Terradas et al., 2008). The
multi-stranded cases demonstrate that the mode conversion is not compromised by the complicated struc-
ture, and that the energy conversion is no longer limited to the external edge of the tube, but also occurs
at interior regions where the global frequency matches the local Alfve´n frequency. Most recently, Pascoe
et al. (2010), Terradas et al. (2010) and Pascoe et al. (2011), motivated by the observations of ubiquitous
transverse wave propagation in the solar corona and the predominance of outward over inward wave-power
(Tomczyk et al., 2007; Tomczyk and McIntosh, 2009), modelled the propagation of kink waves which then
undergo damping through resonant absorption. Pascoe et al. (2010) simulate footpoint-driven propagat-
ing transverse waves, finding supporting evidence for the general interpretation of the observed waves as
coupled kink/Alfve´n modes, and demonstrate that the mode coupling can account for the outward wave
power. Terradas et al. (2010) derive simple analytical expressions for the damping length of kink waves,
demonstrating that waveguides in the solar corona (e.g. coronal loops) will act to filter lower frequencies
associated with propagating kink waves (see also Verth et al., 2010). Finally, Pascoe et al. (2011) investigate
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the effect of the underlying density structure on mode-coupling efficiency. By modelling wave propagation
along distorted cylindrical flux tubes and randomly generated inhomogeneous media, they found that mode
conversion efficiently couples kink-like perturbations to Alfve´n modes in any arbitrary inhomogeneous
medium, suggesting that resonant absorption is an effective method of depositing energy in Alfve´n modes
in the corona regardless of the underlying inhomogeneity structure.
1.7 Thesis outline
In this initial chapter, we have introduced the Sun as a naturally occurring plasma physics laboratory, and
outlined some of its main properties, with a specific focus on the visible solar atmosphere. We have outlined
the magnetohydrodynamic (MHD) equations, which will form the foundation for the analytical calculations
performed in this thesis, and the conditions for the use of MHD. We have also derived three fundamental
ideal MHD wave-types, and their properties. We have also introduced a numerical scheme (Lare2d)
which will form the basis for the numerical investigations performed in this thesis and demonstrated how
analytical solutions of the MHD equations are recovered using this scheme. Finally, we present a discussion
of observations of Alfve´n waves in the solar corona, together with a survey of investigations into two
closely-related wave damping mechanisms - phase-mixing and resonant absorption.
In Chapter 2, we discuss how an MHD treatment is modified by the inclusion of the Hall term in a gener-
alised Ohm’s law and discuss the conditions which might warrant such an inclusion (whilst excluding other
two-fluid effects). We analytically describe the behaviour of an initially Gaussian pulse and its associated
magnetic energy, in two distinct regimes of Hall MHD, for a plasma of uniform mass density. We com-
plement this analytical work with numerical simulations of a uniform Hall MHD plasma, perturbed by an
initially Gaussian pulse, in the context of both the flaring corona and the upper chromosphere.
In Chapter 3 we introduce a variation in the plasma density across the equilibrium field, in order to inves-
tigate a phase-mixed Hall MHD plasma. We present a brief summary of a treatment of phase-mixing of
a single MHD pulse found by Hood et al. (2002), and investigate how both the amplitude and energy of
the pulse is modified by the Hall term, through simulations over a range of density profiles and at different
skin-depths in Lare2d. This work has since been published in Threlfall et al. (2011).
In Chapter 4, we move to investigate the effect of the Hall term on a boundary driven harmonic wave-
train. We begin with a full nonlinear analytical treatment of uniform Hall MHD, in order to compare the
evolution of a harmonic wave-train in Hall MHD with the equivalent MHD evolution. Both uniform MHD
and Hall MHD simulations of a harmonic wave-train are presented, along with a discussion of the effects of
resistivity and viscosity on the evolution of the system. Moving to a non-uniform plasma, we also present a
analytical treatment which recovers the phase-mixed decay rate of Heyvaerts and Priest (1983), and through
numerical simulations discuss the recovery of this damping rate in MHD and Hall MHD. We finally present
results achieved through simulations of a range of density gradients and damped with either resistivity or
viscosity, in order to discover how previous conclusions are affected when the system is perturbed by an
series of sinusoidal variations rather than a single initial pulse.
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In Chapter 5 we consider the propagation of waves in the vicinity of a magnetic field which contains an
X-type null point; in this geometry, phase-mixing may be achieved through variations in the local field (at
a constant equilibrium density). We study a range of perturbations to this field using a Hall MHD model,
using both initially shear and fast-magnetoacoustic disturbances. In particular, we find that initial large
amplitude fast-wave perturbations (recently studied by McLaughlin et al., 2009, in the MHD regime) are
able to destabilise the equilibrium field sufficiently that multiple magnetic null-points may be created in
Hall MHD, but the oscillatory reconnection process (by which the system returns to a force-balanced state)
remains unaffected by the presence of the Hall term.
In Chapter 6 we present a summary of conclusions and potential areas of further investigation.

Chapter 2
Hall MHD in a uniform plasma
2.1 Introduction
In the previous chapter, the effect of incorporating Maxwell’s laws of electromagnetism into a hydrody-
namic treatment of a system of plasma was demonstrated, where relationships between macroscopic quan-
tities associated with the plasma (density, temperature, etc.) were outlined, and the implications of these
relationships were analysed.
Magnetohydrodynamics is a key tool in the investigation of the dynamics of systems of plasma, for a wide
range of scenarios in both astrophysical and laboratory conditions. However, there are situations where
certain plasma conditions invalidate the use of MHD, therefore requiring the use of other models, which
can (in some cases) be far more complicated. In this chapter, we will investigate how MHD is modified
by the inclusion of an effect which arises when the length scales and time scales are such that it is no
longer adequate to treat the plasma as a single fluid. Specifically, we will use a two-fluid model to derive
a generalised form of Ohm’s law. By comparison with the MHD terms of Ohm’s law, we will derive
conditions when the Hall term must be included along with the MHD terms of the generalised Ohm’s law
(when the introduction of the Hall term into Ohm’s law is the only modification made to the otherwise
standard set of MHD equations, we may refer to this as a Hall MHD system).
Hall MHD has been found to be important for a number of fundamental plasma processes. For example,
in magnetic reconnection studies, Birn et al. (2001) found that all models which included Hall dynamics
returned similar reconnection rates, concluding that the inclusion of the Hall term is the minimum require-
ment for fast reconnection (for a summary of Geospace Environmental Modelling (GEM) challenge results,
see Birn and Priest, 2007).
We will then investigate what effect this inclusion has on the dispersion relation derived in MHD, and
demonstrate this effect by applying Hall MHD to the evolution of an initially Gaussian perturbation in a
plasma with a uniform equilibrium magnetic field. We will justify the use of this model under certain solar
atmospheric conditions, and use a numerical scheme to complement the analytical solutions found.
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2.2 Generalising Ohm’s law
One of the most crucial equations in MHD theory is Ohm’s law:
E+ v ×B = ηJ, (2.1)
where E and B are electric and magnetic fields, v is the single-fluid plasma velocity, J is current density
and η is the electrical resistivity. Ohm’s law links Maxwell’s equations of electromagnetism with the laws
of fluid dynamics, which together govern the motion of an electrically conducting fluid. However, there are
circumstances in which the single fluid model of a plasma is no longer appropriate. Following the method
outlined in Chen (1995), we will consider a plasma which contains two singly-charged particle species,
ions (with massm+, number density n+ velocity v+ and charge e) and electrons (with massm−, number
density n−, velocity v− and charge −e). The mass density ρ and fluid velocity v of the plasma would
therefore be given by:
ρ = n+m+ + n−m− ≈ n(m+ +m−), (2.2a)
v =
1
ρ
(
n+m+v+ + n−m−v−
) ≈ m+v+ +m−v−
m+ +m−
, (2.2b)
where the number densities are now assumed to be approximately equal, n+ ∼ n− ∼ n. The introduction
of individual species velocities v+ and v− introduces the possibility that one species may drift with respect
to the other. This intra-species drift is related to the current density J by the expression:
J = e
(
n+v+ − n−v−) ≈ en(v+ − v−). (2.3)
The introduction of a second species also introduces separate equations of motion for ions and electrons:
m+n
[
∂v+
∂t
+
(
v+ ·∇)v+] = en (E+ v+ ×B)−∇p+ + F+ +K+−, (2.4a)
m−n
[
∂v−
∂t
+
(
v− ·∇)v−] = −en (E+ v− ×B)−∇p− + F− +K−+, (2.4b)
where the effects of viscosity have been neglected for simplicity and pressure p is assumed to be isotropic
and given by p = p+ + p−. The impact on the motion of the species’ collisional interactions is contained
in the collision term K for both ions and electrons. The inclusion of a general force, F, represents any
force acting on the plasma which is independent of electromagnetic effects (e.g. gravity F = nmg). The
addition of Eq. (2.4a) and Eq. (2.4b) yields the single (bulk) fluid equation of motion:
ρ
[
∂v
∂t
+ (v ·∇)v
]
= J×B−∇p+ F,
where the collision terms cancel each other (being equal in magnitude and opposite in sign). By multiplying
Eq. (2.4a) by m− and subtracting Eq. (2.4b) multiplied by m+, a different linear combination emerges.
Provided that the (v ·∇)v terms may be neglected (for details, see e.g. Boyd and Sanderson, 1969), we
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recover:
nm+m−
∂v+
∂t
− nm−m+ ∂v
−
∂t
=enm−
(
E+ v+ ×B)+ enm+ (E+ v− ×B)
−m−∇p+ +m+∇p− − (m+ +m−)K−+,
m+m−
∂
∂t
[
n
(
v+ − v−)] =en (m+ +m−)E+ en (m−v+ +m+v−)×B
−m−∇p+ +m+∇p− − (m+ +m−)K−+. (2.5)
The second term on the RHS is then re-written in terms of the bulk velocity v using Eq. (2.2b) and drift
velocity (again using Eq. 2.3):
en
(
m−v+ +m+v−
)×B = en{m+v+ +m−v− +m+ (v− − v+)+m− (v+ − v−)}×B,
= en
{
m+v+ +m−v− −m+ (v+ − v−)+m− (v+ − v−)}×B,
=
{
en
(
m+ +m−
)
v − (m+ −m−)J}×B,
= eρ (v ×B)− (m+ −m−)J×B.
Dividing all terms of Eq. (2.5) by ρe, and applying the definitions of current and mass density, the equation
becomes:
m+m−
ρe2
∂J
∂t
= E+ v ×B− (m
+ −m−)
ρe
J×B+ m
+
ρe
∇p− − m
−
ρe
∇p+ − (m
+ +m−)
ρe
K−+.
(2.6)
Turning to the collision term, one might expect that the exchange of energy and momentum between particle
species would be linked directly with the velocities of each species. The collisional friction force induced
by one species on the other is proportional to the difference in velocities between the species, i.e.
K−+ ∝ (v+ − v−) ∝ J
ne
.
The equation gained from the two fluid treatment, Eq. (2.6), must also recover the MHD form of Ohm’s
law, Eq. (2.1), in the single fluid limit. The constant of proportionality for the collision term must conform
to the MHD form of Ohm’s law in the single fluid limit. By also assuming a large mass difference between
the two species (m+  m−) a generalised Ohm’s law may be obtained from this equation:
m−
ne2
∂J
∂t
= E+ v ×B− 1
ne
J×B+ 1
ne
∇p− − ηJ. (2.7)
The new form of Ohm’s law takes two fluid effects into account, with the incorporation of several new
(non-MHD) terms, called (from left to right) the electron inertia term, Hall term and the electron pressure
gradient term. In particular, our investigations will focus on the role of the Hall term in a fluid treatment of
a system of plasma.
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2.3 A Hall MHD system
Before we may study the effects of the Hall term, we must first consider under what conditions the Hall
term is of sufficient size that it plays a significant role, relative to the original MHD terms. It is necessary
to determine if these conditions also require the electron inertia term to be included in any comparison of
two-fluid and MHD effects. This determination is simplified by taking the limit of low plasma beta (1.1)
and the assumption of infinite conductivity is also used. Under these conditions, Eq. (2.7) becomes:
E+ v ×B = 1
ne
J×B+ m
−
ne2
∂J
∂t
. (2.8)
In order to understand the scales on which each term is important, a dimensional analysis will provide
insight into the magnitude of each term, and hence provide a way to relate the remaining two-fluid effects
with the MHD terms.
2.3.1 Conditions on the use of Hall MHD
Taking each individual term in the order in which they appear in Eq. (2.8), and assessing their dimensions
requires the use of several of Maxwell’s laws (outlined in Sec. 1.2.1). The treatment begins by assessing
the dimensions of Faraday’s law, Eq. (1.4), which directly links to the first term of Eq. (2.8):
L
t
=
E
B
∼ v, (2.9)
where Faraday’s law has been found to contain dimensions involving length (L) and time (t), and is there-
fore expressed as a velocity v. Dividing all of the terms in Eq. (2.8) by B, it becomes clear that both of the
MHD terms (on the LHS) have the same dimensions:
v ×B
B
∼ vB
B
∼ v. (2.10)
The dimensions of the first of the non-MHD terms, the Hall term, may be assessed using Ampe`re’s law
(1.5) as follows:
1
enB
J×B ∼ j
en
∼ B
µ0enL
.
This may be expressed in terms of two fundamental plasma parameters, the cyclotron (or gyro-) frequency,
Ω, and plasma frequency ωp:
Ω =
qB
m
, ωp
2 =
nq2
0m
,
which vary depending on the individual species under consideration (due to the differences in massm and
charge q) . These frequencies are then incorporated into the dimensions of the Hall term:
B
µ0enL
=
(
eB
m−
)(
m−
µ0e2nL
)
=
(
eB
m−
)(
m−0
e2n
)
c2
L
=
|Ωe|
ωpe2
c2
L
. (2.11)
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The electron inertia term may also be expressed in terms of the electron plasma frequency (ωpe) in a similar
way:
m−
ne2B
∂J
∂t
∼ m
−
µ0Lne2t
∼
(
m−0
ne2
)
ωc2
L
∼ ω
ω2pe
c2
L
, (2.12)
where we have chosen to express time as a frequency (ω = 1/t). Gathering together the dimensions of
each of the terms of Eq. (2.8) derived above [in Eqs. (2.9)-(2.12)] and dividing all of the terms by the speed
of light c, the relative magnitudes of each term may now be compared:
Lω
c
:
Lω
c
:
|Ωe|
ωpe2
c
L
:
ω
ωpe2
c
L
, (2.13)
where we have chosen to express velocities using length and frequency ω (v = Lω). This expression
allows a direct comparison of conditions (on lengthscales L and frequencies ω) when the MHD terms
are comparable in size to the Hall and electron inertia terms. For example, a constraint is placed on the
lengthscale of the system in order for the electron inertia term to be of a comparable size to the MHD terms:
Lω
c
∼ ω
ωpe2
c
L
→ L ∼ c
ωpe
= δe. (2.14)
Thus for a system with a scale length which approaches the electron skin depth size, δe, the electron inertia
term must be included with the MHD terms, according to Eq. (2.8). One may show that the Hall term
should be included when the following condition is satisfied:
Lω
c
∼ |Ωe|
ωpe2
c
L
→ L2 ∼ Ωi
ω
(
c
ωpi
)2
=
Ωi
ω
δi
2. (2.15)
The free parameter (ω) may be fixed, for example by considering Alfve´nic characteristic system velocities
(hence ω = cA/L). Thus the Hall term is comparable to the MHD terms of Eq. (2.8) under two further
conditions. For system lengthscales which approach the size of the ion skin depth δi and disturbances with
a frequency of oscillation which approaches the ion cyclotron frequency Ωi, the Hall term would have an
effect with the same magnitude of the other MHD terms. Since the ion skin depth in a hydrogen plasma is
approximately 43 times larger than the electron skin depth, there are circumstances in which it is appropriate
to include the Hall term while neglecting the electron inertia term. Under these conditions, it is possible
to investigate the effect of the Hall term’s inclusion into an MHD treatment of a system of plasma. Such a
system might be characterised more simply as a Hall MHD system. The presence of high frequency waves
(i.e. with frequencies ω ∼ Ωi) has been deduced indirectly in the solar corona (summarised in Marsch,
2006), and directly using in situ measurements at the Earth’s bow shock (Sckopke et al., 1990). When
oscillations in this frequency range are excited in collision-dominated plasmas, such that the collisional
mean free path is less than the wavelength, it is then appropriate to use a Hall MHD model.
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2.4 Describing the evolution of a perturbation
In this investigation, the Hall MHD form of Ohm’s law will be used:
E+ v ×B = ηJ+ 1
ne
J×B.
This form of Ohm’s law may be used to create an induction equation, using Faradays law, Eq. (1.4). This
Hall MHD induction equation may be further simplified by assuming that both the number density and
electrical resistivity of the plasma remain constant, and using a standard vector identity with the solenoidal
constraint (∇ ·B = 0) in the following manner:
∂B
∂t
= −∇×E = −∇×
(
ηJ+
1
ne
J×B− v ×B
)
,
= ∇× (v ×B)− η
µ0
∇× (∇×B)− 1
µ0ne
∇× [(∇×B)×B] ,
= ∇× (v ×B) + η
µ0
∇2B− 1
µ0ne
∇× [(∇×B)×B] . (2.16)
The Hall MHD system is closed using an equation of motion. For the current investigation, viscous effects
and the pressure gradient force are omitted, leaving an equation of motion of the form:
ρ
∂v
∂t
+ ρ(v·∇)v = J×B = 1
µ0
(∇×B)×B. (2.17)
Repeating the treatment seen in Sec. 1.5 of Chapter 1, we now proceed to linearise the Hall MHD equa-
tions for the case of an equilibrium with uniform mass density, and uniform equilibrium magnetic field, of
strength B0 oriented in the y-direction and no equilibrium flow. We will ultimately focus on transverse per-
turbations to the equilibrium field, however we begin the analysis by considering perturbed field variables
of the form B1 = [Bx, By, Bz]. Thus our full system of variables are described as follows:
ρ(x, y, z, t) = ρ0(x, y, z) + ρ1(x, y, z, t) = ρ0 + ρ1(x, y, z, t),
v(x, y, z, t) = v0(x, y, z) + v1(x, y, z, t) = 0 + [vx, vy, vz],
B(x, y, z, t) = B0(x, y, z) +B1(x, y, z, t) = [0, B0, 0] + [Bx, By, Bz].
(2.18)
Given that v0 = 0, the general form of the remaining equilibrium variables (ρ0 and B0) can completely
describe the behaviour of the system in its equilibrium state, from Eq. (2.16 and 2.17):
0 =
η
µ0
∇2B0 − 1
µ0ne
∇× [(∇×B0)×B0] , 0 = 1
ρ0µ0
(∇×B0)×B0. (2.19)
Equation (2.19) can be used to simplify the linearisation of Eq. (2.16) and Eq. (2.17), using the full form
of the variables stated in Eq. (2.18). This is then further simplified by the prescribed form of B0 (= B0yˆ),
resulting in the following linearised Hall MHD set of equations:
∂B1
∂t
= ∇× (v ×B0) + η
µ0
∇2B1 − 1
µ0ne
∇× [(∇×B1)×B0] , (2.20a)
∂v
∂t
=
1
ρ0µ0
(∇×B1)×B0. (2.20b)
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By once again seeking solutions of the form exp [i (ky − ωt)], the vector identities in our system of equa-
tions, Eqs. (2.20a) and (2.20b), may all be expressed in Cartesian form:
(∇×B1)×B0 = B0 ∂Bx
∂y
xˆ+B0
∂Bz
∂y
zˆ,
∇× [(∇×B1)×B0] = B0 ∂
2Bz
∂y2
xˆ−B0 ∂
2Bx
∂y2
zˆ,
∇× (v1 ×B0) = B0 ∂vx
∂y
xˆ+B0
∂vz
∂y
zˆ.
This allows the system to be completely described in Cartesian form, initially for the induction equation:
∂Bx
∂t
=
η
µ0
∂2Bx
∂y2
+B0
∂vx
∂y
− B0
neµ0
∂2Bz
∂y2
, (2.21a)
∂By
∂t
=
η
µ0
∂2By
∂y2
, (2.21b)
∂Bz
∂t
=
η
µ0
∂2Bz
∂y2
+B0
∂vz
∂y
+
B0
neµ0
∂2Bx
∂y2
, (2.21c)
and also for the equation of motion:
ρ0
∂vx
∂t
=
B0
µ0
∂Bx
∂y
, (2.22a)
ρ0
∂vy
∂t
= 0, (2.22b)
ρ0
∂vz
∂t
=
B0
µ0
∂Bz
∂y
. (2.22c)
This set of equations (2.21a-2.22c) now entirely describes the system response to a transverse perturbation
as it travels along the equilibrium field.
2.4.1 Forming the Hall MHD evolution equation
In Chapter 1, the formation of a wave equation from a simple system of equations was described, for the
classic cases of shear Alfve´n and magnetoacoustic waves, and also for a resistively damped shear-wave
pulse. In the same way, the Cartesian components of the system, Eqs. (2.21a)-(2.22c), will once again
be combined in order to form a single governing equation, which may then be Fourier analysed. To do
this, new (complex) variables Bc and vc are defined, describing a general transverse perturbation in both
perpendicular directions:
Bc = Bz + iBx, vc = vz + ivx. (2.23)
The evolution of these complex variables (in time) therefore proceeds as follows:
∂Bc
∂t
=
∂Bz
∂t
+ i
∂Bx
∂t
,
=
(
η
µ0
∂2Bz
∂y2
+B0
∂vz
∂y
+
B0
neµ0
∂2Bx
∂y2
)
+ i
(
η
µ0
∂2Bx
∂y2
+B0
∂vx
∂y
− B0
neµ0
∂2Bz
∂y2
)
,
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=
η
µ0
∂2
∂y2
(Bz + iBx) +B0
∂
∂y
(vz + ivx) +
B0
neµ0
∂2
∂y2
(Bx − iBz) ,
= B0
∂
∂y
vc +
η
µ0
∂2
∂y2
Bc − iB0
neµ0
∂2
∂y2
Bc. (2.24a)
∂vc
∂t
=
∂vz
∂t
+ i
∂vx
∂t
=
(
B0
µ0ρ0
∂Bz
∂y
)
+ i
(
B0
µ0ρ0
∂Bx
∂y
)
=
B0
µ0ρ0
∂
∂y
(Bz + iBx) ,
=
B0
µ0ρ0
∂
∂y
Bc. (2.24b)
The relationship between ∂vc/∂t and Bc in (2.24b), can be used to combine the two equations into a
single, third order governing equation, by differentiating (2.24a) in time, and expressing the constants in
terms of two fundamental plasma parameters, the Alfve´n speed, cA = B0/
√
ρ0µ0, and the ion skin depth,
δi = c/ωpi = c
√
mi0/ne2 (wheremi is the ion mass, c is the speed of light, and 0 is the permittivity of
free space):
∂
∂t
(
∂Bc
∂t
)
= B0
∂
∂y
(
∂vc
∂t
)
+
η
µ0
∂2
∂y2
(
∂Bc
∂t
)
− iB0
neµ0
∂2
∂y2
(
∂Bc
∂t
)
,
=
B20
µ0ρ0
∂2
∂y2
Bc +
(
η
µ0
− iB0
neµ0
)
∂2
∂y2
(
∂Bc
∂t
)
,
∂2Bc
∂t2
= c2A
∂2Bc
∂y2
+
(
η
µ0
− icAδi
)
∂2
∂y2
(
∂Bc
∂t
)
. (2.25)
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Any perturbation in a perpendicular direction to the direction of the equilibrium magnetic field, will have
its motion along the field controlled by the Hall MHD evolution equation derived above, Eq. (2.25). Using
Fourier analysis, it is possible to form a dispersion relation describing the perturbation frequencies (ω) as
a function of parallel wavenumber (k). As wave-like solutions take the form exp [i (ky − ωt)], it becomes
possible to replace all of the spatial and temporal derivatives in Eq. (2.25) using the following identities:
∂
∂t
→ −iω, ∂
2
∂t2
→ −ω2 ∂
∂y
→ ik, ∂
2
∂y2
→ −k2.
Once introduced, and with the trivial solution Bc = 0 removed, Eq. (2.25) takes the form:
ω2 = k2c2A −
(
cAδi +
iη
µ0
)
k2ω,
with the solution:
ω = −
(
cAδi +
iη
µ0
)
k2
2
± 1
2
√(
cAδi +
iη
µ0
)2
k4 + 4k2c2A,
= −
(
cAδi +
iη
µ0
)
k2
2
± cAk
√(
1 +
iη
µ0cAδi
)2
k2δ2i
4
+ 1. (2.26)
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By considering only the regime of weak damping (η/µ0  cAδi), two separate solutions are obtained,
which depend on the size of the parameter kδi. By assuming kδi  1, and expanding the quantity under
the square-root using a simple Taylor expansion [(1 + x)
1
2 = 1 + 12x+O
(
x2
)
], we find:
ω ' ±kcA
[
1 +
(
1 +
iη
µ0cAδi
)2
k2δ2i
8
∓
(
1 +
iη
µ0cAδi
)
kδi
2
]
,
which (to leading order in kδi) reduces to
ω ' ±cAk − cAδi k
2
2
− iηk
2
2µ0
. (2.27)
Taking the positive root (with k > 0), the real frequency is reduced in magnitude by the Hall correction
term (cAδik2/2); as the phase velocity remains positive, we identify this as a forward-propagating ion
cyclotron wave. For k < 0, the positive root still yields a forward-propagating wave (as ω < 0), but as the
Hall correction increases the magnitude of ω, this is a whistler wave. Backward-propagating waves may be
obtained through the negative root of Eq. (2.27). If instead we consider the case where kδi  1, an entirely
different solution emerges. In order to recover this solution, we again consider Eq. (2.26) and expand the
squared quantity underneath the square root, i.e.
ω = −cAδi k
2
2
± cAδi k
2
2
√
1 +
2iη
µ0cAδi
+
4
k2δ2i
− iηk
2
2µ0
,
(where we have also used the weak damping criteria to simplify the result). By including an additional term
in the Taylor expansion [(1 + x)
1
2 = 1 + 12x − 18x2 + O
(
x3
)
], and also assuming that k2δ2i ≫ 1 and
η/µ0  cAδi, we find
ω ' −cAδi k
2
2
±
[
cAδi
k2
2
+
cA
δi
+
iηk2
2µ0
− iη
µ0δ2i
]
− iηk
2
2µ0
.
Treating the positive and negative solutions individually yields two distinct solutions,
ω+ ' cA
δi
− iη
µ0δ2i
, (2.28a)
ω− ' −cAδik2 − iηk
2
µ0
, (2.28b)
where cA/δi = Ωi, and both solutions now depend on the sign of k independently in their designation as
either a forward- or backward-propagating wave. In the limit of kδi  1, Eqs. (2.28a) and (2.28b) describe
ion cyclotron (i.c.) and whistler waves, both subject to resistive damping. A comparison of the behaviour
of both kδi  1 and kδi  1 regimes may be seen in Fig. 2.1.
2.5.1 Long Wavelength Hall MHD Regime
The behaviour of perturbations in both regimes (kδi  1 and kδi  1) depends on the initial conditions
of the system. This investigation will focus on the evolution of an initially Gaussian pulse (of width σ, and
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Figure 2.1: Dispersion diagram illustrating wave behaviour in Hall MHD. The whistler (green dashed), ion
cyclotron (purple dot-dashed) and Alfve´n (black solid) branches are generated using Eqs. 2.28 and 1.21,
using approximately coronal parameter values for Alfve´n speed (cA ∼ 1Mms−1), magnetic field strength
(B ∼ 15G) and ion skin depth (δi ∼ 7m). The ion gyrofrequency for these parameters is also overlaid (red
dashed).
amplitude Bi), travelling along an equilibrium field, with the form:
Bc(y, 0) = Bz + iBx = Bi exp
(
− y
2
2σ2
)
. (2.29)
Our complex variable can be interpreted as a Fourier integral, evolving in time as:
Bc(y, t) =
∫ ∞
−∞
f (k) exp {i (ky − ωt)}dk +
∫ ∞
−∞
f (k) exp {i (ky + ωt)}dk, (2.30)
with f(k) determined by the initial conditions:
Bc(y, 0) = 2
∫ ∞
−∞
f(k) exp (iky) dk. (2.31)
By once again using the inversion theorem of Fourier transformation (described in Sec. 1.5.1 of Chapter 1),
the original function f(k) in the case of Eq. (2.31) may be recovered. Using the initial distribution specified
by Eq. (2.29), f(k) takes the form:
f(k) =
1
2pi
∫ ∞
−∞
Bc(y, 0)
2
exp (iky) dy,
=
Bi
4pi
∫ ∞
−∞
exp
(
− y
2
2σ
)
cos (ky) dy + i
Bi
4pi
∫ ∞
−∞
exp
(
− y
2
2σ2
)
sin (ky) dy.
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The integration of the function sin(ky) makes no contribution, leaving the remaining integral to be evalu-
ated using the standard result (Eq. 7.4.6 of Abramowitz and Stegun, 1964):∫ ∞
0
exp
(−βx2) cos (bx) dx = 1
2
√
pi
β
exp
(
− b
2
4β
)
.
Using this result, f(k) is determined as:
f(k) =
Bi
4pi
∫ ∞
−∞
exp
(
− y
2
2σ2
)
cos (ky) dy =
Bi
2pi
∫ ∞
0
exp
(
− y
2
2σ2
)
cos (ky) dy,
=
Biσ
2
√
2pi
exp
(
−k
2σ2
2
)
. (2.32)
In the long wavelength Hall MHD system, Eqs. (2.27) and (2.32) can be used to findBc(y, t) by substitution
into Eq. (2.30):
Bc(y, t) =
Biσ
2
√
2pi
∫ ∞
−∞
exp
{
−k
2σ2
2
+ i (y − cAt) k −
(
η
µ0
− icAδi
)
k2t
2
}
dk
+
Biσ
2
√
2pi
∫ ∞
−∞
exp
{
−k
2σ2
2
+ i (y + cAt) k −
(
η
µ0
− icAδi
)
k2t
2
}
dk.
By again expanding parts of the exponential components in trigonometric form and using Eq. (1.33), Bc
can be expressed as:
Bc(y, t) =
Biσ
2
√
2pi
∫ ∞
−∞
{cos [(y − cAt) k] + i sin [(y − cAt) k]} exp
{
−k
2σ2
2
−
(
η
µ0
− icAδi
)
k2t
2
}
dk
+
Biσ
2
√
2pi
∫ ∞
−∞
{cos [(y + cAt) k] + i sin [(y + cAt) k]} exp
{
−k
2σ2
2
−
(
η
µ0
− icAδi
)
k2t
2
}
dk
=
Biσ√
2pi
∫ ∞
0
cos [(y − cAt) k] exp
{
−k
2σ2
2
−
(
η
µ0
− icAδi
)
k2t
2
}
dk
+
Biσ√
2pi
∫ ∞
0
cos [(y + cAt) k] exp
{
−k
2σ2
2
−
(
η
µ0
− icAδi
)
k2t
2
}
dk.
Bc(y, t) =
∑
+,−
Bi√
1 +
(
η
µ0
− icAδi
)
t
σ2
exp
 − (y ± cAt)2
2
[
σ2 +
(
η
µ0
− icAδi
)
t
]
, (2.33)
where the final summation is over forward- and backward-propagating waves. Eq. (2.33) describes a pair
of pulses travelling in opposite direction at approximately the Alfve´n speed, which are circularly polarised
and damped by finite resistivity. This evolution is demonstrated in Fig. 2.2.
The magnetic energy per unit area in the (x,z) plane associated with the pulses (here defined as EBc )
contributes to EBTOT (the total energy per unit area in (x, z)) as follows:
EBTOT =
1
2µ0
∫ ∞
−∞
(B0 +B1)
2
dy =
B20
2µ0
+ EBc ,
2.5 Wave damping analysis 38
(a) Bz component (b) Bx component
Figure 2.2: The initial pulse (top), outlined in Eq. (2.29), seen after 2.5 (middle) and 5 Alfve´n times
(bottom) governed by Eq. (2.33), for δi = 0.0072 (solid curve) and δi = 0 (i.e. MHD - red dashed curve),
chosen for comparison with simulation results (Sec. 2.6).
for a general equilibrium field B0 and perturbation B1. The magnetic energy per unit area in (x,z) associ-
ated with the pulses therefore takes the form:
EBc =
1
2µ0
∫
2B0 ·B1 +B21dy.
For this investigation, with a magnetic perturbation perpendicular to the equilibrium field, the dot product
makes no contribution (B0 ·B1 = 0). With B1 as a complex variable, EBc is ultimately expressed as:
EBc =
1
2µ0
∫ ∞
−∞
BcB
∗
cdy, (2.34)
where the complex variable Bc is multiplied by its complex conjugate B∗c (= Bz − iBx), which has the
form:
B∗c (y, t) =
∑
+,−
Bi√
1 +
(
η
µ0
+ icAδi
)
t
σ2
exp
 − (y ± cAt)2
2
[
σ2 +
(
η
µ0
+ icAδi
)
t
]
, (2.35)
and where again the summation is over forward- and backward-propagating waves. The multiplication of
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Eq. (2.33) with Eq. (2.35) is outlined in detail in Appendix A, with the result:
BcB
∗
c =
σ2B2i
4
√
M2 +N2
{
exp
(
−M (y − cAt)
2
M2 +N2
)
+ exp
(
−M (y + cAt)
2
M2 +N2
)}
+
σ2B2i
2
√
M2 +N2
exp
(
− My
2
M2 +N2
)
exp
(
− Mc
2
At
2
M2 +N2
)
cos
(
2c2Aδit
2y
M2 +N2
)
, (2.36)
whereM = σ2 + ηt/µ0 and N = cAδit. Substituting the expression (2.36) for BcB∗c into (2.34) gives:
Ekδi1Bc =
1
2µ0
∫
BcB
∗
cdy,
=
σ2B2i
8µ0
√
M2 +N2
∫ ∞
−∞
exp
(
− (y − cAt)
2
M
M2 +N2
)
+ exp
(
− (y + cAt)
2
M
M2 +N2
)
dy
+
σ2B2i
4µ0
√
M2 +N2
exp
(
− c
2
At
2M
M2 +N2
)∫ ∞
−∞
exp
(
− My
2
M2 +N2
)
cos
(
2c2Aδit
2y
M2 +N2
)
dy. (2.37)
Using the standard integral result:
∫ ∞
−∞
exp
[
− (y ± a)
2
b
c
]
dy =
√
pi
√
c
b
,
the first integral in Eq. (2.37) may be evaluated as:
σ2B2i
8µ0
√
M2 +N2
∫ ∞
−∞
exp
(
−M (y − cAt)
2
M2 +N2
)
+ exp
(
−M (y + cAt)
2
M2 +N2
)
dy
=
√
piσ2B2i
8µ0
√
M2 +N2
[√
M2 +N2√
M
+
√
M2 +N2√
M
]
=
√
piσB2i
4µ0
√
1 +
ηt
µ0σ2
. (2.38)
Using expression (1.33), the second integral is evaluated as:
σ2B2i
4µ0
√
M2 +N2
exp
(
− c
2
At
2M
M2 +N2
)∫ ∞
−∞
exp
(
− My
2
M2 +N2
)
cos
(
2c2Aδit
2y
M2 +N2
)
dy,
=
σ2B2i
4µ0
√
M2 +N2
exp
(
− c
2
At
2M
M2 +N2
)[√
pi
√
M2 +N2√
M
exp
(
− c
2
At
2N2
M (M2 +N2)
)]
=
√
piσ2B2i
4µ0
√
M
exp
(
− c
2
At
2M
M2 +N2
)
exp
(
− c
2
At
2N2
M (M2 +N2)
)
.
By combining the exponential factors, and substituting the form ofM and N back into the expression, the
second integral can be re-written as:
√
piσ2B2i
4µ0
√
M
exp
(
− c
2
At
2M
M2 +N2
)
exp
(
− c
2
At
2N2
M (M2 +N2)
)
=
√
piσ2B2i
4µ0
√
M
exp
(
−c
2
At
2
M
)
,
=
√
piσB2i
4µ0
√
1 +
ηt
µ0σ2
exp
− c2At2
σ2 +
ηt
µ0
. (2.39)
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The addition of the two solutions (2.38) and (2.39) completely describes the contribution to the total mag-
netic energy provided by the initially Gaussian perturbation in the long wavelength regime (Ekδi1Bc ):
Ekδi1Bc =
√
piσB2i
4µ0(1 + ηt/µ0σ2)
1/2
{
1 + exp
(
− c
2
At
2
σ2 + ηt/µ0
)}
. (2.40)
Thus after a short initial transient phase (essentially the time taken for an Alfve´n wave to travel a distance
equal to the initial pulse width, σ), a power law decay is recovered (∝ t−1/2 for t µ0σ2/η) in the energy
associated with the pulse. The evolution of magnetic energy given by Eq. (2.40) can be seen in Fig. 2.4. By
comparison with Eq. 1.39, we see that the energies obtained in MHD and in the long wavelength (kδi  1)
regime of Hall MHD are identical.
2.5.2 Short Wavelength Hall MHD Regime
Turning to the opposite limit, kδi  1, the perturbation frequencies (2.28) describe a combination of
resistively damped whistler and ion cyclotron waves. Again starting from an initial perturbation of the form
given in Eq. 2.29:
Bc(y, 0) = Bi exp
(
− y
2
2σ2
)
,
the derivation outlined in the previous section can essentially be repeated. Hence, the evolution of a pertur-
bation in each individual wave-branch of Eq. (2.28) can be described as:
Bwc (y, t) =
Biσ√
2pi
∫ ∞
−∞
exp
(
iky − σ
2k2
2
− ηk
2t
µ0
− icAδik2t
)
dk, (2.41a)
Bicc (y, t) =
Biσ√
2pi
exp
(
− icAt
δi
− ηt
µ0δ2i
)∫ ∞
−∞
exp
(
iky − k
2σ2
2
)
dk, (2.41b)
where Bwc corresponds to the evolution of the ’whistler branch’, Eq. (2.28a), and B
ic
c represents the evolu-
tion of the ’ion cyclotron branch’, Eq. (2.28b). Using the methods discussed in Sec. 2.5.1 leads to:
Bwc (y, t) =
Biσ√
2pi
∫ ∞
−∞
cos (ky) exp
(
−σ
2k2
2
− ηk
2t
µ0
− icAδik2t
)
dk,
Bicc (y, t) =
Biσ√
2pi
exp
(
− icAt
δi
− ηt
µ0δ2i
)∫ ∞
−∞
cos (ky) exp
(
−k
2σ2
2
)
dk,
and finally evaluating the remaining integrals using Eq. (1.33) gives:
Bwc (y, t) =
Bi√
1 + 2
(
η
µ0
− icAδi
)
t
σ2
exp
− y2
2
[
σ2 + 2
(
η
µ0
− icAδi
)
t
]
, (2.42a)
Bicc (y, t) = Bi exp
(
− icAt
δi
− ηt
µ0δ2i
)
exp
(
− y
2
2σ2
)
. (2.42b)
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(a) Real evolution of whistler branch, Eq. (2.42a) (b) Imaginary evolution of whistler branch, Eq. (2.42a)
(c) Real evolution of ion cyclotron branch, Eq. (2.42b) (d) Imaginary evolution of ion cyclotron branch, Eq. (2.42b)
Figure 2.3: Evolution of initially Gaussian pulse, Eq. (2.29), for (a) real and (b) imaginary whistler branch
components, together with (c) real and (d) imaginary ion cyclotron branch components of short wavelength
Hall MHD, Eq. (2.42), at t = 0 (top), t = 2.5τA (middle) and t = 5τA (bottom). The values of ion skin
depth δi(= 0.072) and resistivity η(= 0.0005) were chosen for later comparison with simulation results.
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The evolution of an initially Gaussian pulse according to both the whistler and ion cyclotron branches of
the short wavelength Hall MHD regime (seen in Eq. 2.42) are demonstrated using snapshots in time, in
Fig. 2.3. This figure highlights that in the short wavelength regime (kδi  1), the peak of the pulse now
no longer propagates, but decreases in amplitude. The right circularly polarised component of the pulse
rapidly broadens, due to the high whistler speed, and damps algebraically at a rate similar to that found in
both theMHD and long wavelength (kδi  1) Hall MHD regimes. The width of the left circularly polarised
(ion cyclotron wave) component, on the other hand, remains unchanged, while the pulse amplitude damps
exponentially in time.
The energy associated with each solution seen in Eq. (2.42) may also be calculated, using (2.34). As the
perturbations to the field are still transverse, the dot product B1 · B0 still makes no contribution to the
energy. The complex conjugates are given by:
(Bwc )
∗ =
Bi√
1 + 2
(
η
µ0
+ icAδi
)
t
σ2
exp
− y2
2
[
σ2 + 2
(
η
µ0
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)
t
]
, (2.43a)
(
Bicc
)∗
= Bi exp
(
icAt
δi
− ηt
µ0δ2i
)
exp
(
− y
2
2σ2
)
. (2.43b)
For simplicity of notation, the multiplication of the denominators and exponentials in Eq. (2.43a) are
described separately:
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+ 4c2Aδ
2
i t
2
 = exp(− y2Mw
M2w +N2w
)
,
whereMw = σ2 + 2ηt/µ0 and Nw = 2cAδit. The energy associated with the whistler branch is given by:
EwBc =
1
2µ0
∫
Bwc (B
w
c )
∗
dy =
σ2B2i
2µ0
√
M2w +N2w
∫ ∞
−∞
exp
(
− y
2Mw
M2w +N2w
)
dy. (2.44)
The multiplication of Bicc
(
Bicc
)∗
for the ion cyclotron branch [i.e. multiplying Eq. (2.42b) by (Eq. 2.43b)]
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Figure 2.4: Temporal evolution of the perturbed magnetic energy associated with the initially Gaussian
pulse. The MHD/long wavelength Hall MHD limit [solid curve, from Eq. (2.40)] is seen together with the
short wavelength whistler [dashed curve, calculated from Eq. (2.46a)] and ion cyclotron branches [dotted
curve, from Eq. (2.46b) with δi = 0.072] for a pulse with amplitude Bi = 0.0005 and subject to resistivity
η = 0.0005. All parameters were chosen for comparison with simulation results (Sec. 2.6).
is much more straight-forward:
Bicc
(
Bicc
)∗
= B2i exp
(
− 2ηt
µ0δ2i
)
exp
(
− y
2
σ2
)
,
and hence the perturbed magnetic energy associated with a perturbation corresponding to the ion cyclotron
wave branch has the form:
E icBc =
1
2µ0
∫
Bicc
(
Bicc
)∗
dy =
B2i
2µ0
exp
(
− 2ηt
µ0δ2i
)∫ ∞
−∞
exp
(
− y
2
σ2
)
dy. (2.45)
The final step requires the evaluation of the integrals in Eq. (2.44) and Eq. (2.45), which may be achieved
using Eq. (1.38):
EwBc =
B2i σ
√
pi
2µ0
(
1 +
2ηt
µ0σ2
)−1/2
, (2.46a)
E icBc =
B2i σ
√
pi
2µ0
exp
(
− 2ηt
µ0δ2i
)
. (2.46b)
Thus, for waves in the short wavelength (kδi  1) Hall MHD regime, the initial transient phase of the long
wavelength regime, seen in Eq. (2.40), no longer appears. For longer timescales, the algebraically-damped
whistler contribution to the wave energy is dominant over the exponentially-damped contribution from the
ion cyclotron wave.
These perturbed magnetic energy contributions (associated with the whistler and ion cyclotron branches of
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Parameter Flaring Corona Chromosphere
electron gyro-radius (re) 0.26 cm 0.18 cm
ion gyro-radius (ri) 11 cm 7.9 cm
electron skin depth (δe) 5.3 cm 3.8 cm
ion skin depth (δi) 2.3m 1.6m
classical mean free path (λmfp) 30 km 1.5m
Table 2.1: Approximate lengthscales, calculated using normalisation values. In the flaring corona, these
were density n ∼ 1×1016m−3, temperature T ∼ 2×106 K and magnetic field strength B ∼ 118G, while
in the chromosphere, values of n ∼ 2× 1016m−3, T ∼ 2× 104 K and B ∼ 17G were used.
the short wavelength limit) and the contribution of an identical pulse in the long wavelength limit can be
seen in Fig. 2.4.
2.6 Simulation results
The system was modelled numerically using a two dimensional version of a Lagrangian remap scheme
(LareXd), as outlined in Sec. 1.4, including the Hall term from the generalised Ohm’s Law for an otherwise
inviscid MHD plasma.
For waves with frequencies approaching the ion cyclotron frequency, typical coronal parameters correspond
to classical (Spitzer) collisional mean free paths that exceed the wavelength (λ). Instead, this suggests
the validity of a collisionless approach. However, Craig and Litvinenko (2002) have shown that it is not
appropriate to use classical resistivity under flaring conditions because it implies current scale lengths that
are several orders of magnitude shorter than λmfp, and moreover is inconsistent with the electric fields
required to account for the observed acceleration of protons to tens of MeV on timescales of the order
of one second (Hamilton et al., 2003). Craig and Litvinenko proposed that the effective resistivity under
flaring conditions (specifically in a reconnecting current sheet) is determined by turbulence arising from
electron-ion drift (e.g. ion acoustic) instabilities, and deduced that this effective resistivity could exceed the
classical value by a factor of around 106. Under these circumstances a fluid model can be appropriate even
for relatively high frequency waves. This may also be true in the upper chromosphere, where the plasma is
both cooler and denser (and consequently much more collisional) than in the corona.
Our dimensionless simulation parameters can be regarded as representative of both the flaring corona (T0 ≈
2 × 106 K and n0 ≈ 1016m−3) and the upper chromosphere (T0 ≈ 2 × 104 K and n0 ≈ 2 × 1016m−3).
Specifying a low plasma beta (β = 0.01) in the simulations fixes the normalising magnetic field strengths
to B0 ≈ 118G in the flaring corona, or B0 ≈ 17G in the upper chromosphere. This also determines the
effective size of several fundamental plasma parameters, outlined for these normalising values in Table 2.1.
The parameter λi (the normalised ion skin-depth in the code, λi = δi/l0) was initially set equal to 0.0072.
Using this value of λi, together with the ion skin depths listed in Table 2.1, implies a normalising lengthscale
l0 = 0.3 km in the flaring corona, and l0 = 0.2 km in the chromosphere. Given that the mean wavenumber
for a Gaussian pulse of width σ can be found using 〈k〉 = 1/σ, a choice of width σ = 0.1 places the
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simulations firmly within the long wavelength regime (discussed in Sect. 2.5.1), as 〈k〉δi ≈ 0.07  1. By
relating simulated perturbation frequencies (ω) to the perturbation size (by assuming ω ∼ kcA), our choices
for λi and σ perturb the simulations with frequencies which have begun to approach the ion cyclotron
frequency (ω/Ωi ∼ kδi ∼ λi/σ ∼ 0.07).
As pointed out by Craig and Litvinenko (2002), the resistivity could be as much as a factor of 106 higher
than the classical Spitzer value in the flaring corona. Using this enhancement factor and the normalisation
described above for flaring conditions, we find η = 0.0005. Note that using the same value for η and
the chromospheric normalisation, the enhancement of the resistivity as compared to the Spitzer value, is
less than 102. An enhancement in the resistivity implies a corresponding reduction of the mean free paths
quoted in Table 2.1. These reduced mean free paths are then much smaller than the typical wavelengths of
the modes under consideration, so that Hall MHD is an appropriate model to use.
The specific internal energy density of the system, , is defined so that the simulations have an initially
constant plasma pressure. This is done using the dimensionless quantities in the code (p, ρ and B), using
the definition of the plasma beta (Eq. 1.1):
 =
β|B|2
2ρ (γ − 1) , p = ρ (γ − 1) =
β|B|2
2
.
For this investigation, the value of the plasma beta was chosen to be small (β = 0.01) in order that magnetic
effects might dominate the behaviour of the plasma. We set up a constant equilibrium field to reflect
the analytical setup, with B0(= [B0x, B0y, B0z]) = [0, 1, 0], which we perturb in the form outlined by
Eq. (2.29). As our analytical work is based on a linearised system of equations, we fix the pulse amplitude,
Bi(= 0.0005) to be small enough that we minimise nonlinear effects. 2000 gridpoints were used along
the equilibrium field in order to fully resolve potential whistler/i.c. effects, with the simulation terminated
before the pulse reaches the y-boundary so that the boundary does not affect the behaviour of the pulse.
The equilibrium field initially ranged from −10 ≤ y ≤ 10 in anticipation of the propagation of the pulse
Using Lare2d, the initial investigation sought to recover the behaviour of the pulse and its evolution
along the equilibrium field, in the long wavelength Hall MHD regime [expressed in Eq. (2.33), and seen in
Fig. 2.2]. The evolution of the pulse from the numerical scheme was found to exactly match the expression
found in the analysis, and can be seen in Fig. 2.5a and 2.5b.
Having recovered the evolution of the long wavelength Hall MHD regime when λi = 0.0072, the next
investigation sought to bring out the behaviour of the short wavelength limit(s) by increasing the skin depth
by a factor of 10. At λi = 0.072, any perturbation frequencies produced would be a significant fraction
of the ion cyclotron frequency (ω/Ωi ∼ λi/σ ∼ 0.7). In order to follow the evolution of the pulse for the
same period of time as that of the long wavelength simulations, the numerical box was increased in size
in the equilibrium field direction (to −30 ≤ y ≤ 30), in anticipation of larger dispersive effects and the
faster whistler wave component. The number of gridpoints in this direction was also increased to 6000, to
maintain the same resolution. The pulse evolution obtained from the numerical simulations, for λi = 0.072,
can be seen in Fig. 2.5c and 2.5d. These panels of Fig. 2.5 clearly display elements of the behaviour of
both the long and short wavelength analytical regimes. The centres of the pulses still appear to travel at the
Alfve´n speed, which according to the previous analysis, only occurs in the cases where kδi  1. On the
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(a) λi = 0.0072 simulation, Bz component (b) λi = 0.0072 simulation, Bx component
(c) λi = 0.072 simulation, Bz component (d) λi = 0.072 simulation, Bx component
Figure 2.5: Evolution of an initially Gaussian pulse in the Hall MHD simulations using Lare2d. Each
figure illustrates 3 snapshots of the pulse amplitude, taken at t = 0, 2.5τA and 5τA in two transverse
magnetic field components. Figs. (a) and (a) show the pulse evolution in Bz and Bx for simulations with
λi = 0.0072, while (c) and (c) show Bz and Bx with λi = 0.072. All simulations used identical levels of
resistivity (η = 0.0005).
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Figure 2.6: Temporal evolution of all perturbed energy components associated with the initially Gaussian
pulse, in the MHD, long-wavelength and short-wavelength Hall MHD regimes. The magnetic energy (seen
in black), kinetic energy (red) and the internal energy (blue) are compared for the MHD (δi = 0 - solid
curves), long wavelength (δi = 0.0072 - dashed curves) and short wavelength (δi = 0.072 - symbols) limits
as output from Lare2d, with resistivity η = 0.0005.
other hand, the dispersive effects at the leading edges of both pulses are more pronounced, as expected in
the kδi  1 regime (seen in the whistler branch results, Figs. 2.3a and 2.3b).
Finally, the effect of moving to a higher skin-depth on the energy associated with the pulse was investigated.
Fig. 2.6 shows the evolution of the magnetic, kinetic and internal energy associated with the pulse for
a range of skin depth values. Again, the long wavelength Hall MHD and MHD magnetic energy graphs
display excellent agreement with the analytical expression shown in Eq. (2.40), seen in Fig. 2.4. In the larger
skin depth cases (where λi = 0.072), again the numerical results differ from the analytical expressions
derived for the short wavelength regime in Eq. (2.46), and shown in Fig. 2.4. The magnetic energy no
longer fully reaches equipartition with the kinetic energy, and instead remains slightly higher than the
MHD and long wavelength Hall MHD magnetic energy trends.
2.7 Discussion and summary
In this chapter we have studied the effect of the Hall term in the generalised Ohm’s law on wave damping
in a uniform plasma. Fourier analysis of simple wave-like solutions of the Hall MHD system reveals two
distinct regimes of behaviour, depending on the choice of wavelength (or wavenumber k) and skin depth
δi. The evolution of an initially Gaussian perturbation of the equilibrium magnetic field and its associated
magnetic energy was examined using analytical techniques in both regimes. It was found that, in Hall
MHD, the pulse is no longer linearly polarised (as in the shear Alfve´n wave case), but becomes circularly
polarised (i.e. it rotates around the equilibrium field as it travels). In the long wavelength (kδi  1) regime,
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this circular polarisation is found to have no impact on the magnetic energy associated with the pulse, which
damps at the same rate as that found using an MHD treatment. In the short wavelength (kδi  1) limit, two
distinct solutions are discovered which have opposite circular polarisation. The right circularly polarised
(whistler) component damps algebraically, in a manner similar to that seen in theMHD and long wavelength
Hall MHD limits, while the left circularly polarised (i.c. wave) component damps at an exponential rate.
The evolution of the pulse and its associated magnetic energy was subsequently investigated using a nu-
merical scheme (Lare2d). It was found that in the long wavelength Hall MHD regime, both the pulse
evolution and damping rate displayed excellent agreement with the analytical results. The simulations were
then repeated with an artificially increased numerical skin depth, in an attempt to bring out the behaviour
of the short wavelength Hall MHD regime. Due to limitations in accurately representing the behaviour of
the increased skin depth simulations, the skin depth was increased above the kδi  1 value by a factor
of ten. For the parameters used in this investigation, this resulted in a value of kδi ∼ 1, meaning that
the simulations contained aspects of both kδi  1 and kδi  1 regimes. Thus both the evolution of the
pulse and its associated energy in the higher skin depth simulations were similar to, but did not match the
analytical result derived in either of the long wavelength Hall MHD or both short wavelength Hall MHD
regimes. It is also worth noting that the simulations begin with a linearly polarised Gaussian pulse and after
some time they contain both left and right circularly polarised waves in combination, rather than the purely
right or purely left circularly polarised waves used in the analysis. However, the results show that the effect
of the initial transient phase of energy loss is lessened even for skin depth increase of a factor of 10, which
is in general agreement with the energy expressions of the short wavelength limit, which contain no initial
transitory energy decay phase.
Chapter 3
Hall MHD in a non-uniform plasma
3.1 Introduction
The interaction between Alfve´n waves and plasma inhomogeneities forms a well-studied and important
area of research, for both laboratory and astrophysical plasmas. One process which arises as a result of
this interaction is Alfve´n wave phase-mixing. Early studies of Alfve´n wave phase-mixing demonstrated a
potential for significantly enhanced plasma heating. In particular, Heyvaerts and Priest (1983) proposed
the phase-mixing of Alfve´n waves as a potential solar coronal heating mechanism through enhanced wave-
dissipation. They pointed out that for initially planar shear-Alfve´n waves, large differences in phase are
quickly generated between waves on neighbouring field lines, as a result of variation in Alfve´n speed
across the field. These phase-differences generate progressively smaller transverse scales, and dramatically
enhance the effects of viscous and Ohmic dissipation, especially in the locations where the Alfve´n speed
gradient is steepest.
This phase mixing picture has been refined and applied to a variety of problems using MHD, usually based
on the premise that the waves in question arise as a result of an infinite series of boundary motions at the
photosphere. A short overview of investigations into phase-mixing as a damping mechanism for waves in
the solar corona may be found in Sec. 1.6 of Chapter 1. Of the investigations mentioned in this summary,
the work of Hood et al. (2002, 2005) is of particular interest for the current investigation. Hood et al.
(2002) find that a single initial pulse-like disturbance (i.e. a disturbance caused by only one or two initial
impulsive footpoint motions) would damp algebraically. By including more pulses in the analysis (seen
in Hood et al., 2005), the algebraic damping rate was seen to ultimately recover the earlier exponential
damping rate of Heyvaerts and Priest (1983). In this chapter, we will explore the behaviour of a plasma
wave undergoing MHD phase-mixing. We will do so by considering the propagation of an individual
pulse along an equilibrium magnetic field, and how this is affected by the inclusion of the Hall term in the
generalised Ohm’s law.
3.2 Evolution equation of a non-uniform MHD plasma
Employing previously described techniques, it is possible to form an evolution equation describing the
motion of a non-uniform MHD plasma, as originally shown by Heyvaerts and Priest (1983). Once again,
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the analysis begins with the selection of Ohm’s law, in this case in the form used in MHD:
E+ v ×B = ηJ,
from which an induction equation may be derived:
∂B
∂t
= ∇× (v ×B) + η
µ0
∇2B. (3.1)
The system is again closed using the MHD equation of motion, neglecting the effects of viscosity and the
pressure gradient force:
ρ
∂v
∂t
+ ρ(v·∇)v = J×B = 1
µ0
(∇×B)×B.
To study phase-mixing, the wave speed is required to vary as a function of position. In this particular
investigation, we will vary the equilibrium mass density as a function of distance across a constant equi-
librium field (ρ0 = ρ0(x), B0 = B0yˆ). This implies that the local Alfve´n speed varies across the field
(c2A(x) = B
2
0/µ0ρ0(x)). We will focus on perturbations transverse to both the equilibrium field (y) and the
direction of density inhomogeneity (x), i.e. B1 = [0, 0, Bz] ,v1 = [0, 0, vz] . Hence, each system variable
can be expressed in terms of a perturbation and an equilibrium value, as follows:
ρ(x, y, z, t) = ρ0(x, y, z) + ρ1(x, y, z, t) = ρ0(x) + ρ1,
v(x, y, z, t) = v0(x, y, z) + v1(x, y, z, t) = 0 + [0, 0, vz],
B(x, y, z, t) = B0(x, y, z) +B1(x, y, z, t) = [0, B0, 0] + [0, 0, Bz].
(3.2)
Using the equilibrium stated above, the linearised MHD equations are given by:
∂B1
∂t
= ∇× (v ×B0) + η
µ0
∇2B1, (3.3a)
∂v1
∂t
=
1
ρ0 (x)µ0
(∇×B1)×B0. (3.3b)
Hence, the equations for the perpendicular perturbations Bz and vz are given by:
∂Bz
∂t
= B0
∂vz
∂y
+
η
µ0
∇2⊥Bz, ρ0(x)
∂vz
∂t
=
B0
µ0
∂Bz
∂y
,
which can be combined to give:
∂2Bz
∂t2
= B0
∂
∂y
(
∂vz
∂t
)
+
η
µ0
∇2⊥
(
∂Bz
∂t
)
,
=
B20
µ0ρ0(x)
∂2Bz
∂y2
+
η
µ0
(
∂2
∂x2
+
∂2
∂y2
)
∂Bz
∂t
. (3.4)
Assuming that gradients introduced by the inhomogeneity (in x) will dominate those along the field (in y),
the commonly used evolution equation for MHD phase-mixing is recovered:
∂2Bz
∂t2
= c2A(x)
∂2Bz
∂y2
+
η
µ0
∂2
∂x2
(
∂Bz
∂t
)
, (3.5)
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where c2A(x) = B
2
0/µ0ρ0(x).
3.3 Phase-mixing of a single wave pulse (Hood et al., 2002)
The majority of investigations regarding MHD phase-mixing typically study an infinite series of harmonic
perturbations. However, Hood et al. (2002) suggest that such a set of perturbations might be unrealistic
in the solar coronal context, and chose instead to investigate the evolution of an initially Gaussian pulse.
As previous investigations have already considered the evolution of such a pulse in a uniform plasma
environment (see Chapters 1 and 2), we first present a brief overview of the method of Hood et al. (2002),
in order to better understand the solutions they describe. The method considers two separate timescales, an
Alfve´nic timescale and a much slower dissipation timescale (i.e. T0 = t and T1 = t). Hence, temporal
derivatives become:
∂
∂t
=
∂
∂T0
+ 
∂
∂T1
,
∂2
∂t2
=
∂2
∂T 20
+ 2
∂2
∂T0∂T1
+ 2
∂2
∂T 21
.
The field variable (Bz) is similarly separated into components which depend on both timescales, Bz =
Bz0 + Bz1, and hence Eq. (3.5) becomes:
∂2
∂T 20
(Bz0 + Bz1) + 2
∂2
∂T0∂T1
(Bz0 + Bz1) + 2
∂2
∂T 21
(Bz0 + Bz1)
= c2A(x)
∂2
∂y2
(Bz0 + Bz1) +
η
µ0
∂2
∂x2
[
∂
∂T0
+ 
∂
∂T1
]
(Bz0 + Bz1) . (3.6)
In order to distinguish the behaviour of the Alfve´nic and dissipative timescales, the powers of  in Eq. (3.6)
can be equated:
0 :
∂2Bz0
∂T 20
= c2A(x)
∂2Bz0
∂y2
, (3.7a)
1 :
∂2Bz1
∂T 20
− c2A(x)
∂2Bz1
∂y2
=
η
µ0
∂
∂T0
∂2Bz0
∂x2
− 2 ∂
2Bz0
∂T0∂T1
, (3.7b)
(where terms involving diffusivity η/µ0 are ofO()). Equation (3.7a) corresponds to the Alfve´nic solution,
where Bz0 = F (y − cA(x)T0, x, T1). Eq. (3.7b) introduces the effects of dissipation into the Alfve´nic
field perturbations (Bz0). By effectively moving to the frame of reference travelling with the pulse (and
eliminating secular terms), a diffusion equation is recovered:
2
∂Bz0
∂T1
=
η
µ0
∂2Bz0
∂x2
. (3.8)
This implies that as the pulse moves (at the rate prescribed by the Alfve´nic timescale), it will also diffuse
along the field in a manner prescribed by Eq. (3.8). Therefore, any solutions must describe both of these
effects, i.e. we may assume that they take the form:
Bz0 = f(T1)F (ζ) where ζ = g(T1)(y − cA(x)T0), (3.9)
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allowing the derivatives to be expressed as:
∂Bz0
∂T1
=
∂f(T1)
∂T1
F (ζ) + f(T1)
∂F (ζ)
∂ζ
∂ζ
∂T1
,
=
∂f(T1)
∂T1
F (ζ) + f(T1)
∂F (ζ)
∂ζ
∂g(T1)
∂T1
(y − cA(x)T0) ,
∂Bz0
∂x
= f(T1)
∂F (ζ)
∂ζ
∂ζ
∂x
= −f(T1)∂F
∂ζ
∂cA(x)
∂x
g(T1)T0,
∂2Bz0
∂x2
= − ∂
∂x
(
f(T1)
∂F
∂ζ
∂cA(x)
∂x
g(T1)T0
)
,
= −f(T1)∂F
∂ζ
∂2cA(x)
∂x2
g(T1)T0 + f(T1)
(
∂cA(x)
∂x
)2
g(T1)2T 20
∂2F (ζ)
∂ζ2
.
Hence Eq. (3.8) becomes:
2
[
∂f(T1)
∂T1
F (ζ) + f
∂F (ζ)
∂ζ
∂g(T1)
∂T1
(y − cA(x)T0)
]
=
η
µ0
[
f(T1)
(
∂cA(x)
∂x
)2
g(T1)2T 20
∂2F (ζ)
∂ζ2
− f(T1)∂F (T1)
∂ζ
∂2cA(x)
∂x2
g(T1)T0
]
. (3.10)
As T0 increases, the first term on the RHS of Eq. (3.10) will become the dominant term. Therefore neglect-
ing the second term and selecting the small parameter  = (η/µ0)1/3, the remaining terms of Eq. (3.10)
form a second order differential equation:
∂2F (ζ)
∂ζ2
+ aζ
∂F (ζ)
∂ζ
+ bF (ζ) = 0, (3.11a)
with coefficients a and b of the form:
a = −
2
∂g(T1)
∂T1(
∂cA(x)
∂x
)2
g3(T1)T 21
, b = −
2
∂f(T1)
∂T1
f(T1)
(
∂cA(x)
∂x
)2
g2(T1)T 21
. (3.11b)
By separating and integrating the a coefficient of Eq. (3.11b) [with cA′(x) = ∂cA(x)/∂x], it is possible to
obtain an expression for the function g(T1):∫
dg
g3
= −a(cA
′(x))2
2
∫
T 21 dT1,
− 1
2g2
= −a(cA
′(x))2
2
T 31
3
+ C,
g(T1) =
(
a(cA′(x))2T 31 /3 + C
)−1/2
.
The constant of integration can be eliminated using an initial condition (g(0) = 1/σ). Hence, the full
expression for g(T1) is found to be:
g(T1) =
(
σ2 + a(cA′(x))2T 31 /3
)−1/2
. (3.12)
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The b coefficient of Eq. (3.11b) provides information about the function f(T1) in a similar way:∫
df
f
= −b(cA
′(x))2
2
∫
g2(T1)T 21 dT1 = −
b(cA′(x))2
2
∫
T 21
σ2 + a(cA′(x))2T 31 /3
dT1,
ln (f) = −−b
2a
ln
(
σ2 + a(cA′(x))2T 31 /3
)
,
f(T1) =
(
σ2 + a(cA′(x))2T 31 /3
)−b/2a
= [g(T1)]
b/a
. (3.13)
Substituting the expressions Eq. (3.12) and Eq. (3.13) into the initial assumption (Eq. 3.9), we find:
Bz0 =
1
(σ2 + a(cA′(x))2T 31 /3)
b/2a
F
[
y − cA(x)t√
σ2 + a(cA′(x))2T 31 /3
]
. (3.14)
Thus, as expected, the pulse will move along the field, during which time its width and amplitude are
modified.
3.3.1 Harmonic case - a = 0 (Heyvaerts and Priest, 1983)
Looking again at Eq. (3.11a), it is clear that the choice of coefficients a and b is crucial. For example,
choosing the simple case where a = 0 implies:
∂2F (ζ)
∂ζ2
+ bF (ζ) = 0.
This is the harmonic equation, which has a general solution F = exp (ikζ), with k2 = b. Repeating the
previous analysis, from Eq. (3.12), g(T1) now remains constant. Choosing σ = 1 also simplifies Eq. (3.13)
as follows:∫
df
f
= −k
2(cA′(x))2
2
∫
T 21 dT1,
ln (f) = −k
2(cA′(x))2
2
T 31
3
+ C,
f(T1) = A exp
[
−1
6
k2(cA′(x))2T 31
]
.
Using the initial conditions to determine the constant of integration, we recover an amplitude damping rate
which is identical to that found by Heyvaerts and Priest (1983).
3.3.2 Parabolic cylinder case - a 6= 0
If a non-zero value of the a coefficient is chosen, then the differential equation Eq. (3.11a) may be solved
using parabolic cylinder functions. In order to do so, the function F (ζ) (and its derivatives) are rewritten
as:
F ∝ exp
(
−ζ
2
4
)
Dn(ζ),
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∂F
∂ζ
∝ −ζ
2
exp
(
−ζ
2
4
)
Dn(ζ) + exp
(
−ζ
2
4
)
∂Dn(ζ)
∂ζ
,
∂2F
∂ζ2
∝ 1
4
[
ζ2 − 2] exp(−ζ2
4
)
Dn(ζ)− ζ exp
(
−ζ
2
4
)
∂Dn(ζ)
∂ζ
+ exp
(
−ζ
2
4
)
∂2Dn(ζ)
∂ζ2
.
Substituting these identities into Eq. (3.11a) allows the differential equation to take the form of the parabolic
cylinder equation:
∂2Dn
∂ζ2
+
(
b− 1
2
− ζ
2
4
)
Dn = 0. (3.15)
Given that b = n + 1 (in order that the solutions equal zero at ±∞), expressing the parabolic cylinder
functions in terms of Hermite polynomials:
Dn(ζ) = exp
(
−ζ
2
4
)
Hen(ζ),
means that the general solution for the field perturbation Bz0 may be found by summing over all mode
numbers (n):
Bz0 =
∞∑
n=0
αn
(1 + (cA′(x))2T 31 /3σ2)
(n+1)/2
exp
(
−ζ
2
2
)
Hen (ζ) .
Simply comparing the form of the solution with the form of f(T1) from Eq. (3.13), modes of a higher order
than the fundamental n = 0 mode appear to make minimal contribution for large values of T1. For the
fundamental mode, He0(ζ) = 1 and hence to leading order, the field perturbation may be expressed as:
Bz0 =
α0√
1 + η(cA′(x))2t3/3σ2
exp
(
− (y − cA(x)t)
2
2 (σ2 + η(cA′(x))2t3/3µ0)
)
,
with α0 found using the initial conditions k(y) via:
α0 =
∫∞
∞ k(y)He0(y/σ)dy∫∞
∞ exp (−y2/2σ2)He20(y/σ)dy
=
1√
2piσ
∫ ∞
∞
k(y)dy.
In the case of an initially Gaussian transverse perturbation, with the form studied in earlier chapters,
Bz0(t = 0) = Bi exp
(
− y
2
2σ2
)
,
the forward propagating solution will evolve according to Hood et al. (2002), with the form:
Bz(t) =
Bi
2
√
1 + (cA′)2ηt3/3µ0σ2
exp
(
− (y − cAt)
2
2 [σ2 + cA′2ηt3/3µ0]
)
. (3.16)
In the previous investigation of a uniform plasma, the study of the energy equipartition of the system was
a useful diagnostic for the evolution of a single pulse along a uniform field. By integrating B2z/2µ0 over
a finite distance x0 < x < x1 in the x-direction and from minus to plus infinity in the y-direction, with
Bz given by Eq. (3.16), we may evaluate the magnetic energy obtained for a pulse evolving according to
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the analysis of Hood et al. (2002). In doing so, the propagation of both forward and backward propagating
wave solutions must also be accounted for so B2z becomes:
B2z =
B2i
4 (1 + cA′2ηt3/3µ0σ2)
[
exp
(
− (y − cAt)
2
σ2 + cA′2ηt3/3µ0
)
+ exp
(
− (y + cAt)
2
σ2 + cA′2ηt3/3µ0
)]
+
B2i
2 (1 + cA′2ηt3/3µ0σ2)
exp
(
− (y − cAt)
2
2 [σ2 + cA′2ηt3/3µ0]
)
exp
(
− (y + cAt)
2
2 [σ2 + cA′2ηt3/3µ0]
)
.
(3.17)
Using a standard identity to evaluate the y-derivatives:
∫ ∞
−∞
exp
[
− (y ± a)
2
b
c
]
dy =
√
pi
√
c
b
,
the perturbed magnetic energy, EHBc , may be expressed as:
EHBc =
B2i σ
√
pi
8µ0
∫ x1
x0
dx√
1 + cA′2ηt3/3µ0σ2
+
B2i σ
√
pi
8µ0
∫ x1
x0
exp
(
− c
2
At
2
σ2 + cA′2ηt3/3µ0
)
√
1 + cA′2ηt3/3µ0σ2
dx. (3.18)
The integrals in this expression can be readily evaluated numerically, in order to directly compare the energy
evolution according to Hood et al. (2002), with the energies obtained through numerical simulations in a
uniform/non-uniform plasma.
3.4 Simulation results
In order to investigate the analytical treatment (Hood et al., 2002), we will once again use the 2D version of
the Lagrangian remap code (LareXd), as outlined in Sec. 1.4, to investigate the propagation of an initially
Gaussian pulse in a non-uniform plasma. In order to directly compare the results obtained in the non-
uniform and uniform cases, we retain both the normalisation and parameter range outlined in Sec. 2.6 of
the previous chapter.
Once again, the long wavelength Hall MHD simulations were performed with the parameter λi (the normal-
ising ion skin depth in the code) set to 0.0072 and with an initial pulse width σ = 0.1 in order to satisfy the
long wavelength Hall MHD requirement (kδi  1), whilst still perturbing the simulations at frequencies in
the range of the ion cyclotron frequency. Insight into the short wavelength Hall MHD regime was gained
by increasing λi by a factor of 10. However, as with the previous chapter the short wavelength requirement
kδi  1 is not fully satisfied. Using the stated parameters, we may gain insight into the differences be-
tween the long and short wavelength Hall MHD regimes without unnecessary computational expense. The
investigations with λi = 0.072 will be referred to as the short wavelength Hall MHD investigation, though
in reality kδi ∼ 1 for these simulations.
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α (Steepness Parameter) ρmax/ρmin
1/10 1.125
9/50 1.25
5/18 1.50
3/8 2.00
4/9 3.00
15/32 4.00
Table 3.1: Values of the steepness parameter (α) selected to achieve specific density enhancements accord-
ing to Eq. (3.19).
Figure 3.1: Visual comparison of density profiles obtained by the values of enhancement parameter in
Table 3.1 upon substitution into Eq. 3.19.
In order to study phase-mixing, we allow the equilibrium density to vary along x, with the form:
ρ(x) =
1
(1− α+ α cos (2pix))1/2
, (3.19)
chosen for constant density at the edges, ρ(0) = ρ(1) = 1, and a central increase in density controlled by
a steepness parameter, α. Particular values of α were chosen, in order to obtain specific values of density
enhancement at the centre of the profile, over the value at the wings. These specific values chosen (and
the corresponding density enhancement achieved) are seen in Table 3.1, while the profiles which result are
illustrated in Fig. 3.1.
We also vary the specific internal energy density of the system, (x), in order to obtain a constant plasma
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pressure through the plasma beta, β(= 0.01), and the magnetic pressure, as:
(x) =
β|B|2
2ρ(x) (γ − 1) , p = ρ(x)(x) (γ − 1) =
β|B|2
2
,
(where, as before, the quantities B, ρ and p are dimensionless). As in the uniform plasma investigation,
a constant equilibrium field was used, with B0(= [B0x, B0y, B0z]) = [0, 1, 0]. This was perturbed by an
initial pulse (whose form remains unchanged from that studied in earlier chapters, defined in Eq. (2.29)
with an amplitude Bi(= 0.0005) small enough that nonlinear effects were minimised.
As discussed previously, Hood et al. (2002) obtained an expression describing the evolution of a pulse as it
undergoes phase mixing in the MHD limit [Eq. (3.16)]. In order to benchmark the simulations, we sought to
recover this expression using MHD simulations in Lare2d, and then to extend this work by investigating
the response of the plasma in (long wavelength) Hall MHD, discussed in Chapter 2 for a uniform plasma. In
order to compare the amplitude damping rates, the height and location of the peak of the pulse was tracked
as it travelled along the equilibrium field, and compared with the expression of Hood et al. (2002). We found
that the MHD simulations with large equilibrium density enhancements displayed good agreement with the
proposed damping rate, but this agreement deteriorated for smaller density enhancements. Discrepancies
between the numerical and analytical trends in MHD at near-uniform density gradients are due to the use
of the strong-phase-mixing assumption in Hood et al. (2002) in order to obtain analytical solutions; this
assumption requires steep gradients in Alfve´n speed, and breaks down in the cases where the density is
near uniform. The simulations for the long wavelength Hall MHD regime again showed that the amplitude
evolution of the pulse was in agreement with the expression proposed by Hood et al. (2002), but only in the
cases where the density enhancement was sufficiently large. These results are summarised in Fig. 3.2.
As the best agreement between the numerical simulations and the Hood et al. (2002) expression appears
to be for larger density enhancements, a steep density gradient case was chosen to verify the expression
derived for the magnetic energy of an initially Gaussian pulse in MHD, Eq. (3.18), as it too is based on the
work of Hood et al. (2002). Both the numerical and analytical expressions for the evolution of magnetic
energy (i.e. Eq. (3.18) integrated numerically using Simpson’s rule) are shown in Fig. 3.3. In both cases, a
gradual reduction in magnetic energy compared to the uniform plasma case can be seen.
Figure 3.3 also shows that when a density gradient is present, the field perturbation energy begins to decay
slightly earlier in the Lare2d simulations than it does in the analytical result. In all cases, there remains a
short transient phase after t = 0 in which the field perturbation energy drops to half its initial value and the
flow energy reaches approximate equipartition with the field energy. As discussed in the previous chapter,
the duration of this transit phase is essentially determined by the Alfve´n propagation time across the initial
pulse width.
To focus on the effect of the Hall term on the propagation of the pulse, simulations were performed for
each of the density gradients given in Table. 3.1, in MHD (λi = 0), and the long (λi = 0.0072) and
short (λi = 0.072) wavelength Hall MHD regimes. Snapshots of the evolution of the forward-propagating
part of the pulse can be seen at various timesteps (at 1, 3 and 5 Alfve´n times), for three specific density
gradient cases (with peak density enhancements of 0.25, 1 & 2). These results can be seen in Figs 3.4-3.6
for the MHD simulations, while Figs. 3.7-3.9 display the pulse evolution in long wavelength Hall MHD,
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Figure 3.2: Comparison of predicted amplitude fall-off for an analytical treatment of MHD phase-mixing
(solid red curve), with tracked pulse peak of Lare2d simulations. Displayed are the results of the MHD
(plus signs) and long wavelength Hall MHD (diamonds) simulations for each density gradient specified in
Table 3.1.
and Figs. 3.10-3.12 display the short wavelength Hall MHD results
Figures 3.4-3.6 illustrate how phase-mixing takes place in MHD. The dissipation of the pulse amplitude
in the locations of steepest density gradient can clearly be seen for the cases where the density gradient is
sufficiently steep, i.e. Figs. 3.5 and 3.6. The plots of |B| for these cases clearly show that perturbed field
energy (initially located in Bz only) has been removed at the locations of steepest density gradient (and not
merely been converted into another Cartesian field component).
However, in the Hall MHD simulations, things are less clear-cut. While some damping of the pulse ampli-
tude at the locations of steepest density gradient can be seen in the steepest long wavelength Hall MHD re-
sult (Fig. 3.9), the pulse has also begun to broaden, due to the dispersive effects, as discussed in the uniform
case. These dispersive effects are more pronounced in the short wavelength results shown in Figs. 3.10-
3.12, and clearly affect how phase-mixing happens in this regime. In Fig. 3.12 for example, we see that,
relative to the MHD and long wavelength Hall MHD results, there are many regions where the amplitude of
the dispersed pulse has been damped. However in these regions, the amplitude of the pulse is much smaller
than the main body of the pulse, which appears to have damped far less than in previous cases. Therefore
in this regime, the overall effectiveness of phase-mixing appears to have been lessened. In order to further
analyse the differences between the three regimes, Fig. 3.13 compares snapshots of the pulse amplitude, as
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Figure 3.3: Comparison of magnetic energy evolution of initially Gaussian pulse in a plasma with
ρmax/ρmin = 3, comparing the numerically integrated expression, Eq. 3.18 (dotted curve), with the energy
evolution in Lare2d for the same gradient (dashed curve). Both the uniform analytical (Eq. 2.40 - stars)
and numerical (solid line) solutions are also included for comparison.
a slice (in x) through the pulse amplitude, at the location (in y) of maximum phase-mixing, in MHD and
both Hall MHD regimes.
Figure 3.13 shows that the long wavelength Hall MHD simulations appear to slightly suppress transverse
gradients (which are generated as the pulse becomes progressively more out of phase on neighbouring field
lines) in comparison with the MHD result. This effect is more dramatic in the short wavelength Hall MHD
result, where the amplitude gradients across the field are greatly reduced compared to with the MHD case.
Finally, we investigated the energy response for a variety of different density gradients, and at different
skin depths. For clarity, we also included the perturbed internal energy evolution of the pulse. Figure 3.14
compares the evolution of the pulse in MHD, with that of the λi = 0.0072 simulations (the long wavelength
Hall MHD regime).
We then repeated the simulations with λi = 0.072, in order to once again bring out the behaviour of the
short wavelength Hall MHD limit, with the resulting energy graphs displayed in Fig. 3.15.
Figure 3.14 clearly displays differences between the MHD and Hall MHD cases, particularly in the den-
sity gradient cases which are neither uniform nor very steep. We have demonstrated analytically that the
response of a uniform plasma dramatically differs in the short wavelength (kδi  1) Hall MHD limit,
from that of the MHD and long wavelength Hall MHD limits. Figure 3.15 compares the response of the
perturbed magnetic and internal energies in simulations of a Hall MHD plasma with λi = 0.072, with that
of an MHD plasma, for a range of four density gradients. It is clear that in this Hall MHD regime, there
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.4: Contour map displaying the evolution of an initially Gaussian MHD pulse using snapshots in
time. Cartesian magnetic field components Bx, By, Bz and |B|, are shown at 1, 3 and 5 Alfve´n times (τA)
for an MHD plasma subject to a central density enhancement of ρmax/ρmin = 1.25.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.5: Contour map displaying the evolution of an initially Gaussian MHD pulse using snapshots in
time. Cartesian magnetic field components Bx, By, Bz and |B|, are shown at 1, 3 and 5 Alfve´n times (τA)
for an MHD plasma subject to a central density enhancement of ρmax/ρmin = 2.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.6: Contour map displaying the evolution of an initially Gaussian MHD pulse using snapshots in
time. Cartesian magnetic field components Bx, By, Bz and |B|, are shown at 1, 3 and 5 Alfve´n times (τA)
for an MHD plasma subject to a central density enhancement of ρmax/ρmin = 3.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.7: Contour map displaying the evolution of an initially Gaussian pulse using snapshots in time,
now in Hall MHD. Cartesian magnetic field components Bx, By, Bz and |B|, are shown at 1, 3 and 5
Alfve´n times (τA) for a long wavelength Hall MHD plasma subject to a central density enhancement of
ρmax/ρmin = 1.25.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.8: Contour map displaying the evolution of an initially Gaussian pulse using snapshots in time,
now in Hall MHD. Cartesian magnetic field components Bx, By, Bz and |B|, are shown at 1, 3 and 5
Alfve´n times (τA) for a long wavelength Hall MHD plasma subject to a central density enhancement of
ρmax/ρmin = 2.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.9: Contour map displaying the evolution of an initially Gaussian pulse using snapshots in time,
now in Hall MHD. Cartesian magnetic field components Bx, By, Bz and |B|, are shown at 1, 3 and 5
Alfve´n times (τA) for a long wavelength Hall MHD plasma subject to a central density enhancement of
ρmax/ρmin = 3.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.10: Contour map displaying the evolution of an initially Gaussian pulse using snapshots in time
in the short wavelength Hall MHD limit. Cartesian magnetic field components Bx, By, Bz and |B|, are
shown at 1, 3 and 5 Alfve´n times (τA) for a short wavelength Hall MHD plasma subject to a central density
enhancement of ρmax/ρmin = 1.25.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.11: Contour map displaying the evolution of an initially Gaussian pulse using snapshots in time
in the short wavelength Hall MHD limit. Cartesian magnetic field components Bx, By, Bz and |B|, are
shown at after 1, 3 and 5 Alfve´n times (τA) for a short wavelength Hall MHD plasma subject to a central
density enhancement of ρmax/ρmin = 2.
3.4 Simulation results 68
(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 3.12: Contour map displaying the evolution of an initially Gaussian pulse using snapshots in time
in the short wavelength Hall MHD limit. Cartesian magnetic field components Bx, By, Bz and |B|, are
shown at after 1, 3 and 5 Alfve´n times (τA) for a short wavelength Hall MHD plasma subject to a central
density enhancement of ρmax/ρmin = 3.
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Figure 3.13: Comparison of three snapshots of slices (in x) through the pulse amplitude, at location of
maximum phase-mixing. Snapshots shown are for MHD (solid), long wavelength Hall MHD (red dashed)
and short wavelength Hall MHD (blue dashed), taken after 1τA, for an identical initial pulse with density
ρmax/ρmin = 3, resulting in the location of maximum phase-mixing at y ≈ 0.82.
is a strong reduction in the damping rate compared to the MHD limit. However, as the density gradient is
increased, once again phase-mixing begins to affect the damping rate of magnetic energy, but at a much
slower rate.
3.5 Discussion and conclusions
The aim of this investigation was to determine what (if any) modifications to a model of a phase-mixing
plasma are brought about by the inclusion of the Hall term in the generalised Ohm’s law. Previous MHD
treatments (Hood et al., 2002) have found that an initially Gaussian perturbation to an equilibrium field
containing a variation in Alfve´n speed will evolve according to Eq. (3.16). Our numerical simulations have
confirmed that the decrease in amplitude predicted by this expression is well matched to the decay of an
MHD pulse, in simulations with a sufficiently steep gradient in Alfve´n speed (provided that the strong
phase-mixing assumption required to derive Eq. 3.5 is satisfied). However, for sufficiently steep Alfve´n
speed gradients, the long wavelength Hall MHD regime also conforms to this damping rate. For shallower
Alfve´n speed gradients, this damping rate quickly becomes inappropriate to describe pulse damping in the
kδi  1 Hall MHD simulations, whilst still illustrating a good agreement with the MHD results. This
is partly due to the fact that in the Hall regime, the pulse is no longer linearly polarised, quickly losing
amplitude to the other field components. The Hall regime is also subject to significant dispersive effects,
which reduce the amplitude of the pulse as it spreads along the equilibrium field. However, for sufficiently
steep density gradients, phase-mixing becomes the dominant cause of amplitude decay, as the cascade
to small transverse scales occurs much faster, allowing the pulse to dissipate its energy through resistive
heating
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Figure 3.14: Evolution of field perturbation energy in MHD (solid curve) and λi = 0.0072 Hall MHD
(red dashed curve) simulations for six values of density steepness parameter α. The internal energy is also
plotted for the MHD (dot-dash curve) and λi = 0.0072 Hall MHD (red dotted curve) simulations.
By comparing the energy evolution associated with our numerical simulations of an MHD pulse to that
found by numerically integrating an expression for the pulse evolution given by Hood et al. (2002), the
two results were seen to match, apart from a slight initial delay. The reason for the difference between the
two is simply due to the assumptions made to obtain the analytical approximation. The linearised form of
the Alfve´n wave equation (3.5) used in the derivation of Hood et al. (2002) retains only the x-derivatives,
on the basis that derivatives along the field are small compared to those perpendicular to it. However, in
our simulations, the (initially uniform) pulse propagates a finite distance in which the y-derivative causes
resistive damping along the equilibrium field. This continues until the gradients in x build up sufficiently to
allow phase-mixing to become the dominant damping mechanism. This brief initial period of longitudinal
damping is not included in the analysis of Hood et al. (2002), resulting in the slight discrepancy between
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Figure 3.15: Evolution of field perturbation energy in four intermediate density gradients of Fig. 3.14, also
including short wavelength Hall MHD results. MHD field perturbation energy (solid curve), is compared
with λi = 0.0072 (red dashed curve) and λi = 0.072 (blue stars) Hall MHD results. The internal energies
of MHD (dot-dash curve), the long (red dashed curve) and short (blue crosses) Hall MHD regime results
are also included for comparison.
the analytical approximation and our numerical results for the evolution of the magnetic energy.
By varying the density profile and the effective ion skin depth used in the numerical simulations, we can see
clear differences for the propagation of an initially Gaussian pulse in MHD, and both Hall MHD regimes.
In MHD, as the density gradient is increased, at the locations of steepest Alfve´n speed gradient, the amount
of amplitude damping increases. However, in the long wavelength Hall MHD results, the effectiveness
of phase-mixing is reduced by the inclusion of the Hall term, in particular in the cases where the density
gradient is neither uniform nor sharply varying. In the short wavelength Hall MHD simulations, dispersion
clearly plays a much larger role in the evolution of the pulse. As the pulse disperses along a single field
line, different parts of the pulse travel at very different speeds. Upon application of a transverse density
gradient, this causes many different locations where phase-mixing may cause a small amount of amplitude
damping. As the amplitude of these locations is much smaller than the original pulse width, they make little
contribution to the evolution of the energy of the system. However, the damping of the main body of the
pulse is reduced, as the widening of the pulse causes a significant reduction in gradients across the field.
Our final investigation compares the response of the magnetic and internal energies associated with the
pulse for different equilibrium density gradients and at different skin-depths. For shallow density gradients,
both MHD and long wavelength Hall MHD simulations display similar behaviour to that seen in the uni-
form case. For the steepest density gradients considered, again the long wavelength Hall MHD and MHD
simulations exhibit similar behaviour, suggesting that MHD phase-mixing dominates the energy evolution.
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However, we see significant departures from the MHD behaviour of both perturbed magnetic and internal
energies associated with the long wavelength Hall MHD regime, in the cases where the density is neither
uniform nor sharply varying. In these cases, the inclusion of the Hall term causes the damping rate of
perturbed magnetic energy to be reduced. Consequently there is a slower increase in the internal energy of
the pulse than that seen in MHD: phase-mixing of the plasma causes less rapid plasma heating in the Hall
MHD regime than in the MHD regime because the gradients in x are smaller than those in the MHD case.
The reduction in transverse gradients therefore reduces the efficiency of phase-mixing and its damping of
magnetic energy of the pulse.
This behaviour is also seen in the energies of the higher skin depth Hall MHD simulations. There is now a
very significant reduction in the damping rate of the magnetic energy, even in the steepest density gradient
case considered in this study (note that for this value of α, the long wavelength Hall MHD regime does
converge to the MHD result). As the skin depth is increased, the equilibrium density gradient would have
to be increased even further in order to recover a rate of energy dissipation comparable to those seen in the
long wavelength Hall MHD and MHD limits.
Chapter 4
Evolution of harmonic wave-train in Hall MHD
4.1 Introduction
In the previous chapter, we have investigated the effect of adding the Hall term to the MHD equations, by
studying the evolution of an initially Gaussian pulse and its associated magnetic energy. Most investigations
into the phenomenon of phase-mixing instead focus on the response of a plasma to an infinite harmonic
series of velocity or magnetic field perturbations, in order to mimick the effect of continuous photospheric
motions, which drive MHD waves upwards into the solar atmosphere. It is also worth noting that studies
of single initial disturbances (see e.g. Tsiklauri et al., 2001; Hood et al., 2002; Tsiklauri et al., 2002) often
recover behaviour which replicates that which describes an infinite series of harmonic perturbations. Hood
et al. (2005) found that increasing the number of initial pulses in MHD ultimately recovers the damping
rate established by Heyvaerts and Priest (1983) for a phase-mixed MHD plasma.
In this chapter, our aim will be to investigate the behaviour of a uniform Hall MHD plasma subject to a
perturbation which takes the form of an infinite harmonic wavetrain. We will then extend this investigation
by allowing the mass density of the plasma to vary, in order to investigate how the results of the previous
chapters are affected when the form of the perturbation of the system is changed from an initially Gaussian
pulse to an infinite series of sinusoidal variations.
4.2 Nonlinear treatment of Hall MHD equations
We here perform a nonlinear treatment of the Hall MHD equations for a uniform plasma subject to viscous
and resistive damping. This work expands the treatment of McLaughlin et al. (2011) for an MHD plasma
[which itself is an extension of the initially inviscid ideal MHD treatment of Nakariakov et al. (1997) and
was first applied to Lare2d simulation results by Botha et al. (2000)] to now also include the Hall term in
the generalised Ohm’s law. Beginning with the initial Hall MHD equations:
∂ρ
∂t
+∇·(ρv) = 0, (4.1a)
ρ
[
∂v
∂t
+ v · ∇v
]
= −∇p+ 1
µ0
(∇×B)×B+ ν∇ · S, (4.1b)
∂B
∂t
= ∇× (v ×B) + η
µ0
∇2B− 1
µ0ne
(∇×B)×B, (4.1c)
∂p
∂t
+ v·∇p = −γp∇·v + (γ − 1)
σ
J2 + ν (γ − 1)Qvisc, (4.1d)
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for mass density ρ, number density n, plasma pressure p, magnetic field strengthB, fluid velocity v, current
density J, magnetic diffusivity (the reciprocal of the Lundquist number) η/µ0 = 1/µ0σ for electrical
conductivity σ, coefficient of viscosity ν (where both η and ν are assumed constant), γ = 5/3 is the ratio
of specific heats, −e is the charge of an electron and µ0 is the permeability of free space. Components of
the viscous stress tensor, S, and the rate-of-strain tensor, ε, can be calculated using
Sij = 2
(
εij − 13δij∇ · v
)
εij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
, (4.2)
(as seen in Sec. 1.4). Contributions to the energy equation from viscous heating take the form
Qvisc =
3∑
i=1
3∑
j=1
εijSij .
Assuming a uniform equilibrium field in the y-direction, zero equilibrium flow, constant equilibrium density
and pressure yields the following form for each of the variables used in the Hall MHD equations (4.1):
p(x, y, z, t) = p0(x, y, z) + p1(x, y, z, t) = p0 + p,
ρ(x, y, z, t) = ρ0(x, y, z) + ρ1(x, y, z, t) = ρ0 + ρ,
v(x, y, z, t) = v0(x, y, z) + v1(x, y, z, t) = 0 + [vx, vy, vz],
B(x, y, z, t) = B0(x, y, z) +B1(x, y, z, t) = [0, B0, 0] + [Bx, By, Bz],
(4.3)
where, for simplicity, we will also assume that no variations can occur in the z-direction (∂/∂z = 0). Using
the form of variables stated in Eq. (4.3), we may express the Hall MHD equations (4.1) according to their
Cartesian components, in order to describe the behaviour of each component. We begin with the continuity
equation, Eq. (4.1a), which we separate into linear and nonlinear components:
∂ρ
∂t
+
∂
∂x
(ρ0vx) +
∂
∂y
(ρ0vy) = N1, (4.4)
where N1 represents the nonlinear terms
N1 = − ∂
∂x
(ρvx)− ∂
∂y
(ρvy) . (4.5)
Turning to the equation of motion, Eq. (4.1b), and noting the (∇×B)×B term, which may be expressed
as (∇×B1)×B0 + (∇×B1)×B1, we use Eq. (4.3) to evaluate the relevant vector identities,
1
µ0
(∇×B1)×B0 =− B0
µ0
(
∂By
∂y
− ∂Bx
∂y
)
xˆ+
B0
µ0
∂Bz
∂y
zˆ,
1
µ0
(∇×B1)×B1 =− Bz
µ0
∂Bz
∂x
+
By
µ0
(
∂Bx
∂y
− ∂By
∂x
)
xˆ
− Bz
µ0
∂Bz
∂y
+
Bx
µ0
(
∂By
∂x
− ∂Bx
∂y
)
yˆ
+
By
µ0
∂Bz
∂y
+
Bx
µ0
∂Bz
∂x
zˆ,
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in order to evaluate the Cartesian components of the equation of motion,
ρ0
∂vx
∂t
+
∂p
∂x
+
B0
µ0
(
∂By
∂y
− ∂Bx
∂y
)
+ V1 = N2, (4.6a)
ρ0
∂vy
∂t
+
∂p
∂y
+ V2 = N3, (4.6b)
ρ0
∂vz
∂t
− B0
µ0
∂Bz
∂y
+ V3 = N4, (4.6c)
with nonlinear contributions of the form
N2 =− ρ∂vx
∂t
− (ρ0 + ρ)
(
vx
∂
∂x
+ vy
∂
∂y
)
vx − Bz
µ0
∂Bz
∂x
+
By
µ0
(
∂Bx
∂y
− ∂By
∂x
)
, (4.7a)
N3 =− ρ∂vy
∂t
− (ρ0 + ρ)
(
vx
∂
∂x
+ vy
∂
∂y
)
vy − Bz
µ0
∂Bz
∂y
+
Bx
µ0
(
∂By
∂x
− ∂Bx
∂y
)
, (4.7b)
N4 =− ρ∂vz
∂t
− (ρ0 + ρ)
(
vx
∂
∂x
+ vy
∂
∂y
)
vz +
By
µ0
∂Bz
∂y
+
Bx
µ0
∂Bz
∂x
. (4.7c)
In order to calculate the contributions made by viscosity on each component (labelled above as V1-V3), we
must first calculate the divergence of the stress tensor S using (4.2):
∇ · S =
[
∂
∂x
,
∂
∂y
, 0
]Sxx, Sxy, SxzSyx, Syy, Syz
Szx, Szy, Szz
 ,
=
[
∂Sxx
∂x
+
∂Syx
∂y
,
∂Sxy
∂x
+
∂Syy
∂y
,
∂Sxz
∂x
+
∂Syz
∂y
]
. (4.8)
Evaluating the components of Eq. (4.8) yields the contribution made by viscosity upon each Cartesian
component of the equation of motion:
V1 = −ν
{
∂
∂x
[
2
∂vx
∂x
− 2
3
(
∂vx
∂x
+
∂vy
∂y
)]
+
∂
∂y
(
∂vy
∂x
+
∂vx
∂y
)}
,
= −ν
(
4
3
∂2vx
∂x2
+
∂2vx
∂y2
+
1
3
∂2vy
∂x∂y
)
, (4.9a)
V2 = −ν
(
4
3
∂2vy
∂y2
+
∂2vy
∂x2
+
1
3
∂2vx
∂x∂y
)
, (4.9b)
V3 = −ν
(
∂2vz
∂x2
+
∂2vz
∂y2
)
. (4.9c)
Like the equation of motion, the induction equation, Eq. (4.1c), also requires several vector identities in
order to be expressed in terms of Cartesian components
∇× (v ×B) = ∇× (v ×B0) +∇× (v ×B1) ,
= B0
∂vx
∂y
+
∂
∂y
(vxBy − vyBx) xˆ−B0 ∂vx
∂x
− ∂
∂x
(vxBy − vyBx) yˆ
+B0
∂vz
∂y
+
∂
∂x
(vzBx − vxBz) + ∂
∂y
(vyBz − vzBy) zˆ,
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and
∇× [(∇×B)×B] = ∇× [(∇×B1)×B0] +∇× [(∇×B1)×B1] ,
= B0
∂2Bz
∂y2
+
∂
∂y
[
By
∂Bz
∂y
+Bx
∂Bz
∂x
]
xˆ
−B0 ∂
2Bz
∂x∂y
− ∂
∂x
[
By
∂Bz
∂y
+Bx
∂Bz
∂x
]
yˆ
−B0
(
∂2Bx
∂y2
− ∂
2By
∂x∂y
)
+
∂
∂x
[
Bx
(
∂By
∂x
− ∂Bx
∂y
)
−Bz ∂Bz
∂y
]
− ∂
∂y
[
By
(
∂Bx
∂y
− ∂By
∂x
)
−Bz ∂Bz
∂x
]
zˆ.
Making use of these identities, we find that the induction equation becomes
∂Bx
∂t
−B0 ∂vx
∂y
+
B0
µ0n0e
∂2Bz
∂y2
−R1 = N5, (4.10a)
∂By
∂t
−B0 ∂vx
∂x
− B0
µ0n0e
∂2Bz
∂x∂y
−R2 = N6, (4.10b)
∂Bz
∂t
−B0 ∂vz
∂y
− B0
µ0n0e
(
∂2Bx
∂y2
− ∂
2By
∂x∂y
)
−R3 = N7, (4.10c)
with contributions from nonlinear components
N5 =
∂
∂y
(vxBy − vyBx)− B0
µ0ne
∂2Bz
∂y2
− B0
µ0 (n0 + n) e
[
∂
∂y
(
By
∂Bz
∂y
+Bx
∂Bz
∂x
)]
, (4.11a)
N6 =
∂
∂x
(vyBx − vxBy) + B0
µ0ne
∂2Bz
∂x∂y
− B0
µ0 (n0 + n) e
[
∂
∂x
(
By
∂Bz
∂y
+Bx
∂Bz
∂x
)]
, (4.11b)
N7 =
∂
∂x
(vxBz − vzBx) + ∂
∂y
(vyBz − vzBy)− B0
µ0ne
(
∂2Bx
∂y2
− ∂
2By
∂x∂y
)
− B0
µ0 (n0 + n) e
{
∂
∂x
[
Bx
(
∂By
∂x
− ∂Bx
∂y
)
−Bz ∂Bz
∂y
]
+
∂
∂y
[
By
(
∂Bx
∂y
− ∂By
∂x
)
−Bz ∂Bz
∂x
]}
, (4.11c)
and subject to resistive damping, of the form
R1 =
η
µ0
(
∂2
∂x2
+
∂2
∂y2
)
Bx, (4.12a)
R2 =
η
µ0
(
∂2
∂x2
+
∂2
∂y2
)
By, (4.12b)
R3 =
η
µ0
(
∂2
∂x2
+
∂2
∂y2
)
Bz. (4.12c)
Finally, evaluating the linear and nonlinear contributions to the energy equation, Eq. (4.1d), we find
∂p
∂t
+ γp0
(
∂vx
∂x
+
∂vy
∂y
)
= N8, (4.13)
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where the final nonlinear contribution (N8) also contains contributions from resistivity (R4) and viscosity
(V4), as follows:
N8 =− γp
(
∂vx
∂x
+
∂vy
∂y
)
− vx ∂p
∂x
− vy ∂p
∂y
+R4 + V4, (4.14a)
R4 =(γ − 1) η
µ0
[(
∂Bz
∂y
)2
+
(
∂By
∂x
− ∂Bx
∂y
)2
+
(
∂Bz
∂x
)2]
, (4.14b)
V4 =ν (γ − 1)
{
4
3
(
∂vx
∂x
)2
+
4
3
(
∂vy
∂y
)2
− 2
3
(
∂vx
∂x
∂vx
∂y
+
∂vy
∂y
∂vy
∂x
)
+
(
∂vz
∂x
)2
+
(
∂vz
∂y
)2}
(4.14c)
Equations (4.4)-(4.14) now entirely describe the wave-like behaviour present in the system of plasma. These
may be combined to obtain evolution expressions for the velocity components. For example, differentiating
the x-component of the equation of motion, Eq. (4.6a), in time yields
∂2vx
∂t2
+
1
ρ0
∂
∂x
(
∂p
∂t
)
+
B0
ρ0µ0
[
∂
∂y
(
∂By
∂t
)
− ∂
∂y
(
∂Bx
∂t
)]
=
1
ρ0
(
∂N2
∂t
− ∂V1
∂t
)
.
By substituting in the relevant Cartesian components of the induction equation, Eqs. (4.10a) and (4.10b),
together with the energy equation, Eq. (4.13), a wave equation may be formed[
∂2
∂t2
− (c2s + c2A) ∂2∂x2 − c2A ∂2∂y2
]
vx − c2s
∂2vy
∂x∂y
+
c2A
µ0n0e
(
∂2
∂x2
+
∂2
∂y2
)
∂Bz
∂y
=
1
ρ0
[
∂N2
∂t
− ∂V1
∂t
− ∂N8
∂x
− B0
µ0
(
∂R2
∂x
− ∂R1
∂y
+
∂N6
∂x
− ∂N5
∂y
)]
, (4.15)
with the usual definitions of Alfve´n speed cA = B0/
√
ρµ0 and the sound speed cs =
√
γp0/ρ0. The y and
z-components may also be differentiated in time:
∂2vy
∂t2
+
1
ρ0
∂
∂y
(
∂p
∂t
)
=
1
ρ0
(
∂N3
∂t
− ∂V2
∂t
)
,
∂2vz
∂t2
+
B0
ρ0µ0
∂
∂y
(
∂Bz
∂t
)
=
1
ρ0
(
∂N4
∂t
− ∂V3
∂t
)
.
By substituting the energy equation, Eq. (4.13), into the vy equation and the z-component of the induction
equation, Eq. (4.10c), into the vz equation, the evolution of the remaining velocity components can be
expressed as[
∂2
∂t2
− c2s
∂2
∂y2
]
vy − c2s
∂2vx
∂x∂y
=
1
ρ0
(
∂N3
∂t
− ∂V2
∂t
− ∂N8
∂y
)
, (4.16)[
∂2
∂t2
− c2A
∂2
∂y2
]
vz − c
2
A
µ0n0e
∂2
∂y2
(
∂Bx
∂y
+
∂By
∂x
)
=
1
ρ0
[
∂N4
∂t
− ∂V3
∂t
− B0
µ0
(
∂R3
∂y
+
∂N7
∂y
)]
. (4.17)
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Equations (4.15)-(4.17) fully describe the behaviour of a uniform Hall MHD plasma system, and its linear
and nonlinear response to perturbations.
Several key features, and the differences between MHD and Hall MHD demonstrated in these equations
are worth highlighting. As noted by McLaughlin et al. (2011), in the MHD limit of Eq. (4.17), the presence
of the term ∼ Bz∂Bz/∂x in the nonlinear N2 term (4.7a) will generate a nonlinear fast magnetoacoustic
wave if the local Alfve´n is allowed to vary as a function of position [cA = cA(x)]. However, the inclusion
of the Hall term effectively links opposite transverse field and flow components; the term ∼ ∂Bx/∂y in
Eq. (4.17), and similarly the term ∼ ∂Bz/∂y in Eq. (4.15) cause any linear perturbation of either vz or vx
to perturb the other. In order words, the perturbations will become circularly polarised.
As shown in previous chapters, the Hall term generates two distinct waves with opposite circular polari-
sation. Also noted by McLaughlin et al. (2011), the presence of the term ∼ Bz∂Bz/∂y in N3 causes a
nonlinear pondermotive response in the longitudinal velocity component vy in MHD. In Hall MHD, an
additional term ∼ Bx∂Bx/∂y is also created in N3, as described in Eq. (4.7b), while the linear dynamics
of Eq. (4.16) remains unchanged from its MHD version. The inclusion of the additional term inN3 has the
effect of modifying the nonlinear longitudinal plasma response to now contain a combination of whistler
and ion-cyclotron waves for a Hall MHD plasma.
4.3 Phase-mixing of a harmonic wavetrain
In order to study the effect of the Hall term on the propagation of an infinite harmonic series of perturbations
in a non-uniform plasma, we will first outline a treatment of an MHD plasma where the local Alfve´n
speed is allowed to vary as a function of position. Once the plasma is subjected to an infinite series of
harmonic perturbations, the amplitude of the wave at the location where the inhomogeneity is steepest
behaves according to the damping rate found by Heyvaerts and Priest (1983). This exponential decay rate is
steeper than that recovered for the evolution of single pulses (found by Hood et al., 2002, and investigated
in Sec. 3.3). In this treatment, we will seek to recover this result using a multiple timescale technique,
rather than the original method of (Heyvaerts and Priest, 1983). Focussing on linear perturbations which
are perpendicular to both the equilibrium field and the direction of inhomogeneity, we once again recover
the phase-mixing wave equation, Eq. (3.5):
∂2Bz
∂t2
= c2A(x)
∂2Bz
∂y2
+
η
µ0
∂2
∂x2
(
∂Bz
∂t
)
,
(for the full derivation of this equation, see Sec. 3.2). In order to gain insight into the effects of phase-mixing
demonstrated by this equation, we investigate how phase-mixing affects the propagation of an infinite har-
monic wavetrain. In order to do so, we will assume that transverse field perturbations (Bz) contain a
dependence on two different lengthscales along the field, i.e.:
Bz = Bz0 (x, y0, y1, t) +Bz1 (x, y0, y1, t) , (4.18)
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In this way, we may separate the behaviour associated with large scale field perturbations (Bz0) from
smaller perturbations (Bz1) caused by the dissipative term in Eq. (3.5). As these effects would take place
over different lengthscales, we define an Alfve´nic lengthscale y0(= y) and a dissipative lengthscale y1(= y
where  1), which impacts the form of spatial derivatives along the field:
∂
∂y
=
∂
∂y0
+ 
∂
∂y1
,
∂2
∂y2
=
∂2
∂y20
+ 2
∂2
∂y0∂y1
+ 2
∂2
∂y21
.
We also assume that Bz0 contains a time dependence ∼ exp (−iωt), such that temporal derivatives may be
replaced by:
∂
∂t
= −iω, ∂
2
∂t2
= −ω2.
By applying these assumptions to the phase-mixing equation (3.5), and equating powers of the expansion
parameter (), the behaviour of the two timescales may now be distinguished. We begin with the lowest
order terms:
0 : −ω2Bz0 = c2A(x)
∂2Bz0
∂y20
,
which has a standard solution:
Bz0 = F (y1) exp (ik(x)y0), (4.19)
where F (y1) is a function to be determined. We may then express the x-derivatives of Bz0 as:
∂Bz0
∂x
= iy0
∂k(x)
∂x
F (y1) exp (ik(x)y0),
∂2Bz0
∂x2
=
[
iy0
∂2k(x)
∂x2
− y20
(
∂k(x)
∂x
)2]
F (y1) exp (ik(x)y0).
For large values of y, the first term may be neglected due to its weaker y-dependence, and hence
∂2Bz0
∂x2
≈ −y20
(
∂k(x)
∂x
)2
Bz0. (4.20)
Returning to Eq. (3.5), and considering the next lowest order of the expansion parameter, where terms
containing η are dissipative, and hence are of O(), we find:
1 : −ω2Bz1 = c2A(x)
[
∂2Bz1
∂y20
+ 2
∂2Bz0
∂y0∂y1
]
− i ωη
µ0
[
−y20
(
∂k(x)
∂x
)2
Bz0
]
,
where we have also used Eq. (4.20) to simplify the resulting expression. Clearly, the first term on the RHS
again recovers the Alfve´n solution for the smaller dissipative perturbations Bz1. Neglecting this solution
(in order to focus on the larger Bz0 terms), and expressing Bz0 using the form of Eq. (4.19), we find:
0 = 2c2A(x)
∂F (y1)
∂y1
∂
∂y0
exp (ik(x)y0) + i
ωη
µ0
y20
(
∂k(x)
∂x
)2
F (y1) exp (ik(x)y0).
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Evaluating the remaining ∂/∂y0 term (and also using the fact that y0 = y1/) leads to a separable first
order differential equation:
0 = 2
ω
k(x)
∂F (y1)
∂y1
+
η
µ03
y21
(
∂k(x)
∂x
)2
F (y1).
This may be solved as follows:
2
ω
k(x)
∫
1
F (y1)
dF (y1) = − η
µ03
(
∂k(x)
∂x
)2 ∫
y21dy1,
2
ω
k(x)
ln (F (y1)) = − η
µ03
(
∂k(x)
∂x
)2
y31
3
,
F (y1) = A exp
[
−1
6
η
µ03
k(x)
ω
(
∂k(x)
∂x
)2
y31
]
. (4.21)
The initial wave amplitude Bi may be used to evaluate the constant of integration, while the expansion
parameter  is replaced by  = (η/µ0)
1/3. Replacing the resistive length-scale y1 with the original length-
scale (η/µ0)
1/3
y0 = (η/µ0)
1/3
y, Eq. (4.21) recovers the expression derived by Heyvaerts and Priest
(1983) describing the damping of an infinite wavetrain through phase-mixing, where the pulse amplitude
B(y) decays as:
B(y) = Bi exp
[
−1
6
k(x)
ω
y3
η
µ0
(
∂k(x)
∂x
)2]
. (4.22)
4.4 Evolution of a harmonic wavetrain using Lare2d
In Sec. 4.2, we outlined an analytical treatment of the full nonlinear form of the relevant MHD equations
which also include the Hall term, and recovered equations which describe how each of the three Cartesian
components of velocity evolve in time and space. Before introducing a density inhomogeneity into the
plasma (in order to study phase-mixing) it now seems prudent to investigate how Eqs. (4.15)-(4.17) de-
scribe the evolution of a harmonic wavetrain in a uniform plasma, using a numerical scheme. Once again
making use of Lare2d, we will not only investigate how the evolution of a harmonic series of transverse
perturbations is affected by the inclusion of the Hall term in the generalised Ohm’s law, but also discuss
the role(s) played by the specific damping mechanisms of resistivity and viscosity in a uniform MHD/Hall
MHD plasma. We will then finally allow the density of the plasma to vary across the field, so that we
may investigate how the inclusion of the Hall term affects the evolution of a harmonic wave-train in a non-
uniform plasma. In order to compare the results of this investigation with previous results, we will once
again retain the normalisation values used for the investigation outlined in Sec. 2.6 of Chapter 2.
We will consider a numerical domain of length 0 < y < 10 in the equilibrium magnetic field direction,
and width across the field 0 < x < 1. For this investigation, the numerical resolution was set at 400
gridpoints per unit length (i.e our numerical box contained 400× 4000 gridpoints). A constant equilibrium
field was created to reflect the analytical setup, with B0 = [B0x, B0y, B0z] = [0, 1, 0]. Other equilibrium
quantities were also chosen in order to describe the system seen in Eq. (4.3), with an initially uniform
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density (ρ0 = 1), and gas pressure p0 chosen such that β = 0.01. Using the energy density , we set (using
dimensionless quantities):
 =
β|B|2
2ρ (γ − 1) , p = ρ (γ − 1) =
β|B|2
2
.
This equilibrium state was perturbed using initially linearly-polarised Alfve´n waves, which were driven at
the y = 0 boundary in vz and Bz , with the form:
vz(x, 0, t) = A sin (ωt), vx(x, 0, t) = vy(x, 0, t) = 0,
Bz(x, 0, t) = −A√ρ0 sin (ωt), ∂Bx
∂y
∣∣∣∣
y=0
=
∂By
∂y
∣∣∣∣
y=0
= 0, (4.23)
where we have set the remaining velocity components to zero and the remaining field components have
zero gradient boundary conditions. Once again we make use of the natural periodicity of the system across
the field, by applying periodic boundary conditions to all quantities across both x-boundaries. In order that
the linear behaviour of the system dominates any nonlinear effects, the wave amplitude was chosen to be
small (A = 0.0005). The boundary conditions specified in Eq. (4.23) do not drive a pure Alfve´n wave into
the system, as nonlinear coupling also generates other magnetoacoustic modes, with amplitudes of order
A2. We chose the initial driving frequency ω = 4pi for comparison with the results of the initially Gaussian
pulse investigations (i.e. the pulses investigated were chosen with width σ = 0.1, implying k ∼ 1/σ ∼ 10,
thus in order to retain an Alfve´n speed of unity in our numerical domain, we select a driving frequency to
be ω ∼ 10; in order to retain an integer number of wavelengths per unit length to aid visual analysis, this
was increased slightly to 4pi). Thus, the value of λi = 0.0072 (the normalised ion skin depth) once again
satisfies the long wavelength Hall MHD requirement (kδi  1), while the driven frequency perturbs the
simulations in the frequency range ω ∼ Ωi. Rather than increasing the parameter λi in order to discern
plasma behaviour in the short wavelength regime (as in previous chapters), for this investigation we may
alternatively increase the frequency of the driven wave. Increasing either the driven frequency or the value
of the parameter λi plays the same role - they both enhance the effect of the Hall term in the generalised
Ohm’s law. For this particular investigation (unless otherwise stated), λi was held constant (at λi = 0.0072)
for all Hall MHD simulations, and the driven frequency was allowed to vary.
4.4.1 Uniform plasma simulation results
Our initial numerical study investigated the differences between MHD and Hall MHD, for an ideal uniform
plasma subject to a harmonic series of perturbations. Figure 4.1 uses snapshots of each of the Cartesian
components of the system after 6 Alfve´n times (τA = l0/cA) to illustrate these differences.
Equations (4.15) and (4.17) clearly show that the Hall term links the linear dynamics of both transverse
field and flow components; while Eq. (4.15) links the linear evolution of vx and Bz , Eq. (4.17) also links
vz and Bx in a similar manner. Figure 4.1 visually demonstrates this effect, as the previously negligible
vx component in MHD (Fig. 4.1a) quickly approaches the size of the original driven wave in Hall MHD
(Fig. 4.1b). All three components of velocity also show changes in behaviour at the locations of the two
approximate group speeds, ∂ωic/∂k and ∂ωw/∂k, which is an indication of the presence of two distinct
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(a) MHD, ω = 4pi, η = ν = 0 (b) Hall MHD, ω = 4pi, η = ν = 0
Figure 4.1: Comparison of velocity components in (a) ideal MHD and (b) ideal Hall MHD, for a driven
wave with a frequency of 4pi. Red lines in the longitudinal components represent the position reached by
the slow wave component (i.e. y = cst). In (a) the blue line represents the position reached by an Alfve´n
wave, y = cAt; in (b) Hall MHD generates two waves in place of the Alfve´n wave. These waves are
represented by a light blue line (in the case of the ion cyclotron component, y = (∂ωic/∂k)t) and a dark
blue line (for the whistler component, y = (∂ωw/∂k)t).
waves. The linear Hall MHD components are seen to contain a large dispersive leading edge, travelling
ahead of the faster of the two group speeds, which is a characteristic of whistler waves. In between the
two group speeds, the waves are modified from a pure whistler wave by an increasing ion cyclotron wave
component. Finally, after the second group speed, the linear components begin to act as an addition of
sine waves, with a difference in phase between the vx and vz components of ∼ 90◦. As additional evi-
dence supporting this, an artificial signal was constructed to mimick a snapshot of both components. The
signal also took the form of an addition of sine waves, and contained dependencies on the whistler and
ion cyclotron wavenumbers, kw and kic. To obtain the these values, we solved the long-wavelength Hall
MHD dispersion relation [given in Eq. (2.27)] using simulation parameters in place of unknown quantities
4.4 Evolution of a harmonic wavetrain using Lare2d 83
Figure 4.2: Transverse velocity components (vz and vx) of a Hall MHD plasma after 6τA, overlaid with an
artificially constructed signal formed by the addition of two sine functions, shown in red. Both components
are also plotted with the whistler and ion cyclotron group velocities, y = (∂ωw/∂k)t (seen in dark blue)
and y = (∂ωic/∂k)t (seen in light blue).
(frequency, Alfve´n speed, resistivity, etc). The exact form of the artificial signal is given by:
vartificialz ∝A sin {(kw + kic)y/2− φ1} sin {(kw − kic) y/2− φ1},
vartificialx ∝A sin {(kw + kic) y/2− φ2} sin {(kw − kic)y/2− φ2},
where the components given a phase difference of 90◦ (φ2 = φ1 + pi/2). A comparison of the artificial
signal and the numerical simulation results can be seen in Fig. 4.2.
The artificial signal seen in Fig. 4.2 appears well matched to the form of the main body of both velocity
components, providing further evidence to support the claim that the Hall MHD components contain a
combination of two circularly polarised waves.
In previous chapters, we have seen how the behaviour of a Gaussian pulse in Hall MHD changes with
increasing skin-depth. In this investigation, we will instead increase the frequency of the driven harmonic
wave, in order to see how the behaviour of Hall MHD changes as we move away from the long wavelength
Hall MHD regime. Figure 4.3 demonstrates the differences between MHD and Hall MHD, for a wave with
double the original driven frequency.
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(a) MHD, ω = 8pi, η = ν = 0 (b) Hall MHD, ω = 8pi, η = ν = 0
Figure 4.3: Comparison of velocity components in (a) ideal MHD and (b) ideal Hall MHD, for a driven
wave with a frequency of 8pi. Red lines in both longitudinal components represent the position reached by
the slow wave component (i.e. y = cst). In (a) the blue line represents the position reached by an Alfve´n
wave, y = cAt; in (b) Hall MHD generates two waves in place of the Alfve´n wave. These waves are
represented by a light blue line (in the case of the ion cyclotron component, y = (∂ωic/∂k)t) and a dark
blue line (for the whistler component, y = (∂ωw/∂k)t).
From Fig. 4.3, the differences between Hall MHD and MHD now become even clearer. The transverse
components (vx and vz) now appear to be very closely matched in Hall MHD, particularly after the slower
of the two group speeds. A comparison with Fig. 4.1 reveals that the increase in wave frequency has
caused greater divergence of the two group speeds and a larger dispersive leading edge in both transverse
components. The characteristic pattern of an addition of two sine waves is now also very clear. The 90◦
phase-shift between these two components is apparent from a visual comparison of these patterns.
So far, we have concentrated on the linear behaviour of the system. The nonlinear behaviour of a uniform
MHD plasma has been studied in great detail by McLaughlin et al. (2011), who found that an Alfve´n wave
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(a) vy component (MHD, η = ν = 0) (b) vy component (Hall MHD, η = ν = 0)
Figure 4.4: Blow-up of region 0 < y < 0.8 for longitudinal velocity components (vy) originally seen in
Figs. 4.1 & 4.3. Ideal MHD results are displayed in (a) and ideal Hall MHD in (b), at driven frequencies of
ω = 4pi and ω = 8pi, where the red line denotes the slow speed distance, y = cst.
pressure gradient (or pondermotive force) is generated by a nonlinear term∼ Bz∂Bz/∂y [which we recov-
ered in Eq. (4.7b)], and is accompanied by a boundary driven slow wave. In Hall MHD, Eq. (4.16) suggests
that gradients of both transverse components will feed-back into the longitudinal velocity component vy
via the (∼ Bz∂Bz/∂y & ∼ Bx∂Bx/∂y) terms inN3, as described in Eq. (4.7b). Both terms generate pon-
deromotive wave motions with an amplitude ∝ A2, seen in Fig. 4.1 and Fig. 4.3, and are also accompanied
by a boundary-driven slow magnetoacoustic wave. A close-up of the slow magnetoacoustic component of
vy can be seen in Fig. 4.4.
In an ideal plasma, the nonlinear feedback into the longitudinal velocity component initially appears very
similar in MHD and Hall MHD. Figure 4.4a shows that the longitudinal velocity generated in ideal MHD
is consistent with a nonlinear Alfve´n wave. A smaller slow wave component is also generated, with a much
smaller wavelength, and is added to the nonlinear Alfve´n wave at the slow speed (vertical red line). How-
ever, Fig. 4.4b shows that small differences occur between the MHD and Hall MHD nonlinear components.
Upon inclusion of the Hall term, both transverse velocity components now contribute to the longitudinal
component. As a consequence of each transverse component also containing a combination of both of
whistler and ion-cyclotron waves (over a range of wave-numbers), the longitudinal component might be
expected to differ from the form seen in MHD. Figure 4.4b does show that, like the MHD case, a small am-
plitude slow wave component is also created, and is added to the nonlinear wave which is already present.
Upto this point, we have only reported results of ideal simulations. Viscous and resistive effects on a
nonlinear phase-mixed MHD plasma have been studied in detail by McLaughlin et al. (2011), while other
studies (e.g. Tsiklauri et al., 2005; Bian and Kontar, 2011) focus on collisionless phase-mixing through the
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Figure 4.5: Blow-up of region 0 < y < 0.8 for longitudinal velocity components (vy) in MHD, subject to
identical levels of resistivity (left) and viscosity (right) acting upon identical perturbations (ω = 4pi), where
the red line also denotes the slow speed distance, y = cst.
use of full kinetic models, citing Landau damping as their primary damping mechanism. The role played
by dissipation in a Hall MHD treatment of plasma remains unknown. We will seek to address this by
comparing simulations of resistive/viscous plasmas in Hall MHD with the results seen in MHD. As the
effects of viscosity and resistivity on the linear components of a uniform MHD plasma are well known,
we present only the longitudinal (nonlinear) velocity component for later comparison with the Hall MHD
results. This can be seen in Fig. 4.5.
Figure 4.5 demonstrates that the small wavelengths associated with the slow wave component are effec-
tively damped out by the inclusion of viscosity, while remaining unaffected by resistivity, as noted by
McLaughlin et al. (2011). With this in mind, the Hall MHD simulations were performed for identical levels
of resistivity/viscosity, at the same driven frequency (4pi), resulting in the snapshots of velocity components
seen in Fig. 4.6, together with a close-up of the longitudinal slow wave component in Fig. 4.7.
Once again, Fig. 4.6 illustrates the characteristics of Hall MHD; out-of-phase combinations of circularly
polarised whistler and ion-cyclotron waves in both transverse components. However, there are also subtle
differences between the ideal Hall MHD simulation results displayed in Figs. 4.1 and 4.6, particularly in the
longitudinal components, which are enhanced in Figs. 4.4 and 4.7 respectively. As reported in McLaughlin
et al. (2011), the inclusion of viscous or resistive damping introduces a small bulk flow into the longitudinal
velocity component, arising from viscous or ohmic heating of the system. The bulk flow is present in both
the MHD and Hall MHD simulations subject to resistive or viscous damping. In particular, it is noticeable
in the vy components of Fig. 4.6 as a small bulk increase from the origin, with a peak at the slow speed
distance y = cst. However, as shown in Fig. 4.7, the inclusion of either damping mechanism also acts to
damp out the minor perturbations seen in the vy component of the ideal Hall MHD simulations, where now
the Hall MHD and MHD simulations (Fig. 4.5) appear well matched over this small range. The inclusion
of viscosity continues to also damp out the small amplitude slow wave component, irrespective of whether
the Hall term is included.
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(a) Hall MHD, η = 0.0001, ν = 0, ω = 4pi (b) Hall MHD, η = 0, ν = 0.0001, ω = 4pi
Figure 4.6: Comparison of the effects of resistivity and viscosity on a Hall MHD plasma, for a driven
frequency of 4pi. Also included are the whistler and ion cyclotron group velocities, y = (∂ωw/∂k)t (seen
in dark blue) and y = (∂ωic/∂k)t (seen in light blue), together with y = cst (seen in red).
4.4.2 Non-uniform plasma simulation results
In order to study phase-mixing, we allow the equilibrium density to vary along x, with the form in Eq. (3.19)
ρ(x) =
1
(1− α+ α cos (2pix))1/2
,
for an identical range of density control parameter α given in Table 3.1 (in order to directly compare the
results of the previous initially Gaussian pulse investigation). By allowing the equilibrium density to vary,
we also once again vary the specific internal energy density of the system, (x), in order to retain a constant
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Figure 4.7: Blow-up of region 0 < y < 0.8 for longitudinal velocity components (vy) in Hall MHD, subject
to identical levels of resistivity (left) and viscosity (right) acting upon identical perturbations (ω = 4pi),
where the red line also denotes the slow speed distance, y = cst.
plasma pressure through the plasma beta, β(= 0.01), with the form
(x) =
β|B|2
2ρ(x) (γ − 1) , p = ρ(x)(x) (γ − 1) =
β|B|2
2
.
Varying the equilibrium plasma density also affects the form of the driven field component Bz expressed in
Eq. (4.23), which becomes
Bz(x, 0, t) = −A
√
ρ0(x) sin (ωt).
The initial objective of the non-uniform investigation was to recover the amplitude damping rate, Eq. (4.22),
derived initially by Heyvaerts and Priest (1983), and recovered with the analytical treatment given in
Sec. 4.3, for a weakly damped plasma subject to a sufficiently steep density gradient. Figure 4.8 demon-
strates the recovery of this solution, by illustrating a snapshot of the MHD evolution of the vz velocity
component after 8 Alfve´n times (8τA), where ρmax/ρmin = 3. In Fig. 4.8a, we highlight the location of
steepest density gradient, and display (in Fig. 4.8b) the corresponding slice in vz overlaid with the damping
rate given by Eq. (4.22). We note from Fig. 4.8 that the leading edge of the wave does not conform to
the solution given by Heyvaerts and Priest (1983). This phenomenon was investigated in detail by Hood
et al. (2005), who showed that the leading edge of the wave transforms into a Gaussian, and instead damps
according to the solution found in Hood et al. (2002), given by Eq. 3.16.
In order to highlight the differences between MHD and Hall MHD in a non-uniform plasma subject to
an infinite series of sinusoidal perturbations, simulations were performed for each of the density gradients
given in Table 3.1, in both MHD and Hall MHD. Given that the evolution of a phase-mixed MHD plasma
has been studied in great detail, both in previous chapters and in the literature, Fig. 4.9 only displays
snapshots of the same developed stage of evolution of each velocity component in MHD, together with |v|,
for 3 specific density enhancements.
The MHD simulations show that, in all density gradient cases, the majority of the wave power is retained in
the driven vz component. A nonlinear fast magnetoacoustic wave is generated in the vx component, which
refracts towards areas of lower Alfve´n speed (i.e. the wings of the profile), as noted by Nakariakov et al.
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(a) Contour map of transverse velocity vz
(b) Slice of vz exhibiting phase-mixed damping rate, Eq. (4.22)
Figure 4.8: Recovery of the Heyvaerts and Priest (1983) decay rate, Eq. (4.22). Fig (a) shows a snapshot of
velocity component vz after 8τA, together with the distance covered at the Alfve´n speed in that time (dashed
line) and the location of strongest density gradient (solid black line), for simulations with η = 0.0005. A
simultaneous velocity profile for this location is shown in (b), together with the envelope representing
Eq. (4.22), seen in red.
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(a) ρmax/ρmin = 1.25
(b) ρmax/ρmin = 2
(c) ρmax/ρmin = 3
Figure 4.9: Snaphots of velocity components vx, vy , vz and |v|, taken after 5τA, for a harmonic series of
perturbations of an MHD plasma, subject to three different central density enhancements, with η = 0.0005
and ν = 0.
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(1997). A nonlinear ponderomotively driven component is generated in the vy component, followed by
a slow wave component at the slow speed. As the density gradient is increased, we see that more of the
wave amplitude of both vz and |v| are damped at the locations where the density inhomogeneity is steepest.
We also see that the nonlinear fast magnetoacoustic component maintains a similar peak amplitude in all
density cases, but spreads out away from the central density enhancement at a faster rate as the peak density
gradient is increased (as expected).
The simulations were then repeated for a Hall MHD plasma. For the Hall MHD results, we display snap-
shots taken after 1, 3, and 5τA, with a density gradient of ρmax/ρmin = 1.25 (shown in Fig. 4.10),
ρmax/ρmin = 2 (Fig. 4.11) and ρmax/ρmin = 3 (Fig. 4.12).
The Hall MHD phase-mixing simulations display very different behaviour from that seen in MHD. As
expected, both the vx and vz components quickly become comparable in magnitude. However, as both
components are now inherently linked, losses in one component are frequency compensated by gains in
another. This makes it far more difficult to attribute a decrease in amplitude of a particular component to
phase-mixing. With this in mind, using the evolution of |v| from the shallowest density gradient considered
(Fig. 4.10), we can see that the majority of wave energy is retained at the very centre of the profile. We
also see that the locations of minimal wave energy, while initially appearing to be found at the locations of
steepest density gradient, ultimately spread to the wings of the profile. As the density gradient is increased
(in Figs. 4.11 and 4.10), we begin to see that the wave energy appears to be primarily stored in three
distinct bands, separated by two increasingly narrow locations of minimal wave energy. The amount of
wave energy stored at the wings of these profiles also becomes progressively less as the density gradient is
increased. In all cases, the vz component of velocity appears to mimick that seen in the MHD cases, and has
its amplitude significantly damped near the location of steepest density inhomogeneity. However, the vz
components also appear to lose amplitude towards the wings of the profile. This is perhaps most noticeable
in the ρmax/ρmin = 3 case, seen in Fig. 4.12, where two distinct bands of reduced amplitude become
apparent, and are entirely separate from the location of steepest density gradient. While the vx component
initially appears to have its largest wave peaks at the centre of the domain when ρmax/ρmin = 1.25, we
also see some large oscillations which move away from the centre of the profile as we increase the density
contrast. The longitudinal component, vy , remains smaller than the transverse velocity components in all
cases, but it too shows that locations of strong oscillations in the shallow density gradient case become
fragmented as the peak density is increased. The fragmentation of the behaviour of all three components
serves to weaken the effect of phase-mixing at the location of steepest density gradient. However, due to
the spread of speeds, amplitudes and wavenumbers, many other locations are also now subject to minor
differences in phase with waves on neighbouring field lines, and experience a minor enhancement in visco-
resistive damping as a result.
As with the previous Gaussian pulse investigation, the magnetic and internal energy evolution is now in-
vestigated. In Fig. 4.13a, both the magnetic and internal energy of the harmonic wavetrain can be seen as a
function of time for a range of density enhancements and subject to resistive damping. In order to highlight
the similarities between these results and those seen in Chapter 3, the raw energy data was also converted
into a fraction of the total perturbed energy, as seen in Fig. 4.13b. In doing so, we negate the effect of
the harmonic boundary driven wave in increasing the total amount of energy in the simulations. For the
simulations of the initially Gaussian pulse, the total energy in the simulation remains constant.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 4.10: Evolution of velocity components vx, vy , vz and |v|, using snapshots in time, for a Hall MHD
plasma with a central density enhancement ρmax/ρmin = 1.25, with η = 0.0005 and ν = 0.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 4.11: Evolution of velocity components vx, vy , vz and |v|, using snapshots in time, for a Hall MHD
plasma with a central density enhancement ρmax/ρmin = 2, with η = 0.0005 and ν = 0.
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(a) t = τA
(b) t = 3τA
(c) t = 5τA
Figure 4.12: Evolution of velocity components vx, vy , vz and |v|, using snapshots in time, for a Hall MHD
plasma with a central density enhancement ρmax/ρmin = 3, with η = 0.0005 and ν = 0.
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(a) Energy evolution of driven resistive system
(b) Fractional energy evolution of driven resistive system
Figure 4.13: Evolution of (a) magnetic and internal energies and (b) magnetic and internal energies as a
fraction of the total energy of the system, for the density gradients outlined in Table 3.1, in a plasma with
β = 0.01, η = 0.0001 and ν = 0. As before, solid/dashed lines show magnetic energy and dots/dot-dashed
lines display internal energy, comparing MHD (black) and Hall MHD (red).
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Both methods of displaying the variation of magnetic and internal energy with time seen in Fig. 4.13
behave in a very similar manner to the energy of a resistively damped phase-mixed Gaussian pulse, shown
in Fig. 3.14. By increasing the density gradient, the energies of the harmonic wave in Hall MHD diverge
from those seen MHD. The difference becomes greatest in the cases where the density gradient is neither
uniform nor sharply varying. In these cases, the inclusion of the Hall term causes a significant reduction in
the damping rate of perturbed magnetic energy. Dispersion of the Hall MHD wave along the equilibrium
field leads to a reduction in gradients across the field, weakening the effect of phase-mixing. However
continuing to increase the density gradient appears to allow phase-mixing to dominate the effects of the
Hall term, as the damping rates of MHD and Hall MHD begin to converge in the steepest density gradient
cases considered.
In the previous Gaussian pulse investigation, the damping rates of MHD and Hall MHD are extremely well
matched for the strongest density gradient case considered (see Fig. 3.14). In contrast, Fig. 4.13 shows
that in the case of a harmonic series of disturbances, the MHD and Hall MHD damping rates appear less
well-matched, for an identically strong density profile. This implies that the “strong phase-mixing limit”
(the limit at which the density is sufficiently strong for phase-mixing to dominate the plasma motion) is
larger for a harmonic series of disturbances than for a single pulse.
Our final investigation concerned the role of viscosity. By repeating our previous experiment, and replacing
resistivity with viscosity, we can effectively compare the two damping mechanisms, and the role each plays
in the phase-mixing of an MHD or Hall MHD plasma. Figure 4.14a displays the evolution of perturbed
magnetic and internal energies as a function of time for an identical range of density enhancements as those
used in the investigation which used resistivity (again seen in Table 3.1). This is alternatively seen as a
fraction of total perturbed energy in Fig. 4.14b.
The replacement of resistivity with viscosity as the primary damping mechanism appears to make no dif-
ference to the energy results, when comparing MHD with Hall MHD - Figs. 4.13 and 4.14 are indistin-
guishable. Once again, the cases where the density gradient is neither uniform nor steep yield significantly
differing damping rates of magnetic energy when the Hall term is included. However, if the density gradient
is increased still further, the match between the damping rates of MHD and Hall MHD begins to improve.
In the uniform investigation performed earlier (and also in the work of McLaughlin et al., 2011), the only
clear difference between simulations which included either viscosity or resistivity was in the damping of
the nonlinear slow wave component (see Fig. 4.6 and Fig. 4.7). As such, it is perhaps unsurprising that the
overall wave energy remains unaffected by the choice of damping mechanism.
4.5 Conclusions
This investigation sought to establish how the inclusion of the Hall term in the generalised Ohm’s law
affects a harmonic wave-train which undergoes phase-mixing.
Using an analytical approach, we derived several equations which govern the full nonlinear evolution of
a uniform Hall MHD plasma, in order to establish the changes made to the governing MHD equations by
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(a) Energy evolution of driven viscous system
(b) Fractional energy evolution of driven viscous system
Figure 4.14: Evolution of (a) magnetic and internal energies and (b) magnetic and internal energies as
a fraction of the total energy of the system, for a range of density enhancements given in Table 3.1 for
a simulations with β = 0.01, η = 0 and ν = 0.0001. Black represents MHD, and Hall MHD is seen
in red, with the solid and dashed lines being magnetic energy, and dot-dashed/dotted are internal energy
components, respectively.
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the introduction of the Hall term. The additional Hall MHD terms in these equations cause differences
in behaviour recovered in numerical simulations of a harmonic wave in a uniform ideal MHD/Hall MHD
plasma. These simulations, combined with those from previous investigations, show that the Hall term leads
to the splitting of a (linearly-polarised) Alfve´n wave into a combination of whistler and ion cyclotron waves,
which have opposite circular polarisation. With the inclusion of dissipation, the uniform plasma results
showed that the only differences between individual dissipation mechanisms may be found in the damping
of the slow magnetoacoustic longitudinal velocity component, in both MHD (as noted byMcLaughlin et al.,
2011) and Hall MHD.
For a non-ideal plasma with a variation in Alfve´n speed across the field, any harmonic transverse perturba-
tions will phase-mix. In Hall MHD, the harmonic wave becomes circularly polarised about the equilibrium
field. In doing so, wave energy is primarily located in two Cartesian components (as opposed to a sin-
gle primary component in MHD). Rather than observing wave amplitude damping only at the location of
strongest density gradient, in Hall MHD we see that there are several sites over both components where
wave amplitude is minimised, particularly when the density gradient is increased. Cross field gradients at
these sites are weaker than in the MHD limit, and hence the effectiveness of visco-resistive damping is
reduced. However, it is also worth noting that the presence of a range of wavenumbers and speeds causes
new sites where now different parts of different field lines also become out of phase with neighbouring
field lines. Damping occurs at multiple sites, albeit with much slower global rate than in the classical
phase-mixing case.
Similar conclusions may be drawn from the evolution of magnetic and internal energy of the wave. The
inclusion of the Hall term reduces the effectiveness of phase-mixing, when compared to the MHD results.
A phase-mixed Hall MHD plasma damps at a slower rate than that seen in MHD, regardless of whether the
plasma is damped by resistivity or viscosity. The differences between the MHD and Hall MHD damping
rates can be increased, by making the Alfve´n speed gradient neither uniform nor sharply varying, and also
by increasing the frequency of the driven wave (as seen in Chapter 3 for a single pulse). However, if
the Alfve´n speed gradient continues to increase, we find that the phase-mixed damping rate of Hall MHD
begins to converge to the MHD rate. In other words, at a certain critical gradient, phase-mixing begins
dominate the plasma motion. In this investigation, we do not fully recover the MHD damping rate in Hall
MHD, for the strongest density gradient case considered. By comparison with previous studies of single
pulses, this implies that a harmonic wave requires a larger gradient in Alfve´n speed than a single pulse, in
order to recover identical damping rates in MHD and Hall MHD.
Chapter 5
Hall effects on shear and fast waves at magnetic
X-points
5.1 Introduction
As we have already seen in Chapter 1, the behaviour of the solar corona is highly dynamic and extremely
complex. In our previous investigations into wave behaviour in the solar corona, we have studied the role
of phase-mixing in the damping of (photospherically-driven) harmonic waves and single (photospheric)
disturbances. In so doing, we have assumed that the waves in question travel along straight magnetic
field lines of constant strength, across which exists a variation in plasma density, causing local variations
in Alfve´n speed. Similarly, allowing the magnetic field strength to vary as a function of position whilst
maintaining a constant plasma density would also cause local Alfve´n speed gradients, again leading to
phase-mixing. Magnetic null points (locations where the magnetic field vanishes, also known as neutral
points) are common features of magnetic environments which contain a number of magnetic sources, and
are naturally surrounded by a magnetic field with a position-dependent strength. Null points are also often
associated with another potential heating mechanism, magnetic reconnection.
In this chapter, we will investigate how different types of waves interact with a magnetic field containing
a single X-type null-point, in order to study how the nature of these wave-types changes upon inclusion of
the Hall term.
5.1.1 Background
Before proceeding with the investigation, we will here summarise some basic concepts which are often
associated with studies of null-points and reconnection in 2D, together with a brief overview of past work
in this area. We base this discussion on the comprehensive reviews of magnetic topology (Longcope,
2005), magnetic reconnection (Priest and Forbes, 2000; Biskamp, 2000; Birn and Priest, 2007) and wave
propagation near coronal null points (McLaughlin et al., 2010).
An important feature of the topology (structure) of magnetic fields is the location of separatrices, features
which define distinct regions of magnetic flux connectivity. Separatrices often pass through magnetic null
points, while a separatrix which joins two magnetic null points is known as a separator. There are two
types of magnetic null point; X-type null points occur when two separatrix curves intersect, whilst O-type
null points are located at the centre of magnetic islands. A comparison of two examples of these types of
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Figure 5.1: Examples of an X-type and O-type magnetic null point field. The X-type field, given by
B = B0/r0[y, x, 0], with the separatrices designated in blue, contains no equilibrium current while the
O-type field, given by B = B0/r0[y,−x, 0], (with the null-point indicated by a blue cross) maintains a
constant current density of −2B0/r0µ0 perpendicular to the field plane.
magnetic null point may be seen in Fig. 5.1.
Photospheric magnetograms have been used to create potential-field models of the coronal magnetic field
(see e.g. Longcope, 2005, for a review). The complex nature of the coronal field configurations revealed
by such models and direct observations of the coronal structure itself both suggest that the coronal field
contains many null points, particularly during the peak of the solar cycle (a study of the solar cycle vari-
ation of observed coronal nulls is given by Cook et al., 2009). Often the local field configurations which
contain nulls exist on a relatively small scale and are usually short-lived. Recent advances in space-based
observational techniques have also begun to illustrate large-scale examples of X-type field configurations
(an example of such an observation is displayed in Fig. 5.2a, where we also highlight the similarity between
the observation and an X-point field created using bar magnets, in Fig. 5.2b).
5.1.2 Summary of 2D MHD X-point studies
Resistive MHD has provided the framework for many investigations of 2D magnetic reconnection near an
X-point. In one of the earliest examples, Bulanov and Syrovatskii (1980) studied the propagation of fast and
shear Alfve´n waves in a 2D X-point field with zero equilibrium current. They pointed out that z-component
motions decouple from xy-planar motions, i.e. that Alfve´n waves and magnetoacoustic waves would propa-
gate independently. As a result, while Alfve´n waves are constrained to propagate along magnetic field lines
at the local Alfve´n speed, fast waves which initially demonstrate azimuthal symmetry continue to do so for
all time, as they propagate in towards the neutral point (in the absence of nonlinear effects). Craig and Mc-
Clymont (1991) considered the relaxation of a line-tied 2D X-point which had been initially disturbed from
equilibrium by an azimuthally symmetric fast wave perturbation. Such perturbations cause the X-point to
collapse and form a current sheet, whereupon reconnection is able to release magnetic energy. However, the
inertia caused by the reconnection carries more magnetic flux through the neutral point than that required
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(a) Observation of the solar corona using TRACE (b) X-point field configuration using bar magnets
Figure 5.2: Real examples of magnetic X-points. (a) shows a TRACE image from the 171A˚ passband taken
at 10:17UT on 4 September 2000, displaying an X-type field configuration between Active Regions 9149
(north) and 9147 (south), two sunspots of equal polarity [credit: NASA/TRACE]. (b) illustrates a simple
2D X-point field achieved using iron filings and oppositely oriented bar magnets.
to reach a static equilibrium, causing the system to overshoot its initial configuration, and leading to the
formation of a second (perpendicular) current sheet. The system continues to relax back to its equilibrium
state through a series of alternating perpendicular current sheets at the neutral point, a process which has
since become known as oscillatory reconnection. This, and other early resistive studies (e.g. Craig and
Watson, 1992; Hassam, 1992; Craig and McClymont, 1993; Ofman et al., 1993) make use of eigenmode
analysis of the planar field to study the scaling of reconnection rate with resistivity (η), broadly agreeing
upon a logarithmic η-dependence.
In view of our earlier studies of initially shear Alfve´nic perturbations (see Chapters 2-4), we note that
Hassam and Lambert (1996) also focus on the evolution of two distinct types of shear disturbances in an
X-point geometry. They find that disturbances which do not initially straddle a separatrix surface damp
predominantly through phase-mixing, whilst separatrix-straddling harmonic disturbances (generated at op-
posite sides of an X-point, simulating foot-point motions) are seen to set up a current sheet whose width
relative to the system size is scale invariant and scales as ∼ η1/2.
More recently, a series of papers by McLaughlin and Hood (2004, 2005, 2006) investigated various aspects
of the behaviour of fast magnetoacoustic and shear Alfve´n waves in the vicinity of 2D magnetic X-points,
using numerical schemes governed by the linearised MHD equations. They show that, due to the decrease
in Alfve´n speed in the vicinity of the null, incident fast magnetoacoustic waves are refracted and accumulate
at the null (while never actually reaching it, as B → 0, cA → 0). McClements et al. (2006); Ben Ayed
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et al. (2009) also discuss the coupling of shear and fast waves at X-points, in the respective limiting cases
of weak and strong guide fields.
Craig et al. (2005) extend the model of Craig and McClymont (1993) to incorporate an isotropic form of
fluid viscosity (which, under coronal conditions, is dominant over the effects of electrical resistivity). For
non-reconnective modes, the logarithmic scaling found in earlier investigations is retained but is found to
now depend also on the relative magnitudes of the dissipative coefficients. They also find that, for a plasma
which contains higher levels of viscosity than resistivity, oscillatory reconnection may be suppressed. Re-
cently, Craig (2008) found that this result still holds when the included form of viscosity was expanded to
its fully anisotropic collisional form (Braginskii, 1965) .
5.1.3 Summary of 2D Hall MHD X-point studies
The reconnection calculations described in the previous section are based on resistive MHD. If, as is gen-
erally assumed, the resistivity is due to electron-ion collisions, the low collisionality of the solar corona
implies that significant energy release can only occur if the current density if extremely high and the mag-
netic field scale length is very small, thereby calling into question the self-consistency of the collisional
model. Studies have suggested that a potential remedy to this problem might be to expand the traditional
MHD description of plasma to also include additional effects from a generalised form of Ohm’s law (for
example, McClements et al., 2004, who included electron inertial effects in order to investigate the energy
release mechanism associated with a solar flare). Numerical studies have suggested that models which
include the Hall term in particular, may (in some circumstances) effectively return an enhanced rate of
magnetic reconnection (see e.g. Birn et al., 2001; Birn and Priest, 2007). Hall MHD may provide the sim-
plest model that can yield reconnection rates sufficiently rapid to explain solar flares. Analytical Hall MHD
models of steady incompressible reconnection (Dorelli, 2003; Craig and Watson, 2005) have been used
to investigate the conditions under which Hall currents can influence reconnection and Ohmic dissipation
rates, finding that Hall effects become less effective at larger scales and may either slow down or speed up
the reconnection rate depending on the orientation of an axial field component. More recently, Senanayake
and Craig (2006) employ a numerical model to investigate the energy decay of a perturbed line-tied X-
point system which also includes Hall effects. Craig and Litvinenko (2008) extended this model to obtain
more detailed reconnection scalings, finding that the influence of Hall currents may be moderated by larger
system sizes.
5.2 Investigation into wave/X-point interactions using Lare2d
Our investigation may be broadly divided up into 2 distinct areas of study; we seek to investigate the role
of the Hall term in the propagation of shear and fast magnetoacoustic (MA) waves in the vicinity of a
single magnetic X-point field. In the case of shear waves, this study will allow us to expand on the work
of Hassam and Lambert (1996), investigating how the use of a Hall MHD model affects both phase-mixing
(now achieved through variations in magnetic field strength rather than density) and current sheet formation.
Previous investigations (such as those seen in Chapters 2-4) have already shown that the inclusion of the
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Hall term can cause initially shear waves to become coupled to fast-mode waves. Observations of fast waves
and other large-scale disturbances (for example, so called “EIT waves”, recently reviewed by Gallagher and
Long, 2011) highlight the fact that waves in the solar corona may travel vast distances, often across magnetic
field-lines, thereby interacting with a range of magnetic topologies and environments. By expanding the
investigation of McLaughlin et al. (2009) to also include Hall effects, we may not only gain insight into the
propagation of such waves in environments where the MHD approximation begins to break down, but also
study how oscillatory reconnection (triggered by a nonlinear disturbance) is affected by the Hall term in the
generalised Ohm’s Law.
5.2.1 Equilibrium and non-dimensionalisation
Both the shear and fast wave investigations make use of the two dimensional version of LareXd, (Ar-
ber et al., 2001). The equations (including the Hall term in the generalised Ohm’s law) are outlined in
Chapter 1. A wide range of equilibrium magnetic field configurations have been used in previous investiga-
tions of wave/null-point interactions (see McLaughlin et al., 2010, for a detailed review). Throughout this
investigation, we use an equilibrium configuration of the dimensionless form
B = [Bx, By, Bz] = [−x, y, 0] . (5.1)
Note that this equilibrium configuration is identical to the X-point field seen in Fig. 5.1 (with a pi/4 rotation
of the coordinate axes). This equilibrium is also curl-free (i.e. initially J = 0) and contains a single null-
point, located at the origin. A common tool for providing visual representation of 2D magnetic fields is the
magnetic vector potentialA, which, for the initial field configuration detailed in Eq. (5.1), is given by
A = [0, 0, Az] = [0, 0, C − xy],
where C is an arbitrary constant. Lines of constant magnetic flux can be illustrated using contours of Az ,
as demonstrated in Fig. 5.3.
With our choice of field in place, we will continue to adopt typical flaring coronal normalisation values of
B0 = 100 G and n0 = 1016 m−3, with velocities thus normalised by v0 = cA ≈ 2 Mms−1. Adopting
a background coronal temperature, T0 = 2 × 106 K, also means that β0 ≈ 0.007 (where β0 is the local
plasma beta, 2µ0p0/B20 , defined at a distance l0 from the origin). The role of the Hall term is quantified by
the (dimensionless) ion skin depth:
λi =
c
l0ωpi
,
with the ion plasma frequency ωpi =
√
n0e2/mp0 (for electron charge e and permittivity of free space
0) fixed through the number density n0. A choice of λi = 0.0072 implies a normalising lengthscale
l0 ≈ 0.32 km, while increasing λi by a factor of 10 reduces l0 by the same amount (l0 ≈ 32m). Finally,
the dimensionless plasma resistivity is determined using
η =
η0
µ0l0v0
,
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Figure 5.3: The equilibrium field used in our investigation, B = [−x, y, 0], illustrated using contours of
the magnetic vector potential Az , shown for x, y ∈ [−20, 20]. The blue lines denote separatrices which
intersect at the null-point (located at the origin), with arrows to indicate the direction of the magnetic field.
where η0 is the electrical resistivity (= 1/σ for electrical conductivity σ). As pointed out by Craig and
Litvinenko (2002), the levels of resistivity in the flaring corona may be as much as a factor of 106 higher
than the collisional value. Using this enhancement factor and the normalisation described above, we find
η = 0.0005 where λi = 0.0072, while a smaller enhancement (105) is required to produce an identical
level of η when λi = 0.072.
Further details of the numerical setup, boundary conditions and initial conditions are specific to the situation
under study and are therefore outlined with each investigation.
5.3 Shear waves and X-points in Hall MHD
Our preliminary investigation will focus on the role of initially shear Alfve´nic disturbances in the 2D X-
point geometry using the numerical scheme as outlined above. As with Hassam and Lambert (1996), we
will focus in particular on two main categories of disturbance. Motions which straddle separatrices in the
solar corona might lead to the build up of current along other separatrices, while non-straddling motions
would have the effect of launching waves which travel along magnetic field-lines in the solar atmosphere.
Our goals are therefore to establish if the Hall term plays a significant role in the propagation/phase-mixing
of non-straddling motions and in the build-up of current sheets which result from straddling motions.
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Figure 5.4: Initial pulse setup, for a pulse given by Eq. (5.2), with amplitude B1 = 0.0005 and half-width
δx = δy = 0.2 centred on xp = yp = 2.5. Selected contours of the magnetic vector potential, Az , are
overlaid in red.
5.3.1 Non-straddling motions (MHD)
In Chapter 3, we studied the role of the Hall term in the evolution of an initially Gaussian shear-wave pulse
subject to a density gradient applied across a uniform magnetic field. As the pulse evolved, it was subject
to damping via phase-mixing at the locations where the density inhomogeneity was strongest. We found
that (in some cases) the amount of plasma heating obtained via phase-mixing was lessened by the inclusion
of the Hall term.
By now moving to a 2D X-type equilibrium field, given in Eq. (5.1), and maintaining a constant density,
we investigate phase-mixing caused by variations in the equilibrium field, rather than density. Once again,
our initial perturbation takes the form of a Gaussian, with a finite width in both x and y directions:
Bz(x, y, t = 0) = B1 exp
(
− (x− xp)
2
2δx2
)
exp
(
− (y − yp)
2
2δy2
)
. (5.2)
Thus, initially our pulse is centred on a point [xp, yp], with width [δx, δy] and amplitude B1. An example
of such an initial pulse profile can be seen in Fig. 5.4.
In this investigation, in order to avoid nonlinear effects, we choose the amplitude of the pulse to be small
(B1 = 0.0005). We also initially choose an equilibrium field to cover a range in x, y ∈ [−10, 10] with
2048 × 2048 gridpoints covering the simulated domain, so that the pulse remains well resolved. Zero
gradient boundary conditions were used for all variables on all boundaries, except velocities, which were
held equal to zero on all boundaries.
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Our initial investigation determined the extent to which phase-mixing affected the energy evolution of the
pulse in the MHD simulations. In order to increase the strength of any Alfve´n speed inhomogeneity across
the pulse, we began by moving the initial position of the pulse towards and away from the null-point, with
the pulse centred on xp = yp = 3 in the outermost case and xp = yp = 2 in the innermost starting position
(maintaining a constant width δx = δy = 0.2). We also varied the pulse width, from δx = δy = 0.3 in the
widest case, to δx = δy = 0.1 in the narrowest case (maintaining a constant initial position, xp = yp = 2).
The effect on the evolution of the pulse energy of varying the initial position can be seen in Fig. 5.5a, while
the results of varying the pulse width can be seen in Fig. 5.5b.
The evolution demonstrated in Fig. 5.5 typically proceeds as follows: the magnetic energy of the pulse
rapidly reaches equipartition with the kinetic energy as the pulse splits (the length of this equipartition
phase was found to be proportional to the pulse width in the uniform field pulse cases, Chapters 2 and
3). Once fully split, both pulses are subject to resistive damping, causing plasma heating at the expense
of magnetic and kinetic pulse energy. Finally, both pulses begin to interact with the reflective simulation
boundaries, causing a temporary loss of kinetic energy (and a corresponding increase in magnetic energy)
as the pulses reverse their direction of travel. The interaction between the pulse and the simulation boundary
occurs earlier for pulses which are initially wider or initially located further from the null. In earlier studies,
phase-mixing was seen to cause a distinct drop in both kinetic and magnetic pulse energies at later times,
with a corresponding large increase in internal energy. In this investigation, in the post-equipartition phase
(but prior to the interaction of the pulse with the simulation boundaries), all MHD cases appear to recover
indistinguishable trends of magnetic and kinetic energy.
5.3.2 Non-straddling motions (Hall MHD)
We now turn our attention to the role of the Hall term on the pulse evolution and its associated energy
components. Once again we make use of the equilibrium as stated in Eq. (5.1), with x, y ∈ [−10, 10]. In
order to enhance the effect of the Hall term prior to the interaction of the pulse with nearby boundaries,
we chose to increase the value of λi up to three times greater than the original maximum value (λmaxi =
0.216 = 3 × 0.072). In order to fully resolve potential Hall effects (e.g. enhanced pulse dispersion), the
resolution of the simulations is accordingly increased with λi. In the MHD/λi = 0.0072 cases, 2048×2048
gridpoints are used. This is then increased to 3072× 3072 gridpoints for the λi = 0.072 case, 4096× 4096
gridpoints for λi = 0.144 up to a maximum of 6144 × 6144 in the case where λi = 0.216. The initial
pulse (outlined by Eq. 5.2) was the same in all cases, centred on xp = yp = 2.5 with width δx = δy = 0.2.
Once again all velocities were held fixed to zero on all boundaries, with the remaining variables subject to
reflective (zero gradient) boundary conditions.
The effect of increasing the value of λi in the simulations on the shear-field component, Bz , can be seen
in Fig. 5.6. This figure illustrates that as λi increases, the level of coupling to a fast-wave component also
increases - wave energy (constrained to a single quadrant in MHD) is able to cross the separatrices. This is
due to coupling to a fast wave (caused by the Hall term) which then travels into other X-point quadrants,
and begins refract around the null (whilst, being of linear amplitude, never reaching it, since B → 0, hence
cA → 0). Finally, we present the evolution of the energy components of the perturbation in Fig. 5.7.
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(a) Variation of initial pulse position
(b) Variation of initial pulse width
Figure 5.5: Effect on pulse energy evolution of changes in size and initial location. (a) shows the effect on
magnetic (δBE), kinetic (δKE) and internal (δIE) pulse energy for various initial positions of the pulse,
xp, yp, where xp = yp = 3 (blue), xp = yp = 2.5 (black) and xp = yp = 2 (red), for a pulse of width
δx = δy = 0.2. (b) shows the effect on magnetic, kinetic and internal pulse energies of varying the initial
pulse width, δx, δy , where δx = δy = 0.1 (in blue), δx = δy = 0.2 (in black) and δx = δy = 0.3 (in red),
for a pulse initially centred on xp = yp = 2.5.
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(a) MHD
(b) λi = 0.0072
(c) λi = 0.072
(d) λi = 0.144
Figure 5.6: Illustration of the evolution of the shear pulse (in Bz) using snapshots taken at 3τA, 6τA and
9τA (for Alfve´n travel time τA = l0/cA at a range of ion skin depth values. Each row is performed for
a different value of λi, and all figures are overlaid with selected contours of the local magnetic vector
potential Az (black) at each time.
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Figure 5.7: Plot showing change in magnetic (δBE), kinetic (δKE) and internal (δIE) energy components
as a function of time, for a range of Hall MHD skin depths (see legend).
The pulse energies seen in Fig. 5.7 show that, as before, the inclusion of the Hall term alters the evolution
of magnetic and kinetic energies, reducing the amount of plasma heating as λi increases. However, Fig. 5.7
also suggests that the impact of the Hall term on plasma heating becomes less significant as λi is increased.
Fig. 5.7 suggests that there is a cut-off point in λi beyond which the Hall effects no longer cause a reduction
in plasma heating. However, at the largest value of λi considered, the pulse is highly dispersive. The leading
edge of a highly dispersive pulse begins to interact with the simulation boundaries at much earlier times
than that seen in simulations where λi ≤ 0.144. In Sec. 5.3.1, we saw that the interaction of a pulse with
the outer simulation boundary may be associated with an increase in internal energy. At such a large value
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A(y) exp(−iωt)
−A(y) exp(−iωt)
Figure 5.8: Cartoon illustrating the imposed boundary motions which straddle the separatrix in our system,
with those at the upper x−boundary (red) being of equal frequency but opposite in sign to those on the
lower x−boundary (blue), ultimately forming a current sheet along the separatrix located at the centre of
the x axis.
of λi, interaction of the pulse with the boundary (and an associated increase in temperature) cannot be
discounted. While wave pulses, travelling along closed loops of magnetic field in (for example) a coronal
active region, may experience some reflection, it is unlikely that they would be completely reflected at any
point. The choice of reflective boundary conditions was made in order to retain the same total energy in the
simulations for all time. Any interaction of the wave pulse and the boundaries is an undesired feature of
this experiment, as it may not truly reflect the nature of wave propagation in the solar corona.
5.3.3 Straddling boundary motions (MHD/Hall MHD)
The final subject of our investigation into the modification of shear Alfve´nic disturbances by Hall effects
in an X-point geometry concerns boundary motions which straddle the separatrix. These motions are of
interest as they can give rise to current sheets along separatrices. Hassam and Lambert (1996) used a 2D
MHD code to illustrate that low frequency forced boundary motions give rise to a current sheet whose width
is scale-invariant; i.e. that the layer width is independent of driving frequency, and that for a scale factor λ,
η˜ = λη, x˜ = λ1/2x.
Thus, if the lengthscale (x) is doubled (for example), quadrupling the level of resistivity (η) would create a
current sheet with an identical width (relative to the new lengthscale). For this investigation, a low frequency
shear wave was driven at the left and right boundaries (i.e. at x = 0 and x = xmax). Both waves were given
identical amplitude profiles (along y), but with opposite sign. The amplitude along each boundary takes the
form of a Gaussian profile, in order to reduce unwanted (and non-physical) interaction of the wave with the
y−boundaries. An illustration of the system setup can be seen in Fig. 5.8.
As with previous investigations, a combination of zeroed (velocity) and zero-gradient boundary conditions
were used for y−boundaries, while at the x−boundaries vx and vy were set to zero, with zero-gradient
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boundary conditions for all remaining non-driven components. At the top and bottom x−boundaries, the
boundary conditions for the shear field and flow components, vz and Bz , are:
vz(x−, y, t) = A exp
(
− y
2
2σy2
)
sin (ωt), vz(x+, y, t) = −A exp
(
− y
2
2σy2
)
sin (ωt),
Bz(x−, y, t) = −A√ρ0 exp
(
− y
2
2σy2
)
sin (ωt), Bz(x+, y, t) = A
√
ρ0 exp
(
− y
2
2σy2
)
sin (ωt),
where the top and bottom x−boundaries are indicated as x+ and x− respectively.
For this investigation, we sought to extend the investigation of Hassam and Lambert (1996) to also include
Hall effects. In order to do so, we will compare various snapshots of the current sheet, overlaid with
identical snapshots from simulations where the lengthscale has been doubled and the level of resistivity
quadrupled. In both cases, the simulations are performed on a 512 × 512 grid in MHD, with the grid
size increased to 1024 × 1024 in the Hall MHD simulations (to aid resolution of potentially smaller Hall
effects). Overlaying snapshots of Bz(x, y = 0) as a function of gridpoints should allow any potential
scale-invariance to be made apparent. As with earlier investigations, we compare the MHD results with
simulations where λi = 0.0072 and λi = 0.072, presented in Fig. 5.9.
In Fig. 5.9, we see that the scale invariance of the current sheet width subject to low frequency waves
of opposite sign not only holds in MHD, but also holds for simulations where λi = 0.0072. However,
minor discrepancies begin to appear upon increasing the value of λi by a further factor of 10, as shown
in Fig. 5.9c, particularly for the earliest snapshots shown. At this stage, the current sheet is still being
formed. Increasing the value of λi has been seen to increase the levels of dispersion and coupling to other
wave modes in previous investigations. It may therefore be expected that the earliest snapshots might
demonstrate the most significant differences upon inclusion of the Hall term in the generalised Ohm’s law.
At later times we appear to recover a near-identical current sheet width as in the previous cases (while a
definitive comparison would require an exact definition of width of the current sheet layer, e.g. using the
half-width of dBz/dx along the separatrix).
5.4 Fast waves and X-points in Hall MHD
In Sec. 5.3, and all earlier chapters, our investigations have focussed on the propagation of initially shear
Alfve´nic disturbances. In all cases, the inclusion of the Hall term was seen to cause coupling between a
fast-mode wave and the initial shear perturbation. As mentioned earlier, fast-mode waves provide a useful
theoretical tool for the study of plasma behaviour in the solar corona. A recent numerical experiment
by McLaughlin et al. (2009) showed that fast waves of sufficient amplitude are able to disturb an X-type
field from equilibrium, whereupon the field relaxes through a series of oppositely oriented current sheets
through the process of oscillatory reconnection (originally investigated by Craig and McClymont, 1991).
By expanding on this initial premise using Hall MHD, we can not only investigate how the coupling of
fast and shear waves affects the propagation of the initial (large amplitude) fast wave, but also investigate
whether the Hall term may impact upon the reconnection process itself.
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(a) MHD
(b) λi = 0.0072
(c) λi = 0.072
Figure 5.9: Snapshots illustrating the scale invariance of current sheet width for disturbances which straddle
the separatrices. Each snapshot is colour coded (see legend), and plotted with a corresponding snapshot
taken at the same time, but for a simulation where the original resistivity (η = 0.0005) has been quadrupled
(to η = 0.002), while the range in x has doubled from [−1, 1] to [−2, 2]. Five of these snapshot pairs are
presented for (a) MHD simulations, while (b) and (c) show the equivalent λi = 0.0072 and λi = 0.072
snapshots.
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Figure 5.10: Initial fast wave annulus amplitude, defined using ξ⊥, centred on r = 5 with amplitude
A = 1. Also overplotted are selected contours of Az (seen in red), with the X-point location indicated
with a black star (found using null-tracking routine of Haynes and Parnell, 2007). NB. while this figure
illustrates x, y ∈ [−10, 10], all simulations in this experiment were performed for x, y ∈ [−20, 20].
The equilibrium field chosen for this experiment is identical to that used in Sec. 5.3; the exact form is
outlined in Eq. 5.1 and illustrated in Fig. 5.3. This equilibrium field was set up on a 5120 × 5120 grid,
covering the range x, y ∈ [−20, 20]. Reflective (zero gradient) boundary conditions were applied to all
variables (B, ρ, ) except velocities, which were fixed at zero on all boundaries. To aid direct comparison
with McLaughlin et al. (2009), we retain their selection of natural system variables,
ξ⊥(x, y, t) = (v ×B) · zˆ = vxBy − vyBx
ξ||(x, y, t) = (v ·B) = vxBx + vyBy,
in order to specify our initial conditions:
ξ⊥(x, y, 0) = A sin [pi (r − 4.5)] 4.5 ≤ r ≤ 5.5
ξ||(x, y, 0) = 0,
where r =
√
x2 + y2 (and also noting that velocities perpendicular and parallel to the local magnetic field
in the x, y plane may be found by scaling ξ⊥ and ξ||, i.e. v⊥ = ξ⊥/|B| and v|| = ξ||/|B| respectively).
A visual representation of the initial conditions may be seen in Fig. 5.10; note that this figure illustrates only
part of the simulated domain, x, y ∈ [−10, 10]. In anticipation of the annulus splitting into two oppositely
travelling wave pulses, travelling radially inwards and outwards, and in order to focus only on the part of the
pulse which interacts with the null, all system variables outside a radius r = 6 are reset to their equilibrium
values. This was performed at t = 0.7τA where τA is the Alfve´n travel time (τA = l0/cA, for a normalising
lengthscale l0 and Alfve´n speed cA). At this point both waves were deemed to be sufficiently independent
from one another that the outer pulse might be removed without affecting the inner pulse. At the same
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time, a damping layer was also introduced for r ≥ 6, removing kinetic energy from any waves which travel
outwards beyond this radius, to avoid complications from reflection at the simulation boundaries. Both
the removal of the outward travelling pulse and the subsequent removal of kinetic energy from outward
travelling waves (via the damping layer) means that energy and momentum are only conserved within the
radius r = 6; over the entire simulation domain total energy and momentum are not conserved.
5.4.1 Fast wave annulus evolution in Hall MHD
As mentioned above, the initial fast wave annulus, seen in Fig. 5.10, splits into two wave pulses, travelling
radially inwards and outwards, with each pulse initially having amplitude 0.5A. Using the MHD case
(described in McLaughlin et al., 2009) as a benchmark, the effect of the Hall term on the splitting of the
wave pulse is illustrated in column 1 of Fig. 5.11, by comparison of the MHD benchmark and simulations
with λi = 0.0072 and λi = 0.072.
In MHD, the system evolution proceeds as follows; the inner pulse retains its initial profile for a time, before
developing an asymmetry in wave-speed and forming magnetic shocks. This asymmetry arises from the
finite amplitude of the initial perturbation and the choice of initial velocity profile. In Cartesian coordinates,
velocity components in the (x, y) plane are given by
vx =
(
ξ||By − ξ⊥Bx
)
|B|2 , vy =
(
ξ⊥By − ξ||Bx
)
|B|2 .
With no initial parallel velocity (ξ|| = 0) and our choice of equilibrium field (Eq. 5.1), the system naturally
develops an asymmetry in wave-speed, as vy ∝ x and vx ∝ y. This leads to the creation of a “background
inflow” in the upper-left and bottom-right quadrants, while a “background outflow” is seen in the upper-
right and bottom-left quadrants (see Fig. 4 of McLaughlin et al., 2009, who obtain vertical and horizontal
asymmetries due to the same effect; the rotation of the equilibrium field between the two experiments alters
the orientation of the asymmetries recovered). Thus, the initial velocity profile causes the peak of the pulse
to propagate faster than the edges in the upper-left and lower-right quadrants, while the pulse edges travel
faster than the peak in the upper-right and lower-left quadrants. These wave-speed asymmetries become
discontinuous, as fast-oblique (and perpendicular) shocks are formed. At this point a linear wave would
slow down and ultimately never reach the null-point, as cA → 0. However, due to the finite amplitude of
the wave, magnetic shocks allow the wave to reach the null-point and beyond.
Compelling evidence is presented by McLaughlin et al. (2009) to support the diagnosis of fast-oblique
magnetic shocks at specific locations along the wave-front; this evidence is also seen in our simulation
results. The wave-speed asymmetry which is responsible for the formation of these shocks is greatest at
locations which are equidistant from the separatrices. In these locations, the local magnetic field is exactly
perpendicular to the direction of wave propagation and hence technically here the fast-oblique magnetic
shocks should be labelled as perpendicular magnetic shocks. Perpendicular shocks, like the neighbouring
oblique shock-fronts, are compressive (and hence may be characterised by increases in density and temper-
ature across the shock front). However, the fast oblique shocks are characterised by refraction of the local
magnetic field away from the normal to the shock-front; meanwhile, the centre of these shock fronts remain
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(a) ξ⊥ in MHD
(b) ξ⊥, λi = 0.0072
(c) ξ⊥, λi = 0.072
(d) vz , λi = 0.072
Figure 5.11: Initial evolution of the pulse using contours of ξ⊥ for a range of ion skin-depths (and vz , for
λi = 0.072). All snapshots are overlaid with selected flux surfaces (contours of Az - in white), lines of
Bx = 0 (dark green) and By = 0 (light green), and also the location of the null-point (indicated by a white
star). (NB. while the first two columns display x, y ∈ [−6, 6], the final column zooms in to illustrate a
range of only x, y ∈ [−2, 2] of the entire simulated range, x, y ∈ [−20, 20]).
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exactly perpendicular to the local magnetic field as they travel in towards the null. Figure 5.12 displays
evidence supporting the perpendicular shock diagnosis, highlighting the presence of abrupt increases in
density, temperature (and hence pressure), coinciding with abrupt changes in magnetic field components
through the wave-pulse.
In Hall MHD, differences arise in comparison with the MHD benchmark, which also increase in proportion
to the value of the normalised ion skin depth, λi (= δi/l0 for a skin depth δi and system lengthscale l0). As
noted in earlier chapters (and also Threlfall et al., 2011), the inclusion of the Hall term in the generalised
Ohm’s law causes an initially shear Alfve´n wave pulse (propagating along a uniform magnetic field) to
split into whistler and ion-cyclotron wave components, each having opposite circular polarisation. Here,
we observe coupling to the whistler and ion-cyclotron modes in the simulations of fast wave propagation at
X-points with finite λi. While much of the behaviour seen in the λi = 0.0072 simulations matches that seen
in theMHD benchmark case, Figs. 5.11c and 5.11d show that increasing the effect of the Hall term increases
the amount of coupling to the shear velocity component, vz . It should also be noted that the diffraction-like
pattern, recovered in Fig. 5.11 for simulations with finite λi, is not related to any contact with a boundary,
as the results shown represent only a small region of the entire simulated domain, (x, y) ∈ [−20, 20].
The asymmetry of wave-speed (described earlier) is retained in this limit, however the coupling to other
wave modes and enhanced dispersion which accompany the Hall term limit the formation of the fast-oblique
magnetic shocks seen in MHD, particularly in the λi = 0.072 simulations. Fig. 5.12c illustrates that in the
λi = 0.072 case, the greater part of the wave front is now associated with a perpendicular shock-front; the
fast-oblique parts of the shock (seen in MHD/λi = 0.0072 simulations) are no longer present. The shock
front itself takes the shape of the local magnetic field, due to coupling to the shear velocity component
(which is constrained to only travel along flux surfaces). Interestingly, Fig. 5.12c of highlights that much
larger changes in density and temperature occur across the perpendicular shock-fronts in the λi = 0.072
simulations, than in either MHD or λi = 0.0072 cases.
5.4.2 X-point collapse and evolution of magnetic topology
The response of the magnetic field to the inward-travelling pulse and the formation/evolution of current
sheets greatly depends on the normalised ion-skin depth, λi. In the case where λi = 0.0072 (as with the
MHD benchmark) the evolution of the system largely follows that outlined byMcLaughlin et al. (2009); fast
magnetic shock waves, formed in opposite quadrants, travel in towards the null, significantly deforming the
magnetic field-lines as they pass. To aid this discussion, Fig. 5.13 illustrates how velocities perpendicular
and parallel to the local magnetic field evolve close to the null, in MHD, with Fig. 5.14 displaying the
corresponding λi = 0.0072 simulation results.
The outer edges of the shock front begin to overlap at t ∼ 2τA [at approximately (x, y) = (1, 1) and
(x, y) = (−1,−1)]. The overlap leads to the formation of hot “cusp” jets which heat the plasma (in the
opposite quadrants to those where the original fast shocks predominantly formed). The formation of the
cusp jets is illustrated in Figs. 5.13a and 5.13b for the MHD results, and Figs. 5.14a and 5.14b for the
λi = 0.0072 simulations. The leading edges of the fast shock-fronts reach the null and begin to pass
through each other at t ≈ 2.9τA, whereupon the local magnetic topology has deformed into a thin current
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(a) MHD
(b) λi = 0.0072
(c) λi = 0.072
Figure 5.12: Plots illustrating the jump conditions across the shocks in the system at t = 1.6τA for different
ion skin-depth values. Cuts through the shock wave front illustrate radial variations in Bx (red), By (blue),
gas pressure p (enhanced by a factor of 50, in green) and temperature T (enhanced by a factor of 100, in
orange), for a radius r =
√
x2 + y2 ∈ [0, 2√2]. The positions of the cuts are indicated in the third column
by green dashed and dotted lines, together with contours of ξ⊥ and selected contours of Az (in white).
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sheet-like structure (see Figs. 5.13c and 5.13d). The fact that the wave is able to reach and pass the null is
entirely due to nonlinear effects.
After t ≈ 2.9τA, the original fast shock-waves begin to pass through the null, after which the greater part
of the wave energy now travels out from the centre (seen in panels (c) and (d) of Figs. 5.13 and 5.14). Any
remaining wave energy is then removed from the system before reaching the boundaries.
Meanwhile the hot cusp-jets continue to grow and spread out, leading to the formation of further magnetic
shocks. Figure 5.15 illustrates the jump conditions across the shocks generated by the hot jets, both in
MHD and with λi = 0.0072. Significant increases in temperature and pressure can be seen along a cut
perpendicular to the shock front, while Fig. 5.15 also highlights that the local magnetic field refracts towards
the normal at the location of the perpendicular cuts. These observations lead to their identification as slow
oblique magnetic shocks (in agreement with McLaughlin et al., 2009). These shocks, in combination with
pressure increases associated with the jets, act to compress the initial current sheet and wedge open the
separatrices. However, the magnetic field ultimately overshoots its equilibrium configuration, leading to
the formation of a second current sheet, of opposite orientation in Jz , and perpendicular to the orientation
of the original current sheet (i.e. from top-left to bottom right). This oscillatory process is described in
more detail in Sec. 5.4.3.
Increasing λi by a factor of 10 highlights several marked differences with the process outlined above, both
in the way in which the wave annulus interacts with the local field and the field response. As mentioned
earlier, the fast wave is not only coupled to a shear component of velocity through the inclusion of the
Hall term, but now contains both whistler and ion-cyclotron waves. As seen in Sec. 5.4.1, this causes the
incident fast-wave annulus to become concentrated into four perpendicular shock locations which travel in
toward the null. However, whistler waves are dispersive, and allow information to travel faster than both
the local Alfve´n and fast magnetoacoustic wave speeds. In the λi = 0.072 simulations, whistler waves
are responsible for rapid oscillations of the magnetic field near the origin, at a much earlier time than the
MHD/λi = 0.0072 simulations; these early oscillations are demonstrated in the contours of Bx = 0 and
By = 0 in the third column of Fig. 5.11. As the oscillations grow in amplitude, we find that multiple
additional null pairs are generated in a small region close to the origin (of radius r ∼ 0.5) - each new null
pair is evidence of local magnetic reconnection. Each null point is located within a single grid-cell using a
linear interpolation algorithm (described in detail in Haynes and Parnell, 2007), with the results catalogued
in Table. 5.1 according to periods of the simulations which display similar properties (such as number of
nulls, local current sheet orientation, etc.).
Many of the early phases containing multiple nulls (phases 2-4 of Table. 5.1) are highly dynamic; the
number and position of nulls varies rapidly, and phases with the same number of nulls are relatively short-
lived. All null points which arise as a result of the dispersive whistler component exist only on or close to
the lines y = x or y = −x, while any current sheets which form in the system also evolve rapidly and are
short-lived.
It should be noted that the behaviour of the MHD/λi = 0.0072 simulations is encapsulated by only 3 of the
phases outlined in Table 5.1. In these cases, the initial configuration (phase 1) is retained until the arrival
of the fast-shocks at the null (phase 5c), after which the system relaxes through an oscillatory reconnection
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(a) ξ⊥, t = 2.2− 2.6τA
(b) ξ||, t = 2.2− 2.6τA
(c) ξ⊥, t = 2.8− 3.4τA
(d) ξ||, t = 2.8− 3.4τA
Figure 5.13: Illustration of pulse evolution and X-point collapse in MHD, following the formation of mag-
netic shocks; contours of ξ⊥ and ξ|| are seen at various times and overlaid with selected contours of Az (in
white).
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(a) ξ⊥, t = 2.2− 2.6τA
(b) ξ||, t = 2.2− 2.6τA
(c) ξ⊥, t = 2.8− 3.4τA
(d) ξ||, t = 2.8− 3.4τA
Figure 5.14: Illustration of pulse evolution and X-point collapse in simulations where λi = 0.0072, follow-
ing the formation of magnetic shocks; contours of ξ⊥ and ξ|| are seen at various times and overlaid with
selected contours of Az (in white).
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(a) MHD
(b) λi = 0.0072
Figure 5.15: Plots illustrating the jump conditions across the shocks in the system at t = 2.4τA. Cuts
illustrating variations (in x) of Bx (red), By (blue), gas pressure p (green) and temperature T (enhanced by
a factor of 10, in orange), for x ∈ [0, 1]. The location of the cut is indicated in the second column by green
dashed line, together with contours of ξ⊥ overlaid with selected contours of Az (in white).
phase (phase 11). The additional phases which occur only in the λi = 0.072 case are generated by the
whistler components (for phases 2-5c), and following the arrival of the pulse, by a combination of whistler,
shear and i.c. wave components (phases 5d-10).
In Fig. 5.16, we illustrate how the remaining fast wave annulus evolves as it travels in towards the origin, at
times when multiple magnetic null-points are found to be present. Early phases which contain multiple null-
points (attributed to the presence of the whistler wave component) may be seen in Figs. 5.16a and 5.16b. To
complement this, we also present snapshots of the local current structures close to the origin, in Fig. 5.17,
where once again the effects of the whistler component may be seen in Figs. 5.17a and 5.17b.
The λi = 0.072 system evolution proceeds as follows; the arrival of the first set of perpendicular magnetic
shocks at the origin halts the rapid oscillation of the field in this vicinity. This is illustrated in phase 5b of
Table 5.1, highlighting that the shock front causes all additional null pairs to recombine, leaving a single
X-type null at the origin. The arrival of both shocks fronts at the remaining null, between 2.64τA < t <
2.65τA, reverses the orientation of the currents generated by earlier whistler oscillations (in Fig. 5.17b).
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(a) t = 2.2− 2.4τA
(b) t = 2.5− 2.7τA
(c) t = 3.4− 3.6τA
(d) t = 3.8− 4τA
Figure 5.16: Contours of perpendicular velocity, ξ⊥, illustrating snapshots of the λi = 0.072 simulations,
following the formation of magnetic shocks and the appearance of multiple nulls, overlaid with selected
contours of Az (in white). Each null is assigned a symbol and a colour based on the null position relative
to the central null, which is indicated by a white star. Nulls above this along the contour of By = 0 would
be seen in green and those below are shown in light blue. The distance along the By = 0 line is indicated
by the symbol - a snapshot containing 7 nulls would thus display, from left to right, ×+4 ∗+×.
5.4 Fast waves and X-points in Hall MHD 123
(a) t = 2.2− 2.4τA
(b) t = 2.5− 2.7τA
(c) t = 3.4− 3.6τA
(d) t = 3.8− 4τA
Figure 5.17: Contours of current, |J|, illustrating snapshots of the λi = 0.072 simulations, focussing closely
on behaviour near the null, highlighting the presence and locations of multiple nulls, overlaid with selected
contours of Az (in black). Each null is assigned a symbol and a colour based on the null position relative
to the central null, which is indicated by a black star. Nulls above this along the contour of By = 0 would
be seen in green and those below are shown in light blue. The distance along the By = 0 line is indicated
by the symbol - a snapshot containing 7 nulls would thus display, from left to right, ×+4 ∗+×.
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Phase Nulls X’s O’s Central Time C-S
(X+O) Null (τA) Orientation
1 1 1 0 X <2.3 n/a
2 5 3 2 X 2.3 /
3 7 4 3 O 2.4 \/\
4 5 3 2 X 2.5 \
5a 5 3 2 X 2.60 \
5b 1 1 0 X 2.61-2.64 \
5c 1 1 0 X 2.65-2.66 /
5d 3 2 1 X† 2.67 /
5e 5 3 2 X 2.68 /
6 3 2 1 O 2.69-3.4 /
7 7 4 3 O 3.5-3.6 /
8 5 3 2 O† 3.7 /
9 7 4 3 O 3.8 /
10 3 2 1 O 3.9-4.5 /
11 1 1 0 X >4.6 ∗
Table 5.1: Summary of the configuration of null-points in the λi = 0.072 simulations, broken down into
phases which display similar properties. In each phase, the number of nulls in the system and their type
are given, along with the central null type, the time over which the phase occurs (in units of τA) and the
orientation of any local current sheets (/ infers a current sheet oriented along the line y = x, and \ along
the line y = −x); several examples of current sheet orientation may be seen in Fig. 5.17. [NB. † denotes a
lack of symmetry in the nulls - the “central null” refers to the null closest to the origin in these instances;
∗ denotes that the simulations begin to demonstrate oscillatory behaviour after which the current sheet
orientation will depend on the stage of the oscillatory cycle.]
The remaining shock waves then continue to pass through the origin and each other, forming a relatively
stable current sheet oriented along the line y = x (as with the previous MHD/λi = 0.0072 simulations).
Unlike the previous cases, multiple null pairs are then created, at a range of locations which all lie along the
current sheet, up to a maximum of 6 additional nulls at any one time. At t ≈ 2.69τA (phase 6 of Table 5.1),
the appearance of a null pair close to the origin causes an O-type null-point to settle at the centre of the
null-line. The central null remains as O-type until t ≈ 4.5τA. Islands of current form around the O-type
nulls in the system, and in particular at this long-lived central O-type null. This current island can be seen
in Fig. 5.17d.
Phase 11 of Table 5.1 marks the arrival of the second (slower) pair of shock waves. This arrival causes any
remaining additional nulls to merge, whereupon we return to a system with a single X-type null-point at
the origin, and the system then proceeds to form a series of oppositely oriented current sheets, as with the
previous MHD/λi = 0.0072 cases.
5.4.3 Oscillatory relaxation
Both in MHD and Hall MHD simulations, the majority of the initial transient wave features have left the
system by t ≈ 10τA, and no longer disturb the null. At this point, the perturbed field begins to evolve back
to a force-balanced state through a series of oppositely oriented current sheets, reconnecting magnetic flux
at the single X-type null-point as it does so. The oscillatory nature of this phase is clearly demonstrated by
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Figure 5.18: Comparison of the time evolution of the out-of-plane current, Jz , at the central null. The
black line indicates the value of Jz for the central null in the λi = 0.072 simulations, overlaid with the
λi = 0.0072 results (in red) and the MHD results (in blue). The insert displays the behaviour of all 3 cases
for t ≥ 20τA but over a much smaller range of Jz in the y-axis).
Fig. 5.18, which outlines the value of perpendicular current Jz at the null point at the centre of the null line.
In the MHD/λi = 0.0072 investigations, only a single null is present, located at the origin, where no
initial current density is recorded prior to the arrival of the fast wave (at approximately ∼ 2.9τA). From
Chapter 2, we saw that the dispersion relation derived for the long wavelength Hall MHD regime yields a
modified form of the dispersion relation recovered in MHD. In this limit, the whistler and Alfve´n speeds are
well matched, but moving to the short wavelength Hall MHD limit rapidly increases the whistler speed in
comparison to the Alfve´n speed. Thus the MHD/λi = 0.0072 simulations begin to destabilise the origin at
approximately the same time (as seen in Fig. 5.18); this destabilisation occurs much earlier in simulations
with λi = 0.072.
The arrival of the fast-wave at the null forms a strong current sheet at the origin. This is seen as the deep
initial minima in the blue and red curves of Fig. 5.18. This current sheet is then destabilised both by the
remaining fast-wave exiting the system, and the “wedging open” of the magnetic field by the cusp jets
described earlier. The first peak of the MHD/λi = 0.0072 curves in Fig. 5.18 signals the formation of
a second current sheet, of opposite orientation, generated by the field overshooting its initial equilibrium
configuration. While minor cusp jets are also observed during this phase (once again causing the magnetic
field to widen), they are seen to be much weaker, and are not observed in any further oscillation cycles. The
remaining series of oppositely oriented current sheets (initially observed by Craig and McClymont, 1991)
are caused by a competition of forces. A visual representation of the continuous cycle of opposing forces
is illustrated in Fig. 5.19.
The oscillatory cycle is brought about by a competition of Lorentz and gas pressure forces, each in turn
restoring an overshoot of the equilibrium configuration brought on by the other. The preferred direction for
the generation of a current sheet (noted byMcLaughlin et al., 2009) results from the orientation of the initial
current sheet (formed by the arrival of the fast shocks). This orientation also determines in which quadrants
plasma pressure is increased. By compressing and heating the plasma while the current sheet forms, the
plasma in these locations is then able to exert a force to open the compressed X-point quadrants, and
return the system to equilibrium. While the formation of cusp jets assist in restoring the plasma towards
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J (0,0)z
x
y
Plasma Motion
Jz > 0
Jz < 0
J×B
−∇p
Figure 5.19: Cartoon illustrating the cycle of forces which characterise the oscillatory reconnection phase
seen in our simulations (for key to symbols, see legend).
an equilibrium state, these appear to be a transient feature and are only seen after the primary X-point
collapse. Following the initial collapse, both Lorentz and pressure gradient forces seek to return the plasma
to its equilibrium state, but each generates an overshoot which is subsequently returned by the opposing
force. However, the system is ultimately able to relax, as each successive overshoot is smaller than the last.
This is due to a pressure force response which is always weaker than the previous Lorentz force part of the
cycle.
In Fig. 5.19, the first stage of the cycle illustrates a plasma which has been accelerated past its equilibrium
state (by the pressure gradient force, now approximately balanced by the Lorentz force). While the forces
in the system balance, the plasma velocity causes an overshoot leading to the formation of a current sheet
(of positive Jz) at the peak of the cycle (stage two of Fig. 5.19). The overshoot is halted by an increase in
the Lorentz force, accelerating the plasma back towards the equilibrium configuration. Once again, force
balance is achieved near the equilibrium state (stage three of Fig. 5.19) but the plasma velocity causes an
additional overshoot. This time the plasma motion (which generates a second perpendicular current sheet of
negative Jz) is opposed by a gas pressure response (seen in stage four of Fig. 5.19). The pressure gradient
force once again returns the system towards an equilibrium, but the inertia of the plasma carries the field
past its equilibrium once more, and the cycle begins again.
Evidence to support our explanation of this oscillatory behaviour is found in Figs. 5.20-5.25, using snap-
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shots of forces in a cut through our numerical domain, taken along the line x = −0.2 during a single
oscillation period (t = 18.1− 26.1τA). These figures also indicate the behaviour of a summation of the gas
pressure and Lorentz forces, and the values of the local plasma velocity.
In Fig. 5.20, our chosen cycle begins with a positive Jz current sheet, oriented from top-left to bottom-right
centred on the origin (e.g. beginning at stage two of Fig. 5.19). At this point, the plasma velocity near the
separatrix is approximately zero, while the forces in the system are unbalanced. Whilst the profiles of the
Lorentz and gas pressure forces are similar, the Lorentz force dominates the gas pressure force (except in a
small region at the centre of the cut, i.e. near y = 0). Plasma is accelerated due to this imbalance, dragging
magnetic field lines towards their equilibrium configuration (i.e. reversing the sign of velocity along the
cut).
As the field begins to move, the current sheet centred at the origin diminishes, as shown in the contours of
Jz in Fig. 5.21. At this point, the plasma velocity along the cut is negative, large and nearing to its peak
in the negative direction. The velocity is greatest close to the line y = 0, at the time in the cycle where
the plasma passes through its original equilibrium configuration. On this occasion, the Lorentz force is
still dominant, due to the strong negative band of Jz above the separatrix. The force imbalance and large
(downward) plasma velocity carries the field past its equilibrium configuration. At this point, plasma below
y = 0 in the cut (and hence the lower left and upper right quadrants of the simulations) begins to compress.
This compression results in an increase in the pressure gradient force, leading to a plasma deceleration.
By the time a current sheet (with opposite orientation in Jz) begins to form, Fig. 5.22 shows that the pressure
gradient force is almost entirely dominant along the cut. At this point the plasma velocity has peaked and
is about to reverse its sign (due to strong acceleration from the gas pressure force opposing the motion of
the plasma).
Figure 5.23 illustrates that the plasma velocity quickly becomes large and positive, while at this point forces
along the cut appear near-balanced. The plasma velocity once again destabilises the current sheet near the
origin as the system returns to equilibrium.
Figure 5.24 shows that with the field nearly returned to its equilibrium configuration, the plasma velocity
is still large and positive (with forces approximately balancing), forcing a further overshoot. The resulting
overshoot, seen in Fig. 5.25, is smaller than those seen previously; the peak velocity yielded by the previous
acceleration phase is smaller than the previous overshoot. In Fig. 5.25, the velocity has peaked and is
subjected to a deceleration due to the dominance of the Lorentz force. The force imbalance continues to
decrease in size with each cycle and continually reduces each successive overshoot.
Returning to Fig. 5.18, we also see that despite the initial highly dynamic multiple-null point behaviour
seen in the λi = 0.072 simulations, this system subsequently relaxes through the same oscillatory process
described above. (NB. the coupling of shear and planar field components under the influence of the Hall
term leads to the generation of currents in the plane of the equilibrium field; a discussion of this can be
found below in Sec. 5.4.4).
Finally, we will also briefly consider the period of oscillation found in our experiments. Craig and Mc-
Clymont (1991) studied the oscillatory relaxation of a 2D X-point field following a perturbation with well
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Figure 5.20: Illustration of oscillatory reconnection process. Taken at t = 18.1τA, the top figure illustrates
contours of Jz , highlighting regions which are opposite in sign, overplotted with selected contours of Az ,
seen in white. The line plots illustrate how quantities vary in a cut through the separatrices (at x = −0.2,
illustrated by the dashed black line in the top figure); the specific quantities studied are vertical velocity (vy
- top left), the y-components of the Lorentz force (J×B|y - top right), gas pressure force (−∇p|y - bottom
left) with a summation of both forces (bottom right).
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Figure 5.21: Illustration of oscillatory reconnection process (as Fig. 5.20 but for t = 19.7τA).
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Figure 5.22: Illustration of oscillatory reconnection process (as Fig. 5.20 but for t = 21.1τA).
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Figure 5.23: Illustration of oscillatory reconnection process (as Fig. 5.20 but for t = 22.4τA).
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Figure 5.24: Illustration of oscillatory reconnection process (as Fig. 5.20 but for t = 24.4τA).
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Figure 5.25: Illustration of oscillatory reconnection process (as Fig. 5.20 but for t = 26.7τA).
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defined azimuthal modes. They obtained analytical solutions which included an expression for the oscil-
lation period of the lowest frequency, most slowly decaying eigenfunction of their system which relaxes
through oscillatory reconnection. This analytical treatment, when performed for a purely azimuthal (i.e.
m = 0), fundamental radial mode (n = 0), yields a period of oscillation for topological reconnection,
which depends only on the Lundquist number:
τn=0osc = 2 lnS,
where τn=0osc is in units of Alfve´n times, τA = l0/cA. Substituting the Lundquist number for our experiment
(S = 2000) yields an oscillation period τn=0osc ≈ 15.2, which is significantly higher than the period of
oscillation seen from the oscillation of current at the null in Fig. 5.18, which we estimate to be τosc ≈ 10.
The fact that we observe in our simulation an oscillation time less than the value given by the above equa-
tion may be explained by the fact that the latter applies only to the lowest frequency radial eigenmode of the
system considered by Craig and McClymont (1991). In contrast, the fast wave modelled in our simulation
contains many radial eigenmodes, with a range of frequencies higher than that of the fundamental, and
moreover we employ damping layers and a non-circular boundary that differs from that of the system con-
sidered by Craig and McClymont. It is therefore to be expected that while the overall oscillation period we
obtain is of the same order as the fundamental mode period found by Craig and McClymont, the presence
of higher frequency radial eigenmodes and the choice of boundary conditions means that the period in the
simulation is not exactly equal to that obtained by these authors.
5.4.4 Rate of reconnection
A key parameter in reconnection studies is the rate of reconnection; that is, in 2D, the rate at which mag-
netic flux moves through the X-type neutral point (pp. 34, Priest and Forbes, 2000). The reconnection rate
is important as it determines the rate at which the system can reconfigure and release stresses, which has
implications for the amount of energy which can be released at a reconnection site in a given time. There-
fore the reconnection rate provides a useful way to compare theoretical (numerical) reconnection models
with observations. The electric field generated at a single 2D X-point is often used as a tool to compare
reconnection rates. Applying the definition of the magnetic vector potential, B = ∇×A to Faraday’s law
yields an inductive electric field
E = −∂A
∂t
.
Since B = 0 at the X-point, the resistive MHD form of Ohm’s law reduces to E = ηJ. In studies of fast-
waves using MHD in 2D, this simplifies even further. The lack of a shear field component means that the
only current generated at the null must be perpendicular to the x, y plane (i.e. J(= ∇×B/µ0) = [0, 0, Jz]).
Thus the rate of change of magnetic flux through the X-point is directly related to the value of Jz at the
X-point itself. As we have shown in previous investigations, including the Hall term in an MHD model
causes coupling between fast and shear wave motions, linking the motion of all magnetic field components.
Thus, rather than a single component of current (e.g. Jz) the rate of change of magnetic flux at an X-point
is directly linked to the full vector form of current, J, in a Hall MHD model.
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(a) λi = 0.0072
(b) λi = 0.072
Figure 5.26: Contours of current, |J|, seen using snapshots in time, illustrating the relaxation of the system
through a series of oppositely oriented current sheets. The times chosen illustrate the maxima and minima
of the oscillatory cycle illustrated in Fig. 5.19.
We highlight the differences in the structure of the current sheets formed for two different values of λi, in
Fig. 5.26. This figure demonstrates that while a broad current sheet is found for smaller values of λi, the
width of the current sheet diminishes as λi increases. In the λi = 0.072 simulations, seen in Fig. 5.26b,
all three components of current contribute to J. However, current sheets found in all three components are
concentrated along the separatrices, and hence are much narrower than current sheets in MHD/λi = 0.0072
simulations.
The issue of reconnection rates is further complicated by the appearance of multiple X-type and O-type null
points in the λi = 0.072 simulations (as detailed in Sec. 5.4.2). Reconnection can only occur at X-points,
while annihilation/dissipation and generation of magnetic flux is associated only with O-points (pp. 41,
Birn and Priest, 2007). Annihilation and generation of magnetic flux are distinct from reconnection since
they involve a loss or a gain of magnetic flux rather than simply a transfer of flux between topologically
distinct regions. In experiments which contain multiple nulls, reconnected flux at an X-point may trigger
reconnection at other X-points, which (for example) may or may not contribute to an overall (i.e. global)
rate of reconnection. Additionally, flux pile-up may occur at O-points, which again may or may not affect
a global reconnection rate. Discussion of a global rate itself is also problematic, as this would involve
a summation of rates at individual X-points, for nulls which are continuously changing in number and
position; the sign of the reconnection rate (seen through the orientation of the local electric field) at each
X-point might also significantly alter a global reconnection rate. Nulls with similar rates which are opposed
in sign would cancel if a global reconnection rate were simply a summation of local rates, yet this would
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(a) No. of nulls
(b) Jz sampled at each null
(c) |J | − |Jz | sampled at each null
Figure 5.27: Samples of current values at the various null-points in the λi = 0.072 simulations, with the
values at the (single null) λi = 0.0072 case overlaid for comparison (in all cases in red). In the identification
of current levels, the choice of colour and symbol for each null is identical to that outlined in Fig. 5.17 [e.g.
7 nulls, ordered according to location along the By = 0 line, would be identified by ×+4 ∗+×].
not fully describe the amount of reconnection which has taken place. Furthermore, with up to six additional
nulls continuously moving near the origin, the definition of a diffusion region (wherein the reconnection
takes place) also becomes problematic.
To aid further discussion, Fig. 5.27 highlights how local currents (sampled at each null point in the system)
vary in the initial stages of the simulations, while a study of the evolution of perpendicular current, Jz , at
the central null for the entire duration of the simulation is presented in Fig. 5.18 (in order to aid comparisons
with the work of McLaughlin et al., 2009). Figure 5.27a highlights two specific phases when the number
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of nulls peak; the early peak is associated with high frequency (whistler wave) oscillations of the field
near the origin, prior to the arrival of the first pair of shocks, while the second is seen in the stage prior to
the arrival of the second shock pair. Figure 5.27 also demonstrates that several of the additional nulls can
be associated with a range of values of current. When multiple nulls are present, Jx and Jy occasionally
make significant contributions to the total current in the system at several null-points (seen by comparing
the absolute values of perpendicular and total current, |Jz| and |J | using Fig. 5.27c). From this Figure,
the times when the largest planar currents are recorded appear to correspond to times when the number of
additional nulls present has reached its maximum value.
With this in mind, Fig. 5.18 suggests that after the multi-null phase has ended, we recover near-identical
oscillation periods (albeit with a difference in phase between the MHD/λi = 0.0072 and λi = 0.072
systems). We infer from this that, despite differences between the initial disturbances which collapse the
X-point, in addition to the appearance of multiple-null points, the process which drives the oscillatory
reconnection phase remains unaffected by the inclusion of the Hall term. Finally, we present a comparison
of the evolution of a single component of the magnetic vector potential,Az , at the central null in the system,
with the value of the perpendicular current, Jz at the same location, in Fig. 5.28.
Figure 5.28a illustrates that the evolution of perpendicular current Jz is well matched to the reconnection
rate in MHD, which is determined by Rm (for a magnetic Reynolds number Rm = µ0l20/(η0t0)) and Az
through −Rm∂Az/∂dt (as seen by McLaughlin et al., 2009). However, when the Hall term is included
(Figs. 5.28b and 5.28c), we see that at certain times there are substantial discrepancies between Jz and
−Rm∂Az/∂dt. These differences appear to get larger for larger values of λi. Hence, it appears that
with the inclusion of the Hall term, the simple relationship Jz = −Rm∂Az/∂dt is not recovered in the
simulations but the exact reason for this requires further investigation.
5.5 Conclusions
In this chapter, we have investigated the coupling of shear and fast magnetoacoustic waves (arising from
the inclusion of the Hall term in the generalised Ohm’s law) in the vicinity of a single magnetic X-type null
point. These studies are broadly divided into two categories, based on the type of initial disturbance.
The first of these categories focussed on the impact of the Hall term on a range of shear Alfve´nic dis-
turbances, building on the initial MHD studies of Hassam and Lambert (1996). A small amplitude 2D
Gaussian perturbation which did not initially straddle a separatrix was seen to split into two distinct pulses
which travel in opposite directions along local magnetic flux surfaces (mirroring the uniform field results
found in Chapter 2).
The first experiment was designed to discover if variations in Alfve´n speed across the pulse (caused by
the inhomogeneous magnetic field configuration and uniform plasma density) would naturally lead to sig-
nificant plasma heating through phase-mixing, as seen in Chapter 3. Both varying the starting position of
the pulse and the initial pulse width made little/no difference to the behaviour of the internal energy of the
pulse. From this, we conclude that any heating present is likely not due to phase-mixing. Future studies
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(a) MHD
(b) λi = 0.0072
(c) λi = 0.072
Figure 5.28: Comparison of the reconnection rates, using the evolution of the magnetic vector potential at
the central null, −Rm∂Az/∂t (in black, where Rm is the magnetic Reynolds number) with the perpendic-
ular current current value at the same location, Jz , (blue diamonds). Figs. (a) and (b) show the MHD and
λi = 0.0072 simulation results for a single null (always located at the origin), while Fig. (c) shows the
λi = 0.072 results, sampled at the null point closest to the origin (which varies in type and position).
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could potentially investigate whether more extreme variations in Alfve´n speed across the pulse yield inter-
nal energy increases which accompany phase-mixing. Allowing the pulse to travel for longer might also
allow the signature of heating through phase-mixing to become visible. Increasing the distance between the
initial pulse location and the simulation boundaries would allow the pulse to travel for longer, at a cost of
increasing the simulation domain and the number of gridpoints required. Even with these changes, infer-
ring that phase-mixing has taken place may still prove difficult; Hassam and Lambert (1996) suggest that
phase-mixing may only take place in a small region very close to the null. An additional experiment, with
an initial pulse position close to one of the separatrices (rather than along the line y = x as seen here) might
allow part of the pulse to enter this region and identify whether phase-mixing is indeed more effective in a
small region near the null.
In addition to varying the initial pulse position and width, the second stage of the experiment focussed
on the role of the Hall term. By gradually increasing the value of the normalised ion skin depth, λi,
the initially shear pulse was increasingly seen to couple to fast wave components of field and flow as
it travelled along the magnetic field lines. Simulations with the largest values of λi also demonstrated
that through the coupling of shear and fast-wave components, the Hall term allows the pulse energy to
travel past the separatrices and “wrap around” the null (due to the decrease in Alfve´n speed towards the
null). Minor differences are observed in the evolution of the pulse energies as λi is increased. These
discrepancies generally agree with the conclusions of previous chapters, where the Hall term was found to
reduce the efficiency of plasma heating. However, the Hall term also causes significant dispersion, causing
the pulse to rapidly widen with λi. For the largest value of λi used here, the interaction between pulse and
simulation boundary occurs much earlier than in other cases, artificially altering the energy equipartition of
the pulse. This experiment could also be extended, with a larger distance between the initial pulse position
and the simulation boundaries, once again requiring increased computational effort. This would delay the
interaction of pulse and boundary and hence delay/eliminate any potential contributions such an interaction
would make to the energy evolution of the pulse.
The final investigation concerning initially shear perturbations saw two low frequency shear Alfve´n waves,
driven at opposite boundaries and opposing in sign, create a current sheet along a central separatrix. The
scale invariance of the current sheet width in MHD (detailed by Hassam and Lambert, 1996) is seen to hold
for simulations with λi = 0.0072, while a tenfold increase in λi is shown to generate minor differences
in current sheet width during formation (which may be attributed to dispersion). These discrepancies are
no longer visible at later times. Further studies would benefit from an exact definition of the current sheet
width (for example, the full width half maximum of the derivative across the sheet would be a measureable
quantity which could then be compared as λi is varied, or other effects included).
The investigation undertaken for the second category of initial conditions focussed entirely on an initial
fast-wave perturbation. The MHD benchmark/λi = 0.0072 simulations were seen to behave as described
by McLaughlin et al. (2009); an initially large amplitude fast-wave annulus in a zero beta plasma forms a
series of magnetic shock fronts (which form in response to the decrease in Alfve´n speed towards the null),
and upon reaching the X-type null deforms the local field into a current sheet. An increase in the plasma
pressure (related to the formation of cusp-like jet structures) then generates sufficient force to return the
field to its equilibrium state. However, the field overshoots its initial configuration, leading to the formation
of an oppositely oriented current sheet in a direction perpendicular to the first, at which point the Lorentz
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force acts to return the field to its equilibrium state, and the cycle repeats.
However, in simulations where λi = 0.072, the initial fast wave annulus rapidly deforms, coupling to
a shear component which may only travel along magnetic field lines. The oblique parts of the shock
front seen in the MHD benchmark/λi = 0.0072 cases are no longer present, leaving the greater part of
the remaining annulus concentrated in four perpendicular shock fronts. The dispersive whistler waves
cause the field near the null to rapidly oscillate, even before the arrival of the shock fronts. As the waves
from different quadrants arrive out of phase with one another, multiple null pairs are generated near the
equilibrium X-point location. These early effects are very different from those recovered in MHD/λi =
0.0072 simulations. Upon arrival, the first set of perpendicular shocks set up a relatively stable current
island around an O-type null near the origin. The arrival of the second set of shocks collapses the current
sheet. The remaining currents in the system then generate a Lorentz force to try and restore the system to
equilibrium. However, the system overshoots its equilibrium and subsequently a pressure gradient force
acts in the opposite direction. Again this force strongly accelerates the plasma past equilibrium, requiring a
Lorentz force to ultimately counteract the motion it generates. This cycle repeats until the system converges
to an equilibrium.
The appearance of multiple null-points prior to the oscillatory phase makes it difficult to compare recon-
nection rates at these times. Discrepancies are seen between the evolution of perpendicular current and
magnetic vector potential which require further investigation. Despite these differences, the period of oscil-
lation of current at the central null appears to be independent of the Hall term, remaining relatively constant
as the skin depth is increased.
Several extensions to this investigation merit further consideration. For example, the impact of an initially
non-zero plasma beta may significantly alter the balance of forces in the oscillatory cycle, which could not
only impact upon the oscillation frequency, but also potentially upon any reconnection rate. For a plasma
where initially β 6= 0, additional complications would also arise due to the presence of slow magnetoacous-
tic waves; in Hall MHD, the additional presence of shear Alfve´n waves would make definitive identification
of specific wave modes difficult. This work could also be extended to full 3D studies of separator/null-point
reconnection (for example). Full 3D studies might also allow a more comprehensive comparison between
the full vector forms of the magnetic vector potential, A, and current J; such a comparison would allow a
more complete description of the reconnection rate.
Chapter 6
Summary and future work
Throughout this thesis we have investigated the effect of incorporating the Hall term from the generalised
Ohm’s law into an MHD treatment of a plasma system. The resulting Hall MHD system of equations was
used to study the behaviour of a range of perturbations, subject to different plasma inhomogeneities and
geometries, all of which have well known results in MHD. The investigations described in this thesis sought
to discover how additional Hall effects altered these previous (MHD) results.
Our initial investigation, discussed in Chapter 2, began with the formation of the Hall MHD system of
equations used throughout this thesis. In doing so, we found that the Hall term in the generalised Ohm’s law
becomes comparable in magnitude to the MHD terms for perturbations with lengthscales which approach
the size of the ion skin depth, δi, and frequencies approaching the ion cyclotron frequency, Ωi. With this
in mind, we carried out a Fourier analysis of perturbations to a linearised Hall MHD system of equations
for a uniform equilibrium plasma which illustrated two distinct regimes of behaviour which depend on the
parameter kδi, where δi is the ion skin depth and k is wavenumber. In the limit of weak damping, the
dispersion relation recovered in the long wavelength (kδi  1) regime describes two resistively damped
shear waves which are only slightly modified by Hall effects. In the short wavelength (kδi  1) regime
however, the two waves have well separated frequencies and can be identified as a whistler and an ion
cyclotron (i.c.) wave, which are both subject to resistive damping.
In order to investigate the behaviour of both regimes, an analytical treatment of an initially Gaussian pulse
was performed in both limits of Hall MHD. This treatment yielded expressions describing the evolution of
the pulse and its associated magnetic energy along a uniform magnetic field in a uniform density plasma
(a similar treatment was also performed for an MHD system of equations, in Chapter 1). In all cases,
the inclusion of the Hall term causes an initially shear Alfve´n wave pulse to split into right- and left-
circularly polarised waves. Pulses in the long wavelength (kδi  1) regime will initially split in two
oppositely travelling pulses and gradually generate motions in a direction which is perpendicular to both
the shear wave component and the equilibrium field. The perturbed magnetic field energy associated with
the pulse is found to be identical to that derived in MHD. To leading order in kδi, the magnetic energy of
the pulse initially reaches equipartition with the kinetic energy, as the pulse splits and begins to move. After
equipartition, both kinetic and magnetic energy components are subject to (resistive) damping. In the short
wavelength (kδi  1) regime, the peak of the pulse no longer propagates, but decreases in amplitude. The
right circularly polarised (whistler) solution causes the pulse to rapidly broaden, while its energy decays
algebraically, at a rate similar to that seen earlier; the remaining left-circularly polarised (i.c. wave) solution
damps exponentially.
Subsequently, numerical simulations were performed with the Lare2d code (described in Chapter 1, where
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benchmark simulations of an initially Gaussian pulse and a uniform MHD plasma were also performed and
discussed). Simulations of the long wavelength Hall MHD regime displayed excellent agreement with
the analytical expressions of both the pulse evolution and damping rate of magnetic energy. However,
limiting factors (such as the resolution and box size required to accurately represent a rapidly dispersive
pulse in the kδi  1 regime) prevented simulations which investigate the behaviour of short wavelength
perturbations. Increasing the value of δi by a factor of ten allowed some of the short wavelength regime
behaviour to be seen in the simulations. As this value represented a regime where kδi ∼ 1, neither the
long nor short wavelength analytical expressions fully matched the simulation results. However, the pulses
are far more dispersive in this limit and more rapidly couple to transverse field components. Despite an
initial equipartition-like phase, the magnetic and kinetic energies do not fully reach equipartition. This
shows a qualitative agreement with the energy expressions analytically recovered for the short wavelength
limit, which contain no initial energy equipartition phase (as a pulse in this limit would broaden, but not
propagate).
The study of initially Gaussian pulses was then extended by including a density gradient across the uni-
form magnetic field, in order to investigate the impact of the Hall term on phase-mixing of Alfve´n waves.
Chapter 3 begins with a summary of the procedure used by Hood et al. (2002) to derive an expression for
the evolution of a single phase-mixed Gaussian pulse in MHD. This expression describes the evolution
of a pulse, which is also subject to a transverse gradient in Alfve´n speed (perpendicular to the direction
of travel). Once derived, the expression was numerically integrated, in order to obtain a description of
the perturbed field energy as the pulse evolves (for comparison with earlier work). Numerical simulations
included a transverse density structure and both MHD and Hall MHD simulations were repeated for six
different values of density enhancement.
Initial MHD simulations highlighted that the evolution of the pulse in the numerical scheme was well-
matched to the amplitude damping rate of Hood et al. (2002), particularly in the cases which contained
large density enhancements. Surprisingly, the analytical expression of Hood et al. (2002) was also recovered
in long wavelength Hall MHD (kδi  1) simulations, but only in the strongest two density gradient cases
tested. This suggests that MHD and long wavelength Hall MHD behave in essentially the same way, both in
a uniform medium and under phase-mixing conditions. The analytical energy evolution is seen to be nearly
identical to the energy evolution of the simulated pulse. The minor difference between the two arises from
assumptions used in the method of Hood et al. (2002), in particular that derivatives along the field are always
smaller than those across it. During the initial equipartition phase (as the pulse splits), this assumption is
briefly invalidated; phase-mixing takes a small but finite amount of time to generate sufficiently small scales
for resistive damping to be enhanced. During this time, a small amount of resistive dissipation of the pulse
along the field remains unaccounted for in the Hood et al. (2002) model. Following this brief transient
phase, transverse gradients once again dominate the motion, resulting in the phase-difference seen between
the two energy curves in our investigation.
In order to understand potential discrepancies between phase-mixed pulses in MHD and Hall MHD, we
compare the behaviour of individual pulses and once again vary δi. In MHD, each pulse is subjected
to amplitude damping, particularly in the location where the density gradient is steepest. In Hall MHD,
circular polarisation couples the initially shear wave pulse to transverse motions across the field, weakening
amplitude gradients in the shear component across the field. The dispersive whistler component also acts
143
to counter the effects of phase-mixing, spreading the pulse envelope along the field. This also weakens
amplitude gradients across the field. Finally, the wider range of speeds mean that phase-mixing now acts
at multiple locations, rather than being focussed at the location of steepest density enhancement. While the
number of phase-mixing sites has increased, significant reductions in amplitude gradients across the field
mean that the damping produced by all sites is less than in the MHD cases. From the energy graphs, we
find that the spatially integrated damping rate achieved through phase-mixing is lower in Hall MHD than it
is in MHD, but the difference tends to zero in both the weak and strong phase-mixing limits. The role of
phase-mixing reduces as δi is increased.
In Chapter 4 we move from studying phase-mixing of single disturbances to a harmonic series of distur-
bances. In doing so we expand the work of Nakariakov et al. (1997), (and subsequently McLaughlin et al.,
2011) to recover a full nonlinear description of perturbations to a viscous, resistive Hall MHD plasma with
a constant equilibrium magnetic field and uniform density. The equations show that shear motions produce
both linear and nonlinear coupling to fast magnetoacoustic waves in the equilibrium field plane; these ef-
fects are responsible for circular polarisation. We also present an analytical treatment illustrating how the
damping rate of harmonic waves which undergo phase-mixing (found by Heyvaerts and Priest, 1983) may
be recovered.
As with the initially Gaussian pulse case, our study focussed on the differences between MHD and Hall
MHD. Once again, the Hall term causes the linearly polarised shear wave to decouple into two waves with
opposite circular polarisation, now seen in both transverse components of field and flow. In Hall MHD,
both of these components contain three distinct regions of behaviour, depending on the location of the two
local group speeds. Preceding the faster of the group speeds, dωw/dk, the leading edge of the wave is
dispersive, travelling faster than the local Alfve´n speed. Following the dispersive leading edge, the wave
signal becomes intermittent, due to the gradual introduction of an ion cyclotron wave component, prior to
the location of the slower group speeds, dωi.c./dk. Finally, the slowest part of the wave takes a form which
characteristically suggests the presence of an addition of two sine wave signals (as it comprises of both
whistler and ion cyclotron wave components). A nonlinear longitudinal slow wave component (studied
in detail by McLaughlin et al., 2011) is also recovered in Hall MHD, and contains a combination of both
whistler and ion cyclotron waves due to the nonlinear terms derived in the earlier analysis. This longitudinal
component remains undamped by the inclusion of resistivity in the simulations, but similar levels of fluid
viscosity can damp out many of the smaller wavelengths (higher frequencies) in the system (as seen in the
corresponding MHD investigations of McLaughlin et al., 2011).
By incorporating a density gradient across the magnetic field, we investigate phase-mixing of the harmonic
perturbations. Having recovered the damping rate of Heyvaerts and Priest (1983) in our MHD benchmark
simulations, we continue to vary the density gradient across the field in both MHD and long wavelength
Hall MHD limits. While the MHD simulations only generate significant amplitude damping in the locations
of strongest density gradient, we once again observe that the inclusion of the Hall term leads to multiple
phase-mixing sites. As the wave travels, the sites of significant amplitude damping also move (unlike
MHD). As per the results of Chapter 3, the dispersion of wave amplitude along the field (and the loss
of wave amplitude into another field/flow component) weakens transverse gradients at all phase-mixing
sites, reducing the amount of plasma heating from each site. Studies of the perturbed field energy in the
simulations show large differences between MHD and long wavelength Hall MHD, in the simulations
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which contain a density gradient which is neither steep nor slowly varying, as before. These differences are
recovered in simulations which are damped either by electrical resistivity or fluid viscosity. With similar
results found in the cases of phase-mixing Hall MHD pulses (discussed earlier), we conclude that reductions
in phase-mixing efficiency caused by the inclusion of the Hall term (in cases where the density is neither
uniform nor sharply varying) are a generic effect.
The findings of both phase-mixing investigations which also include the Hall term, described in Chapters 3
and 4, contrast with the results of Tsiklauri et al. (2005) and Bian and Kontar (2011), who showed that
extending the MHD treatment of phase-mixing to also include kinetic effects yielded an enhanced energy
dissipation rate. Tsiklauri et al. (2005) recovered an Alfve´n wave damping rate similar to that found by
Heyvaerts and Priest (1983) using a collisionless particle-in-cell simulation of a plasma containing an equi-
librium density gradient. Bian and Kontar (2011) used drift-kinetic theory (applicable to mode frequencies
ω  Ωi) to argue that this result can be attributed to the generation of a parallel electric field E‖ associated
with the presence of finite perpendicular wavenumbers and consequent mode conversion to kinetic Alfve´n
waves; because E‖ is finite the wave energy can be dissipated via Landau damping. However, we have
shown that extending MHD phase-mixing models to include non-MHD effects does not necessarily lead to
enhanced damping (using a collisional model of waves with frequencies ω ∼ Ωi). In view of the differences
between the physical assumptions of Hall MHD and collisionless Vlasov or drift-kinetic theory, it is not
particularly surprising that the two models yield different results while looking to extend phase-mixing be-
yond the original MHD description. While collisionless models may be more relevant to the study of high
frequency waves in the solar corona when the resistivity is close to classical, our calculation may be more
applicable to either flaring conditions in the corona or the upper chromosphere (as seen in the normalisation
of our numerical scheme).
Our final chapter studied the effects of the Hall term in a different geometry, modelling the evolution of a
range of waves and pulses in the vicinity of a magnetic X-type neutral point. Perturbations in the vicinity
of the X-point would be subjected to a variation in Alfve´n speed, resulting from magnetic field variations.
In studying this system, we sought to update the work of Hassam and Lambert (1996) (in the case of
initial shear-wave disturbances) and McLaughlin et al. (2009) (in the case of large amplitude fast wave
perturbations) to also include Hall effects.
Our initial investigation studied the evolution of shear-wave disturbances which are seen to remain inside
one X-point region; this type of investigation was labelled as “non-straddling” by Hassam and Lambert
(1996). Varying the initial position and width of a 2D initially Gaussian shear-wave pulse was seen to
recover near identical plasma heating rates in MHD. This suggests that purely resistive heating (rather than
phase-mixing) is responsible for the damping of the pulse, for the positions and widths considered here.
From the assertion of Hassam and Lambert (1996) that phase-mixing only takes place in a narrow region
close to the null, possible extensions to this work include moving the initial pulse closer to the null, in
order to enhance the effect of phase-mixing. As the equipartition phase of the pulse evolution will occur
close to the null, moving the initial position away from the line y = x may also allow part of the pulse to
travel through a region close to the null. A pulse which originates in a region close to the null may have
left this region before sufficiently small scales have been generated to allow phase-mixing to contribute
significantly. Moving the equipartition location away from this region would eliminate this possibility.
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The investigation then focussed on the role of the Hall term, by gradually increasing the skin-depth in
the code, λi, for an initially non-straddling pulse. Correspondingly, the amount of coupling between the
initially shear wave pulse and a fast-wave component (in the equilibrium field plane) is seen to increase
with skin depth. For the largest λi values, the pulse becomes extremely dispersive and significant amounts
of wave energy proceed to ’wrap around’ the null (due to a decrease in Alfve´n towards the null). Reductions
in the amount of plasma heating due to the Hall term are still recovered, but there are indications that the
rate of reconnection falls off with ion skin-depth. In the largest skin depth cases considered, the pulses
are highly dispersive, and interact with the simulation boundaries at a much earlier time than for relatively
small values of λi. The interaction of the pulse with the boundary causes artificial increases in internal
energy as the pulse begins to reflect, implying that the validity of the energies recovered in the large λi
cases is questionable. A logical extension would therefore investigate if different energy trends are seen for
simulations with a larger simulated domain.
The remaining investigation into initially shear-waves near X-points used a low frequency harmonic dis-
turbance, generated on opposite boundaries with opposite sign, to assess the effect of the Hall term on the
formation of a current sheet along a separatrix; as this disturbance initially lies across a separatrix surface,
it is designated as a “straddling” disturbance. The scale invariance, derived by Hassam and Lambert (1996)
in MHD, of current sheet width with resistivity and lengthscale, is seen to also hold in long wavelength Hall
MHD. A tenfold increase in the normalised ion skin depth results in small differences in the current sheet
width compared to those seen in MHD/long wavelength Hall MHD during the current sheet formation; at
later times, all cases appear identical. A possible extension of this work might be to increase the skin depth
still further; such an extension would also benefit from a definitive definition of the width of the current
sheet (using, for example, the half-width of the derivative).
Finally, in order to study the role of the Hall term on oscillatory reconnection, we extended the work of
McLaughlin et al. (2009), who used an initially large amplitude fast wave annulus to study the interaction of
waves and magnetic null-points. The long wavelength Hall MHD simulations (and the MHD benchmark)
showed that the fast wave annulus forms a series of magnetic shocks which allow the wave to interact with
the null. Upon arrival, the remaining fast wave collapses the null, forming a current sheet. This current sheet
is then ’wedged open’ by cusp-like jets which heat the plasma, and (in combination with slow magnetic
shocks) cause the plasma to overshoot its initial equilibrium configuration. As the field begins to form a
second current sheet structure (perpendicular to the first), a Lorentz force counteracts the plasma motion,
and tends to return the system to equilibrium. Again the system overshoots, and a pressure force response is
generated. The system then relaxes through a series of overshoots as the response forces gradually decrease,
as seen by Craig and McClymont (1991).
Increasing the skin depth in the simulations results in significant differences, particularly when comparing
the early phases of the experiments. The initial fast wave annulus rapidly deforms, with wave energy now
concentrated in four perpendicular shocks which travel in to the null. The presence of the whistler wave
causes a rapid oscillation at the location of the original null point; over time, multiple null pairs are created
in this region, as a result of the whistler wave component. Upon arrival at the centre, the first pair of
magnetic shocks set up a relatively stable magnetic island surrounding an O-type null point close to the
origin. After the first pair of shocks have passed through the origin, up to six additional nulls are once again
created along the line y = x. The additional nulls ultimately recombine due to the arrival of a second pair
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of magnetic shocks (which also collapse the current sheet). With a single null remaining, the oscillatory
reconnective behaviour (seen in earlier simulations) takes over.
The presence of the Hall term causes additional complications regarding a comparison of rates of magnetic
reconnection. The presence of additional nulls (of both X- and O-type) makes it difficult to perform a
quantitative comparison of reconnection rates in these simulations. All experiments appear to ultimately
recover the same period of oscillation of perpendicular current (Jz). This oscillation period is of the same
order but smaller that that found by Craig and McClymont (1991) for the frequency of the fundamental
radial mode generated by an azimuthally symmetric disturbance. This reduction may be attributed to our
choice of initial conditions, which contains contributions from many higher frequency modes, which would
act to reduce the oscillation period below the value derived by Craig and McClymont (1991).
Several extensions to this work merit further study. For example, the use of a non-zero plasma beta may
sufficiently alter the balance of forces in the system that a different period of oscillation may be obtained,
and would also introduce magnetoacoustic waves into the system. Altering the levels of resistivity or
including viscosity may also affect the balance of forces, potentially by altering the locations and amount of
plasma heating. Fully 3D studies of this problemwould not only allow for an investigation into reconnection
at null points and separators, but may also yield a more definitive reconnection rate for the experiment, by
allowing a comparison between the full vector forms of current J and magnetic vector potentialA.
Appendix A
Calculation of BcB∗c (Long Wavelength Hall
MHD Limit)
The multiplication of Bc (2.33) by B∗c (2.35) is here broken down into stages, dealing initially with the
multiplication of the denominators, followed by the exponential multiplication, finally combining both
results to complete the calculation.
The multiplication of the denominators from Eq. (2.33) and Eq. (2.35) gives:
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Each of the cross multiplications contains many factors which cancel or simplify. For example, multiplying
the first term of Eq. (A.3a) with the first term of Eq. (A.3b):
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− icAδit
]
+ (y − cAt)2
[
σ2 +
ηt
µ0
+ icAδit
]
2
[
σ2 +
ηt
µ0
+ icAδit
] [
σ2 +
ηt
µ0
− icAδit
]

= exp
− (y − cAt)
2
[
2σ2 + 2
ηt
µ0
]
2
(
σ4 + 2
ηtσ2
µ0
+
η2t2
µ20
+ cA2δ2i t2
)
.
By simplifying some of the denominator terms (expressing them as a squared addition):
σ4 + 2
ηtσ2
µ0
+
η2t2
µ20
+ cA2δ2i t
2 =
(
σ2 +
ηt
µ0
)2
+ cA2δ2i t
2,
the result of multiplying the first term of Eq. (A.3a) with the first term of Eq. (A.3b) is determined:
exp
 − (y − cAt)2
2
[
σ2 +
ηt
µ0
− icAδit
]
exp
 − (y − cAt)2
2
[
σ2 +
ηt
µ0
+ icAδit
]

= exp

− (y − cAt)2
(
σ2 +
ηt
µ0
)
(
σ2 +
ηt
µ0
)2
+ cA2δ2i t2
. (A.4a)
This method is repeated to find the multiplication of the second terms in Eq. (A.3a) and Eq. (A.3b):
exp
 − (y + cAt)2
2
[
σ2 +
ηt
µ0
− icAδit
]
exp
 − (y + cAt)2
2
[
σ2 +
ηt
µ0
+ icAδit
]

= exp

− (y + cAt)2
(
σ2 +
ηt
µ0
)
(
σ2 +
ηt
µ0
)2
+ cA2δ2i t2
. (A.4b)
The multiplication of the two cross-terms is more complicated. Multiplying the first term of (A.3a) with
the second term of Eq. (A.3b) gives:
exp
− (y − cAt)2
2
[
σ2 +
ηt
µ0
− icAδit
]
exp
− (y + cAt)2
2
[
σ2 +
ηt
µ0
+ icAδit
]

= exp
− (y − cAt)
2
[
ηt
µ0
+ icAδit
]
+ (y + cAt)
2
[
ηt
µ0
− icAδit
]
2
[
σ2 +
ηt
µ0
+ icAδit
] [
σ2 +
ηt
µ0
− icAδit
]
.
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By expanding the squared quantities (y − cAt)2 and (y + cAt)2, simplifying the denominator by again
using a squared addition, and grouping common factors, the expression may be re-written as:
exp
−
(
σ2 +
ηt
µ0
)[
y2 + cA2t2
]− 2iycA2δit2(
σ4 + 2
ηtσ2
µ0
+
η2t2
µ20
+ cA2δ2i t2
)

= exp
−
(
σ2 +
ηt
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)[
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]− 2iycA2δit2(
σ2 +
ηt
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)2
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
= exp
−
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(
σ2 +
ηt
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)
(
σ2 +
ηt
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)2
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cA
2t2
(
σ2 +
ηt
µ0
)
(
σ2 +
ηt
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)2
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 2iycA2δit2(
σ2 +
ηt
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)2
+ cA2δ2i t2
. (A.4c)
This method is also used (in exactly the same manner) when multiplying term 2 from Eq. (A.3a) with term
1 from Eq. (A.3b):
exp
− (y − cAt)2
2
[
σ2 +
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µ0
+ icAδit
]
exp
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2
[
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µ0
− icAδit
]

= exp

−y2
(
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(
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. (A.4d)
So the result of performing the multiplication outlined in (A.3) produces an addition of 4 terms (A.4a-A.4d
respectively). This addition is further simplified during the addition of the cross-multiplication terms, i.e.
the addition of (A.4c) with (A.4d):
exp

−y2
(
σ2 +
ηt
µ0
)
(
σ2 +
ηt
µ0
)2
+ cA2δ2i t2
 exp

−cA2t2
(
σ2 +
ηt
µ0
)
(
σ2 +
ηt
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)2
+ cA2δ2i t2
×
Appendix A. Calculation of BcB∗c (Long Wavelength Hall MHD Limit) 150
exp
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. (A.4e)
The multiplication of Bc by its complex conjugate B∗c , may now be completed, by combining the results of
the denominator multiplication, Eq. (A.2), and the exponential multiplication, with the addition of (A.4a),
(A.4b) and (A.4e), giving:
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