In this paper we solve problems of eigenvalues of stochastic Hamiltonian systems with boundary conditions and construct the corresponding eigenfunctions. This is a sort of forward-backward stochastic di erential equations (FBSDE) parameterized by ∈ R. The problem is to ÿnd non-trivial solutions while the trivial solution 0 exists. We show that, as the classical cases, the phenomenon of statistic periodicity and related stochastic oscillations appear. A method of dual transformation of stochastic Hamiltonian systems is introduced and applied, as a main tool, in the construction of eigenfunctions. This eigenvalue problem is also formulated in a standard way in functional analysis.
Introduction
In this paper, we study the problem of eigenvalues for stochastic Hamiltonian systems with boundary conditions. This is a sort of forward-backward stochastic di erential equations (FBSDE) parameterized by ∈ R (see (2.11) for details). For any ; (x(·); y(·); z(·)) ≡ 0 is always the trivial solution. The problem is to ÿnd some suitable values i ; i=1; 2; : : : such that, with each i , the FBSDE has at least one nontrivial solution. These values are called eigenvalues and the corresponding nontrivial solutions are called the related eigenfunctions.
Partially coupled FBSDEs were discussed in Peng (1992) in order to introduce the nonlinear Feynman-Kac formula. Fully coupled FBSDE were developed by Antonelli (1993) , for local existence, and Ma et al. (1994) by four-step-scheme. Motivated by stochastic Hamiltonian equations, Hu and Peng (1995) and then Peng and Wu (1999) have developed a continuation method. We refer to the recent book on FBSDE of Ma and Yong (1999) . But in all those works, only existence and uniqueness of solutions are studied.
In this paper we prove the existence of eigenvalues and construct the corresponding eigenfunctions. This explicit construction of the eigenfunctions permit us to see clearly certain important properties of the eigenfunctions, among which the statistic periodicity. These results provide us, many interesting examples of the phenomenon of multi-solutions in FBSDE.
The problem is also formulated as a problem of eigenvalues of a bounded and self-adjoint operator in a Hilbert space in a standard way in the theory of functional analysis.
We recall the deterministic case. Classical Hamiltonian system plays a dominant role in the research of classical mechanics. A typical boundary problem of such Hamiltonian systems iṡ x(t) = @ y h(x(t); y(t));
−ẏ(t) = @ x h(x(t); y(t));
x(0) = 0; y(T ) = 0; where h(x; y) : R n × R n → R, called Hamiltonian, is a given function. We take a very simple and basic situation in mechanics: one-dimensional (i.e., n = 1) and quadratic (see Arnold, 1998; Msrsden and Ratiu, 1994): h(x; y) = 1 2 (x 2 + y 2 )
here is the related parameter. The above Hamiltonian system is then written aṡ
x(t) = y(t);
−ẏ(t) = x(t);
x(0) = 0; y(T ) = 0:
Clearly, (x(t); y(t)) ≡ 0 is its trivial solution. The eigenvalue problem is to ÿnd some number for which the above equation admits a nontrivial solution. If it is the case, is called an eigenvalue and the corresponding nontrivial solution is called an eigenfunction related to . It is easy to check that if and only if when ¿ 0; √ = 2T ; 3 2T ; 5 2T ; : : : ; the system has nontrivial solutions, i.e., eigenfunctions. In fact, they have the following form:
x(t) = sin √ t; y(t) = 1 √ cos √ t:
The periodicity appears in these eigenfunctions which is a rather common phenomenon in Hamiltonian system.
Itô's calculus provides a powerful mathematical tool to describe Newton's law in the random world. But it is widely believed that this kind of periodicity cannot happen in the context of stochastic di erential equation in the sense of classical Itô's calculus. But in practice, stochastic vibrations and the related statistic periodicity are a very common phenomenon.
In this paper, we will discuss the problem of eigenvalues and the corresponding eigenfunctions of boundary problems of stochastic Hamiltonian system, within the classic Itô's calculus. Our results show that, as in the deterministic case, the e ect of 'periodicity' and the related stochastic vibrations will also happen in the corresponding eigenfunctions.
Stochastic Hamiltonian system was introduced in the theory of stochastic optimal control as a necessary condition of an optimal control, known as stochastic version of the maximum principle of Pontryagin's type. See Kushner (1972) , Bismut (1973 Bismut ( , 1978 (already in the following form), Haussmann (1976) , Bensoussan (1981) and Peng (1990) . A boundary problem of stochastic Hamiltonian system, a special kind FBSDE is formulated as follows: d x t = @ y h (x t ; y t ; z t ) dt + @ z h (x t ; y t ; z t ) dB t ;
−dy t = @ x h (x t ; y t ; z t ) dt − z t dB t ;
x(0) = 0; y T = 0:
(1.1)
Here the related Hamiltonian h is a real function of three variables (x; y; z) ∈ R n × R n × R n , and is parametrized by ∈ R. Our general formulation of the problem of eigenvalues of this stochastic Hamiltonian system is based on Hu and Peng (1995) and then Peng and Wu (1999) on FBSDEs. To ÿnd the eigenvalues and to explicitly construct the corresponding eigenvalues, two methods are applied. The ÿrst is the relationship between stochastic Hamiltonian systems and related matrix-valued ODE, called Riccati equations. The second one is the dual transformation of stochastic Hamiltonian systems. This new method of dual transformations also has its own interests. Our main idea of ÿnding an eigenvalue is to construct a series of successive blow-up times of the Riccati equation and the corresponding dual Riccati equations. The behavior of this series with respect to is essential in determining i . This paper is organized as follows: in Section 2 we begin with a general formulation of forward-backward stochastic di erential equations and then, as its special case, stochastic Hamiltonian systems. Then we formulate the problem of eigenvalues and eigenfunctions of stochastic Hamiltonian systems. Our main results are stated in Section 3 as two theorems. They are results of eigenvalues and eigenfunctions of linear stochastic Hamiltonian systems. Theorem 3.1 is for arbitrarily dimensional case. Existence of the ÿrst eigenvalue is given and the related eigenfunctions are constructed. Theorem 3.2 is for one-dimensional case (n = 1). Existence of the system of all eigenvalues is given and the related eigenfunctions are constructed. Before giving the proof of these two theorems constructing the related eigenfunctions, we need to introduce a method of duality transformations of stochastic Hamiltonian systems. This is given in Section 4. In this section we also discuss the relation between a stochastic Hamiltonian system and its Riccati equation. The related dual Riccati equations is also discussed. We then give the proofs of Theorem 3.1 in Section 5 and that of Theorem 3.2 in Section 6. Several remarks are given after the proof of Theorem 3.2, to explain the 'statistic periodicity' of the related eigenfunctions. Finally, in Section 7, we give a standard formulation of the problem of eigenvalues from the point of view of functional analysis: a new monotone operator A in a suitable Hilbert space is introduced. Our problem of eigenvalues of deterministic and stochastic Hamiltonian systems can be treated as the problem of eigenvalues of this linear operator A. In the appendix, we prove a general comparison theorem, used in Sections 5 and 6, of matrix-valued Riccati equations.
In this paper many techniques in matrix-valued ODE have been applied. With the appendix, they basically self-contained in this paper. Readers who are only interested in one-dimensional cases can read the all the involved n × n matrices as scalars, i.e., 1 × 1 matrices. Our results are still novel.
General formulation
We will use respectively the notations ·; · and | · | for the scalar product and the norm of an Euclidean space, without specifying the dimension of the space (the scalar product of a Hilbert space H will be denoted by ·; · H ).
Let B t , t¿0, be a Brownian motion deÿned on a probability space ( ; F; P). Without loss of generality, we assume that B t is one-dimensional. We denote by F t = {{B s ; s6t} ∨ N}, the natural ÿltration generated by B s , where N is the collection of all P-null subsets. The space of all mean square-integrable F t -adapted and R m -valued processes will be denoted by M 2 (0; T ; R m ). It is a Hilbert space with the norm
We recall a result of Hu and Peng (1995) of forward-backward stochastic di erential equations (FBSDE): to ÿnd a triple of processes (x(·); y(·); z(·)) ∈ M 2 (0; T ; R 3n ) that solves uniquely the following FBSDE d x t = f 2 (x t ; y t ; z t ; t) dt + f 3 (x t ; y t ; z t ; t) dB t ; t ∈ [0; T ]; −dy t = f 1 (x t ; y t ; z t ; t) dt − z t dB t ;
where
We assume that
We also assume the Lipschitz condition for f and :
Our main assumptions are the following monotonicity condition:
where ¿ 0 is a constant, and
We have Hu and Peng (1995) Proposition 2.1. We assume (2:3)-(2:7). Then there exists a unique solution (x; y; z)
A direct application of this result, which is also the principal motivation of the papers Hu and Peng (1995) and Peng and Wu (1999) is the following boundary problem of stochastic Hamiltonian system: let h(x; y; z) : R n × R n × R n → R be a C 1 real function of (x; y; z), called a Hamiltonian and let (x) : R n → R be a C 1 real function of x. A boundary problem of stochastic Hamiltonian system is of the following form: to ÿnd a triple: (x; y; z) ∈ M 2 (0; T ; R 3n ) such that d x t = @ y h(x t ; y t ; z t ) dt + @ z h(x t ; y t ; z t ) dB t ;
−dy t = @ x h(x t ; y t ; z t ) dt − z t dB t ;
where @ x h, @ y h and @ z h are respectively gradients of h with respect to x, y and z. This problem is a special type of (2.1), with
If f and satisfy the assumptions (2.3) -(2.7), then, by Proposition 2.1, the stochastic Hamiltonian system has a unique solution.
Our problem of eigenvalues of a stochastic Hamiltonian system is formulated as follows: let h(x; y; z) : R 3n → R be a C 1 function that satisÿes a similar Lipschitz condition as for h. We set for each ∈ R h (x; y; z) = h(x; y; z) + h(x; y; z):
We assume further more that (x; y; z) = (0; 0; 0) is a critical point of h and h, i.e., @ x h = @ x h = @ y h = @ y h = @ z h = @ z h = 0 for (x; y; z) = (0; 0; 0) (2.10)
We consider the following stochastic Hamiltonian system: d x t = @ y h (x t ; y t ; z t ) dt + @ z h (x t ; y t ; z t ) dB t ;
x 0 = 0; y T = 0: (2.11)
It is clear that (x t ; y t ; z t ) ≡ 0 is a trivial solution of (2.11). The problem of eigenvalues is to ÿnd some number = 0 for which (2.11) has nontrivial solutions. We will mainly consider the case where h and h are of quadratic form:
where H and H are 3n × 3n symmetric matrices: Remark 1. In Section 7, we will explain, from the point view of functional analysis, that this problem is in fact a problem of eigenvalues of a linear bounded and self-adjoint operator A in the Hilbert space M 2 (0; T ; R 3n ). Therefore only a real number can be an eigenvalue.
Main results
Actually we have two main results, for multi-dimensional case, we will treat the problem where the matrix H is of the following form: x(0) = 0; y T = 0: (3.2)
Theorem 3.1. We assume (2:12). Then there exists a 1 ¿ 0; the smallest eigenvalue. The dimension of the space of the eigenfunctions corresponding to 1 is less than n.
For one-dimensional case, i.e., n = 1, H ij and H ij , i = 1; 2; 3, are all real numbers. we will treat the case where 
the system of all eigenvalues of (3:3); with i ∞ and i → ∞. The dimension of the space of the eigenfunctions corresponding to each i is 1.
Remark 2. We will see in Sections 5 and 6, the proofs of these two theorems, that our method is to construct the related eigenfunctions. From those constructions one can see that the eigenfunctions (x i t ; y i t ) corresponding to i has a sort of 'statistic periodicity'. 'Stochastic vibrations' will appear. See Section 6.2 for more details.
Dual transformation of stochastic Hamiltonian system
As in the classical situation, an interesting and fundamental problem in stochastic Hamiltonian system of form (2.8) is, if we change the role of x and y, i.e., (x;ỹ) = (y; x), can we still regarding this equation as a stochastic Hamiltonian system? In deterministic case, by changing the direction of time variable, we can get a positive answer. In stochastic situation, we have to ÿnd a di erent approach. A new point of view of dual transformation method was proposed in a short communication of Peng (1999b) . Here we will discuss it in details. We will show that this dual transformation plays an essential role for ÿnding the eigenvalues and constructing the corresponding eigenfunctions of a stochastic Hamiltonian system.
General case
We will introduce a method of dual transformation of a stochastic Hamiltonian system. This method plays an important role in the proof of the above two theorems. For simpliÿcation, we assume that
where ÿ is a positive constant. This assumptions can be weaken. We note that the monotonic assumption (2.6) need not to be satisÿed. Consider the following stochastic Hamiltonian system:
We assume that a solution (x t ; y t ; z t ) t∈[0;T ] , of this equation exists. The problem is: if we change the role of x t and y t i.e., set (x t ;ỹ t ) = (y t ; x t ), is this equation still a stochastic Hamiltonian system? To this end, we take the Legendre transformations for h with respect to z, and for with respect to x:
where z * (x; y; z), for each (x;ỹ;z), is the corresponding (unique) minimum point, x * (x), for eachx is the corresponding (unique) maximum point. We callh the dual Hamiltonian of (4.2). From (4.1),h and˜ are well-deÿned.
We also have the following inverse Legendre transformations:
h(x; y; z) = inf z∈R n×d { z;z −h(y; x;z)} = { z;z(x; y; z) −h(y; x;z(x; y; z))};
Furthermore, we havẽ z = @ z h(ỹ;x; z(x;ỹ;z));x = @ x (x(x)); ∀x;ỹ;z; z = @zh(y; x;z(x; y; z)); x = @x˜ (x(x)); ∀x; y; z:
It is then easy to check that the triple (x t ;ỹ t ;z t ) deÿned bỹ x t = y t ;ỹ t = x t ;z t = @ z h(x t ; y t ; z t ) (4.5) satisÿes the following stochastic Hamiltonian system: dx t = @ỹh(x t ;ỹ t ;z t ) dt + @zh(x t ;ỹ t ;z t ) dB t ;x(0) = y 0 ;
We then can claim 
Linear case
We consider the following linear stochastic Hamiltonian system:
where Q; H ij ; i; j = 1; 2; 3; are all n × n matrix such that H T ij = H ij and Q T = Q. We do not need Assumption (2:12). Assumptions (4:1) are read as H 33 ¡ 0; and Q ¿ 0: (4.7)
According to (4.4)
x t = y t ;ỹ t = x t ; z t = H 31 x t + H 32 y t + H 33 z t ;
. Thus the special case of the dual system (4.6) is 
Matrix-valued Riccati equations
The notion of Riccati equations was widely used to refer matrix-valued ODE containing linear and quadratic terms. These equations and their natural relation with linear quadratic optimal stochastic controls has been extensively studied, see for example Wonham (1968) , Bismut (1973) , Bensoussan (1981) , Peng (1993) and Chen et al. (1994) . In this section, we will give a new formulation of such matrix-valued Riccati equations of form (4.9). This formulation has a more direct relation with stochastic Hamiltonian systems.
We denote by S n the set of all n × n symmetric matrices, and by S n + the set of all nonnegative matrices in S n . Now we consider the following
This equation is called a matrix-valued Riccati equation.
Observe that the second relation of (4.9) can be rewritten as
If (4.9) has a unique solution (K(·); M (·)) then the following condition has to be satisÿed:
(4.10)
−1 exists and is uniformly bounded. We will discuss, in Section 5, Remark 5, the conditions under which (4.10) is satisÿed. In this case M (t) can be expressed in term of K(t):
where we denote
We will discuss this mapping, in Section 5, Remarks 5 and 6, some main properties of this mapping. In this case, K(t) is a solution of the following matrix-valued ODE: The following lemma holds even without Assumption (4:7).
Lemma 4.2. We assume that in some interval
. Then the stochastic Hamiltonian system with boundary condition
has an 'explicit solution'
If we assume furthermore that (4:10) holds; or more weakly; there exist a constant c ¿ 0; such that
holds; then stochastic Hamiltonian equation with boundary condition (4:14) has a unique solution.
Proof. The fact that (4.15) is a solution of the stochastic Hamiltonian equation (4.13) with boundary condition (4.14) can be checked by di erentiating K(t)x(t).
For the proof of the uniqueness, we only discuss the case under condition (4.10). Observe that since det(
is uniformly bounded. Let (x t ; y t ; z t ) t∈[T1;T2] be a solution of (4.13) with x T1 = x 0 , and y T 2 = K x T2 . We set ( y t ; z t ) = (K(t)x t ; M (t)x t ). By di erentiating y t , we have On the other hand, from
we have
We then set (ŷ t ;ẑ t ) = ( y t − y t ; z t − z t ). It is clear that
(4.18)
We now set
Since (I n − K(t)H 33 ) −1 is uniformly bounded, the above equation is written as
This is a typical linear backward stochastic di erential equation. There is a unique solution (ŷ(t); z (t)) ≡ 0. Thus (ŷ(t);ẑ(t)) ≡ 0, or
We point out, at this stage, that even the existence of (I n − K(t)H 33 ) −1 does not hold, using the classic technique of uniqueness introduced in Pardoux and Peng (1990) (see also El Karoui et al., 1997) , with the less strong condition (4.17), we can still prove (ŷ(t); z (t)) ≡ 0. It follows from the ÿrst equation of (4.13) that (x t ; y t ; z t ) is the solution of (4.16). Thus (x t ; y t ; z t ) ≡ (x(t); y(t); z(t)). The proof is complete.
Remark 3. There is an analogous relation between the dual Hamiltonian equation (4.8) and the following dual Riccati equation: 
Thus the inverse of (−H 33 ) −1 + K exists and is uniformly bounded in D F . It then follows from
Remark 5. For a given K ¿ 0, since K −1 − H 33 ¿ ÿI n , the inverse of K −1 − H 33 is uniformly bounded. On the other hand, we have
We also have 06F 0 (K)6 − H −1 33 . Thus, by passing limit:
One can also see from (4.21), that, in S n + ; F 0 (K) is monotone:
(4.23)
Proof of Theorem 3.1
In this section and the next, we will introduce a constructive method to prove the main results of this paper, Theorems 3.1 and 3.2. It consists of a combination of the classic Riccati equation approach and the dual transformation approach introduced in Section 4. We will see that the behavior of blow-up times of the solutions of the related Riccati equations and its dual Riccati equations, with respect to = 1 − dominates the properties of the eigenvalues.
Riccati equation approach
For Hamiltonian equation (3.2), we consider the Riccati equation corresponding to the eigenvalue problem of Hamiltonian equation (3.2):
where = 1 − . The problem is to solve a pair (K(t); M (t)) = (K(t; ); M (t; )); t6T , satisfying the above equation. We will see that the key point of the proof is the behavior of the blow-up times of K(t; ) when changes. We will ÿx a ∈ (0; 1) and consider the solution of the above equation within K(t)¿ H 33 . From Remarks 4 and 5 of the previous section, (I n − KH 33 ) −1 and F 0 (K) are well-deÿned. One can equivalently consider the following classic Riccati equation of type (4.12):
Since F 0 (K) analytic, from standard ODE theory, in a su ciently small interval (T − ; T ] the solution of (5.3) exists and is unique. We denote the solution of (5.3) by K(t)=K(t; ). By Comparison Theorem of Riccati equations (see Section 8, Appendix, Lemma 8.2), K(t; )¿0. Thus F 0 (K(t)) is always well-deÿned.
Remark 6. It is well-known in ODE that the maximum existing interval of Eq. (5.2)
is an left open subinterval (t ; T ]. This t is called the blow-up time. Since K(t)¿0, it follows that sup t t ||K(t; )|| = +∞. The properties of this t with respect to is very important for the construction of the eigenvalue and related eigenfunctions.
We are interested in the case where 61. It is clear that, when = 1, the equation becomes the normal one. We can assert that 
(5.5) From ¡ 0; H 11 ¿ÿI n and H 22 ¡ ÿI n , we can prove that the blow-up time t 1 of K 1 (·) satisÿes lim −∞ t 1 = T . It then follows that the ÿrst limit of (5.4) holds. 
, with terminal condition K 3 (T ) = 0: Thus, we only need to prove that the limit of the blow-up time of K 3 (t; ) is T as tends to −∞. But it is clear that K 3 (t) = k(t)I n , where k(t) is the solution of the one-dimensional ODE −k(t) = ÿ 1 − ÿ 2 k 2 (t); t6T , with k(T ) = 0. It is easy to prove that, as −∞, the limit of the blow-up time of this ODE is T: From this the ÿrst limit.
On the other hand, when K¿0; F 0 (K)6 − H −1 33 , still by Comparison theorem (see the appendix), we have K(t; )6K 0 (t; ); where
(5.7) When = 0, this is a linear equation. The blow-up time of K 0 (t; 0) is −∞. In general, since the left-hand side of this ordinary di erential equation is locally Lipschitz, it follows that, for an arbitrarily large interval t 0 ; T ], t 0 ∈ (−∞; T ), there exists a suciently small ¿ 0, such that K 0 (t; ), is uniformly bounded in [t 0 ; T ], for ∈ [− ; ], and that lim →0 sup t∈[t0;T ] ||K(t; ) − K(t; 0)|| = 0. Particularly, the blow-up time t 0 of K 1 (t; ) tends to −∞ when b0, thus the second limit of (5.4) holds.
Again by Comparison Theorem, we have
06K(t; )6K(t; ); −∞ ¡ ¡ ¡ 0; t ∈ (t ; T ]: (5.8)
Thus t is a decreasing function of . The proof is complete.
Lemma 5.2. The blow-up time t depends continuously in ∈ (−∞; 0): It is a strictly decreasing function of satisfying (5:4).
Proof. We consider the continuity of t at a ÿxed point 0 ∈ (−∞; 0). We have t 0 ∈ (−∞; T ). Since t 0 ¡ T and lim −∞ t = T , we can chose a 1 ¡ 0 such that t 1 ∈ (t 0 ; T ). We now ÿx a t ∈ (t 1 ; T ). It is clear that, for each ∈ [ 1 ; 0); t ¡ t. Since H 11 ¿ÿI n , then it is clear that there exists a c ¿ 0, such that K 0 (t; 0 )¿cI n , for all t ∈ (t 0 ; t]. It then follows from K(t; 0 )¿K 0 (t; 0 ) that K −1 (t; 0 ) exists and is uniformly bounded in t ∈ (t 0 ; t ]:
On the other hand, since K(t; ) depends continuously on ,
Thus these exists a su ciently small 0 ¿ 0 such that, for each ∈ [ 0 − 0 ; 0 + 0 ]; K( t; )¿(c=2)I n . We now consider the behavior ofK(t; ) = K −1 (t; ) in the interval t ∈ (t 
||K(t; ) −K(t; 0 )|| = 0:
This with the factK(t; 0 ) ¿ 0; t ∈ (t 0 ; t ] it follows that, for a su ciently small ¿ 0, there exists a ¿ 0, such that, for all ∈ ( 0 − ; 0 + ) and t ∈ [t 0 + ; t ], we havẽ K(t; ) ¿ 0. In other words, t 6t 0 + , for | − 0 |6 . Thus t is left continuous.
For the right continuity of t at 0 , we chose, by (5.11), an x ∈ R n ; with |x| 2 = 1, such that K (t 0 ; 0 )x; x = 0. From (5.10) Since again K (t 0 ; 0 )x; x = 0, it follows that, for a su ciently small It follows that, for any ∈ [0; 0 ), there exists a ¿ 0, such that whenever
Thus, by (5.11), t ¿ t 0 − . Thus t is right continuous in .
The strictly decreasing property of t is a direct consequence of (5.11) and the Strict Comparison Theorem:K(t; ) ¿K(t; ) if ¿ .
The proof is complete.
An easy and important consequence of the above results is
Lemma 5.3. K(t) is continuous on t ∈ (t ; T ]. It satisÿes Riccati equation (5:7). Its inverseK(t)=K −1 (t) is continuous on t ∈ [t ; T ) and satisÿes its dual Riccati equation (5:9). Furthermore; the matrix deÿned bỹ
is degenerate.
We now can give
Proof of Theorem 3.1. We recall that = 1 − . From the above lemmas, we can ÿnd a unique 1 ¡ 0, such that the blow-up time of the solution of the Riccati Equation is t 1 = 0. It has the following form:
||K(t)|| = ∞:
We now consider its dual Riccati equation 
We prove that 1 = 1 − 1 is an eigenvalue. To this end it su ces to construct its the corresponding eigenfunction, i.e., a nontrivial solutions of the Hamiltonian equation
From Lemma 5.3, the following subsets is nonempty: N = {x ∈ R n ; ||x|| = 1; K 0x ;x = 0}:
We set
Note that the no-blow-up interval ofK(t) is [0; T ). Now for eachx 0 ∈Ñ , we can ÿrst solve the following dual Hamiltonian equation in t ∈ I 1 :
In fact, it is easy to check that this equation can be solved by
x(0) =x 0 ;ỹ(t) =K(t)x t ;z(t) =M (t)x(t); 06t6T=2:
Then one can set x(T=2) =ỹ(T=2) and solve, in the second time interval I 2 , the original Hamiltonian system: 
Since at time T=2
thus, by duality transformation, the triple (x t ; y t ; z t ); t ∈ [0; T ] deÿned by (x t ; y t ) = (ỹ;x)(t); t ∈ I 1 ; (x; y)(t); t ∈ I 2 ; 
It is clear that the dimension of such solutions is that of the null space of K 0 : The space of eigenfunctions consists of all linear combinations of these solutions. Indeed, since K(t);K(t)¿0; (I n − K(t)H 33 ) −1 is well deÿned on [T=2; T ]; (I n −K(t)H 33 ) −1 is well deÿned on [0; T=2]. It follows from Lemma 4.1 that any solution with boundary condition x(0) =K 0x0 = 0; y(T ) = 0 is in this space.
The fact that 1 = 1 − 1 is the ÿrst eigenvalue is based on the argument that, when ¡ 1 , the solution K(t; 1 − ) of Riccati equation (5.7) For the case n = 1, the main idea to treat the relation between the blow-up times and = 1 − is similar to that in the previous section. But we can get more concrete and interesting conclusions. Readers who are only interested in one-dimensional case can read Lemma 4.2, the followed remarks, Lemmas 5.1-5.3 as 1-D case in order to avoid all matrix calculations. We observe that, now H ij ; i; j = 1; 2; 3, and x(t); y(t); z(t) are all 1-dimensional. 
When, for a ÿxed ∈ (0; 1); k(t)¿ − ÿ −1 , one has (1 − k(t)H 33 )¿1 − ¿ 0. Its inverse is well-deÿned. We then have
We then have the classic Riccati equation of type (4.12): 
Consequently, the dual Riccati equation of (4.19) has its classic from:
As in n-dimensional case in Section 5, we ÿrst consider the blow-up time t of Riccati equation (6.2) Lemma 6.1. When ¡ 0 ; the solution k(t) ¿ 0; for t ¡ T . The blow-up time t is a ÿnite number: t ∈ (−∞; T ). t is continuous and strictly decreasing with respect to . We also have
To investigate the eigenvalues other than the ÿrst one, we need furthermore to consider the dual Riccati equation (6.4) with the terminal conditioñ k 0 (T ) = 0: (6.6)
Observe that, when ¡ 0 . Both −( H 22 − H 33 H 2 13 ) and −H 11 are strictly negative. Thus solutionk 0 (t) ¡ 0; t ¡ T. The blow-up timet ¡ T is a ÿnite number: lim t t k 0 (t) = −∞. The following lemma can be proved similarly as for Lemma 6.1. The proof is omitted.
Lemma 6.2. When ¡ 0 ; the solutionk 0 (t) of dual Riccati equation (6:4) with terminal condition (6:6) is negative on t ¡ T . The blow-up timet is a ÿnite number: t ∈ (−∞; T ).t is continuous and strictly decreasing with respect to . We also have
Now we can proceed the Proof of Theorem 3.2. We need to deÿne a series of blow-up times T ¿ t 1 ¿ t 2 ¿ · · ·. The ÿrst one is, as in the proof of Theorem 3.1, the blow-up time t of Riccati equation (6.2) with terminal condition (6.5), i.e. t 1 =t . The second one t 2 is for the solutionk(t) of dual Riccati equation (6.4) deÿned on t6t 1 with the terminal conditionk(t 1 ) = 0.
We observe that all coe cients are time invariant. It follows thatk(t)=k 0 (t +(T −t )), wherek 0 (t); t6T , is the solution of dual Riccati equation with the terminal conditioñ k 0 (T ) = 0, i.e., the one discussed in Lemma 6.2. It is clear that the blow-up time of k(t) is
The third one t 3 is for the solution k(t) of Riccati equation (6.2) deÿned on t6t 2 with the terminal condition k(t 2 ) = 0. Again
Thus the blow-up time
We can repeat this procedure to obtain successively and obtain, for i = 1; 2; : : : ;
By Lemmas 6.1 and 6.2, it is easy to check that, for each i = 1; 2; : : : ; t i is continuous and strictly decreasing in such that
We claim that the (i + 1)th eigenvalue i of the Hamiltonian equation x 0 = 0; y T = 0; = 1 − (6.8)
is solved uniquely by
The corresponding eigenfunctions, i.e., nontrivial solutions (
We only prove this claim i = 2, 2 = 1 − 2 , where 2 ∈ (−∞; 0 ) is uniquely solved by t 
We ÿrst solve, in the interval I 1 , dual Hamiltonian equation (6.3) with the boundary conditionx(0) = 1,ỹ(
). In fact, from Lemma 4.2, it is easy to check that this equation can be solved by setting initial conditionx(0) = 1, solving SDE in I 1 :
(6.9) and then setting (x(t);ỹ(t);z(t)) = (x t ;k(t)x t ;m(t)x t ), t ∈ I 1 . It should point out that, for this dual system, since the range ofk(t) is [0; −∞). It turns out that the main assumption (4.10) of Lemma 4.2 for the uniqueness of related Hamiltonian system may fail: it is possible that, for some t ∈ I 1 , (1 −k(t)H 33 ) = 0. But, from, the assumption H 23 = −H 33 H 13 , we can check that (4.17) still holds. Thus we still have the uniqueness. The same arguments applies for the later case in I 3 .
Then in the interval I 2 , we ÿrst solve, in Hamiltonian equation (6.1) with the boundary condition (x(t); y(t); z(t)) = (x t ; k(t)x t ; m(t)x t ). Then in the interval I 3 , as in I 1 , the dual Hamiltonian equation is uniquely solved by setting solving (6.9) in I 3 and then setting (x(t);ỹ(t);z(t)) = (x t ;k(t)x t ;m(t)x t ), t ∈ I 3 . Finally, in the last interval I 4 , we set
and solve the Hamiltonian equation (6.10) in I 4 and then set (x(t); y(t); z(t))=(x t ; k(t)x t ; m(t)x t ). It is easy to check that, the triple (x 2 (·); y 2 (·); z 2 (·)) deÿned by (x 2 t ; y 2 t ) = (ỹ(t);x(t)); t ∈ I 1 ∪ I 3 ; (x(t); y(t)); t ∈ I 2 ∪ I 4 ;
[H 31x +H 32ỹ +H 33z ](t); t ∈ I 1 ∪ I 3 ; z(t); t ∈ I 2 ∪ I 4 solves (6.1) with the boundary condition x 2 (0) = 0, y 2 (T ) = 0. Since from y 2 (0)= x(0) = 1, it is a nontrivial solution, thus it is an eigenfunction. From the uniqueness result in Lemma 4.2, we can prove the eigenfunction space is just spanned by this eigenfunction. Thus it is of one dimension. Again by this uniqueness one can also prove that, no eigenvalue exists in the interval ( 1 ; 2 ), that is, 2 is the second eigenvalue.
The succeeded eigenvalues 3 , 4 ; : : : ; and related eigenfunctions can be obtained similarly. By these constructions and from Lemma 4.1, the system all eigenvalues and the corresponding eigenfunctions can be constructed. For each i , the dimension of the space of the corresponding eigenfunctions is 1.
Statistic periodicity and stochastic oscillations
We now consider the third eigenvalue 3 . In this case we need to take i = 2 in (6.7) and chose 3 such that
Then we take 3 = 1 − 3 . In this case there will be 6 blow-up times (for K andK):
Let (x 3 (·); y 3 (·); z 3 (·)) be the third eigenfunction with y 3 (0) = 1. Following our method in the above subsection, we have x 3 (0) = 0; y 3 (t Then one can deÿne, from these function and , a 'statistic periodic' solution of the Hamiltonian system (6.1) as follows: for the ÿrst period t ∈ [0; t 1 3 ' in the above mentioned sense. Notice that in the corresponding deterministic case, (it 1 3 ) = 1, i = 1; 2; : : :.
Remark 7. We also observe that, in fact, for an arbitrary ¡ 0 , we can always construct such periodic solution. In this case, the only di erence from the above construction is, instead of to ÿnd a that suits T , we need to ÿnd a T that suits . Thus, when ¡ 0, the stochastic Hamiltonian system describes the phenomenon of stochastic oscillations.
Remark 8. The above discussion is also valid for the construction of the eigenfunction of i , i ¿ 3. In fact, the third zero-crossing time t ; T ] are given as in the above remark.
Point of view of functional analysis

General point of view
A functional analysis approach was proposed in Peng (1999a) . In this section, we will show that, according this point of view, the problem of eigenvalues discussed in Section 2 and Section 3 can be interpreted as the problem of eigenvalues of certain operators deÿned in a suitable Hilbert space. We begin to formulate the problem with a rather general point of view. For a given Á(·) = (u; v; w)(·) ∈ M 2 (0; T ; R 3n ), the following problem:
−dy = [f 1 (x; y; z) + g 1 (Á(t))]dt − z dB(t);
x(0) = 0; y(T ) = 0; (7.1) where f 1 ; f 2 and f 3 are given in the beginning of Section 2 and g 1 , g 2 , g 3 are measurable mappings from R 3n to R n . We set
We assume Lipschitz condition for g:
By Proposition 2.1, for each triple of processes Á(·) ∈ M 2 (0; T ; R 3n ), there exists a unique solution Á (·) = (x Á ; y Á ; z Á )(·) ∈ M 2 (0; T ; R 3n ) of (7.1). For given Á(·); Á (·) ∈ M 2 (0; T ; R 3n ), we apply Itô's formula to
Since x Á (0) = x Á (0) = y Á (T ) = y Á (T ) = 0, one has Lemma 7.1.
We now consider the case where g is a linear mapping
We can then introduce a mapping A : M 2 (0; T ; R 3n ) → M 2 (0; T ; R 3n ):
where g * is the adjoint mapping of g. From (7.2) and (7.1), A satisÿes, for each Á and Á in M 2 (0; T ; R 3n ),
and thus
It follows that A is a bounded, continuous and monotone operator deÿned on M 2 (0; T ; R 3n ).
Linear stochastic Hamiltonian system: A is a self adjoint operator
In this paper we are mainly interested in the case where f is a linear self-adjoint mapping:
f 1 = @ x h(x; y; z) = H 11 x + H 12 y + H 13 z = H 1 ; f 2 = @ y h(x; y; z) = H 21 x + H 22 y + H 23 z = H 2 ; f 3 = @ z h(x; y; z) = H 31 x + H 32 y + H 33 z = H 3 : (7.6)
It is easy to check that condition (2.4) is satisÿed. For each given Á = (u; v; w) ∈ M 2 (0; T ; R 3n ). We consider the following Stochastic Hamiltonian System (SHS in short): to solve a triple Á = (x; y; z) ∈ M 2 (0; T ; R 3n ), solution of
Thus the above lemmas hold.
Lemma 7.2. The operator A deÿned by
is a linear bounded operator with the following monotonicity
Moreover, one has Lemma 7.3. The linear operator A deÿned on M 2 (0; T ; R 3n ) is self-adjoint:
Proof. By Itô's formula
Similarly,
Since H is a symmetric matrix, the left-hand side is zero. Thus
By the deÿnition of the operator A
Now we consider the following eigenvalue problem of A: to ÿnd a real number and a Á ∈ M 2 (0; T ; R 3n ) such that AÁ = Á: (7.10)
From the deÿnition of A, one has
Thus, this problem is equivalent to solve the problem of eigenvalues of stochastic Hamiltonian system (2.15), with
We then could apply very rich results in the spectrum theory in functional analysis to study the problem eigenvalues of (2.15).
Remark 9. In fact, classically, i is the eigenvalue of the operator A.
Deterministic situations
A discussion on deterministic situation may be helpful for some readers. Let us ÿrst consider the following deterministic boundary value problem: for some suitable number = 0, to ÿnd a nontrivial R n ×R n -valued solution (x(t); y(t)); 06t6T , of the ordinary di erential equation (ODE) x(t) = f 2 (x(t); y(t)) + Ry(t); x(0) = 0; −ẏ(t) = f 1 (x(t); y(t)) + Nx(t); y(T ) = 0; (7.11) where N and R are symmetric and nonnegative n×n matrices; b; f : (x; y) ∈ R n ×R n → R n , are given measurable functions: We denote = (x; y) and set
We will use the notation ·; · for the scalar product in an Euclidean space, without specifying the dimension of the space (the scalar product of a Hilbert space H will be denoted by ·; · H ). Our main assumptions are
We will assume the following monotonicity (otherwise we can consider, for example, g 1 ( ) = g( ) − ÿ with su ciently large ÿ ¿ 0):
where ¿ 0 is a constant. It is seen that (t) ≡ 0 is a (trivial) solution of (7.11). The eigenvalue problem is to ÿnd some scalar for which (7.11) has nontrivial solutions. For clarifying our idea, we only treat the real number case. To investigate this problem, we ÿrst solve, for each Á(·) = (u(·); v(·)) ∈ L 2 (0; T ; R 2n ), the following ODE:
−ẏ(t) = f 1 (x(t); y(t)) + Nu(t); y(T ) = 0: (7.14)
The following lemma may be found in Hu and Peng (1995) .
Lemma 7.4. We assume (7:12) and (7:13). Then; for each Á(·) ∈ L 2 (0; T ; R 2n ); there exists a unique solution (·) = (x(·); y(·)) of (7:14).
The following property plays an essential role:
Lemma 7.5. Let = (x (·); y (·)) be the solutions of (7:14) with Á(·) = (u (·); v (·)) in the place of Á (·). Then we have
(7.15)
Proof. It is easy to check that
We take integral on the two sides of the above equality over [0; T ]. By the boundary conditions it follows that (7.15) holds true. The proof is complete.
Two special cases of are typical: (i) N ≡ I n , R ≡ 0; (ii) N ≡ 0, R ≡ −I n , where I n is the n × n identity matrix. Without loss of generality, we only discuss case (i). In this case, for each u(·) ∈ L 2 (0; T ; R n ), the solution (·) = (x(·); y(·)) of (7.14) is uniquely determined. We then can introduce a mapping A :
A is called the Sturm-Liouville operator of the problem (7.11). From (7.15) and (7.13), this mapping satisÿes, for each u and u in L 2 (0; T ; R n ),
Thus A is a bounded, continuous and monotone operator on L 2 (0; T ; R n ). Furthermore, one has Lemma 7.6. For each ÿxed k ¿ 0; the following subset is compact in L 2 (0; T ; R 2 ) :
F k =:{A(u; ·); u ∈ L 2 (0; T ; R n ); ||u|| L 2 (0;T ;R n ) 6k}: (7.20)
Proof. From (7.19) and the fact that A(0; ·) ≡ 0, it follows that F k is bounded in L 2 . From this and the deÿnition of A it is easy to check that F k is bounded in the Hilbert space H (0; T ; R n ) equipped with the norm Thus F k is compact in L 2 (0; T ; R n ). The proof is complete.
We return to the eigenvalue problem (7.11). Under the notion A of (7.17) and with R = 0, N = I n , (7.11) is equivalent to A(u) = u; u ∈ L 2 (0; T ; R n ): (7.22)
We apply the above results to a typical case, i.e., a linear Hamiltonian systems with boundary conditions, in which f 1 and f 2 have the following linear form: f 1 (x; y) = @ x h(x; y) = H 11 x + H 12 y; f 2 (x; y) = @ y h(x; y) = H 21 x + H 22 y:
Here H ij i; j = 12 are (n × n)-matrices, H 12 = H T 21 . H 11 and −H 22 are symmetric and positive. This kind of systems often appears in the optimization of control systems. It is easy to check that the conditions (7.12) -(7.13) are satisÿed. Thus the above lemmas hold true. The operator A becomes a compact linear operator with the following monotonicity:
Au; u L 2 (0;T ;R n ) ¿ ||Au|| 2 L 2 (0;T ;R n ) :
(7.24)
Moreover, one has Lemma 7.7. A is a self-adjoint operator deÿned on L 2 (0; T ; R n ) :
Au; u L 2 (0;T ;R n ) = u; Au L 2 (0;T ;R n ) ; ∀u; u : (7.25)
Proof. Let (x ; y ) be the solution of (7.14) with u ∈ L 2 (0; T ; R n ) in the place of u. With N = I n and R = 0, we have d dt [ x(t); y (t) − x (t); y(t) = − x(t); u (t) + x (t); u(t) : (7.26)
It follows from the boundary condition that 
Appendix. Comparison theorems of matrix-valued ODEs
In this appendix, we will give Comparison Theorems of symmetric-matrix-valued ODEs, and in particular, Riccati equations. The proof is complete.
The following, to our knowledge, new Comparison Theorem is a generalization of the linear one. Consider two nonlinear S n -value ODE: for i = 1; 2; Proof. We ÿrst prove that, when F 1 = F 2 ≡ 0, the theorem holds true. Indeed, let K = K 1 − K 2 , one can easily check that K(t) satisÿes
ObviouslyQ¿0,R¿0. It follows from the linear comparison theorem that K(t) = K 1 (t) − K 2 (t)¿0. For more general situation, we set K 0 1 (t)=K 2 (t), and solve successively the following equation for j = 1; 2; : : :: From the above conclusion, it is easy to check that K 1 1 (t)¿K 2 (t), and K 1 1 (t)6K 2 1 (t)6 K 3 1 (t)6 · · ·. Since this is a Picard iteration, this sequence converges on some interval. It is easy to check that this limit is just K 1 (t). It follows that K 1 (t)¿K 2 (t).
For further reading
The following reference is also of interest to the reader: Peng, 1991. 
