Abstract. This paper is devoted to the investigation of spatial spreading speeds and traveling wave solutions of monostable evolution equations with nonlocal dispersal in time and space periodic habitats. It has been shown in an earlier work by the first two authors of the current paper that such an equation has a unique time and space periodic positive stable solution u * (t, x). In this paper, we show that such an equation has a spatial spreading speed c * (ξ) in the direction of any given unit vector ξ. A variational characterization of c * (ξ) is given. Under the assumption that the nonlocal dispersal operator associated to the linearization of the monostable equation at the trivial solution 0 has a principal eigenvalue, we also show that the monostable equation has a continuous periodic traveling wave solution connecting u * (·, ·) and 0 propagating in any given direction of ξ with speed c > c * (ξ).
Introduction
In 1937, Fisher [14] and Kolmogorov, Petrowsky, Piscunov [24] independently studied the following reaction diffusion equation modeling the evolutionary take-over of a habitat by a fitter genotype, ∂u ∂t = ∂ 2 u ∂x 2 + u(1 − u), x ∈ R.
(1.1)
Here u is the frequency of one of two forms of a gene. Fisher in [14] found traveling wave solutions u(t, x) = φ(x − ct), (φ(−∞) = 1, φ(∞) = 0) of all speeds c ≥ 2 and showed that there are no such traveling wave solutions of slower speed. He conjectured that the take-over occurs at the asymptotic speed 2. This conjecture was proved in [24] by Kolmogorov, Petrowsky, and Piscunov, that is, they proved that for any nonnegative solution u(t, x) of (1.1), if at time t = 0, u is 1 near −∞ and 0 near ∞, then lim t→∞ u(t, ct) is 0 if c > 2 and 1 if c < 2 (i.e. the population invades into the region with no initial population with speed 2). The number 2 is called the spatial spreading speed of (1.1) in literature.
The results of Fisher [14] and Kolmogorov, Petrowsky, Piscunov [24] for (1.1) have been extended by many people to quite general reaction diffusion equations of the form,
where f (t, x, u) < 0 for u ≫ 1, ∂ u f (t, x, u) < 0 for u ≥ 0, and f (t, x, u) is of certain recurrent property in t and x. For example, assume that f (t, x, u) is periodic in t with period T and periodic in x i with period p i (p i > 0, i = 1, 2, · · · , N ) (i.e. f (·+T, ·, ·) = f (·, ·+p i e i , ·) = f (·, ·, ·), e i = (δ i1 , δ i2 , · · · , δ iN ), δ ij = 1 if i = j and 0 if i = j, i, j = 1, 2, · · · , N ), and that u ≡ 0 is a linearly unstable solution of (1.2) with respect to periodic perturbations. Then it is known that (1.2) has a unique positive periodic solution u * (t, x) (u * (t + T, x) = u * (t, x + p i e i ) = u * (t, x)) which is asymptotically stable with respect to periodic perturbations and it has been proved that for every ξ ∈ S N −1 := {x ∈ R N | x = 1}, there is a c * (ξ) ∈ R such that for every c ≥ c * (ξ), there is a traveling wave solution connecting u * and u ≡ 0 and propagating in the direction of ξ with speed c, and there is no such traveling wave solution of slower speed in the direction of ξ. Moreover, the minimal wave speed c * (ξ) is of some important spreading properties. For spreading properties, the reader is referred to [38] for homogeneous equations, to [2] , [15] , [16] , and [39] for periodic equations, and to [2] , [4] for general equations. About existence of traveling waves and characterization of their speeds, the reader is referred to [3] , [5] for space periodic equations, and to [27] , [29] , [30] , [39] for space-time periodic equations. The reader is referred to [25] and [26] for spreading properties and existence of traveling waves in homogeneous and periodic systems, respectively, and to [21] , [28] , [33] , [34] for the extensions of the above results to the cases that f (t, x, u) is almost periodic in t and periodic in x and that f (t, x, u) ≡ f (t, u) is recurrent in t. Among others, equation (1.2 ) is used to model the evolution of population density of a species with random internal interaction or movement among the organisms (roughly, the organisms move randomly between the adjacent spatial locations). The term ∆u in (1.2) characterizes the internal interaction or movement of the organisms and is sometime referred to as random dispersal. In practice, the internal interaction or movement among the organisms in many biological systems is not local. Evolution equations of the following form are widely used to model such systems, ∂u ∂t = R N k(y − x)u(t, y)dy − u(t, x) + u(t, x)f (t, x, u(t, x)), x ∈ R N , (
where k(·) is a C 1 convolution kernel supported on a ball centered at 0 (i.e. k(z) > 0 if z < r 0 and k(z) = 0 if z ≥ r 0 for some r 0 > 0, where · denotes the norm in R N ), and R N k(z)dz = 1 (see [1] , [7] , [13] , [18] , [22] , etc.). In (1.3), the term R N k(y − x)u(t, y)dy − u(t, x) characterizes the internal interaction or movement of the organisms and is sometime referred to as nonlocal dispersal.
Recently, nonlocal dispersal equations of form (1.3) have been studied by many authors. See, for example, [10] , [23] , [35] , [37] for the study of the existence, uniqueness, and stability of positive stationary solutions of (1.3) in the case that f (t, x, u) ≡ f (x, u) is spatially periodic. See, for example, [8] and [12] for the study of traveling waves of (1.3) in the case that f (t, x, u) ≡ f (u) is homogeneous, and [11] and [36] for the study of traveling waves of (1.3) in the case that f (t, x, u) ≡ f (x, u) is spatially periodic. See also [20] , [35] , and [37] for the study of spreading properties of (1.3) with f (t, x, u) = f (x, u) being spatially periodic. However, in contrast to (1.2) , the dynamics of (1.3) with both time and space periodic dependence or with general time and/or space dependence is much less understood. The results on spatial spreading speeds and traveling wave solutions established in [26] and [39] for quite general periodic monostable evolution equations cannot be applied to time and space periodic nonlocal monostable equations because of the lack of certain compactness of the solution operators for such equations.
The objective of the current paper is to explore the spatial spread and front propagation dynamics of (1.3) in the case that f (t, x, u) is periodic in t and x and satisfies proper monostablility assumptions. More precisely, let (H0) stands the following assumption.
Throughout the rest of this paper, we assume f satisfies (H0). Let
with norm u Xp = sup (t,x)∈R×R N |u(t, x)|, and
Let I be the identity map on X p , and K, a 0 (·, ·)I : X p → X p be defined by
where k(·) is as in (1.3) and a 0 (t, x) = f (t, x, 0). Let σ(−∂ t + K − I + a 0 (·, ·)I) be the spectrum of −∂ t + K − I + a 0 (·, ·)I acting on X p . The monostablility assumptions are then stated as follows:
∂f (t,x,u) ∂u < 0 for t ∈ R, x ∈ R N and u ∈ R + and f (t, x, u) < 0 for t ∈ R, x ∈ R N and u ≫ 1.
It is proved in [32] that (H1) and (H2) imply that (1.3) has exactly two time periodic solutions in X + p , u = 0 and u = u * (t, x), and u = 0 is linearly unstable and u = u * (t, x) is asymptotically stable with respect to positive perturbations in X + p (see [32] for details), where
with maximum norm and
Hence (H1) and (H2) are called monostability assumptions.
In the current paper, we investigate the spreading feature and traveling wave solutions of (1.3). Let X = {u ∈ C(R N , R) | u is uniformly continuous and bounded} (1.10) with supremum norm and
By general semigroup theory, for any u 0 ∈ X, (1.3) has a unique solution u(t, x; u 0 ) with u(0, x; u 0 ) = u 0 (x). By comparison principle, if u 0 ∈ X + , then u(t, ·; u 0 ) exists for all t ≥ 0 and u(t, ·; u 0 ) ∈ X + (see Proposition 2.2 for details). For given ξ ∈ S N −1 and µ ∈ R, let λ 0 (ξ, µ, a 0 ) be the principal spectrum point of the eigenvalue problem
(see Definition 3.1 for details). Let X + (ξ) be defined by
Roughly, a real number c * (ξ) ∈ R is called the spreading speed of (1.3) in the direction of ξ ∈ S N −1 if for any u 0 ∈ X + (ξ),
(see Definition 4.1 for details). Among others, we prove
is the spreading speed of (1.3) in the direction of ξ (see Theorem 4.1 for details). Moreover, the spreading speed c * (ξ) is of some important spreading features (see Theorem 4.2 for details).
• If λ 0 (ξ, µ, a 0 ) is the principal eigenvalue of (1.12) for all µ > 0 (see Definition 3.1 for the definition of principal eigenvalue), then for any c > c * (ξ), (1.3) has a continuous (periodic) traveling wave solution u(t, x) = Φ(x − ct, t, ct) connecting u * and 0 in the direction of ξ (i.e. Φ(x, t, z) is continuous in x, t, and z, is periodic in t and z, and Φ(x, t, z) − u * (t, x + z) → 0 as x · ξ → −∞ and Φ(x, t, z) → 0 as x · ξ → ∞) (see Theorem 5.1 for details).
To prove these results, we first establish some new results on the principal eigenvalue of nonlocal dispersal operators with time periodic dependence, and among those, we prove
• If λ 0 (ξ, µ, a 0 ) is the principal eigenvalue of (1.12) for all µ > 0, then λ 0 (ξ, µ, a 0 ) is algebraically simple, and λ 0 (ξ, µ, a 0 ) and φ(·, ·; ξ, µ) are smooth in µ, where φ(·, ·; ξ, µ) is the positive eigenfunction of (1.12) associated to λ 0 (ξ, µ, a 0 ) with φ(·, ·; ξ, µ) = 1. (see Theorem 3.1 for details).
It should be pointed out that the above property of principal eigenvalue of nonlocal dispersal operators is of independent interest. The first two authors of the current paper developed in [32] some criteria for the existence of principal eigenvalue of nonlocal dispersal operators. The principal eigenvalue theory for nonlocal dispersal operators established in [32] and the new principal eigenvalue theory for nonlocal dispersal operators developed in the current paper will play an important role in the proofs of the existence of spreading speeds and traveling wave solutions of (1.3).
It should also be pointed out that the existence of spreading speeds of (1.3) does not require the existence of principal eigenvalue of (1.12). It follows from [32, Theorem B] that if a 0 (t, x) is C N and 1 ≤ N ≤ 2, then λ 0 (ξ, µ, a 0 ) is the principal eigenvalue of (1.12) for all µ > 0. Hence if 1 ≤ N ≤ 2 and a 0 (t, x) is C N , then for any c > c * (ξ), (1.3) has a continuous (periodic) traveling wave solution u(t, x) = Φ(x − ct, t, ct) connecting u * and 0 in the direction of ξ. When N ≥ 3, (1.12) may not have a principal eigenvalue (see [35] for an example). If λ 0 (ξ, µ, a 0 ) is not a principal eigenvalue of (1.12) for some µ > 0, it remains open whether (1.3) has a traveling wave solution connecting u * (·, ·) and 0 in the direction of ξ with any speed c > c * (ξ) (this remains open even when f (t, x, u) ≡ f (x, u) is time independent but space periodic).
The results of the current paper extend the existence of spreading speed c * (ξ) and its spreading properties in [35] and the existence of traveling waves with speed c > c * (ξ) in [11] and [36] for spatially periodic case to both space and time periodic case. In the case that f (t, x, u) = f (x, u) is spatially periodic, the existence of traveling waves with speed c = c * (ξ) is also proved in [11] and the uniqueness and stability of traveling waves with speed c > c * (ξ) are proved in [36] . The existence of traveling waves with speed c = c * (ξ) and uniqueness and stability of traveling waves in the case that f is both space and time periodic remain open.
The rest of the paper is organized as follows. In section 2, we present some comparison principle for nonlocal evolution equations. We establish some new principal eigenvalue theory for nonlocal dispersal operators with time dependence in section 3. Spatial spreading speeds and traveling wave solutions of (1.3) are investigated in sections 4 and 5, respectively.
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Comparison Principle for Nonlocal Dispersal Equations
In this section, we present comparison principles for solutions of nonlocal dispersal equations.
First, consider the following nonlocal linear evolution equation,
where µ ∈ R, ξ ∈ S N −1 , and a(t, ·) ∈ X p and a(t + T, x) = a(t, x). Note that if µ = 0 and a(t, x) = a 0 (t, x)(:= f (t, x, 0)), (2.1) is the linearization of (1.3) at u ≡ 0. Throughout this section, we assume that ξ ∈ S N −1 and µ ∈ R are fixed, unless otherwise specified.
Let X p and X be as in (1.8) and (1.10), respectively. It follows from the general linear semigroup theory (see [19] or [31] ) that for every u 0 ∈ X, (2.1) has a unique solution u(t, ·; u 0 , ξ, µ, a) ∈ X with u(0, x; u 0 , ξ, µ, a) = u 0 (x). Put
Note that if u 0 ∈ X p , then Φ(t; ξ, µ, a)u 0 ∈ X p for t ≥ 0. Let X + p and X + be as in (1.9) and (1.11), respectively. Let
and
For u 1 , u 2 ∈ X, we define 
Proposition 2.1 (Comparison principle for linear equations).
(1) If u 1 (t, x) and u 2 (t, x) are sub-solution and super-solution of (2.1)
Proof. For given ρ ≥ 0, let
equipped with the norm u X(ρ) = sup x∈R N e −ρ x |u(x)|.
Remark 2.1. For every u 0 ∈ X(ρ), (2.1) has a unique solution u(t, ·; u 0 , ξ, µ, a) ∈ X(ρ) with u(0, x; u 0 , ξ, µ, a) = u 0 (x). Moreover, for any u 1 , u 2 ∈ X(ρ) with u 1 ≤ u 2 and u(t, x; u 2 , ξ, µ, a)− u(t, x; u 1 , ξ, µ, a) ≥ −β for some β > 0 and any
Next, consider (1.3). By general nonlinear semigroup theory (see [19] or [31] ), (1.3) has a unique (local) solution u(t, x; u 0 ) with u(0, x; u 0 ) = u 0 (x) for every u 0 ∈ X. Also if u 0 ∈ X p , then u(t, x; u 0 ) ∈ X p for t in the existence interval of the solution u(t, x; u 0 ).
Proposition 2.2 (Comparison principle for nonlinear equations).
(1) If u 1 (t, x) and u 2 (t, x) are bounded sub-and super-solutions of (1.3) on [0, T ), respectively, and
(2) If u 1 , u 2 ∈ X p with u 1 ≤ u 2 and u 1 = u 2 , then u(t, ·; u 1 ) ≪ u(t, ·; u 2 ) for every t > 0 at which both u(t, ·; u 1 ) and u(t, ·; u 2 ) exist.
(3) For every u 0 ∈ X + , u(t, x; u 0 ) exists for all t ≥ 0. equipped with the norm u = sup x∈R N |u(x)|, and
By general semigroup theory, for any u 0 ∈ X, (1.3) has also a unique (local) solution u(t, ·; u 0 ) ∈ X with u(0, x; u 0 ) = u 0 (x). Similarly, we can define measurable sub-and super-solutions of (1.3). Proposition 2.2 (1) and (3) also hold for bounded measurable sub-, super-solutions and solutions.
Observe thatX is different from
Principal Spectrum Points and Principal Eigenvalues of Nonlocal Dispersal Operators
In this section, we present some principal spectrum point and principal eigenvalue theory for time periodic nonlocal dispersal operators. Throughout this section, r(A) denotes the spectral radius of an operator A on some Banach space. Let X p be as in (1.4) . Consider the following eigenvalue problem
where ξ ∈ S N −1 , µ ∈ R, and a(·, ·) ∈ X p . The operator a(·, ·)I has the same meaning as in (1.7) with a 0 (·, ·) being replaced by a(·, ·), and K ξ,µ : X p → X p is defined by
We point out the following relation between (1.3) and (3.1): if u(t, x) = e −µ(x·ξ− λ µ t) φ(t, x) with φ ∈ X p \ {0} is a solution of the linearization of (1.3) at u = 0,
where a 0 (t, x) = f (t, x, 0), then λ is an eigenvalue of (3.1) with a(t,
Observe that if µ = 0, (3.1) is independent of ξ and hence we put
I with finite algebraic multiplicity and a positive eigenfunction v ∈ X + p , and for every
Observe that −∂ t + K ξ,µ − I + a(·, ·)I may not have a principal eigenvalue (see an example in [35] ), which reveals some essential difference between random dispersal operators and nonlocal dispersal operators. Letâ
The following proposition provides necessary and sufficient condition for −∂ t +K ξ,µ −I+a(·, ·)I to have a principal eigenvalue. The following proposition provides a very useful sufficient condition for λ 0 (ξ, µ, a) to be the principal eigenvalue of
is C N and the partial derivatives ofâ(x) up to order N −1 at some x 0 are zero (we refer this to as a vanishing condition), where x 0 is such thatâ(x 0 ) = max x∈R Nâ(x), then λ 0 (ξ, µ, a) is the principal eigenvalue of −∂ t + K ξ,µ − I + a(·, ·)I for all ξ ∈ S N −1 and µ ∈ R.
Proof. It follows from the arguments of [32, Theorem B (1)].
is an isolated eigenvalue with finite algebraic multiplicity.
Proof. It follows from [6, Proposition 2.1(ii)].
The following theorem shows that the principal eigenvalue of −∂ t + K ξ,µ − I + a(·, ·)I (if it exists) is algebraically simple, which is new and plays an important role in the proof of the existence of spreading speeds of (1.3).
Theorem 3.1. Suppose that λ 0 (ξ 0 , µ 0 , a) is the principal eigenvalue of −∂ t + K ξ 0 ,µ 0 − I + a(·, ·)I. Then λ 0 (ξ, µ, a) is an algebraically simple principal eigenvalue of −∂ t + K ξ,µ − I + a(·, ·)I with a positive eigenfunction φ(·, ·; ξ, µ), φ(·, ·; ξ, µ) = 1, and λ 0 (ξ, µ, a) and φ(·, ·; ξ, µ) are smooth in ξ and µ for (ξ, µ) near (ξ 0 , µ 0 ).
Proof. First of all, note that for
By [32, Proposition 3.6], U α,ξ,µ : X p → X p is a positive and compact operator.
This implies that r(α 0 ) = 1 and r(α 0 ) is an isolated geometrically simple eigenvalue of U α 0 ,ξ 0 ,µ 0 with φ(·, ·; ξ 0 , µ 0 ) being a positive eigenfunction. We claim that r(α 0 ) is an algebraically simple isolated eigenvalue of U α 0 ,ξ 0 ,µ 0 with a positive eigenfunction φ(·, ·), or equivalently,
for some γ ∈ R. We prove that γ = 0. Assume that γ = 0. Without loss of generality, we assume that γ > 0. By (3.5) and U α 0 ,ξ 0 ,µ 0 φ = φ, we have
Then by (3.6) and
and hence
By induction, we have
Note that φ(t, x) > 0 and then
By the positivity of U α 0 ,ξ 0 ,µ 0 , we then have
It then follows that −γφ(t, x) ≥ 0 and then
This is a contradiction. Therefore, γ = 0 and then by (3.5),
The claim is thus proved. Now, we prove that λ 0 (ξ 0 , µ 0 , a) is an algebraically simple eigenvalue of
By the above arguments, there are one dimensional subspace X 1,p = span(φ) and one-codimensional subspace
Suppose that ψ ∈ X p is such that
Then there is γ ∈ R such that
This together with (3.7) implies that γφ ∈ X 2,p and hence γ = 0. By (3.8), ψ ∈ span{φ} and hence λ 0 (ξ 0 , µ 0 , a) is an algebraically simple eigenvalue of −∂ t + K ξ 0 ,µ 0 − I + a(·, ·)I. The rest of the proposition follows from perturbation theory of isolated eigenvalues of closed operators.
Proof. Note that λ 0 (ξ, µ, a) ≥ λ 0 (ξ, µ, a min ), and
with 1 as an eigenfunction. Note also that there is
as µ → 0+. This together with the smoothness of λ 0 (ξ, µ, a) (see Theorem 3.1) implies that there is µ * (ξ) such that (3.9) holds.
Proof. First, recall that Φ(t; ξ, µ, a) is the solution operator of (2.1). Let
By [32, Proposition 3.10], we have
Note that Φ(t; ξ, 0, a) is independent of ξ ∈ S N −1 . We put Φ(t; a) = Φ(t; ξ, 0, a) (3.10)
for ξ ∈ S N −1 . For given u 0 ∈ X and µ ∈ R, letting u ξ,µ
0 ∈ X(|µ|). By the uniqueness of solutions of (2.1), we have that for given u 0 ∈ X, ξ ∈ S N −1 , and µ ∈ R,
Next, observe that for each x ∈ R N , there is a measure m(x; y, dy) such that 
Thus, by r(Φ p (T ; ξ, µ, a)) = e λ 0 (ξ,µ,a)T , we have
For a fixed ξ ∈ S N −1 and a ∈ X p , we may denote λ 0 (ξ, µ, a) by λ(µ).
Proposition 3.6. Let ξ ∈ S N −1 and a ∈ X p be given. Assume that (3.1) has the principal eigenvalue λ(µ) for µ ∈ R and that λ(0) > 0. Then we have:
(ii) For every ǫ > 0, there exists some µ ǫ > 0 such that for µ ǫ < µ < µ * (ξ), 
Proof. It follows from [32, Lemma 4.1] and the fact that Φ p (T ; ξ, µ, a ± ǫ) = e ±ǫT Φ p (T ; ξ, µ, a).
Spreading Speeds
In this section, we investigate the existence and characterization of the spreading speeds of (1.3). Throughout this section, we assume (H1) and (H2). u(t, x; u 0 ) denotes the solution of (1.3) with u(0, x; u 0 ) = u 0 (x). As mentioned in the introduction, by [32, Theorem E], (1.3) has a unique positive periodic solution u * (·, ·) ∈ X + p . We first recall the notion of spreading speed intervals and spreading speeds introduced in [35] .
Definition 4.1. For a given vector ξ ∈ S N −1 , let
We call [c * inf (ξ), c * sup (ξ)] the spreading speed interval of (1.3) in the direction of ξ. If c * inf (ξ) = c * sup (ξ), we call c * (ξ) := c * inf (ξ) the spreading speed of (1.3) in the direction of ξ.
Observe that X + (ξ) is not empty (see (1.13) ). If c 1 ∈ C * inf (ξ) and c 2 ∈ C * sup (ξ) 
where a 0 (t, x) = f (t, x, 0).
Theorem 4.2 (Spreading features of spreading speeds). Assume (H1) and (H2).
(1) If u 0 ∈ X + satisfies that u 0 (x) = 0 for x ∈ R N with |x · ξ| ≫ 1, then lim sup (2) For any σ > 0, r > 0, and u 0 ∈ X + satisfying u 0 (x) ≥ σ for all x ∈ R N with |x · ξ| ≤ r lim inf (u(t, x; u 0 ) − u * (t, x)) = 0 for every u 0 ∈ X + satisfying u 0 (x) ≥ σ for x ∈ R N with x ≤ r.
To prove the above theorems, we first prove some lemmas. Consider the space shifted equations of (1.3),
where z ∈ R N . Let u(t, x; u 0 , z) be the solution of (4.1) with u(0, x; u 0 , z) = u 0 (x) for u 0 ∈ X. then for every c ′ < c, lim inf
(2) Let c ∈ R and u 0 (·, z) ∈X with u 0 (·, z) ≥ 0 (z ∈ R N ) be given. If there is δ 0 such that
3)
then for every c ′ < c, lim sup
(3) Let c ∈ R and u 0 (·, z) ∈X with u 0 (·, z) ≥ 0 (z ∈ R N ) be given. If there is δ 0 such that lim inf
4)
Proof. It follows from the arguments of [35, Proposition 4.4].
Lemma 4.2.
y−x ≥B e µ y−x m(x; y, dy) → 0 as B → ∞ uniformly for µ in bounded sets and for x ∈ R N .
Proof. For given µ 0 > 0 and n ∈ N, let u n ∈ X(µ 0 + 1) be such that u n (x) = e µ 0 x for x ≥ n 0 for x ≤ n − 1 and 0 ≤ u n (x) ≤ e µ 0 n for x ≤ n.
Then u n X(µ 0 +1) → 0 as n → ∞. Therefore, Φ (T )u n X(µ 0 +1) → 0 as n → ∞. This implies that We then have y−x ≥n e µ y−x m(x; y, dy) → 0 as n → ∞ uniformly for |µ| ≤ µ 0 and x ∈ R N . The lemma now follows.
Without loss of generality, in the rest of this section, we assume that the time period T = 1.
Proof. For given ξ ∈ S N −1 , put λ(µ) = λ 0 (ξ, µ, a 0 ). For any µ > 0, suppose that φ(µ, ·, ·) ∈ X + p , φ(µ, ·, ·) = 1, and
Since f (t, x, u) = f (t, x, 0) + f u (t, x, η)u for some 0 ≤ η ≤ u, we have, by assumption (H1),
where u(t, x; u 0 , z) is the solution of the space shifted equation (4.1) of (1.3). It can easily be verified that (Φ(t; ξ, 0, a 0 (·, · + z))ũ 0 )(x) = M e −µ(x·ξ−ct) φ(µ, t, x + z)
µ and M > 0. By the definition of X + (ξ) (see (1.13)), for any u 0 ∈ X + (ξ), we can choose M > 0 large enough such thatũ 0 ≥ u 0 . Then by Propositions 2.1 and 2.2, we have
Hence, lim sup 
Proof. We prove (4.7) by modifying the arguments in [38] . Observe that, for every ǫ 0 > 0, there is b 0 > 0 such that
Hence if u 0 ∈ X + is so small that 0 ≤ u(t, x; u 0 , z) ≤ b 0 for t ∈ [0, 1], x ∈ R N and z ∈ R N , then
for x ∈ R N and z ∈ R N . Let r(µ) be the spectral radius of Φ p (1; ξ, µ, a 0 ). Then λ(µ) = ln r(µ) and r(µ) is an eigenvalue of Φ p (1; ξ, µ, a 0 (·, ·)) with a positive eigenfunction φ(µ, x) := φ(µ, 1, x), where φ(µ, t, x) is as in the proof of Lemma 4.3.
By Proposition 3.6, for any ǫ 1 > 0, there is µ ǫ 1 such that
for µ ǫ 1 < µ < µ * (ξ). In the following, we fix µ ∈ (µ ǫ 1 , µ * (ξ)). By Proposition 3.6 again, we can choose ǫ 0 > 0 so small that λ(µ) − µλ ′ (µ) − 3ǫ 0 > 0. 
For given γ > 0, B > 0, and z ∈ R N , define 
uniformly in z ∈ R N . By (4.13) and (4.14), we can choose B ≫ 1 and fix it so that for any 0 < γ ≪ 1 and 17) and
For given ǫ 2 > 0 and γ > 0, define
Observe that
Observe also that 
, we have that (4.26) holds for all s ∈ R and z ∈ R N .
Lets(z) be such that v(s(z), z) = max s∈R v(s, z). Let
We then have
Hence, when s ≥s(z) − π γ , we have
and then
It is easy to see that c * (ξ) exists and c * (ξ) = λ(µ * ) If λ 0 (ξ, µ, a 0 ) is the principal eigenvalue of −∂ t + K ξ,µ − I + a 0 (·, ·)I for all µ, then by Lemmas 4.3 and 4.4, we have c * (ξ) exists and c * (ξ) = inf µ>0 λ(µ) µ . In general, let a n (·, ·) ∈ C N (R × R N , R) ∩ X p be such that a n satisfies the vanishing condition in Proposition 3.2, a n ≥ a 0 for n ≥ 1 and a n − a Xp → 0 as n → ∞.
Note that for any M 0 > 0,
By Lemma 4.3 and Proposition 2.2, for any u 0 ∈ X + (ξ) and c > inf µ>0
where u n (t, x; u 0 ) is the solution of (4.1) with f (t, x, u) being replaced by f n (t, x, u) = a n (t, x) − ǫu (0 < ǫ ≪ 1). This implies that
Therefore,
For any ǫ > 0, there is δ 0 > 0 such that
Let a n (·, ·) ∈ C N (R × R N ) ∩ X p be such that a n satisfies the vanishing condition in Proposition 3.2 and
. By Lemma 4.4 and Proposition 2.2, for any u 0 ∈ X + (ξ) with
, where u n (t, x; u 0 , z) is the solution of (4.1) with f (t, x, u) being replaced by f n (t, x, u) = a n (t, x) − M u. This implies that
Thus,
Letting ǫ → 0, we have
By (4.29) and (4.30),
Hence c * (ξ) exists and
Proof Theorem 4.2. 
Traveling Wave Solutions
In this section, we explore the existence of traveling wave solutions of (1.3) connecting 0 and u * . Throughout this section, we assume (H1) and (H2). 
(2) A bounded function Φ : R N × R × R N → R + is said to generate a traveling wave solution of (1.3) in the direction of ξ with speed c if it is Lebesgue measurable and satisfies (5.2)-(5.5).
Remark 5.1. Suppose that u(t, x) = Φ(x − ctξ, t, ctξ) is a traveling wave solution of (1.3) connecting u * (·, ·) and 0 and propagating in the direction of ξ with speed c. Then u(t, x) can be written as
Observe that Ψ(η, t, z) is well defined and has the above mentioned properties.
For convenience, we introduce the following assumption:
We now state the main results of this section. For given ξ ∈ S N −1 and c > c * (ξ), let µ ∈ (0, µ * (ξ)) be such that
Let φ(µ, ·, ·) ∈ X + p be the positive principal eigenfunction of −∂ t + K ξ,µ − I + a 0 (·)I with φ(µ, ·, ·) Xp = 1. 
Sub-and super-solutions
In this subsection, we construct some sub-and super-solutions of (1.3) to be used in the proof of Theorem 5.1. Throughout this subsection, we assume (H1)-(H3) and put a 0 (t, x) = f (t, x, 0). For given ξ ∈ S N −1 , let µ * (ξ) be such that
Fix ξ ∈ S N −1 and c > c * (ξ). Let 0 < µ < µ 1 < min{2µ, µ * (ξ)} be such that c =
If no confusion occurs, we may write λ 0 (µ, ξ, a 0 ) as λ(µ).
Observe that for given 0 < b ≪ 1, there is M > 0 such that
where δ 0 is such that supp k(·) ⊂ {z ∈ R N | z < δ 0 }. Let b > 0 and M > 0 be such that (5.7) holds and (2) There is b 0 > 0 such that for any 0 < b ≤ b 0 and z ∈ R N , (5.7) holds and u(t, x; z) := bφ 0 (t, x + z) is the sub-solution of (4.1).
Proof. 
for all x ∈ R N . Similarly, letw(t, x; z) = e Ct (u(t, x; z, u(0, ·; z, d, b)) − bφ 0 (t, x + z)). Then
By ( (2) u(t, x;ū(0, ·; z), z) ≤ū(t, x; z) for t ≥ 0.
Proof. Observe that
This together with (5.13) implies (5.12).
Traveling Wave Solutions
In this subsection, we investigate the existence of traveling wave solutions of (1.3) and prove Theorem 5.1. Throughout this section, we assume (H1)-(H3). For fixed d ≥ d * and 0 < b ≤ b 0 , put u(t, x; z) = u(t, x; z, d, b).
Lemma 5.1. Let u n (t, x, z) = u(t + nT, x + cnT ξ;ū(0, ·; z − cnT ξ), z − cnT ξ) and u n (t, x, z) = u(t + nT, x + cnT ξ; u(0, ·; z − cnT ξ), z − cnT ξ).
Then for any given bounded interval I ⊂ R, there is N 0 ∈ N such that u n (t, x, z) is non-increasing in n and u n (t, x, z) is non-decreasing in n for n ≥ N 0 , t ∈ I, x ∈ R N , z ∈ R N .
Proof. First, observe that
Hence for given t ∈ R and n ∈ N with t + (n − 1)T > 0,
Similarly, we can prove that for given t ∈ R and n ∈ N with t + (n − 1)T > 0,
The proposition then follows.
Then u + (t, x, z) and Φ + 0 (x, z) are upper semi-continuous in t ∈ R, (x, z) ∈ R N × R N and u − (t, x, z) and Φ − 0 (x, z) are lower semi-continuous in t ∈ R, (x, z) ∈ R N × R N . Lemma 5.2. For each z ∈ R N , u ± (t, x, z) = u(t, x; Φ ± 0 (·, z), z) for t ∈ R and x ∈ R N and hence u ± (t, x, z) are entire solution of (4.1).
Proof. We prove the case that u(t, x, z) = u + (t, x, z). First, note that u n (t, x, z) = u(t, x + cnT ξ; u(nT, ·;ū(0, ·; z − cnT ξ), z − cnT ξ), z − cnT ξ) = u(t, x; u(nT, · + cnT ξ;ū(0, ·; z − cnT ξ), z − cnT ξ), z) = u n (0, x, z)
Then by Lebesgue dominated convergence theorem,
This implies that u(t, x, z) = u(t, x; Φ + 0 (·, z), z) for all t ∈ R and x ∈ R N and u(t, x, z) is an entire solution of (4.1).
Proof of Theorem 5.1. Let
It suffices to prove that Φ ± (x, t, z) generate traveling wave solutions of (1.3) with speed c in the direction of ξ and Φ + (t, x, z) = Φ − (t, x, z). First of all, u(t, x; Φ ± (·, 0, z), z) = Φ ± (x − ctξ, t, z + ctξ) follows directly from the definition of Φ ± (x, t, z).
Secondly, we prove that
uniformly in t ∈ R and z ∈ R N , which is equivalent to 14) uniformly in t ∈ R and z ∈ R N . Note that
for t ∈ R and x, z ∈ R N . (5.14) then follows from (5.15). Thirdly, we prove the periodicity of Φ ± (x, t, z) in t and x. Note that
By (5.16), we have
Similarly, we have
and for any x, x ′ ∈ R N with x · ξ = x ′ · ξ,
We now prove that lim
uniformly in t ∈ R and z ∈ R N . Note that there is N 0 ∈ N such that for t ∈ [0, T ] and n ≥ N 0 ,
≥ Φ − (x, t, z) ≥ u t + nT, x + cnT ξ + ctξ; u(0, ·; z − cnT ξ − ctξ), z − cnT ξ − ctξ . Finally we prove that Φ − (x, t, z) = Φ(x, t, z), which implies that Φ(x, t, z) := Φ + (x, t, z) is continuous and generates a traveling wave solution of (1.3) in the direction of ξ with speed c. To do so, let ρ(t) = inf{ln α | α ≥ 1, 1 α Φ − (x, t, z) ≤ Φ + (x, t, z) ≤ αΦ − (x, t, z), ∀ x, z ∈ R N }.
By (5.14), ρ(t) is well defined. Moreover, there is α(t) ≥ 1 such that ρ(t) = ln α(t) and 1 α(t) Φ − (x, t, z) ≤ Φ + (x, t, z) ≤ α(t)Φ − (x, t, z), ∀ x, z ∈ R N .
First, we prove that ρ(t) is non-increasing. To this end, for given u 0 ∈X, let u(t, x;ũ 0 , z, s) be the solution of ∂u ∂t = R N k(y − x)u(t, y)dy − u(t, x) + u(t, x)f (t + s, x + z, u(t, x)), x ∈ R N (5.27) with u(s, x; u 0 , z, s) = u 0 (x). For any t 1 < t 2 , we have u(t 2 , x; Φ ± 0 (·, z), z, 0) = u(t 2 , x; u(t 1 , ·; Φ ± 0 (·, z), z, 0), z, t 1 ).
Suppose that α 1 ≥ 1 is such that ρ(t 1 ) = ln α 1 and
Note that u(t 1 , x; Φ ± 0 (·, z), z, 0) = Φ ± (x − ct 1 ξ, t 1 , z + ct 1 ξ). for x · ξ ≥ M ǫ , 0 ≤ t ≤ T and z ∈ R N . Note that there is σ ǫ > 0 such that for x · ξ ≤ M ǫ , 0 ≤ t ≤ T , and z ∈ R N , there holds, Φ + (x − ctξ, t, z + ctξ) ≥ Φ − (x − ctξ, t, z + ctξ) ≥ σ ǫ .
Letũ(t, x) = α(0)u(t, x; Φ − 0 (·, z), z, 0). Then there is δ ǫ > 0 such that u t = (K 0ũ )(t, x) −ũ(t, x) +ũ(t, x)f (t, x, u(t, x; Φ − 0 (·, z), z, 0)) ≥ (K 0ũ )(t, x) −ũ(t, x) +ũ(t, x)f (t, x,ũ(t, x)) + δ ǫ for x · ξ ≤ M ǫ , 0 ≤ t ≤ T , and z ∈ R N . Letû(t, x) = u(t, x; α(0)Φ − 0 (·, z), z, 0). Note that u t (t, x) = (K 0û )(t, x) −û(t, x) +û(t, x)f (t, x,û(t, x)) for all x ∈ R N andũ(0, x) =û(0, x) for x ∈ R N ,ũ(t, x) ≥û(t, x) for x · ξ ≤ M ǫ . Let w(t, x) =ũ(t, x) −û(t, x). Then w t (t, x) ≥ (K 0 w)(t, x) − w(t, x) +ũ(t, x)f (t, x,ũ(t, x)) −û(t, x)f (t, x,û(t, x)) + δ ǫ ≥ p(t, x)w(t, x) + δ ǫ for x · ξ ≤ M ǫ , where p(t, x) = −1 + ũ(t, x)f (t, x,ũ(t, x)) −û(t, x)f (t, x,û(t, x)) /[ũ(t, x) −û(t, x)].
It then follows that w(t, x) ≥ for any x ∈ R N . We therefore have ρ(T ) ≤ max{ln α + , ln 1 + ǫ 1 − ǫ } < ln α(0) = ρ(0), this contradicts to ρ(T ) = ρ(0) for n ≥ 1. Hence ρ(nT ) = ρ(0) = 0. Then for any 0 ≤ t ≤ T , we must have 0 = ρ(0) ≥ ρ(t) = ρ(T ) = 0. Therefore, ρ(t) = 0 for all t and Φ − (x, t, z) = Φ + (x, t, z) ∀ x, z ∈ R N , t ∈ R.
