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In almost all industries of mechanical, aerospace, and civil engineering fields, 
structural health monitoring (SHM) technology is essentially required for providing 
the reliable information of structural integrity of safety-critical structures, which can 
help reduce the risk of unexpected and sometimes catastrophic failures, and also offer 
cost-effective inspection and maintenance of the structures. State of the art SHM 
research on structural damage diagnosis is focused on developing global and real-
time technologies to identify the existence, location, extent, and type of damage. 
In order to detect and monitor the structural damage in plate-like structures, SHM 
technology based on guided Lamb wave (GLW) interrogation is becoming more 
attractive due to its potential benefits such as large inspection area coverage in short 
time, simple inspection mechanism, and sensitivity to small damage. However, the 
GLW method has a few critical issues such as dispersion nature, mode conversion 
and separation, and multiple-mode existence. 
  
Phased array technique widely used in all aspects of civil, military, science, and 
medical industry fields may be employed to resolve the drawbacks of the GLW 
method. The GLW-based phased array approach is able to effectively examine and 
analyze complicated structural vibration responses in thin plate structures. Because 
the phased sensor array operates as a spatial filter for the GLW signals, the array 
signal processing method can enhance a desired signal component at a specific 
direction while eliminating other signal components from other directions. 
This dissertation presents the development, the experimental validation, and the 
damage detection applications of an innovative signal processing algorithm based on 
two-dimensional (2-D) spiral phased array in conjunction with the GLW interrogation 
technique. It starts with general backgrounds of SHM and the associated technology 
including the GLW interrogation method. Then, it is focused on the fundamentals of 
the GLW-based phased array approach and the development of an innovative signal 
processing algorithm associated with the 2-D spiral phased sensor array. The SHM 
approach based on array responses determined by the proposed phased array 
algorithm implementation is addressed. The experimental validation of the GLW-
based 2-D spiral phased array technology and the associated damage detection 
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Structural health monitoring (SHM) is widely required in almost all of private and 
government engineering fields that want to secure structural integrity of their 
products in the earliest possible stage. Such SHM system should provide reliable 
information not only for damage detection, but also for remaining useful life of the 
structures used in mechanical, aerospace, and civil engineering applications. Ideally, 
the SHM system is designed to provide the capability of rapid, global, and real-time 
inspection during the operation of the structures. 
Aerospace industries have great interests in implementing the SHM technology to 
reduce the maintenance and life cycles costs of their products, as well as to protect 
life safety, because their aerospace structures are aging and approaching the initial 
design life. Currently, time-based maintenance is performed for the health monitoring 
of the aerospace structures. The maintenance approach is labor intensive and not cost-
effective, which is also ineffective in identifying potential damage that might develop 
between scheduled inspections. In addition, the time-based maintenance method is 
unable to provide early/real-time warning to aircraft operation and maintenance 
personals. The failure of proper maintenance and maintenance planning would result 
in risking aircraft safety and operational performance, and often lead to catastrophic 
consequences. Fatigue crack and corrosion damage are critical damages of metallic 
components of the aerospace structures. For composite structures, delamination and 




failure of the aerospace systems. Figure 1.1 shows several examples of the serious 
aerospace structural damage due to the lack of the in-situ SHM system. The severe 
fuselage detachment of the Aloha Airlines Flight 243 incident on April 1988 is shown 
in Figure 1.1(a). The aircraft experienced an explosive decompression and structural 
failure in flight. The National Transportation Safety Board (NTSB) concluded the 
presence of significant disbanding and fatigue damage of the fuselage area had caused 
the failure of the aircraft. Most recently, Southwest Airlines Flight 2294 made an 
emergency landing on July 2009 because the aircraft experienced a rapid 
decompression due to the damaged section (a size of football) of its fuselage skin. 
The investigation of the accident was conducted by the Federal Aviation 
Administration (FAA) and the NTSB and concluded that fatigue damage was the 
cause of the crack, which made a hole. The damaged section of fuselage skin of the 
aircraft is shown in Figure 1.1(b). On November 2007, US Air Force F-15 broke apart 
and crashed due to fatigue cracks developed by manufacturing defects in a fuselage 
longeron. The crack damage location is shown in Figure 1.1(c). In the spacecraft field, 
the Space Shuttle Columbia disaster on February 2003 can be an example for the need 
of the reliable and real-time SHM system. Due to the thermal protection system 
damaged by foam impact on the leading edge of the wing, the spacecraft suffered a 
catastrophic failure upon reentry into the Earth's atmosphere. Figure 1.1(d) shows a 
mock-up of the leading edge of a space shuttle wing after a foam impact condition 
was simulated. The SHM technology combined with an advanced sensor system 
would enable to move from the time-based to condition-based maintenance, which is 




system would monitor the status of the aerospace structure; enable to maintain the 
efficiency of the operational performance of the structure; save monetary loss from 
the unnecessary replacement of structural components. 
 
 
(a) Aloha Airlines Flight 243 
 
(b) Southwest Airlines Flight 2294 
 
(c) Upper longeron location in F-15 
forward fuselage 
 
(d) Foam impact test on mock-up of a space 
shuttle leading edge 
Figure 1.1: Damage of aerospace structural components (photo credit: Google Image) 
 
1.2 Overview of Structural Health Monitoring 
SHM is analogous to non-destructive testing (NDT), and both technologies are 




with off-line execution of NDE. On the other hand, SHM is on-line damage 
identification technology in a global manner. It is noted that not all NDT methods are 
off-line and not all SHM techniques are on-line. For damage detection in rotating 
machinery, SHM may be replaced by condition-based monitoring (CBM). 
 
 
Figure 1.2: Structural health monitoring (SHM) process [1] 
 
The process of SHM is organized by the four steps as shown in Figure 1.2 [1]. All of 
the researches in the field of SHM address some parts of the process. Operational 
Evaluation addresses life-safety and/or economic issues, definition of possible 
damage, environmental and/or operational conditions, and data management 
constraints. The step of Data Acquisition, Fusion, and Cleansing discusses how to 
select excitation and sensing methods, and to configure data collection parameters 
such as strain, displacement, and acceleration. Also, for a better feature extraction 
performance, the data cleansing process is performed for noise removal, spike 
removal, and outlier removal. The step of Feature Extraction and Information 
Condensation addresses data analysis parameters and signal processing methods like 
time and/or frequency analysis. The last step, Statistical Model Development for 




damaged structures, and how to develop a model based on only undamaged structures. 
This process is generally classified into two types; Supervised Learning and 
Unsupervised Learning mode. The supervised learning mode provides the 
information about damage presence and its possible location. The unsupervised 
learning mode is used for damage type discrimination, the extent of damage, and the 
remaining lifetime of structures. For damage identification, SHM technology requires 
including all the damage information obtained from both supervised and unsupervised 
learning modes. 
Damage identification level for SHM technology was first proposed by Rytter [2], 
separated into four steps. Farrar and Worden [1] divided the damage identification 
steps into five levels as shown in Table 1. Due to the importance of the damage 
classification when multiple damage mechanisms are active, the type and the extent 
of the damage were organized into the separate steps for damage identification. 
 






Level 1 Detection Qualitative indication of the presence of damage 
Level 2 Location Possible position of damage 
Level 3 Classification Estimate of the type of damage 
Level 4 Assessment Quantification of the extent of damage 





Each damage level requires all of the lower-level information. Levels 1 through 4 are 
associated with damage diagnostic process. On the other hand, Level 5 is 
distinguished from others because this step is to develop validated simulation models 
to expect structural failure based on the understanding of the physics of failure. Hence, 
the remaining lifetime of structures/components can be predicted by the model 
development. For this study, the damage diagnostic process (Level 1 ~ Level 4) is 
focused on experimental investigation for the SHM technology. 
 
 
Figure 1.3: Classification of SHM methods and the associated inspection approaches  
 
1.3 Methods of Structural Health Monitoring 
The methods of SHM technology are derived from modern NDE methods, shown in 




vibration-based and vibration-based inspection methods. Both damage identification 
methods are interested in monitoring the variation of material properties such as 
mechanical properties, thermal properties, and electro-magnetic properties of 
structures or components. 
The non-vibration-based SHM methods include: the most basic visual/optical 
inspection; liquid penetrant testing with a visible or fluorescent dye solution; 
magnetic particle testing accomplished by inducing a magnetic field in a 
ferromagnetic material; radiography testing using gamma-rays or X-rays for 
structural illumination; infrared thermography using a camera containing large 
numbers of sensors sensitive to infrared radiation, which can detect and measure 
small temperature differences of a structure; eddy current testing using electro-
magnetic induction to detect flaws in conductive materials. There are a few 
drawbacks associated with the non-vibration based methods: (1) application 
limitation for on-board SHM systems; (2) labor intensiveness; (3) inspection 
efficiency dependence on operator‘s skills; (4) inspection equipment accessibility 
limitations; (5) constraints for inspection materials, e.g. for the eddy current testing, 
only conductive materials can be inspected. 
The vibration-based methods are focused on investigating the variation of the 
dynamic mechanical properties of structures to identify the presence of damage. 
Modal dynamics method is based on the variations of natural frequencies and mode 
shapes of a structure due to damage, which can reduce structural stiffness. This 
method is useful to identify large damage in a structure. However, small/local damage 




to monitor the extent of damage. Electro-mechanical impedance-based method 
utilizes electrical signals at high frequency bands to excite a host structure, and 
monitor any variations in the electro-mechanical impedance or admittance signatures. 
This simple and low cost method is effective for large damage of a structure. In 
addition, the location of a sensor is important to accurately identify the presence of 
damage, i.e. the method is unable to detect damage distant from sensors. Static-
parameter-based method uses distributed sensors to monitor the changes in 
displacement and strain parameters, as compared to baseline/benchmark information. 
The method is simple and cost-effective, but sensitive to local changes due to damage. 
Ultrasonic testing (UT) method is the most popular method in the NDE field. The 
method requires specialized ultrasonic transducers made of piezoelectric materials, to 
insert acoustic waves into a host structure and to capture wave reflections. The 
excited waves pass though the structure and reflect from discontinuities such as 
damage and boundaries. The transducers should scan the entire structure to provide 
an ultrasonic image for damage detection. The ultrasonic method is useful to detect 
even small amounts of damage, but a transducer must be local to the location of 
damage. The limitation of transducer accessibility and the use of coupling material 
(e.g. ultrasonic couplant) may be disadvantages of the ultrasonic method. Acoustic 
emission (AE) method is based on rapid release of strain energy due to sudden change 
in the stress field around defect. The strain energy generates transient acoustic waves 
into a host structure. By capturing the damage-emitted acoustic waves, the presence 
or extent of damage can be evaluated. The location of the acoustic emission source 




obtained from a set of sensors positioned over the structure. The AE method using a 
limited number of sensors has relatively good coverage for damage detection and 
monitoring. However, the passive AE method is unable to detect damage until it 
grows and generates non-repeatable acoustic waves. In addition, environmental noise 
and complex signal discrimination are key issues that need to be resolved. 
Among the various vibration-based SHM methods, elastic-wave-based method, 
referred as guided Lamb wave (GLW) method in this study, is employed as the 
fundamental tool for damage identification. The GLW method is an active SHM 
technology, which is a combination of UT and AE approaches. The technique is a 
global SHM method, which also has capability to detect local damages of a structure. 
A ultrasonic transducer, mounted at a given locations, generates acoustic waves 
propagating in a structure. The acoustic waves interact with anything in the 
propagation path, and then the waves are scattered from discontinuities due to 
structural impedance change. The ultrasonic transducer used as an actuator or another 
transducer can capture the scattered waves which can provide structural information 
of the host structure. Structural damage causes unique wave scattering and mode 
conversion phenomena. The damage can be evaluated by analyzing the scattered 
acoustic wave signals associated with the damage. There are a number of advantages 
of the GLW method [5]: (1) simple inspection methodology; (2) time- and cost-
effectiveness; (3) ability of wide area inspection with a limited number of transducers; 
(4) fast and repeatable inspection capability; (5) sensitivity to small damages; (6) 




the GLW technique: (1) sophisticated signal processing; (2) multiple wave mode 
propagation; (3) mode conversion and separation; (4) the GLW dispersion feature. 
 
1.4 Research Objectives 
The goal of this research is to develop a robust and reliable SHM technology with the 
GLW-based phased sensor array system. By using the phased sensor array for the 
damage detection approach, the critical issues of the GLW technique may be resolved. 
The SHM method will be employed for damage detection of thin metallic plates and 
composite laminates. This research will be focused on developing (1) an innovative 
signal processing algorithm associated with two-dimensional (2-D) phased sensor 
array system; and (2) structural damage diagnostic methods to detect the presence, the 
location, the growth and the type of damage simulated in plate-like structure; and (3) 
a general SHM technology based on the proposed phased array method not only for 
isotropic panels, but also anisotropic panels. 
 
1.5 Dissertation Organization 
This dissertation is organized as follows: 
 In Chapter 2, an overview of the GLW technique and the associated SHM 
applications are introduced. This chapter provides signal processing 
techniques to analyze the GLW signal data. 
 In Chapter 3, fundamentals of phased array signal processing and the 




are described. The SHM methods based on the array signal processing 
technique are provided. 
 In Chapter 4, experimental studies for damage detection of thin aluminum 
plates are examined. Single-actuator-based senor array system and multi-
location-actuator-based sensor array system are introduced. 
 In Chapter 5, additional experimental studies are introduced to apply the 
phased array technique for thin anisotropic plates. This chapter explores 
damage detection tests of thin orthotropic composite laminates by using new 
phased array signal processing algorithm. 
 In Chapter 6, this paper summaries conclusions with expected contributions 






2.  Fundamental Backgrounds 
2.1 Overview of Guided Lamb Wave Method 
After Lord Rayleigh [6] had investigated two-dimensional waves, known as Rayleigh 
(surface) waves, on the plane free surface of an infinite homogeneous isotropic elastic 
solid, Horace Lamb [7] discovered Lamb waves and presented the associated 
mathematical descriptions. Lamb waves are elastic waves propagating in a solid plate 
with free boundaries, whose particle motions occur both in the wave propagation 
direction and the normal direction to the plate plane [8]. However, Lamb waves were 
not attractive due to the complicated equations. In 1950s, Mindlin unraveled a 
comprehensive solution for Lamb waves, and developed frequency equations for such 
waves. Based on the insight, Mindlin also developed simple plate theories, known as 
Mindlin plate theory, which account for the lowest modes. Firestone and Ling have 
conducted researches to clarify the theoretical Lamb waves from an ultrasonic testing 
standpoint. Especially, Firestone theoretically demonstrated the wave motion of 
Lamb waves [9]. Viktorov [8] demonstrated ultrasonic Lamb waves and evaluated the 
dispersion features of the waves. The displacement potential method was applied by 
Achenbach [10] and Graff [11] to solve the propagation characteristics of Lamb 
waves in an isotropic plate. The method of partial waves for Lamb wave solutions 
were used by Auld [12]. In order to support theoretical studies on Lamb waves, 
Worlton [9] conducted experimental investigation. It was observed that the 
experimental results were correlated with the theory. The capability of the use of 




 Lamb waves usually occur on waveguides such as bars, plates and shells, so 
denoted by guided Lamb waves (GLWs) in this dissertation. The propagation of the 
GLWs is complicated due to two unique features such as dispersion relations and an 
infinite number of wave modes. In general, the GLWs include symmetric and anti-
symmetric modes according to their displacement pattern. Those modes may be 
determined by satisfying Rayleigh-Lamb frequency equations and free plate boundary 
conditions. Phase velocities of the GLW modes are dependent on a plate thickness 
(2h) and frequency f. The relationships between the phase velocity and frequency are 
known as dispersion curves, which is key information to analyze the GLW 
propagation. 
In recent years, the GLW-based damage detection techniques have been popular 
for the NDE and SHM applications for isotropic and anisotropic structures such as 
plates, beams, and pipes [13-23] 
 
2.1.1 Guided Lamb Wave for Isotropic Panel 
The geometric model of a thin isotropic panel structure to evaluate the GLW 
characteristics is illustrated in Figure 2.1. Substituting strain-displacement relations 
into Hooke‘s law, equations of motion in terms of displacement can be obtained as 
                                         (2.1) 
where    are the displacements;    are body forces;   and   are Lame constants and ρ 
is the material density of medium [10]. The absence of the body forces is assumed for 






Figure 2.1: Plate geometry of guided Lamb wave modeling  
 
For motion in plane strain in (x1 x3)-plane, Equation (2.2) should be satisfied. 
         
 
   
      (2.2) 
Hence, the displacement components are defined in the reduced form of 
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(2.4) 
where   and   represent the decomposed displacement variables such as scalar and 
vector potentials, respectively. Using the Helmholtz decomposition, the wave 
equations for the plane strain can be written as 
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(2.6) 
x1  u1 
x3  u3 
x2  u2 





where    indicates the velocity of longitudinal waves whereas    is the velocity of 
shear/transverse waves. The acoustic properties (   and   ) depend on the material 
properties, defined by 
    
      
            
         
 
       
  (2.7) 
where   is Young‘s modulus and   is Poisson‘s ratio of a given material. 
For the solutions of the decomposed governing wave equations (Equations (2.5) and 
(2.6)), time harmonic waves, i.e. traveling waves in the    direction and standing 
waves in the    direction, are assumed by  
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(2.9) 
where k is a wavenumber and ω is an angular frequency. The wavenumber is defined 
as   
  
 
 where   is a wavelength, and the angular frequency is defined as       
where   
 
 
  and   is a period. 
Substituting Equations (2.8) and (2.9) into the Equations (2.5) and (2.6), respectively, 
the solutions of the wave equations can be obtained by 
                             (2.10) 
                            
 
(2.11) 
where p and q are defined by 
        
 
 
   
        
 
 





and A1, A2, B1, and B2 are arbitrary constants. Since both displacement field variables 
involve sine and cosine functions, which are odd and even respectively, the solutions 
are often split into symmetric and anti-symmetric modes. The displacements for the 
symmetric modes are 
                           
                            
 (2.13) 
whereas the solutions for the anti-symmetric modes can be given as 
                           
                           
 (2.14) 
Applying the traction-free boundary conditions on the top and bottom surfaces of the 
panel structure (Equation (2.15)), the arbitrary constants, A1, A2, B1, and B2, can be 
determined. The   is the half thickness of the panel. 
                   (2.15) 
This leads to Rayleigh-Lamb frequency relations known as dispersion equations, 
defined by 
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Table 2: Material properties of 2024-T3 aluminum panel 
Material t, inch E, MPa G, MPa    , g/cc 





The typical material properties of 2024-T3 aluminum plate are shown in Table 2. For 
the aluminum plate, the longitudinal wave speed (  ) and the transverse wave speed 
(  ) are determined by using the Equation (2.7).  
Phase velocity of the GLW modes, denoted by   , is defined by a simple relation, 
      . The group velocity, denoted by   , can be found from the phase velocity 
by using the formula defined by         . Substituting        into the group 
velocity formula, we obtain the relations between the phase velocity and the group 
velocity of the GLW modes, given as [24] 





    
  
  
   
   
   
  
  
   
      





Dispersion curves (i.e. frequency-wavenumber relations) of the GLW modes for the 
2024-T3 aluminum plate are determined as shown in Figure 2.2.  
 
 
(a) Phase velocity 
 
(b) Group velocity 
Figure 2.2: Dispersion curves for aluminum plate 
 








































































Each curve represents a specific mode, which is conventionally called A0, S0, A1, S1, 
A2, S2, etc. where ‗An‘ and ‗Sn‘ denote anti-symmetric modes and symmetric modes, 
respectively. The wavenumber and frequency information obtained from the 
dispersion curves can be used to evaluate the displacement fields of the GLW modes. 
From the results of the displacement fields, the mode shape of the GLW can be 
determined. The mode shapes of the fundamental GLWs such as S0 and A0 modes 
are shown in Figure 2.3. 
 
 
(a) Symmetric mode (S0 mode) 
 
(b) Anti-symmetric mode (A0 mode) 
Figure 2.3: Fundamental modes of GLWs in a plate 
 
2.1.2 Guided Lamb Wave for Anisotropic Panel 
Wave propagation in composite laminates is studied on the analytical method. Rose 
and Nayfeh discussed the details of harmonic wave propagation in anisotropic media 
[24, 25]. For the laminated composites, the equation of motion is obtained from the 
governing equation of wave propagation in an arbitrary medium and given as  
    
   
  
    
   
  (2.19) 
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with stress-displacement relations 




   
   
 
   
   
                     (2.21) 
where     and     are the stress and strain tensor, respectively.    is displacement 
vector and   is the material density.       is the stiffness tensor. In the matrix form of 
the stress-strain relations with contracted index notation [26], 







         
         
         
         
         
         
         
         
         
         
         









Figure 2.4: GLW model geometry for composite laminate 
 
Figure 2.4 shows the geometry of the GLW modeling. Assuming a harmonic wave 










      
               for j = 1,2,3 (2.23) 
Where    is the displacement amplitude;   is the wavenumber in    direction;    is 
the unknown ratio of the wavenumber components along the    and    directions;    
is the phase velocity. 
Substituting the displacement equations into the governing wave equations, we 
can obtain 
                            
                            
                            
 (2.24) 
              
            
 
                          
 
                          
 
              
            
 
                          
 
              
            
 
 (2.25) 
Since   ,   , and    cannot be zero, the coefficient   matrix should be singular. 
Setting the determinant of the   matrix equal to zero, we obtain a sixth-degree 
polynomial equation in  . 
      
     
     
     
           (2.26) 
where the various coefficients are dependent on   (the stiffness matrix),    and  . Six 
distinct solutions for   can be obtained from the above equation, and the six solutions 
are denoted as                 . For each   , we can have the displacement 
component ratios as 
   
   
   
 
                             





   
   
   
 
                             
                             
 (2.28) 
By using the Equations (2.27) and (2.28), the formal solutions for the displacement 
and stresses can be determined as 
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where 
                                         
                                         
                                         
 (2.31) 
The six displacement amplitudes     are the unknowns. 
For the orthotropic material case, the stiffness matrix (tabled in the Equation 
(2.22)) is reduced by setting as 
             
             
             
         
     
 (2.32) 
Hence, the coefficient   matrix is simplified as 
              
      
 
        
                 
              
      
 
        
              






Setting the determinant of the   matrix equal to zero, we obtain a sixth-degree 
polynomial equation in  . 
        
      
   
        
      
          
      
  
          
   
    (2.34) 
The resultant polynomial equation can be divided into two parts such as the shear 
horizontal (SH) wave and the plane wave types. The first term in the above equation 
is for the SH wave type, and the latter term is for the plane wave type. For the plane 
wave type, we obtain fourth-degree polynomial equation, defined by  
            (2.35) 
where the coefficients of the equation are given by 
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By solving the Equation (2.35), there are four solutions for   having        and 
      . The formal solutions for the displacement and stresses can be determined 
as 
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Traction-free boundary conditions on the top surface of the laminate are given by 
                     (2.41) 
where   is the half thickness of the composite laminate. In this case, the symmetric 
and anti-symmetric modes cannot be decoupled. However, the two modes can be 
decoupled by using a robust method. The method uses modified boundary conditions 
at both top and mid-plane surface [27]. For symmetric mode, the new boundary 
conditions are given by 
                   
                 
 (2.42) 
and the new boundary conditions for the anti-symmetric mode are given by 
                   
                 
 (2.43) 
 Typical material properties of IM7/8552 unidirectional composite prepreg are 
shown in Table 3. A cross-ply composite laminate with [0/90]4 lay-up sequences is 
evaluated to determine dispersion curves (i.e. wave propagation characteristics). The 
stiffness matrix can be determined by using the given material properties and the 
Classical Laminated Plate Theory (CLPT) [26]. The CLPT code was written in 
MATLAB to calculate the composite elastic matrices for the cross-ply composite 





Table 3: Typical material properties of IM7/8552 Prepreg [28] 
E11, GPa E22, GPa E33, GPa  12  13  23 
161 11.38 11.38 0.32 0.32 0.45 
G12, GPa G13, GPa G23, GPa  , g/cc tply, mm  
5.17 5.17 3.92 1.58 0.142  
 
The dispersion curves for the cross-ply composite laminate are plotted in Figure 2.5. 
The blue dots are for the symmetric modes, and the red dots are for the anti-
symmetric modes. Figure 2.5(a) shows the dispersion curves when the wave is 
incident at    direction. On the other hand, Figure 2.5(b) shows the dispersion curves 
when the wave is incident at 45° from the    direction. It is observed that the phase 
velocity of the modes at    direction is faster than the modes at 45° direction due to 
the stiffness difference dependent on the lay-up sequence. 
 
 
(a) Phase velocity at 0 deg. direction 
 
(b) Phase velocity at 45 deg. direction 
Figure 2.5: Dispersion curves for [0/90]4 cross-ply composite laminate 
 




































































2.1.3 Excitation and Sensing of Guided Lamb Wave  
In the ultrasonic or acousto-ultrasonic tests of the conventional non-destructive 
evaluation (NDE), ultrasonic transducers, shown in Figure 2.6, have been used to 
transmit and receive the GLW propagating within various structures such as pipes, 
plates, beams, rods, and layered structures. Wedge-coupled ultrasonic transducers 
shown in Figure 2.6(b) are the most common probes to transmit and receive the GLW 
[29]. Comb-type ultrasonic transducers [30] are another alternatives for the GLW-
based NDE/SHM. Both transducers are capable of selecting a specific mode of the 
GLW. The mode can be tuned by changing the angle of the wedge coupled 
transducers, and for the comb type transducers, a mode can be tuned by changing the 
spacing between the ultrasonic elements. However, the ultrasonic transducers are 
bulky and expensive. In addition, ultrasonic couplants should be used in all contact 
testing applications between the transducers and the test articles.  
 
 
(a) Ultrasonic transducers 
  
(b) Ultrasonic transducer with wedges 
Figure 2.6: Conventional ultrasonic transducers (photo credit: www.olympus-
ims.com) 
 
In this study, the guided Lamb waves are excited and captured by using piezoelectric 




piezoelectric elements can be permanently attached onto the test structures in order 
for the SHM applications. The piezoelectric materials are governed by the 
piezoelectric constitutive equations, 
                        
                     . 
(2.44) 
In these equations, mechanical, electrical and piezoelectric variables are coupled in 
the material. For the actuation,   is the mechanical strain,    is the mechanical 
compliance of the material measured at zero electric field,   is the mechanical stress, 
  is the piezoelectric coefficient that represents the electro-mechanical coupling in 
the material, and   is the electric field. For the sensing,   is the electric displacement,  
   is the dielectric permittivity measured at zero mechanical stress. 
 
 
(a) Electric field applied 
 
(b) GLW excitation in the panel structure  
Figure 2.7: Diagrams of piezoelectric element operation 
 
The piezoelectric based-material element was coated by conductive electrode layers 
on both top and bottom surfaces. The surface-electroded piezoelectric element was 
bonded onto a structure and instrumented to be operated as an actuator and a sensor, 









material and the associated mechanical deformation is produced. On the other hand, 
as the sensor, a deformation of the piezoelectric material induced by a mechanical 
deformation of the host structure produces a charge in the piezoelectric material.  
Various transducers based on the piezoelectric effects were developed to embed 
onto plate-like structures, and to monitor structural health and to detect damages in 
the structures. The PZT (zirconium titanate ceramics) is the most commonly used 
piezoelectric materials in the NDE/SHM fields [23]. However, the PZT ceramics is 
brittle so that it is necessary to be handled with care. To overcome the limitation of 
the PZT ceramics, Bent and Hagood [31] developed the Active Fiber Composite 
(AFC) transducer to the piezoelectric fiber composite performance through an 
interdigitated electroding scheme. In the similar way, Wilkie and High [32] 
developed Macro-Fiber Composite (MFC) transducers. The MFC was constructed by 
unidirectional piezoceramic fibers embedded in a polymer matrix. Polyimide films 
with an interdigitated electrode patterns were boned on the top and bottom surfaces. 
In the recent years, Salas and Cesnik [33] developed a Composite Long-range 
Variable-length Emitting Radar (CLoVER) transducer composed of independent 
piezocomposite sectors. The CLoVER transducer is capable of exciting directional 
GLWs into the structures and inspecting the structural integrity. In addition, polymer-
based piezoelectric paint (piezopaint) sensors were developed by a few researchers 
[34-36]. The piezopaint was fabricated by mixing piezoelectric ceramic powder (filler) 
with epoxy resin (binder). Zhang [37] used the piezopaint material as acoustic 




The PVDF (polyvinylidene fluoride) film is an alternative piezoelectric material. 
Monkhouse et al. [38] developed the PVDF  transducers  for  the  generation  and  
detection  of  GLWs in  plates. The PVDF transducers included interdigitated 
electrode patterns with a straight-finger shape in order to select a GLW mode for 
damage detection. Wilcox et al. [39] developed the PVDF transducer including 
interdigitated electrode patterns with a curved-finger shape. Gao et al. [40] developed 
a PVDF annular sensor and used for corrosion damage detection in aluminum plates. 
The PVDF material, however, have a drawback as using a transducer because the 
piezoelectric effect of the PVDF is weak for the SHM applications. 
For the experimental tests based on the GLW-based SHM technique, the PZT 
ceramics were used for actuators as well as sensors due to its powerful GLW 
generation capability and the high sensitivity. Also, piezopaint materials were used 
for sensing devices. Especially, the piezopaint patches were used to construct phased 
sensor arrays. The manufacturing process of the piezopaint-based phased sensor 
arrays will be discussed in the later experimental testing sections.  
 
2.1.4 Tuning of Guided Lamb Wave  
The technique of mode tuning of the GLW by using piezocermic elements was well 
discussed by Giurgiutiu [41] and Santoni et al. [42]. Theoretical and experimental 
studies of the GLW mode tuning with piezoelectric wafer active sensors (PWASs) 
were presented. The classical integral transform was used for the evaluation of the 




isotropic plate. Closed-form solution for ideal bonding of the PWAS transducer onto 
the isotropic plate is defined by 
                   







           
    
  
  
     
     
       
  
           
    
  
  
     
     
       








          
                   
          
                   
 (2.46) 
        
                                        
        
                                        
 (2.47) 
where   is the half thickness of the panel structure and   indicates the top surface of 
the panel;   is the half width of a piezoceramic boned onto the panel structure;     is 
the pin force applied at the both ends of the piezoceramic;   is the Lame constant;    
and    are the wavenumbers for the symmetric and anti-symmetric modes obtained 
from the Rayleigh-Lamb frequency equations (see Equations (2.16) and (2.17));   
and   are found by the Equation (2.12). 
The strain response of two fundamental GLW modes was evaluated by using the 
Equation (2.45) for a 1.6 mm thick aluminum plate under the 7 mm PZT excitation, 






Figure 2.8: Strain response of fundamental GLW modes [41] 
 
Raghavan and Cesnik [43, 44] discussed the GLW mode tuning with circular 
piezoceramics (i.e. PWASs) in isotropic plates and 3D elasticity modeling of the 
GLW fields excited by piezoelectric actuators in various configurations. 
In the experimental study (see chapter 4 and 5), the GLW would be excited by 
using piezoceramics (e.g. PZT element). The range of input excitation frequency for 
the experiments is highlighted in Figure 2.8, and the A0 mode of the GLW is 
dominant. Therefore, the A0 mode would be monitored and filtered by using 
directional wavenumber filtering algorithm in order to detect various structural 
damages. The directional filtering algorithm is related to the phased array virtual 
steering for the phased array signal processing. 
 
2.1.5 Dispersion Compensation and Removal 
The GLWs have a number of wave modes and most of them are highly dispersive 
wave modes. Due to wave propagation characteristics depending on the frequency, 




of a dispersive mode will spread out in space and time. Figure 2.9 shows the 
characteristics of non-dispersive and dispersive modes of the GLWs. 
 
 
(a) for non-dispersive mode (     ) 
 
(b) for dispersive mode (     ) 
Figure 2.9: Comparison of dispersive and non-dispersive modes 
 
Wilcox [45] proposed a dispersion compensation technique that makes use of a priori 
knowledge of the dispersion characteristics of a GLW mode to map signals from the 
time domain to the spatial domain. Xu et al. [46] discussed the GLW dispersion 
compensation and the dispersion removal algorithms used for both theoretical and 
experimental investigation. The dispersion removal technique was based on the 
Taylor expansion study conducted by Liu and Yuan [47]. The dispersion 
compensation and removal approach was applied to embedded ultrasonic structural 
radar (EUSR) methodology to improve the array signal processing image. Like the 
research conducted by Xu et al. [46], these techniques are expected to be used for 
detecting multiple damages, located at close locations, after a phased array signal 
processing rooted in wavenumber filtering approach. 

























































Dispersion compensated waveform can be determined by letting a dispersed 
reflection waveform (denoted by     ) propagate backward to its source position, i.e. 
setting             , defined by [46, 48] 
                 
   




where      is dispersion-compensated waveform;     is the Fourier transform of 
the      that is the dispersed GLW reflected from an artificial damage. 
                    (2.49) 




where    is reflection coefficient constant;        is the propagated      that is input 
signal waveform;     is the Fourier transform of     . 
The Equation (2.48) is the fundamental dispersion compensation equation. This 
equation leads the time series signal to convert into special domain signal and reverse 
the dispersion process.  By recalling the definitions of phase and group velocities, the 
dispersion equation is redefined by 




where the     is defined by               ; the group velocity is given by 
           ; the frequency is a function of wavenumber, defined by       . 
The inverse Fourier transform (IFFT) can be used to obtain the dispersion 






Since     is a nonlinear function, the resultant GLW waveform has the dispersion 
feature. The nonlinear     can be changed to the linear form by using the Taylor 
expansion, defined by [46] 
                       
            (2.52) 
where    is the center frequency of the excitation signal for the Taylor expansion. 
Xu et al. [46] described the procedure to remove the dispersion features in a 
dispersed wave and observed that the dispersion removal algorithm does better than 
the dispersion compensation algorithm and takes less computation time. Liu and 
Yuan [47] developed a linear mapping technique to remove dispersion of the GLW 
mode in isotropic plates. The technique assumed that nonlinear dispersion curve can 
be approximated by using a finite polynomial (e.g. the second order term of 
polynomial). 
 
2.1.6 Guided Lamb Wave Based Structural Health Monitoring 
In the conventional ultrasonic testing of the Non-Destructive Evaluation (NDE), there 
are two GLW methods to evaluate plate-like structures. The pulse-echo method and 
the pitch-catch method based on the GLWs are illustrated in the thickness view, 
shown in Figure 2.10. The upper half thickness region of the panel structure is for the 
pulse-echo method. One piezoelectric transducer is bonded on the panel, or both an 
actuator and a sensor are collocated at the same location of the panel. On the other 




method. For the method, the actuator and the sensor are boned at different location 




Figure 2.10: Schematic diagrams of GLW methods (in the thickness view) 
 
  
(a) Pulse-echo method (b) Pitch-catch method 
Figure 2.11: Schematic diagrams of GLW methods (in the plate view) 
 
GLWs are generated from the actuator and the incident waves omni-directionally 
propagate in the panel. If a structural damage is present in the panel, the traveling 
GLWs bounce from the damage, and travel and arrive at the sensor. For a semi-
Wave reflection/scattering 






infinite boundary condition, i.e. there is no edge boundary, sensor signals may be 
obtained as shown in Figure 2.12. In the figure, signals in blue are the normalized 
excitation signals, and signals in red are the sensor signals. For the pulse-echo method, 
the sensor signal included only the reflected waveform due to damage, shown in 
Figure 2.12(a). On the other hand, for the pitch-catch method, the direct 
waveform/transmitted waveform and damage reflection waveform appear in the 
sensor signal, shown in Figure 2.12(b). Due to the semi-infinite boundary condition, 
there are no boundary reflection waveforms in the sensor signals. The Time-of-Flight 
(ToF) information of the target GLW mode can be estimated from the sensor signals, 
and it can be used to detect damage location in the panel structure. Using three 
transducers, it is sufficient to identify the damage location in the panel structure with 
semi-infinite boundaries. The damage detection approaches for the GLW methods, 
using three transducers denoted by S1, S2, and S3, are shown in Figure 2.13. From 
the pulse-echo method shown in Figure 2.12(a), the ToF information of the reflected 
waveform due to the damage represents the double traveling distance of the incident 
GLW wave. Evaluating damage location based on the ToF information from the 
pulse-echo method, a circle with radius can be constructed for each transducer as 
shown in Figure 2.13(a). A simple computation,     
    
 
    , should be 
performed for the radius of the circle construction. In the computation, the    is the 
group velocity of the incident GLW mode. The group velocity can be determined by 
experiment or theoretical modeling (e.g. dispersion curves). In contrast, with ToF 
information from the pitch-catch method, an ellipse can be constructed by using the 




equations for the ellipse construction are given by Equations (2.53) and (2.54), and 
the associated illustration can be found in Figure 2.14. 
 
 
(a) Pulse-echo method 
 
(b) Pitch-catch method 
Figure 2.12: Sample sensor signals using the GLW methods 
 
 
(a) with pulse-echo method 
 
(b) with pitch-catch method 
Figure 2.13: Damage location estimation using the GLW methods with three 
transducers 
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Figure 2.14: Ellipse construction in Cartesian coordinate 
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In the above ellipse construction equations, the   can be determined by using the 
equation,     
        
 
. The ToF information for the pitch-catch method is 
depending on the actuator-sensor combination with the relation,            . The 
   is the group velocity of the GLW propagating the panel structure. 
Alleyne and Cawley [49, 50] discussed the GLW interaction with defects (notches) 
in the theoretical modeling (finite element analysis (FEA)) and experimental 
investigations. Giurgiutiu et al. [51] conducted theoretical and experimental studies of 
GLW reflections from crack damages in an aluminum plate. The GLWs were excited 
by using piezoelectric wafer active sensors (PWASs) bonded on the plate. Using 




developed damage detection/monitoring techniques for cracks in metallic structures. 
In the study, a damage index (DI) based on the GLW scattering information due to its 
interactions with a crack damage was proposed and evaluated as a SHM indicator. 
For SHM of composite laminates, Chimenti and Nayfeh [54] performed to 
understand leaky Lamb waves (LLW) propagating in unidirectional composite 
laminates. The LLW approach was employed for damage detection applications for 
composite laminates [55]. Guo and Cawley [56] performed numerical and 
experimental GLW study to detect delaminations in composite laminates. The S0 
mode of the GLW was inserted into the composite panels and measured the wave 
interaction with the simulated delaminations. Keilers and Chang [57] researched on 
damage detection of composite plates using built-in piezoelectrics. The size and 
location of the delamination damage were estimated. Su  et al. [58] developed a 
damage identification approach for delamination detection in quasi-isotropic 
composite laminates. Transducer network approach combined with the symmetric S0 
mode propagation and wavelet transform analysis was used to identify the 
delamination location within the panel. Ng and Veidt [59] presented the GLW 
technique to inspect damage in composite laminates. Transducer network 
(transmitter-receiver pair) method with the cross-correlation signal analysis technique 
was employed for damage detection applications. Kessler et al. [60] explored the 
optimization and application of the GLW methods to damage detection in composite 
structures. 
The GLW-based damage detection, however, is very complicated because several 




conversion/separation due to damage should be consider for the actual experimental 
testing. In this study, to solve the critical issues, the phased sensor array technique 
with GLW approach is applied for damage detection. 
 
2.1.7 Mode Conversion and Separation of Guided Lamb Wave 
In order to understanding the GLW propagation, additional important feature, which 
is mode conversion/separation, should be addressed. If the GLWs propagating in a 
thin plate encounter a discontinuity, the GLWs experience three physical phenomena 
such as reflection, transmission, and mode conversion/separation. When a incident 
mode of the GLW (e.g. S0 mode) arrives at a notch in a plate as shown in Figure 2.15, 
the S0 mode is separated into S0 and A0 modes, some portion of the modes 
transmitted and others are reflected. In similar manner, an A0 mode is also divided 
into S0 and A0 modes due to a notch [61]. 
 
 
Figure 2.15: Schematic diagram of GLW mode conversion due to a notch 
 
Cho and Rose [62, 63] well discussed boundary element method (BEM) application 
to investigate mode conversion on the edge reflection of the GLW and on thickness 




measure the amplitude of A0 and S0 modes caused by mode conversion at a notch in 
a thin plate. Kim and Sohn [61] developed a new NDT technique to detect a crack by 
extracting mode conversion features from the experimental GLW signals. Using time-
dependant finite element method (FEM), Oppenheim et al. [64, 65] simulated how 
incident S0 and A0 modes experience mode conversion, reflection, and transmission 
features. 
 
2.2 Spectral Analysis for Structural Health Monitoring 
2.2.1 Time-domain Analysis 
Various spectral analysis methods have been used to analyze vibration signals for 
structural health monitoring. The fundamental method to evaluate the vibration 
signals is time-domain analysis method. The method is based on the observation of 
waveforms in the time-domain signals. Intimately examining the healthy and 
damaged signals, researchers may find the amplitude variation and phase shift of the 
target waveforms. Based on these findings, the structural integrity can be evaluated 
for the testing article. However, this method provides a limited amount of information 
such as damage presence/extent in the structure. 
 
2.2.2 Frequency-domain Analysis 
The fast Fourier transform (FFT) analysis, which is the most commonly used spectral 




Fourier transform by Joseph Fourier [66]. The continuous Fourier transform for the 
time-series signal,     , is defined by 
                   
 
  




where   is the frequency and i is unit complex.      is the Fourier counterpart of 
     in the frequency domain. The Fourier transform provides a spectral density 
distribution (i.e. power spectrum) which identifies the amplitudes and phases at the 
various frequencies that contribute to time series. 
Alleyne  and Cawley [67] presented a two-dimensional Fourier transform (2-D 
FT/ 2-D FFT) technique including the spatial and time transformations to separate 
different wave components of the GLW signals. The technique is defined by 
                             (2.56) 
                       (2.57) 
where      is the frequency-dependent amplitude of the wave;   and   are 
wavenumber and angular frequency, respectively;   is the initial phase. This method 
allows plotting a GLW signal in a three-dimensional plot of magnitude versus 
wavenumber and frequency. 
Alleyne and Cawley [49] demonstrated that the 2-D FFT method may be used to 
theoretically and experimentally evaluate the GLW interactions with defects in steel 
plates. Gao et al. [68] presented a laser ultrasonic technique and 2-D FFT method to 




D FFT is a useful method because of its capability to determine the relative 
magnitudes of different spatial wavelengths in a material. 
The FFT-based techniques are very useful in many applications, but there is a 
major problem in using the FFT for non-stationary signals (e.g. GLW signals). The 
FFT results provide the integration information of the time domain signals over the 
entire signal length. It means the FFT provides no information on their 
temporal/spatial localization within the time series. 
 
2.2.3 Time-frequency Analysis 
The frequency domain analysis in conjunction with the time domain analysis leads to 
the time-frequency analysis which is the most commonly used spectral analysis 
method to evaluate the GLW signals. The time-frequency analysis method provides 
the frequency component variation of the GLW signals as a function of time. 
 
Short-Time Fourier Transform (STFT) 
The short-time Fourier transform (STFT) applies the Fourier transform to a small 
signal segment of time moment by multiplying a time window function and 
neglecting the rest of the signal. The signal is assumed to be stationary within each 
segment. This process is repeated as moving the time window function over the full 
period of the signal. The STFT for a transient signal,     , is defined by 
                       







where      is a window function and has a short time duration. In general, the 
squared magnitude of the STFT of a signal is spectrogram, defined by             
 . 
Ihn and Chang [52] applied the STFT to the GLW signals in order to show the 
amplitude distribution of the sensor signals over a wide range of frequencies and the 
time domain. Sung et al. [70] presented the implementation of the STFT for the 
acoustic emission (AE) signals due to low-speed impact damage on composite 
laminates. Niethammer et al. [71] developed the reassigned spectrogram (the 
reassigned energy density spectrum of the STFT) to evaluate the dispersion curves for 
the GLWs in an aluminum plate. The reassigned spectrogram improves the time-
frequency resolution of the dispersion curves. 
Due to the fixed window size, however, there is trade-off between time and 
frequency resolution. In addition, since the STFT is based on the Fourier transform, 
the signal segment data should be stationary, which is not be always true for non-
stationary signals [72]. Therefore, the STFT may not be the best signal processing 
tool for the GLW signal analysis. 
 
Wigner-Ville Distribution Transform 
The Wigner-Ville distribution (WVD) provides an increased resolution relative to the 
spectrogram. The WVD transform uses a flexible choice of window size [4] . The 
Wigner-Ville distribution is defined by 
               
 
 
      
 
 




where * denotes the complex conjugate. The Wigner-Ville distribution is a measure 




Prosser et al. [73] demonstrated the pseudo WVD method to characterize GLW 
mode dispersion in an aluminum plate. Niethammer et al. [71] discussed the 
smoothed WVD method (with the Gaussian filter) for the mode localization of the 
GLW signals. However, the basic nature of the WVD causes significant interference 
cross-terms, which do not permit a straightforward interpretation of the energy 
distribution [74]. 
 
Wavelet Transform (WT) 
The wavelet transform (WT) was applied for the analysis of vibration signals by 
Daubechies [75] and Newland [76, 77]. The WT method was widely used as an 
efficient means of signal processing to analyze the GLW-based damage detection 
technique of the NDE/SHM field. The continuous wavelet transform (CWT) of a 
transient signal,     , is defined by 
             
 
  
        
   
 
   
 
  








where    is a scaling parameter and   is a time shift parameter; * denotes the complex 
conjugate; The function      is a mother wavelet and         is a daughter wavelet. 
The accuracy and efficiency of the transform are depending on the mother wavelet 
selection. Gabor, Gaussian, Haar, Daubechies, bi-orthogonal, Coiflets, Symlets, 
Morlet, Mexican Hat and Meyer are some popular wavelet functions in practice. The 
squared magnitude of the CWT of a signal is the energy density spectrum (i.e. 






Ip et al. [78] applied CWT employing the Gabor wavelet to extract the dominant 
GLW modes from the measured acceleration signals obtained from beam structures. 
Li et al. [79] presented criteria of optimal mother wavelet selection in the GLW 
analysis for the delamination damage detection of composite laminates. Jeong and 
Jang [80] discussed the wavelet transform using the Gabor wavelet to analyze the 
GLW propagating in composite laminates. Legendre [81] et al. used the wavelet 
transform algorithm to extract the required time information from the received signals 
with noisy nature. Paget et al. [82] demonstrated the wavelet transform for the GLW 
damage detection application to composite laminates. The GLW responses were 
decomposed into wavelet coefficients by the wavelet transform, and the variation of 
the wavelet coefficient amplitude was referred as damage indicator.   
 
Hilbert-Huang Transform (HHT) 
A new time-frequency domain analysis, Hilbert-Huang transform (HHT), which is 
based on a combination of the Hilbert transform with the Empirical Mode 
Decomposition (EMD) method, has been developed by Huang [83]. The HHT 
analysis is the generalized Fourier transform analysis using instantaneous amplitudes 
and frequencies as variables. 
The process of EMD provides a set of well-defined Intrinsic Mode Functions 
(IMFs). The original signal,     , can be decomposed into several IMFs as given by 
           
 
   






where       is j-th IMF and    is a residue that is a monotonic function or constant. 
The original signal divided into the   empirical modes,      , and the residue. The 
procedure to determine the IMFs,      , from an original time-series data,      is 
described in Appendix A. 
Applying the Hilbert transform to the each IMF, the analytical signal is given by 
                  
 
(2.62) 




     






where           is the Hilbert transformed form of the      ;   denotes the Cauchy 
principle value of the integral. The analytical signal can be rewritten in the polar 
coordinate system, 
            
      
 
(2.64) 
                                      
     




where        is the j-th instantaneous amplitude;       is the j-th instantaneous phase. 
If the IMFs can be considered to be strictly local, instantaneous angular velocity is 
defined by 
      
      
  
        
 
(2.66) 
where       is the j-th instantaneous frequency. Then the real part of the analytical 
signal is the IMFs, as given by 
                         
            
 
(2.67) 




               
           
 
   
     (2.68) 
Using       and       for            , a two-dimensional image,         , can be 
estimated for the IMFs. The Hilbert-Huang spectrum (HHS) can be defined by 
                      
 
   
 (2.69) 
To show the efficiency of the Hilbert-Huang spectrum with the EMD process, several 
simple signals were examined through the procedure, shown in Figure 2.16. 
Quek et al. [84] and Zemmour [72] demonstrated the feasibility of the HHT 
technique to detect various damage such as a crack, delamination, and stiffness loss in 
the GLW signals obtained from beams and plates. Yoo et al. [85] applied the HHT for 
the GLW signals obtained form a curved composite panel, and successfully 
monitored the torque loss on joint bolts. Pines and Salvino [86] discussed a novel 
signal processing tool using EMD, HHT, and the Hilbert phase and applied to track 
unique features in the vibratory response of civil structures. 
In this study, the powerful HHT analysis technique would be used to provide 







(a) Simple harmonic signal 
 
(b) HHT spectrum for signal on left 
 
(c) Cosine wave with frequency switch 
 
(d) HHT spectrum for signal on left 
 
(e) Cosine wave with frequency switch 
and impulse 
 
(f) HHT spectrum for signal on left 
 





2.3 Guided Lamb Wave Imaging for Damage Detection 
A number of researches have been conducted to create damage map of a testing 
structure by using the GLW technique. Lamb wave tomography, time-reversal 
imaging, probability-based array imaging, and phased array techniques are widely 
used in the NDE/SHM field. In this study, the phased array technique in conjunction 
with the GLW interrogation approach would be used for experimental damage 
detection of thin metallic plates and composite laminates. 
 
 
(a) Single transducer actuation 
 
(b) Multiple transducer actuation 
Figure 2.17: Circular array for GLW-based computed tomography (CT) 
 
2.3.1 Tomography 
Distributed transducers surrounded the area of interest are used for GLW based 
tomography. The GLW propagates through the investigation area between a set of 
transducers on a testing structure. As shown in Figure 2.17, a transducer acts as a 
transmitter that generates the GLW, which propagates to other transducers operate as 






transducers can be constructed to create an image of the interested region of the 
structure. 
If there is any damage within the testing region, the GLWs propagating the wave 
paths through the damaged area may be attenuated due to the damage. Any 
abnormality in the testing region is highlighted in the reconstructed tomography 
image. The location, size, and the shape of the damage can be visualized with this 
technique. 
Jansen and Hutchins [87] conducted Lamb wave based tomography to detect a 
damage in a thin aluminum plate submerged in water using immersion transducers. 
Wright et al. [88] used air-coupled transducers for the Lamb wave tomography of thin 
plates. Leonard et al. [89] developed double-crosshole scheme for the Lamb wave 
tomography and compared to parallel-projection tomography scheme. The parallel-
projection tomography scheme uses a transmitter-receiver pair of transducers 
mechanically moved in parallel over the investigation area. The double-crosshole 
scheme is a fast and practical alternative to the parallel-projection scheme, which 
borrows the concepts from seismology.  
However, there are a few critical issues of this technique because the velocity of 
GLW mode depends on the excitation frequency and the thickness of a structure. In 
addition, it is complicated to analyze the GLW signals obtained from a receiver due 
to the GLW characteristics such as mode conversion/separation, wave reflection, and 





2.3.2 Time-Reversal Imaging 
The concept of ultrasonic time-reversal was first extensively studied by Fink [90], 
Wu et al. [91], and Cassereau and Fink [92]. Time-reversal is an acoustic wave 
focusing technique. As shown in Figure 2.18, the acoustic waves generated from the 
excitation source are sampled by receiver transducers. The acoustic waves are then 
time-reversed and transmitted from the transducers obtained the waves. The time-
reversed acoustic waves can propagate and arrive at the acoustic source location. This 




(a) Acoustic source wave recording step 
 
(b) Time-reversal step 
Figure 2.18: Schematic of time-reversal imaging method 
 
Ing and Fink [93] demonstrated that the time-reversal process allows to compensate 
the fundamental GLW problems such as dispersion and multiple modes generation. In 
the experiments, a laser impact to generate the GLWs was identified by using the 
wave refocusing method based on the time-reversal technique. Kim et al. [94] 










transducers on defects. Park et al. [95] introduced the time-reversal method as a 
baseline-free SHM technique with the GLW propagation. Wang et al. [96] developed 
a digital imaging method based on the time-reversal of the GLWs. Xu and Giurgiutiu 
[97] theoretically and experimentally demonstrated the single mode tuning effects on 
the GLW based time-reversal technique. 
 
2.3.3 Sparse Array Imaging 
For the damage detection of a complicated structure, which is more realistic and not a 
simple plate, a few researchers developed the sparse array imaging technique that is a 
probability-based diagnostic imaging method. The GLW signal parameters such as 
time-of-flight (ToF), magnitude (i.e. amplitude), signal energy, and correlation 
coefficients are used to develop the algorithm for the array imaging technique [4]. 
The sparse array imaging technique was applied for damage detection of metallic 
structures and composite structures [98-101]. Reconstruction algorithm for 
probabilistic inspection of defects (RAPID) was introduced by Gao et al. [102] and 
widely used for the sparse array imaging of the damaged structures [103-106]. The 
governing equation for signal different coefficients (SDC) based RAPID technique is 
defined by 
          
                         
                            
 
  




where     is the beseline signal;    is sensor signal data;     and     are the mean value 
of the corresponding signals. The estimation of the defect probability at (x,y) location 
may be given by 
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 (2.73) 
where      is the transmitter i and receiver j pair;     is the ratio of the sum of distance 
of the point (x,y) to the transmitter i and receiver j to the distance between the 
transmitter and receiver;   is a scaling parameter and is selected to be around 1.05. 
Recently, minimum variance distortionless response (MVDR) method was 
applied for the GLW-based sparse array imaging (especially delay-and-sum imaging) 
to improve image quality for localization of damage over a large area [107-109].  
 
2.3.4 Phased Array Technique 
Phased array is a device consisting of a group of transducers located at distinct spatial 
locations. Due to the spatial location variation of transducer, there are time delays of 
the respective signals of the transducers and the associated phase shift relative to the 
time delays. Appropriately adjusting individual time delays for the transducers, the 




of the phased array is reinforced in a desired direction and suppressed in other 
(undesired) directions. In addition, a phased array may be used to focus the wave 
radiation to a specific point, and to scan rapidly in azimuth and elevation. Because of 
its robustness as a spatial signal processing tool, the phased array technique has been 
widely used in all aspects of civil, military, science, and medical industry fields. The 
application examples of the phased array technique are shown in Figure 2.19. 
 
 
(a) The Very Large Array (VLA) 
 
(b) Phased array radar for a warship 
 
(c) Ultrasound phased array 
Figure 2.19: Examples of the phased array technique applications (photo credit: 
Google Image) 
 
After the phased array technique had developed for radar positioning and tracking, 
phased array transducers (Figure 2.20) and the associated signal processing technique 




such as hole, crack, corrosion, and welding flaw in structural components. In general, 
the phased array transducer can scan the thickness direction and then move to another 
location to scan another thickness direction. By repeating this process, the whole 
structure can be three-dimensionally scanned. 
 
 
(a) Phased array transducer samples 
 
(b) Comparison between conventional ultrasonic testing and phased array methods 
Figure 2.20: Phased array transducers for NDE/SHM applications (photo credit: 
www.olympus-ims.com) 
 
A signal processing method with the phased array refers to beamforming for 
directional signal transmission or reception. The beamforming is characterized by 
directivity pattern of the phased array, which includes a main lobe, side lobes, and 
grating lobes. The phased array signal processing (i.e. the beamforming technique) is 
divided into four different methods such as directional transmission, directional 
reception, target focusing, and beam steering. All of the approaches are purposed on 
target detection and monitoring. 




Phased array technique in conjunction with the GLW approach has recently been 
applied for damage identification of plate-like structures. The GLW-based phased 
array system is capable of scanning a large area of the hosting structure from a 
relatively small test area. The comparison of the GLW inspection area for the two 
different methods can be found in Figure 2.21. The main advantage of the phased 
array technique is cost- and time-effectiveness due to the inspection duration and 
accessibility of the transducers to the structure under inspection. 
 
 
(a) GLW-based tomography 
 
(b) GLW-based phased array 
Figure 2.21: Inspection area comparison between two array imaging methods 
 
Deutsch et al. [110] performed experimental GLW study by using a linear array. The 
time reversal method was used to focus the GLWs, which are transmitted from the 
linear array, on a single defect. Wilcox et al. [111, 112] intensively examined the 
GLW-based phase array technique to identify defects in plate-like structures. PZT 
ceramics and electromagnetic acoustic transducers (EMAT) elements were used to 
construct circular arrays and linear array. S0, A0, and SH0 modes of the GLWs were 
excited and captured by the arrays. A phased-addition algorithm was developed for 










with deconvolution was presented to suppress side lobes due to the circular array 
configuration. Fromme et al. [113] developed a GLW-based circular array for the 
structural integrity monitoring of large plate-like structures. The circular array with a 
ring shape was constructed by a number of PZT elements. Dispersive A0 mode was 
excited and measure by the array, and the group of the GLW signals were processed 
by using the phased-addition algorithm with dispersion compensation and 
deconvolution. Purekar et al. used GLW-based phased sensor arrays as directional 
spatial filters and presented the associated damage detection approach in thin 
isotropic plates [114] and composite laminates [115]. The phased sensor array was 
virtually swept over the plates and the reflected GLWs from discontinuities (e.g. 
damage and edge boundary) were captured. The algorithm for the directional filtering 
approach allowed the phased sensor array to track a selective GLW mode from a 
damage of the plate. Rajagopalan et al. [116] introduced a single transmitter multi-
receiver (STMR) PZT array for the GLW-based damage detection of isotropic plates, 
orthotropic [117], and anisotropic composite plates [118]. A ring type PZT array was 
used as receiver while a single PZT located at the center of the array was used as a 
single transmitter for the GLW excitation. A phase addition reconstruction algorithm 
was used to detect wave reflections from damage and boundaries. 
Embedded-ultrasonic structural radar (EUSR) using piezoelectric wafer active 
sensors (PWASs) was introduced for damage detection application of thin plates, by 
Giurgiutiu and Bao [119]. The EUSR algorithm based on a standard beamforming 
technique (delay-and-sum method) was formulated for transmission and reception 




as a structural radar to detect crack damages [119] and the growth of a crack [120] in 
a thin metallic plate. By Yu and Giurgiutiu [121, 122], the EUSR methodology using 
the linear array was advanced to a study with optimized linear array and two-
dimensional (2-D) phased array with cross-shape, rectangular grid, rectangular ring, 
circular ring, and concentric circular shape. A generic beamforming formula 
(triangular algorithm), commonly used in antenna theory [123], was developed for the 
GLW-based EUSR system. To improve the EUSR image quality, various signal 
processing techniques such as Hilbert transform and wavelet transform were applied. 
Phantom image due to the back lobe of the beamforming characteristics was also 
discussed. Yan et al. [104] demonstrated GLW-based phased array application with 
beamforming technique and back-propagation signal synthesis for damage detection 
in a thin metallic plate. A circular array with PZT transducers was attached at the 
center of the plate. The beamforming technique with the GLW-based phased array 
was applied for unidirectional, cross-ply, and quasi-isotropic composite plates [124]. 
Kim and Philen [125] examined the beamsteering with a linear phased array consisted 
of macro-fiber composites (MFC) transducers. The MFC beamforming characteristics 
were compared with the PZT phased array. Olson et al. [126] demonstrated 
experimental study for the beamforming technique (transmission and reception) using 
GLW based linear phased arrays in an aluminum plate. 
For high resolution inspection, Velichko and Wilcox [127, 128] optimized the 
phased-addition algorithm for GLW-based phased arrays with linear and circular 
layouts. Maximization of contrast method was introduced to reduce the possible side 




modes was also presented. Recently, Engholm and Stepinski presented an adaptive 
beamforming technique with a GLW-based uniform circular array [129] and a 
rectangular array [130] for damage detection of thin isotropic panels. The adaptive 
beamforming was based on the standard delay-and-sum beamfoming in conjunction 
with minimum variance distortionless response (MVDR) method. Both cases used 
single-transmitter-multiple-receiver (STMR) approach and the adaptive beamforming 
technique study was extended to multiple-transmitter-multiple-receiver (MTMR) 
approach in the recent work [131]. The GLW dispersion was compensated for the 
signal processing by using theoretically calculated dispersion curves. 
 
2.4 Chapter Summary 
This chapter discussed general backgrounds of the guided Lamb wave (GLW) and the 
associated non-destructive evaluation (NDE) and structural health monitoring (SHM) 
applications. The dispersion curves, i.e. frequency-wavenumber relations, were 
investigated to understand the GLW propagation in metallic and composite plates. 
The GLW excitation and sensing were described based on the piezoelectric-ceramic 
elements (e.g. PZT ceramics). The GLW mode tuning method with the peizoceramic 
element was discussed. The GLWs contain a number of wave modes and most of 
them are high dispersive. The dispersion compensation and removal techniques were 
explained to help analyze the GLW propagation and the associated damage detection 
applications.  The mode conversion and separation of the GLWs interaction with 
discontinuities were discussed. A review of spectral analysis methods for the GLW 




and the combined time-frequency analysis method and its application to the GLW 
interrogation were reviewed. The state-of-art of the advanced GLW signal processing 
methods to visualize structural defects was reviewed. The GLW-based array imaging 





3.  Phased Sensor Array Signal Processing 
In this study, the phased array acts only as a receiver consisting of multiple sensor 
elements. Sensors, in general, have omni-directionally equal sensitivity to receive 
information, i.e. insensitive to a certain direction. However, since the phased sensor 
array operates as a spatial filter, the array signal processing method can enhance 
signals a specific direction while eliminating signals from other directions. Signal 
processing diagram of the phased sensor array is shown in Figure 3.1. 
 
 
Figure 3.1: Schematic of phased sensor array signal processing  
 
The wavefront of incoming wave arrives at a phased sensor array, and the sensor 
signals present the time differences of the arrival signals because of the propagation 
direction of the incoming signal. By using a phased array algorithm, the sensor 
signals can be phased or delayed for virtually steering a specific direction, i.e. the 
wave propagation direction, and all of the steered sensor signals are summed to 
amplify the incoming wave signal at its propagation direction and minimize noise and 




signals is compared to the phase shifted sensor signals, shown in Figure 3.2. For this 
case, the ‗Sensor2‘ is assumed as the center of the phased sensor array. 
 
 
(a) Raw signals and the summation 
 
(b) Phase shifted signals and the 
summation 
Figure 3.2: Fundamental concepts of the phased array signal processing 
 
The virtual array steering may be achieved by the time delay and the phase shift. In 
this study, the phase shift method with a directional wavenumber filtering algorithm 
would be used for experimental investigations. Spatial weighting functions would be 
used for the wavenumber filtering method. Among the four methods based on the 
beamforming, the beam steering would be applied for damage detection of aluminum 
plates and composite laminates. The beam steering technique allows the phased 
sensor array to scan the whole structure under inspection. In this chapter, the 
fundamentals of the phased sensor array signal processing are to be discussed. 
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3.1 Fundamentals of Phased Sensor Array Analysis 
Wavenumber filtering based on phased array signal processing is a robust method of 
post processing for a group of sensor signals. The wavenumber filtering is similar to 
time-shift method in which individual sensor signals are gathered and directional 
filtering is performed in a post-processing step based on estimates of travel time from 
one sensor to the next. The wavenumber filtering method is based on knowledge of 
the wavenumber-frequency relationship and may be performed in real-time by the use 
of selective gains applied to each sensor signal that can remove unwanted information 
while enhancing the desired signal component. The signal processing algorithm of the 
wavenumber filtering technique discussed in this text is based on the previous 
research conducted by Purekar [3]. In this study, the algorithm for a linear array 
configuration is extended for 2-D phased sensor array configuration. 
Array response may be evaluated by combining signals captured from an array 
consisted of multiple sensors at different locations, defined by 
                   (3.1) 
where      is the array response and          is the sensor signal at       location.  
Adding spatial weights (i.e. the set of gains) to the array sensors, the array 
response may be characterized depending on the weights, given by 
                         (3.2) 
where        is the spatial weights at       location. The content of the array 




general, the weight function is complex in nature and complex signal analysis 
routines implemented to realize the spatial filtering. 
Wavenumber response of the array can be determined by a Fourier identity as 
shown below, 
                                              (3.3) 
where 
                 
               
                     
               
 (3.4) 
where          and          are Fourier transformed functions for the spatial 
weights,       , and the sensor signals,       , respectively;    is the wavenumber 
along the  -axis and    is along  -axis; i is the imaginary unit. 
For an ideal filtering for a desired wavenumber, Dirac delta function for the 
         may be used as 
                          (3.5) 
where     and     are desired  -axis and  -axis wavenumber components for the 
wavenumber filtering. The spatial weights can be determined by the inverse Fourier 
transform of the given Dirac delta function,         , written by 
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          (3.7) 
The spatial weight function may be defined in a more general form, written by  
           
                                         (3.8) 




Figure 3.3: Plane wave approaching to an array with cruciform layout 
 
The array response filtered by a desired wavenumber is defined by 
          
                      (3.9) 
For the case of a plane wave approaching to a phased sensor array (see Figure 3.3), 
the wavenumber of the plane wave is written by 
          (3.10) 
          
          
 (3.11) 
where   and   are unit vectors. 
Hence, the Equation (3.9) can be rewritten by 
Cruciform array 







             
                               (3.12) 
where    is a desired wavenumber for filtering and   is wave propagation direction, i.e. 
an array steering angle. By the Euler‘s identity, the array response directionally 
filtered by the desired wavenumber is defined by 
        
                      
                        
  (3.13) 
where 
                                  
                                  
 (3.14) 
 where   and    are the real part and the imaginary part of the spatial weight 
function, respectively, at the       location. 
Due to the wavenumber-frequency relationship,       , the directional spatial 
weight function,         , for the wavenumber filtering performs the phased shifts 
(i.e. time delays) for the sensor signals. By using the governing Equation (3.13) for 
the directional wavenumber filtering algorithm, a desired mode of the GLWs 
approaching to the sensor array can be scanned over the azimuthal directions, 
          . 
In general, the weight function is complex in nature and complex signal analysis 
routines implemented to realize the spatial filtering. The imaginary part of the array 
response can be achieved by using a /2 phase shift of the sensor signal. In general, 
integration and differentiation can be applied for the phase shift. Integration is 




order to use integration and differentiation for producing the /2 phase shift 
effectively, the candidate signal should be band limited. Another method to produce 
the /2 phase shift is based on the Hilbert transform and can be used instead of the 
above methods. The Hilbert transform can be used to produce the requisite phase shift 
regardless of the frequency content of the signal. The different methods to produce 
the /2 phase shift are illustrated in Figure 3.4 from a sample signal 
 
 
Figure 3.4: Comparison of/2 phase shift method 
 
In the research performed, the Hilbert transform was used for the /2 phase shift. The 
corresponding array response from Equation (3.13) can be rewritten as shown below. 
        
                      
                           
  (3.15) 
where              denotes the Hilbert transform of the sensor signal,         . 
This formulation eliminates the imaginary term shown in Equation (3.13).  




























For 2-D discrete sensor array with a finite number of sensor elements, Equation 
(3.15) can be rewritten as shown below. 







                      
 




                          
 







                                  
                                   
(3.17) 
A diagram for constructing a phased array response using sensor signals obtained 
from a 2-D sensor array is shown in Figure 3.5.  
 
 
Figure 3.5: Flow diagram of phased array signal processing 
 
3.2 Beam Pattern of Phased Array 
The performance of a phased array is characterized by examining a directivity 




is dependent on the total number of sensors and the corresponding sensor locations 
used to construct a phased array. The directivity function can be used to quantify 
sensitivity of the array to waves of different wavelength and travelling direction, and 
the directivity function is evaluated by using the 2-D Fourier transform (in space) of 
the array distribution. 
The directivity function for a two-dimensional (2-D) array is defined by 
           
              
 
(3.18) 
where i is imaginary unit and         ,         , and   is a range of 
interested wavenumber. 
For a 2-D phased array with discrete sensor elements, an equivalent form of the 
Equation (3.18) is defined by 
         
 
 
              
          
 




              
 
   
 (3.19) 
In the above expression, n is sensor index so that         is the x and y position of 
the n-th sensor element; N is the total number of sensor elements in the array;   
corresponds to the spatial distribution of points relative to the array. 
The directivity function is consisted of three lobes such as main lobe, side lobes, 
and grating lobes. The main lobe is the lobe containing the maximum beam 
magnitude. The side lobes are the lobes that are not the main lobe. For the phased 
arrays, some side lobes become substantially larger in magnitude, and approaching 
the level of the main lobe, and these are called by the grating lobes. 
Virtual steering of the array is accomplished by using selective gains and signal 





3.3 Wavenumber Selectivity for Phased Array Steering 
The main advantage of the phased array analysis is the ability to (virtually) steer the 
array such that the array response contains signals of a desired wavenumber region. 
The directivity function in the Equation (3.19) is the unsteered condition of the array. 
By using a spatial weight function,         , the directivity function can be virtually 
steered with respect to a desired wavenumber.  
For an ideal filtering for a wavenumber, Dirac delta function is used as the spatial 
weight function, and the steered directivity function can be determined by 
                                           
                 
 
(3.20) 
where   denotes convolution;         and          where   is a range of 
interested wavenumber and   is angular direction of the array steering;            
and            where    is a desired wavenumber for filtering. 
For a 2-D phased array with discrete sensor elements, an equivalent form of the 
steered directivity function is expressed by 
                 
 
 
    
                      
 
   
 
(3.21) 
where n is sensor index so that         is the x and y position of the n-th sensor 





3.4 Overview of 1-D Phased Sensor Array and Phased Array Analysis 
For an one-dimensional (1-D) phased array analysis, the directivity function is a 
function of wavenumber in x-axis only. The directivity function for a 1-D linear array 
with discrete sensor elements is defined by 
      
 
 
         
 
   
 (3.22) 
 where        and    is the element spacing along the x-axis, and N is total 
number of sensor elements. The directivity function for the discrete array is re-
expressed in a simple closed-form, written by 
      
             
            
 (3.23) 
The beam pattern (i.e. directivity function results) of a sample linear array (Figure 
3.6(a)) is shown in Figure 3.6(b). The array is consisted of 13 sensor elements that 
have equal spacing (  =3/16 in.). The main lobe is located at      and additional 
lobes are present as the wavenumber moves outward from the origin. Additional 
peaks of the same magnitude of the main lobe are shown in the figure and these 
repeat as the wavenumber range of interest increases. Since the directivity function 
indicates the sensitivity of an array as a function of wavenumber, it is generally 
undesirable to have additional lobes of the same magnitude of the main lobe in the 
wavenumber range of interest. The wavenumber range of interest is generally 
restricted to         . This situation is analogous to sampling in the time domain 








(a) 1-D linear array diagram 
 
(b) Directivity function of the left array 
Figure 3.6: Directivity function for an 1-D linear array 
 
Additional parameters of concern are the beamwidth of the main lobe and the height 
of the sidelobes (Figure 3.7). The beamwidth of the main lobe indicates wavenumber 
bandwidth of the system. This is shown graphically in the figure and corresponds to 
the wavenumber range highlighted in the figure and is found by identifying the 
wavenumber region in which the normalized directivity function is greater than 
0.707. The sidelobes as identified in the figure indicates the leakage of information 
into the array response from undesired wavenumber regions. High sidelobe levels 
indicate increasing leakage. An ideal directivity function would have a very narrow 
beamwidth with non-existant sidelobe levels. Techniques exist which aim to narrow 
the mainlobe beamwidth with the expense of high sidelobe levels. Similarly, 














Figure 3.7: Beamwidth for the 1-D linear array with 13 sensor elements 
 
The steered directivity function for the linear array can be determined by from the 
Equation (3.20),  
                                      
(3.24) 
For the linear discrete array, an equivalent form of the steered directivity function 
is given by 
          
                  
                 
 
(3.25) 
The beam patterns of the linear array under the steered conditions are evaluated as 
functions of steering angle and wavenumber, shown in Figure 3.8. The difference of 
the two figures is due to the nonlinear relations between the steering angle and the 
desired wavenumber,           . The beamwidth of the mainlobe increases as the 
main lobe is steered off of      . The ability of the linear array to distinguish 
between waves coming from different angles depends on the array steering direction, 
i.e. the beamwidth of the main lobe. The curve in blue is the unsteered directivity 






order to shift the mainlobe to a desired (wavenumber) position, as indicated by the 
curves in green and red. 
 
 
(a) as function of steering angle 
 
(b) as function of wavenumber 
Figure 3.8: Steering of 1-D linear array with 13 sensor elements 
 
Array steering is accomplished by modifying the array response by using a spatial 
weight function,     , which is determined based on a desired position of the 
mainlobe in the directivity plots as shown in Figure 3.8. The array response with a 
given spatial weight function of the linear array is defined by from the Equation 
(3.13), 
                      
 
(3.26) 
For the discrete linear array, the array response is rewritten by 
       
 
 
               
 
   
 
(3.27) 
         





where n is sensor index so that         is the x and y position of the n-th sensor 
element; N is the total number of sensor elements in the array;    is a desired 
wavenumber for filtering. 
In the previous phased array researches conducted by Purekar [114, 115], the 
ability to detect the directionality of approaching wavefronts and capability for 
damage detection applications have been demonstrated, using the 1-D phased sensor 
array and the associated signal processing method. However, the phased array 
technique based on the 1-D linear array has a critical limitation of the inability to 
distinguish approaching waves coming from the two broadside directions. 
 
3.5 2-D Phased Sensor Array 
The primary concepts of the 2-D phased sensor array analysis are analogous to the 1-
D counterpart. For the 2-D array analysis, the directivity function is a function of 
wavenumber in the x- and y-axis directions which correspond to orthogonal axes as 













A wide variety of sensor array configurations are possible in a 2-D space ranging 
from a uniform grid like spacing to a random distribution of points. For this study, the 
three candidate configurations corresponding to cruciform, circular, and spiral shapes 
are examined for the 2-D array analysis application, shown in Figure 3.9. In order to 
ensure that the dimension of 2-D phased sensor array was small and the array 
properties could be compared on a consistent basis, the area covered by the candidate 
arrays was intentionally limited to fit inside a circular pattern (Figure 3.9(b)) while 
the total number of elements of each 2-D array was set to 25. The sensor element 
spacing for the cruciform array (Figure 3.9(a)) was set to 3/16 in., and the circular and 
spiral arrays have angular spacing of 15 deg. Each of the arrays is able to fit in a 
circle with a radius of 2.5 in. The maximum wavenumber range of interest was set to 
1.8(π/Δx) based on the cruciform array layout in order to be larger than the Nyquist 
wavenumber, π/Δx, that forms one limit of an 1-D array application where Δx 
indicates the sensor element spacing. 
 
 
(a) 1-D linear array 
 
(b) 2-D cruciform array 





The beam patterns for a 1-D linear array and a 2-D cruciform array are evaluated 
using the directivity function equation, shown in Figure 3.10, to show the main 
difference between them. The 2-D cruciform array consists of two linear arrays which 
intersect at the middle element of each of the linear arrays. For the evaluation of the 
beam pattern, the arrays were constructed with 13 and 25 sensor elements for the 1-D 
linear and 2-D cruciform arrays. The sensor element spacing for both of the arrays 
was set to 3/16 inch. As described before, the beam pattern results demonstrate that 
the 1-D array has difficulty to extract the directional wave information coming along 
the y-axis direction (Figure 3.10(a)). In contrast, there is no such issue with the 2-D 
cruciform array (Figure 3.10(b)). 
 
3.5.1 Cruciform Array 
The cruciform array configuration is shown in Figure 3.11(a) and the corresponding 
directivity function is determined by the Equation (3.19), shown in Figure 3.11(b).  
As mentioned before, the cruciform array was designed by using two linear arrays. 
The main lobe is at the origin and additional side lobes are present throughout the 
wavenumber ranges of interest. If the wavenumber range extends far beyond the 
Nyquist wavenumber (π/Δx), the grating lobes, i.e. side lobes which have the same 
magnitude as the main lobe, are present in the directivity function result. The main 
lobe at the origin corresponds to the wavenumber region of interest for phased array 
analysis. The steering direction is relative to the    axis where the direction is 




and 45 deg. are shown in Figure 3.11(c) where the wavenumber in a given direction is 
defined by the expression in Equation (3.30). 
               (3.29) 





(a) Array configuration 
 
(b) Directivity function 
 
(c) Slices of directivity function on left 







3.5.2 Circular Array 
The circular array configuration is shown in Figure 3.12(a) and the corresponding 
directivity function is determined by the Equation (3.19), shown in Figure 3.12(b).  
The circular array consists of a central element with a ring of elements at a defined 
radius. The number of elements in the circle was set to a multiple of 4 so that the 
same number of elements would be present in each quadrant. 
The main lobe is at the origin and side lobes and distributed over the wavenumber 
region. The wavenumber range was taken to be the same as the cruciform case shown 
above. There are no side lobes with the same height as the main lobe in the 
wavenumber range of interest. The wavenumber range for the circular array can be 
extended beyond that of the cruciform array. The directivity function along θ = 0 and 
45 deg. are shown in Figure 3.12(c). As opposed to the cruciform case, the directivity 
functions are the same. This is due to the axisymmetric layout of the circular array 
and indicates one of the benefits of such an arrangement of sensors. 
 
 





(b) Directivity function 
 
(c) Slices of directivity function on left 
Figure 3.12: Circular array 
 
3.5.3 Spiral Array 
The spiral array configuration is shown in Figure 3.13(a) and the corresponding 
directivity function is determined by the Equation (3.19), shown in Figure 3.13(b). 
The spiral array consists of a central element with arms radiating out from the center. 
Each arm curves so as to form a spiraling feature. For the spiral array case, it was 
assumed that four arms were used to construct the array and each arm contained the 
same number of elements. 
The main lobe is at the origin and side lobes and distributed over the wavenumber 
region in a much more dispersed manner than the cruciform or circular array cases.  
The wavenumber range was taken to be the same as the previous cases. As with the 
circular distribution, there are no side lobes with the same height as the main lobe in 
the wavenumber range of interest which indicates that an extended wavenumber 
range can be used than available for the cruciform case with the same number of 






0 and 45 deg. are shown in Figure 3.13(c). In this case, the side lobe levels are much 
more dependent on the steering angle. 
 
 
(a) Array configuration 
 
(b) Directivity function 
 
(c) Slices of directivity function on left 







3.6  Evaluation of 2-D Phased Sensor Arrays and Phased Array Analysis 
3.6.1 Analytical Evaluation of 2-D Phased Sensor Arrays 
In order to determine an appropriate 2-D sensor array configuration for evaluation, a 
method of quantifying the array properties was determined based on the directivity 
function of the arrays, which have a main lobe and numerous side lobes. 
The main lobe, which is the highest peak of the directivity function, indicates the 
wavenumber region where the array has the highest sensitivity. The width of the main 
lobe, identified as the approximately 0.707 of the main lobe height (-3 dB level) is 
used to find the beamwidth. Typically, one would like to minimize the beamwidth of 
the main lobe as this would produce a directivity function with highly selective 
filtering capabilities. The diameter of the main lobe was determined as function of 
steering direction for the candidate 2-D phased sensor arrays and is shown in Figure 3.14, 
and the result shows the directional dependence on the array sensitivity 
As indicated in the figures, the cruciform and spiral arrays have varying main lobe 
beamwidth as a function of steering angle and this is due to the non-axisymmetric 
nature of the element layout. The main lobe beamwidth of the circular array is 
uniform due to the axisymmetric transducer layout. Additionally, the beamwidth of 










Figure 3.14: Beamwidth of candidate 2-D arrays 
 
The directivity functions of the candidate 2-D sensor arrays show the presence of side 
lobes which are generally undesirable. The side lobes indicate the leakage of 
unwanted information to be passed into array response. The peak and average side 
lobe height are plotted as a function of steering angle for the candidate 2-D arrays 
with directivity functions in the previous sections (Figure 3.15). The height of the 
mainlobe is not included in the data used to create these plots. All of the plots are 










Figure 3.15: Peak and average side lobe heights of candidate 2-D arrays 
 
For the cruciform array, the peak and average side lobe height are large, due to 
presence of the peak side lobes, at the 0, 90, 180, and 270 deg. (see directivity 
function in Figure 3.11). The results of the peak side lobe height show that the 
circular array has the largest magnitudes for the wavenumber range of interest among 
the three candidate arrays. The circular and spiral arrays show a consistent average 




The beamwidth of the main lobe was averaged for all of the steering angles and 
the standard deviation was determined for each of the 2-D array cases, shown in 
Figure 3.16. The averaged results are shown as square and the bars represent a 
standard deviation from the averaged results. The results show that the circular array 
has lower beamwidth average and standard deviation as compared to the cruciform 
and spiral array cases. This was expected and does not change regardless of the 
wavenumber range of interest. 
 
 
Figure 3.16: Beamwidth averaged across steering angle for candidate 2-D arrays 
 
The peak and average of the side lobe heights were averaged for all of the steering 
angles and the standard deviation was determined for each of the 2-D array cases, 
shown in Figure 3.17. The circular array has the largest peak side lobe and average 
side lobe heights for the given array distribution and wavenumber range of interest. 
The spiral array has lower standard deviation. The cruciform array performs better on 
both accounts however the standard deviation is very large compared to the circular 




























(a) Peak side lobe height 
 
(b) average side lobe height 
Figure 3.17: Side lobe properties averaged across steering angle for candidate 2-D 
arrays 
 
While the cruciform and spiral arrays had larger main beamwidth, the properties of 
the side lobe were of greater importance as this metric corresponds to corruption from 
unwanted wavenumbers. The cruciform array had lower side lobe heights as 
compared to the spiral array though the spread, as measure by standard deviation, was 
much larger. In that respect, the spiral array exhibits better properties. Of the three 
candidate arrays, the spiral array configuration was chosen for experimental tests. 
 
3.6.2 Array Steering of 2-D Phased Sensor Arrays 
The directivity function for the 2-D spiral array is shown in Figure 3.18(a) and the 
directivity function is unsteered. Consider an incoming wave signal with wavenumber 
600 rad/m and its direction is 60 deg., which in polar coordinates is        






























































(a) Unsteered directivity function 
(   = 0 rad/m) 
 
(b) Steered directivity function 
(   = 600 rad/m and θ = 60°) 
Figure 3.18: Directional array steering with 2-D spiral array 
 
In order to compare the array steering characteristics, the same example was applied 
for the candidate 2-D arrays. The unsteered and steered directivity function results for 
the three array cases are plotted in Figure 3.19. The figures are the top view images of 
the directivity function results. For the cruciform array, it is readily apparent that the 
steered directivity function has two large peak side lobes which reach the magnitude 
of main lobe. These side lobes are undesirable elements for the directional 
wavenumber filtering method, because they cause the largest corruption due to 
unwanted waveforms. For the circular array, the beamwidth of the main lobe is the 
smallest among three candidates, but the steered directivity function result has more 
noticeable side lobes than the spiral array case. 








   
 
(a) Unsteered cruciform array 
 
(b) Steered cruciform array 
 
(c) Unsteered circular array 
 
(d) Steered circular array 
 
(e) Unsteered spiral array 
 
(f) Steered spiral array 









If the interested wavenumber range is expanded from the current choice, 1.8(π/Δx) 
where the Δx is the element spacing based on the cruciform array, the steered 
directivity function will include more side lobes that have large magnitude enough to 
disturb the directional wavenumber filtering method. The array steering results show 
that the proposed 2-D spiral phased sensor array is capable of a robust directional 
wavenumber filtering technique.  
 
3.6.3 Evaluation of 2-D Spiral Phased Array 
This section discusses the effect of the sensor element increase for the 2-D spiral 
phased array. The beamwidth of the main lobe, peak and average side lobe heights 
were averaged for all of the steering angles (from 0 deg. to 360 deg.), and the 
corresponding standard deviation was determined for 2-D spiral phased arrays with 
various total number of sensor elements. The results of the spiral array characteristics 
are shown in Figure 3.20, as a function of the total number of sensor elements. The 
results note that the beamwidth of the main lobe is consistently decreasing as 
increasing the sensor elements to form the spiral array. The peak and average side 
lobes show a trend of decreasing, but it is relatively inconsistent compared to the 
beamwidth decrease. 
To examine the comprehensive effects of the sensor elements increase for the 2-D 
spiral array, the unsteered directivity function results for the same example (600 






(a) Beamwidth of main lobe 
 
(b) Peak side lobe height 
 
(c) Average side lobe height 
Figure 3.20: Spiral array characteristics variation due to the increase of total number 
of sensor elements 
 
The results in Figure 3.21 show how the directivity function varies with increasing 
total number of the sensor elements. The figures are the top view of the directivity 
function results. A threshold setting (e.g.                  ) was applied to 
simplify the steered directivity function images and effectively evaluate the 
beamwidth of the main lobe and the heights of the side lobes. The Figure 3.21(a) 




Figure 3.21(b) is the corresponding directivity function images filtered with the 
threshold setting. As the total number of the sensor elements increases, the diameter 
of the image (with the highest intensity) for the main lobe decreases and the images 
related to the side lobes are diminished. However, it is observed that a few side lobe 
images can be found in Figure 3.21(e) while any side lobe image is not visible Figure 




(a) N = 17 
 
(b) N = 17 and 50% Threshold Setting 
 
(c) N = 21 and 50% Threshold Setting 
 





(e) N = 29 and 50% Threshold Setting 
 
(f) N = 33 and 50% Threshold Setting 
Figure 3.21: Variation of the steered directivity functions of the 2-D spiral phased 
arrays as increasing the total number of sensor elements 
 
In order to save the signal processing time and provide more robust array technique 
than the proposed 2-D spiral phased array, further study should be conducted to 
optimize the configuration of the 2-D phased sensor array, as considering the array 
size, sensor element spacing, and total number of sensor elements.  
 
3.7 Structural Health Monitoring with Array Response 
By using the array response,       , obtained from the Equation (3.16), damage 
detection tests are conducted for thin aluminum and orthotropic composite panels. A 
differential array response (i.e. baseline array response – damage array response) is 
produced to identify damage locations after the phased array signal processing. The 
baseline array response is evaluated with GLW signal data measured from an 
undamaged structure, while the damage array response is from the same structure 




A threshold setting is applied in order to determine more reliable damage location 
as tracking damage size growth, because the differential array response may include 
unwanted images due to the side lobes effect of an array layout. The unwanted 
images are weaker than a damage reflection image in the differential array response. 
Using the threshold setting, therefore, one can eliminate the unwanted images. 
Default threshold is given by Equation (3.31), 
                              
(3.31) 
where         is differential array response. For this study, the scaling factor is set 
as 0.8 to enhance the damage reflection image while eliminating the reflections 
coming boundaries and joint bolt area, and the unwanted images. In order to find 
damage area level described as Equation (3.32), threshold-filtered differential array 
response,         , is defined by Equation (3.33). 
                              (3.32) 
          
                          




         is a two-dimensional array response determined from         that has 
three-dimensional array response information. Another threshold-filtered differential 
array response,         ,  is defined by 
          
                                
                                       
  (3.34) 
Using the differential array responses filtered with the selective threshold setting, a 
new damage index (DI) is developed as described in Equation (3.35). 






A conceptual step-by-step approach toward damage detection using the 2-D phased 
sensor array is provided as shown in Figure 3.22. This includes data acquisition, 
phased array analysis, looking for difference between baseline and damaged case, 
























































Response / Determining 
Damage Type
 





3.8 MVDR-based Phased Array Technique 
A minimum variance distortionless response (MVDR) method can be used to 
improve an array response result produced by a phased array signal processing 
technique with a 2-D spiral phased array. The MVDR method is referred to as 
minimum variance (MV) method, the Capon‘s maximum likelihood method (MLM) 
or simply Capon‘s method [129]. Originally, the MVDR approach was used for 
frequency-wavenumber estimation of seismic waves [132]. The MVDR method was 
modified for the existing 2-D spiral phased array approach. The governing equation 
of the MVDR-based phased array signal processing method is defined as Equation 
(3.36), and it can be compared to the original governing equation (Equation (3.37)) 
for the phased array signal processing. 
                
           (3.36) 
                
           (3.37) 
       
 
 
          (3.38) 
In above equations,       is an array response vector. The array response vector can 
be determined by using Equation (3.38). In the equation, the      is a spatial 
weighting vector and      is a sensor signal vector received from a sensor array. The 
spatial weighting vector is based on an ideal wavenumber filter (i.e. Dirac delta 
function). The N in the Equation (3.38) is the total number of sensor elements to 
construct the 2-D spiral phased array. The          and      are weight vectors for 
the MVDR-based and the original methods, defined by in Equations (3.39) and (3.40), 
respectively. The 
H




         
           
                
 (3.39) 
       (3.40) 
The         in the MVDR weight vector is second-order statistics of a stationary 
signal. The second-order statistics are in the form of signal covariance matrix defined 
by in Equation (3.41). In the equation, the E denotes estimation/expected value and 
the       is the array response vector. The    is the number of samples used for the 
estimation. 
                       
 
  
       
  
   
        (3.41) 
As an adaptive signal processing tool, the proposed MVDR-based phased array 
method may be used to analyze experimental data obtained from GLW interrogation 
tests with various structures. 
 
3.9 Chapter Summary 
This chapter discussed fundamental backgrounds of array signal processing based on 
2-D phased sensor arrays. The array signal processing method based on 1-D linear 
array was reviewed and the limitation of the 1-D array was discussed. Directivity 
functions were derived for three candidate 2-D phased sensor arrays with cruciform, 
circular and spiral configurations. The directivity function for each array case was 
examined based on beamwidth of the main lobe, peak and average side lobe heights. 
Array steering for the directional wavenumber filtering method was discussed. 




selected for the experimental tests because the spiral array has better properties for 
the array signal processing. Based on array responses obtained from the phased array 
signal processing, structural health monitoring (SHM) approach was introduced. In 
addition, an adaptive array signal processing technique with a minimum variance 





4.  Damage Detection in Thin Isotropic Panels 
Laboratory evaluations were conducted in order to experimentally validate the data 
analysis and piezoelectric material based 2-D phased array concept. The 2-D phased 
arrays were constructed by using piezopaint (piezo-polymer composite) patches and 
piezoceramic (PZT-5A) elements. Thin 2024-T3 aluminum panels were prepared as 
test articles. Various damages such as holes, cracks, weights (mass), and rubber 
patches were simulated as artificial damages at different locations in the aluminum 
panel. Guided Lamb wave (GLW) method was applied to monitor structural integrity 
of the testing panels. Two sensor array systems based on the pulse-echo method and 
the pitch-catch method of the GLW interrogation were introduced and used to detect 
the simulated damages. 
 
4.1 Single-Actuator-based 2-D Phased Sensor Array System 
4.1.1 Introduction 
Two aluminum panels were prepared for laboratory evaluations. One panel was 
instrumented with a piezopaint patch consisting of spiral phased array layout, and the 
other panel included another piezopaint patch with cruciform and circular array 
layouts. The panels were mounted to an aluminum frame and secured using numerous 
bolts. A piezoceramic element was bonded on the under-side of the panel to provide 
an interrogating signal for damage detection. During this portion of the testing, 





The panel with the piezopaint spiral array was also instrumented with another 
piezoceramic element located a distance from the center of the array. This 
piezoceramic element was used as a source in order to validate the phased array 
signal processing methodology. High frequency tone burst signals were generated in 
the panel using the off-centered source piezoceramic element. Sensor signal data was 
acquired from the array and passed through the array processing algorithm which was 
correctly able to determine the direction of arrival from the off-centered piezoceramic 
element.   
Damage detection cases were run on both the panels where holes were simulated 
at various locations on the panels. The difference between the baseline and damaged 
cases was used in order to enhance the reflections from the hole damages. The 
location and distance of the hole relative to the array was determined based on the 
phased array signal processing algorithms. A crack damage detection case was 
evaluated with the panel using the piezopaint spiral array. The Empirical Mode 
Decomposition proved useful in order to remove spurious noise from the signals. The 
noise removal process was accomplished using the first two intrinsic mode functions 
of the sensor signals. 
 
4.1.2 Evaluation of Piezopaint Sensor Elements 
A piezoelectric composite material called ‗piezopaint‘ is composed of fine 
piezoelectric ceramic powder (filler), resin base (binder) and additives to improve and 
stabilize paint mixing. The Piezopaint is known as ‗0–3‘ piezoelectric composite and 




dispersed in a three-dimensionally connected polymer matrix. The detailed steps to 
fabricate the piezopaint will be discussed in the later section.  
Before manufacturing 2-D phased sensor arrays based on the piezopaint, 
piezopaint elements were compared to conventional piezoceramic elements for 
sensing functionality evaluation. A metallic panel was instrumented with a number of 
piezopaint and piezocramic elements, and the pitch-catch GLW testing was 
conducted. It was determined that the piezopaint elements performed suitably as 
sensor elements and they were applicable to be used as a piezopaint 2-D phased 
sensor array configuration. 
 
Piezopaint Sensor Elements 
An experimental setup was used to evaluate the sensitivity of the piezopaint elements 
and compare with piezoceramic elements. A 2024-T3 aluminum panel with a 
thickness of 0.04 inch was prepared to investigate a sensitivity analysis comparison. 
Three piezopaint elements with 1/4 inch diameter were manufactured and three 
piezoceramic elements (one for an actuator and two for sensing receivers) were 
prepared. The properties of the piezoelectric elements are described in Table 4, and 
the elements are shown in Figure 4.1. 
 
  
(a) Piezopaint element (b) Comparison with piezoceramic element 




















Piezoceramic PZT-5A 0.25 0.0075 2.7 
 







(40% PZT by volume) 
d33 [pC/N] 390 6.1 
-d31 [pC/N] 190 2.1 
k33 0.72 0.02 
k31 0.32 0.02 
-g31 [10
-3
 Vm/N] 11.6 18.4 




Material properties are provided by Piezo Systems Inc., MA. 
** 
Material properties are provided by Dr. Yunfeng Zhang, University of 
Maryland, College Park, MD. 
***
 Degradation temperature of resin 
 
A cynoacrylate adhesive (e.g. M-bond), shown in Figure 4.2, was used to bond the 
piezoceramic and piezopaint elements on the aluminum panel. All piezocramic and 




piezoceramic actuator that is positioned in the center of the aluminum plate as shown 
in Figure 4.3. 
 
 
Figure 4.2: M-bond 200 adhesive kit 
 
 






(a) LabVIEW VI (b) NI USB DAQ systems 
Figure 4.4: Data acquisition systems for laboratory evaluations  
 
   
(a) Linear power amplifier 
(for actuation) 
40 dB signal amplifiers (for sensing)  
(b) For piezoceramic (c) For piezopaint 
Figure 4.5: Pictures of amplifiers 
 
The data acquisition system was used based on a National Instruments (NI) LabView 
system (Figure 4.4). For actuation, a linear power amplifier (Figure 4.5(a)) was used 
to condition the excitation signal provided by the LabVIEW VI. For sensing, 40 dB 
signal conditioning amplifiers (Figure 4.5(b) and (c)) were designed and used for 
piezoceramic and piezopaint sensor elements. The excitation signals ranged from ±10 




responses in the testing panel. The schematic diagram of the GLW-based 




Figure 4.6: Schematic diagram of experimental test set-up 
 
GLW Data Acquisition 
The GLW signal data was obtained from two piezoceremic sensors (denoted by P1 
and P2) and three piezopaint sensors (PP1, PP2, and PP3). To find the accurate Time-
of-Flight (ToF) information from the received GLW signals, the dispersion curves for 
the panel were examined, and phase and group velocities of the GLW modes can be 
determined. With the information of the group velocities of S0 and A0 modes, the 
arrival time of the two fundamental GLW modes can be determined and the A0 mode 






(a) P1 sensor (b) PP1 sensor 
Figure 4.7: GLW signals obtained sensing elements (40 kHz) 
 
The transient GLW signals obtained from P1 and PP1 sensor elements are shown in 
Figure 4.7, Figure 4.8, and Figure 4.9 for excitation frequencies of 40, 100, and 160 
kHz. For the piezoceramic sensor element (P1), the signal conditioner was not used 
because the amplitude of the received signals was enough to be captured by the data 
acquisition systems. On the other hand, for the piezopaint sensor element (PP1), the 
40 dB amplifier was used for signal conditioning. The red box is a window region for 
A0 mode isolation and the pink vertical line is the arrival time of the maximum peak 
of S0 mode estimated from the dispersion curves. As a reference signal, the excitation 
signal is plotted with blue dotted line in the background and the sensor signals are 
plotted with a green solid line and are normalized by the maximum value of the 
excitation signal. This was done because the sensor signals are too small to be 






(a) P1 sensor (b) PP1 sensor 
Figure 4.8: GLW signals obtained sensing elements (100 kHz) 
 
  
(a) P1 sensor (b) PP1 sensor 
Figure 4.9: GLW signals obtained sensing elements (160 kHz) 
 
Although the amplitude of the signals obtained from the piezopaint elements is much 
smaller than the piezoceramic element case, the GLW responses of the piezoapint 
sensor element are similar to the piezoceramic sensor element. Vp-p (peak-to-peak 
voltage) information of the A0 modes of the GLW signals obtained from the 
piezoceramic element were averaged for the P1 and P2 sensors, and expressed as a 




in Figure 4.10(a) and (b) for piezoceramic element and peizopaint element, 
respectively. The Vp-p of the A0 mode dramatically decreases when the excitation 
frequency varies from 40 kHz to 80 kHz and then shows relatively small variations as 
the excitation frequency increases. In order to evaluate the sensitivity of the sensor 
elements, the ratio of the average Vp-p of piezopaint sensor element to the average 
Vp-p of the piezoceramic sensor element is shown in Figure 4.11. The result shows 
that the sensitivity of the piezopaint element is similar to the sensitivity of the 
piezoceramic elements in order to capture the GLW behavior in the aluminum panel. 







Figure 4.10: Average Vp-p of A0 mode as a function of excitation frequency 
 






















 mode from 1/4" dia. Piezoceramic sensors



























Figure 4.11: Comparison of piezopaint sensor response to piezoceramic 
 
Evaluation of Piezopaint Sensor Elements of Different Size 
Another experimental testing was performed on piezopaint elements of 1/8 in. and 
3/16 in. diameter. Each of the piezopaint elements was connected to the signal 
conditioner with 40 dB amplification. The results are shown in Figure 4.12 where the 
responses of the 3/16 in. and 1/8 in. diameter elements are normalized with the 1/4 in. 
diameter piezopaint element. The 40 dB amplifier for the piezopaint signal 
conditioning was a voltage amplifier. The voltage generated on the piezopaint is 
solely a function of the strain in the material and the piezopaint thickness. Thus the 
voltage generated between the top and bottom electrodes are independent of the size 
of the piezopaint element. If an alternate signal conditioning circuit based on charge 
amplification is used, it is reasonable to expect that the output signals may be a 
function of the size of the piezopaint element. 
 






































(a) Piezopaint of 3/16 in. diameter (b) Piezopaint of 1/8 in. diameter 
Figure 4.12: Comparison of different size piezopaint elements (normalized to 1/4 in. 
diameter element) 
 
4.1.3 Fabrication of Piezopaint Based 2-D Phased Sensor Arrays 
Piezoelectric paint patches were fabricated to construct 2-D phased sensor arrays used 
for array signal processing evaluation and damage detection applications. 
Piezoelectric ceramic powder such as lead-zirconate-titanate (PZT-5A) was selected 
as filler because of its stability with time and temperature, and high sensitivity. For 
binding polymer, epoxy resin was used because it can be easily mixed with high 
concentration of PZT powder. It has low viscosity and a simple curing process with 
time and temperature. Additives were used to ease the mixing and deposition process 
and to improve paint quality. PZT powder was added into epoxy resin phase (epoxy 
resin with hardener), and blends were mixed at a controlled speed by a laboratory 
dissolver. After the mixing process had been completed, a bar film applicator was 
used to spread the wet piezopaint on a clean surface panel and maintain its thickness 
corresponding to the gap clearance of the applicator. The wet piezopaint patches may 
 


























Sensitivity comparison between 3/16" and 1/4" dia. PP sensors  





























be cured at ambient temperature for 2~3 days or at an elevated temperature in an oven 
for several hours. The curing process with heat was selected for the piezopaint patch 
samples before subsequent electroding and poling steps. The cured piezopaint patches 
were detached from the base panel for next steps of fabrication. The thickness of the 
patch samples was approximately 0.011 inch. A picture of a couple of the fabricated 
piezopaint patches is shown in Figure 4.13. 
 
 
Figure 4.13: Piezopaint patches for 2-D phased sensor array 
 
Conductive silver paint was applied over the piezopaint patches to form electrodes for 
poling (Figure 4.14). The conductive silver paint on the patches was cured in the 
laboratory at room temperature. After the curing process for electroding had been 
completed, poling of the piezopaint patches was performed to activate its 
piezoelectric effect. The patches were poled by using a conventional electrode poling 
device (Figure 4.15(a)) at an elevated temperature of 60°C. 2~3 kV using a high 
voltage amplifier (Figure 4.15(b)) was applied to the piezopaint patch while 
maintaining that almost no current will flow in order to prevent the patches to be 




be generated in the piezopaint patch in the response to structural vibrations because of 
its electromechanical coupling property. 
 
  
(a) Top side (b) Bottom side 
Figure 4.14: Electroding of piezopaint patches  
 
  
(a) Poling apparatus (b) High voltage amplifier 





After the poling process had been completed, the top side electrode was removed 
with acetone and then conductive silver paint was applied again by using a Frisket 
stencil including discrete 2-D phased sensor arrays (Figure 4.16).  
 
  
(a) Removal of electrode after poling (b) Stencil used to create discrete array 
Figure 4.16: Construction of discrete 2-D phased sensor array (cruciform array)  
 
  
(a) Instrumented on the testing panel (b) Electrical wiring for the spiral array 
Figure 4.17: Piezopaint based 2-D spiral sensor array 
 
The complete form of the 2-D phased sensor array sample (with spiral layout) is 
shown in Figure 4.17(a). Total 25 discrete sensor elements were formed in the 







spacing was 3/16 in. based on the cruciform array. Each sensing element of the 
piezopaint spiral array was connected to the signal conditioning units by using 
electric wires (Figure 4.17(a)) after mounting onto the testing panel. 
 
 
Figure 4.18: Silver conductive epoxy 
 
4.1.4 Experimental Setup 
A 0.04 in. thick 2024-T3 aluminum panel was prepared as a test specimen. The 
piezopaint 2-D spiral sensor array was mounted at the center of the top surface of the 
panel by using a silver conductive epoxy (Figure 4.18). In order to ensure thin and 
uniform epoxy adhesive layer, a vacuum bagging method was applied. After 24 hrs 
curing process at room temperature had been completed, each of the sensor array 
elements was instrumented for electrical wiring. After setting up the sensor array, two 
1/4 in. diameter piezoceramic actuator elements were bonded to the panel. One 
piezoceramic actuator was bonded with a cynoacrylate epoxy on the opposite side of 
the panel positioned at the center of the array. This piezoceramic actuator was used 
for damage detection tests. An additional piezoceramic actuator was bonded 12 in. 
distance from the sensor array in the approximate 127 deg. direction. This actuator 




panel was mounted on an aluminum frame using bolts which were torqued to 
nominally 5 N-m, shown in Figure 4.19. The testing system consisted of a data 
acquisition system with a multiplexer, the linear amplifier (for actuation), and the 
signal conditioning circuit (for sensing). The 40 dB voltage amplifier was 
instrumented in order to boost output signals from piezopaint sensor elements of the 
array. In order to decrease the effect of noise on experimental performance, a 
running-average method was used when collecting transient responses of the panel. 
The conventional pitch (piezoceramic) – catch (piezopaint spiral array) method was 
used to generate the guided Lamb waves (GLW) and acquire the corresponding 
responses of the panel. 
 
 
(a) Actuator on under-side of panel 
 
(b) Instrumented testing panel 







(c) Illustration of evaluation tests for phased array signal processing 
Figure 4.19: Instrumented aluminum panel and 2-D spiral sensor array 
 
4.1.5 Validation of algorithm of 2-D phased array 
The first set of laboratory evaluations were conducted to validate the directional 
filtering algorithm that are possible with the 2-D phased sensor array. In this testing, 
the off-center 1/4 in. diameter piezoceramic element was used as excitation source in 
the test specimen. A close-up picture of the piezopaint spiral array and the 
piezoceramic excitation source are shown in Figure 4.20 where the excitation source 









Figure 4.20: Off-centered piezoceramic element used as excitation source 
 
The transient sensor measurements was gathered for cases where the actuator was 
excited with tone bursts that varied from 40 kHz to 140 kHz in 20 kHz increments 
and the amplitude of the excitation signal was 80 V. A sample tone burst excitation 
signal at 60 kHz and the corresponding sensor responses are shown in Figure 4.21(a) 
and (b), respectively. The initial portion of the sensor signal was due to Electro-
Magnetic Interference (EMI) which was discarded for subsequent signal processing 
routines. The waveform after the EMI is the first anti-symmetric (A0) mode 
corresponding to the excitation and the A0 mode is highlighted in the Figure 4.21. At 
the testing frequencies, the dominant mode present was the A0 mode.  Phase lag was 
observed as the A0 mode passed from one end of the piezopaint spiral array to other 










(a) Excitation signal (60 kHz) 
 
(b) GLW signals from the array (60 kHz) 
Figure 4.21: Excitation signal and sample GLW signals obtained from spiral array 
 
There are two ideas of the process in determining the wavenumber-frequency 
relationship: (1) reproducing the wavenumber-frequency plot using experimental 
results, and (2) using this information to do the directional filtering.  The way to 
approach this section is the following: 
a) Gather the raw sensor signals. 
b) Perform a 2-D Fourier transform in space for a given instant in time 
corresponding to the arrival of the propagating wave highlighted in Figure 11b 
in pink. 
c) The 2-D Fourier Transform in space should result in a peak at a particular set 







should be close the predicted wavenumber of the A0 mode 
at the given frequency. 
e) This repeated over the different frequencies would reproduce the 





f) The wavenumber-frequency relationship is used in the wavenumber filtering 
algorithm to produce the plot in Figure 14 which is based on filtering of a 
single wavenumber over a range of direction. 
With the sensor signals from the piezopaint spiral array, wavenumbers were filtered 
based on the directional filtering algorithm described in the previous section. The 
wavenumber filtering result at the off-center excitation source direction is shown in 
Figure 4.22. The incident waveform for the excitation source includes the 
components of the main lobe and side lobes. The incident waveforms related to the 
side lobes are the unwanted information and might be filtered out by increasing the 
total number of sensor element. The wavenumber corresponding to the maximum 
value of the filtered wavenumber response was collected for each excitation 
frequency (40 ~ 140 kHz). The collection of the wavenumbers is an experimental 
wavenumber-frequency relationship for the aluminum panel and compared with 
theoretical estimation of wavenumber-frequency relationship as shown in Figure 4.23. 
The result shows good correlation between them although the experimental results are 
slightly larger than the theory. For the desired wavenumber of 60 kHz excitation case 
(from the experimental wavenumber-frequency relationship), the algorithm of the 
directional filtering with the spiral array was evaluated. The directionally filtered 
array response for 60 kHz excitation is shown in Figure 4.24. The result shows that 
the waveforms directly coming from the off-center excitation source can be 
apparently found and agree with the actual location of the excitation source. The time 
difference between the excitation source and the center of the array forms the Time of 




center of the panel. The wave reflection (dotted circle) from free boundaries near the 
excitation source can be found in the same quadrant. In addition, the array response 
includes the unwanted images. The side lobes effect of the spiral array may influence 
the unwanted images, and they can be eliminated by using the threshold setting 
mentioned in a following section. 
 
 
Figure 4.22: Wavenumber filtering array response for the off-centered excitation 
source case (60 kHz) 
 
 













Figure 4.24: Directional filtering array response for the off-centered excitation source 
case (60 kHz) 
 
4.1.6 Experimental Damage Detection Results 
Prior to creating actual and permanent damages on the aluminum panel with the spiral 
sensor array, a mass detection testing was conducted. A mass (5 kg) was mounted at 
10 in. distance from the center of the spiral array along with 225 deg. angular 
direction as shown in Figure 4.25. The piezoceramic element bonded at the center of 
the under-side of the panel was used as an actuator and excited with tone burst signals 
at various input frequencies (60, 80, and 100 kHz). The structural response of the 
panel to the actuation was obtained using the spiral array. The signal data was 
processed by the phased array signal processing algorithm and array responses were 
produced to evaluate the difference due to the artificial damage (the 5kg mass in this 
case) in the panel. 
 
0° 
Time of flight 
Unwanted images due 







Figure 4.25: Testing set-up for mass mounted on panel 
 
 





Figure 4.26: Comparison of array responses for mass damage case (60 kHz) 
 
Array responses for undamaged (baseline) and mass damage are illustrated in Figure 
4.26(a) and (b), respectively. The estimated damage location was circled in red. In 
both array responses, there are a lot of reflections from edge boundaries and joint 
bolts area, so that the differential array response shown in Figure 4.26(c) was 




includes useless reflections due to signal noise and side lobe effect of the phased 
array signal processing based on the spiral array configuration. 
Three hole damages within the three quadrants of the panel were created for each 
damage detection testing and a linear crack damage starting at the side of the D3 hole 
damage location was also created in the same panel, shown Figure 4.27. The crack 
damage was simulated after the hole damage testing had completed. Various damage 
locations are detailed in Table 6. Measurement data was acquired after each damage 
case was applied. 
 
 
Figure 4.27: Instrumented aluminum panel and 2-D spiral sensor array (for damage 
detection) 
 
For detecting simulated damages (holes and a linear crack), the 1/4 in. diameter 
piezoceramic element bonded at the center of the bottom surface of the panel was 
used as an actuator. The actuator was excited with transient signals at various 
Excitation source 




interrogation frequencies (60, 80 and 100 kHz) and the corresponding response signal 
from each sensor element of the piezopaint spiral array was gathered and processed to 
obtain directionally filtered array response, termed just ‗array response‘. 
 
Table 6: Damage locations 
Damage Direction (degree) Distance (inch) Order of Testing 
D1 hole
*
 225 12 1
st
 
D2 hole 280 4 2
nd
 









 The size of the hole is increased from 1/4 in. to 5/8 in. diameter with 1/8 in. 
diameter increments. 
**
 The length of the crack in increased from 0.5 in. to 2 in. with 0.5 in. increments. 
 
4.1.7 Hole Damage 
In this subsection, the size of the simulated hole damage was 5/8 in. diameter. The 
array response results according to the damage sizing variation will be discussed in 
the later subsection named by ‗Damage Sizing‘. The array response (Figure 4.28(a)) 
for the undamaged panel is compared with the array response (Figure 4.28(b)) for the 
damaged panel including the D1 hole. The red circles in Figure 4.28 indicate the 
simulated D1 damage location. The result of D1 damage case shows that the D1 
damage location in the array response is not readily observable in the plot because the 
wave reflection from the damaged region is quite small compared to the wave 
reflections from free edge boundaries and the joint bolts regions. Hence, the 




the undamaged and damaged panel cases) were produced in order to bring out the 
wave reflection from the damage, while eliminating other reflections. In this same 
manner, the differential array responses for all hole damages were evaluated. The 
differential process provided better results for the D2 and D3 damage cases as shown 
in Figure 4.29. The results in Figure 4.29 noted that the reflection from D1 hole is 
weak and not readily apparent because the D1 hole damage is located the furthest 
from the array. A significant delay in data acquisition occurred the undamaged and 
D1 damage case was suspected as a reason. The reflection from the D2 hole damage 
is apparent. The reflection from D3 hole damage is weaker than the D2 case because 
the D3 hole damage is further than the D2 hole damage. 
 
 
(a) Baseline (Undamaged) 
 
(b) Damage 






(a) D1 hole 
 
(b) D2 hole 
 
(c) D3 hole 
Figure 4.29: Differential array responses for three hole damage cases (60 kHz) 
 
In order to enhance the damage location in the differential array responses, 
consecutive differential array response was reproduced by removing differences 
between consecutive data acquisition events. For example, the consecutive 
differential array response for the D2 damage was found by subtracting the 
differential array response for D1 damage case (Figure 4.29(a)) from differential 
array response for D2 damage case (Figure 4.29(b)). The process results of the 
consecutive differential array responses are shown in Figure 4.30. While the results 
for D1 damage shown in Figure 4.30(a) remained the same as the Figure 4.29(a), the 
consecutive differential array responses for D2 and D3 damages bring out the wave 
reflections from the hole damage regions in the more significant manner as shown in 
Figure 4.30(b) and (c). In addition, Empirical Mode Decomposition (EMD) was 
applied in order to improve the array responses by removing low frequency 




mode functions (IMFs) were used for the basis of the analysis. The EMD enhanced 
array responses are shown in Figure 4.31. 
 
 
(a) D1 hole 
 
(b) D2 hole 
 
(c) D3 hole 




(a) D1 hole 
 
(b) D2 hole 
 
(c) D3 hole 





4.1.8 Damage Detections Using Cruciform and Circular Phased Arrays 
In order to evaluate array responses based on different 2-D array layouts and compare 
the array response results to the spiral array case, a new 2024-T3 aluminum panel 
(with 0.04 in. thickness) was prepared for additional hole damage detection tests. 
Two types of 2-D sensor arrays with cruciform and circular configuration were 
instrumented on the new panel. The two piezopaint sensor arrays and the 
instrumented panel are shown in Figure 4.32. The experimental set-ups were identical 
to the previous hole damage detection tests with the spiral array. Three hole damages 
(denoted by D1, D2, and D3) were simulated on the new panel as shown in Figure 
4.32(b). The size of the hole damages were 5/8 in. diameter. 
 
 
(a) Cruciform and circular arrays 
 
(b) Instrumented aluminum panel 
Figure 4.32: Experimental test set-up for hole damage detection tests using cruciform 





For each damage case, the GLW signal data was gathered from the cruciform and 
circular arrays. By using the phased array signal processing method, the array 
responses for the cruciform and circular arrays were produced in the same manner as 
for the spiral array case. The consecutive differential signals were used as the EMD 
was performed to construct a signal based on the first two IMFs generated. The array 
response results for the damage cases (D1, D2, and D3 hole damage) using the 
cruciform array are shown in Figure 4.33. The array response results for the hole 
damage using the circular array are shown in Figure 4.34. The red circles in the 
Figure 4.33 and the Figure 4.34 are the simulated hole damage locations. The results 
show that only the D2 hole damage case for the cruciform and circular arrays can be 
apparently identified in the array responses. The array response in the Figure 4.33(b) 
includes a significant shadow image whose location is symmetric about the horizontal 
axis. The shadow image is because of the negative effect of side lobes of the 
directivity function with the cruciform array configuration. Compared to the array 
responses using the spiral array, there are lots of unwanted waveform images in the 
array responses using the cruciform and circular arrays, and the targeting damage 
images are not obvious in the array response results. These experimental results 
demonstrate the effectiveness of the proposed 2-D spiral phased array for the 






(a) D1 hole 
 
(b) D2 hole 
 
(c) D3 hole 
Figure 4.33: EMD enhanced array responses for three hole damage cases when using 
cruciform array (60 kHz) 
 
 
(a) D1 hole damage 
 
(b) D2 hole damage 
 
(c) D3 hole damage 
Figure 4.34: EMD enhanced array responses for three hole damage cases when using 





4.1.9 Crack Damage 
The panel including the spiral array had three 5/8 in. diameter hole damages due to 
the former hole damage tests. A linear crack was created from the side of the D3 hole 
damage location as shown in Figure 4.27. The crack increased from 0.5 in. to 2 in. 
with 0.5 in. increments. Akin to the former applications, the 1/4 in. diameter 
piezoceramic bonded on the bottom surface of the panel was used as an actuator. The 
actuator was excited with a transient signals at various frequencies. The sensor 





(b) 0.5 in. crack damage 
 
(c) Differential 
Figure 4.35: Comparison of array response for simulated crack damage case (60 kHz) 
 
The array responses for baseline (i.e. before crack damage, but still includes three 
hole damages) and initial crack damage (0.5 in. crack) are shown in Figure 4.35(a) 
and (b), respectively. The differential array response between them was reproduced as 
shown in Figure 4.35(c). From the differential array response, the location of the 




reflections are shown at 60 deg. direction (red circle in Figure 4.35(c)). A damage 
sizing study including hole and crack damages is shown in the following section. 
 
4.1.10 Damage Sizing 
The hole size increases from 1/4 in. dia. (R1) to 3/8 in. dia. (R2), 1/2 in. dia. (R3), and 
5/8 in. diameter (R4) where (R1 < R2 < R3 < R4). As the wave propagation distance 
between the excitation source and the hole damage is short, the wave reflection from 
damage region is stronger in the time domain. D2 hole damage case, therefore, was 
analyzed in the first assuming the D2 array response result should be the strongest 
among three hole damage cases. Also, the crack length increases from 0.5 in. (L1) to 
1.0 in. (L2), 1.5 in. (L3), and  2 in. (L4)  where (L1 < L2 < L3 < L4). 
 
D2 Hole Damage 
From the differential array responses, the D2 hole damage region (a maximum of 
differential array response) can be obviously determined. Although the differential 
array responses should show the wave reflections from damage region as eliminating 
other wave reflections from boundaries and joint bolts, all of the differential array 
responses include unwanted images due to uncertain noise in the experimental signals 
gathered from the spiral sensor array. The consecutive differential array responses 
shown in Figure 4.36 were reproduced by subtracting a differential array response 
from the preceding differential array responses. The threshold setting for the 
consecutive differential array responses is applied in order to emphasize the damage 








(b) R2 – R1 
 
(c) R3 – R2 
 
(d) R4 – R3 
Figure 4.36: Consecutive differential array responses as D2 hole damage increases 
(60 kHz) 
 
(a) R1 (b) R2 (c) R3 (d) R4 
Figure 4.37: Final array responses after setting a threshold for D3 hole damage (60 
kHz) 
 
After filtering the consecutive differential array responses based on the threshold, 
each array response was summed up to reproduce the final array responses as shown 
in Figure 4.37. The final array response in Figure 4.37(b) was produced by summing 
up the filtered array responses of the consecutive differential array responses in 












by summing up the filtered array responses of the consecutive differential array 
responses in Figure 4.36(a), (b) and (c). In the same manner, the final array response 
in Figure 4.37(d) could be produced. 
Damage area level defined as               was determined for individual 
final array response. The normalized damage area level was shown in Figure 4.38(a). 
In addition, the normalized maximum value of the damage area defined as  
                 was determined as shown in Figure 4.38(b). As the size of the hole 
grows, the normalized damage area level and the normalized maximum value of the 
damage area consistently increase. 
By multiplying two parameters shown in Figure 4.38, the damage index (DI) 
result can be determined as shown in Figure 4.39. The DI increases as the D2 hole 
size grows. In addition, the variation of the Hilbert-Huang transform (HHT) 
amplitudes at the simulated damage direction (280 deg.) as the hole damage size 
increases is shown in Figure 4.40. The HHT result indicates the approximate D2 hole 
damage location (~0.2 ms) in time domain. With group speed of A0 mode at the 
given excitation frequency (60 kHz), the D2 hole damage location can be estimated. 
Also, the HHT result show that the reflection energy from the D2 hole damage region 






(a) Damage Area level 
 
(b) Damage Area maximum value 




Figure 4.39: Damage Index variation as D2 hole damage increases (60 kHz) 
 
 













Figure 4.41: Final array responses after a threshold setting for D3 hole damage (60 
kHz) 
 
D3 Hole Damage 
In the same manner as the D2 hole damage case, the final array responses for the D3 
hole damage case were reproduced as shown in Figure 4.41. Using two parameters 
such as the normalized damage area level and the normalized maximum value of the 
damage area, the DI for the D3 hole damage was determined as shown in Figure 4.42. 
The DI increases as the D3 hole size grows. In addition, the variation of the HHT 
amplitude at the simulated damage direction (60 deg.) as the hole damage size 
increases is shown in Figure 4.43. The HHT result indicates the approximate D3 hole 
damage location (~0.35 ms) in time domain. The HHT result show that the reflection 














Figure 4.42: Damage Index variation as D3 hole damage increases (60 kHz) 
 
 
Figure 4.43: HHT amplitude at 60 deg. direction for D3 hole damage case (60 kHz) 
 
D1 Hole Damage 
The final array responses for D1 hole damage case were reproduced as shown in 
Figure 4.44. The final array responses when the threshold factor was set as 0.8 
(default) are unable to noticeably estimate the D1 hole damage location, so that the 
threshold factor was changed from 0.8 to 0.6 and the final array responses were 
reproduced as shown in Figure 4.45. Using the final array responses based on the two 
threshold factors, the DIs were evaluated. Although both DI results in Figure 4.46 




results are false by examining the final array responses shown in Figure 4.44 and 
Figure 4.45. The damage area level increases not due to the D1 hole damage, but due 
to the unwanted images. From the consecutive differential array responses shown in 
Figure 4.47, it can be found that the maximum array response are not apparent at the 
approximate D1 hole damage direction (225 deg.). Only the array response in Figure 
4.47(c) shows the acceptable wave reflection image from the D1 hole damage 
location. In addition, the variation of the HHT amplitudes (Figure 4.48) at the 
simulated damage direction (225 deg.) are insignificantly related to the hole damage 
size increases. Also, the D1 hole damage location in the time domain is not clearly 
seen as compared with D2 and D3 hole damage cases. Signal attenuation related to 
wave propagation distance can be one reason for the inaccurate results of the D1 hole 
damage case. Ambient noise variation in the laboratory environment could be another 










Figure 4.44: Final array responses after a threshold setting, 0.8*max(|ψd(t,θ)|), for D1 





















Figure 4.45: Final array responses after a threshold setting, 0.6*max(|ψd(t,θ)|), for D1 
hole damage (60 kHz) 
 
 
(a) threshold = 0.8* max(|ψd(t,θ)|) 
 
(b) threshold = 0.6* max(|ψd(t,θ)|) 

















(b) R2 – R1 
 
(c) R3 – R2 
 
(d) R4 – R3 




Figure 4.48: HHT amplitude of 225 deg. direction for D1 hole damage (60 kHz) 
 
Crack Damage 
The crack starting at the location of the side of the D3 hole damage on the panel with 
the spiral array was linearly increased toward 90 deg. direction from 0.5 in. up to 2 in. 
with 0.5 in. increments. The distance between the crack damage location and the 
center of the spiral array is around 8 in. as shown in Figure 4.27. In the same manner 
as the previous hole damage detection tests, the final array responses for the crack 




was evaluated as shown in Figure 4.50. The results show the final array response can 
clearly identify the crack damage location and its severity, and the DI increases as the 
crack size grows. In addition, the variation of the HHT amplitudes at the simulated 
damage direction (60 deg.) as the crack size increases is shown in Figure 4.51. The 
HHT result indicates the crack damage location (~0.35 ms) in time domain. The 
result, however, shows that the wave reflection energy at 60 deg. direction is 
inconsistent with the increase of crack length, as compared with the D2 and D3 hole 
damage cases. It is because the center of the crack damage was moving from 60 deg. 
direction toward 90 deg. direction while the center of the hole damage was almost 
























Figure 4.50: Damage Index variation as crack damage increases (60 kHz) 
 
 
Figure 4.51: HHT amplitude at 60 deg. direction (60 kHz) 
 
4.1.11 Compensation Techniques for Piezopaint Spiral Array 
Two types of signal compensation factors, based on the capacitance of the piezopaint 
sensor elements and the peak-to-peak voltage (Vp-p) of A0 mode captured from the 
piezopaint sensor elements, were examined to improve the array response by refining 
the proposed phased array technique. The capacitance of the sensor elements of the 
spiral array was measured using a capacitance meter as shown Table 7. With the 
measured capacitances of all of the sensor elements, the capacitance compensation 




experimental signals of the spiral array using the off-center piezoceramic actuator 
were recalled. The Vp-p of incident A0 mode from the off-centered excitation source 
was measured as shown in Table 8. With the measured Vp-p of the incident A0 
modes of all of the sensor elements, the Vp-p compensation map shown in Figure 
4.52(b) was constructed like the capacitance compensation map. The white small 
circles in the figures indicate the sensor element positions of the spiral array. The 
results of two compensation factors note that the capacitance is not directly related to 
output signal strength of the piezopaint sensor elements. 
 
Table 7: Capacitance measurement examples for the spiral array 
Sensor 1 Sensor 6 Sensor 7 Sensor 12 Sensor 25 
57.2 54.6 62.4 82.6 59.3 
Sensor 13 Sensor 18 Sensor 19 Sensor 24 
Unit: (pF) 
62.8 50.1 66.9 55.5 
 
Table 8: Vp-p measurement examples of incident A0 modes for the spiral array 
Sensor 1 Sensor 6 Sensor 7 Sensor 12 Sensor 25 
0.2181 0.3125 0.3953 0.1860 0.1061 
Sensor 13 Sensor 18 Sensor 19 Sensor 24 
Unit: (V) 






(a) Capacitance compensation factor map 
 
(b) Vp-p compensation factor map 
Figure 4.52: Compensation factor maps 
 
Applying the compensation factors to the GLW signal data obtained from the spiral 
array, the differential array responses were reproduced as shown in Figure 4.53. The 
results demonstrate that the proposed compensation factors are unable to significantly 
























     
(a) Without applying compensation factors 
     
(b) With applying capacitance compensation factor 
     
(c) With applying Vp-p compensation factor 
Figure 4.53: Comparison of differential array responses with compensation factors 
 




4.2 Multi-Location-Actuator-based 2-D Phased Sensor Array System 
4.2.1 Introduction 
From previous experimental tests, it was observed that the properties of GLW 
reflections from boundaries/damages are closely related to the type of damage and the 
locations of actuators and sensors. For circular damage such as holes, there are 
apparent omni-directional wave reflections from the damage regardless of the origin 
of the incident GLW which propagates in a thin panel. The propagating GLW is 
scattered due to the boundary geometry of the circular damage and the reflecting 
GLW can be detected at the sensor located any place in the panel as shown in Figure 
4.54(a), except for the shadow area created by the circular damage shape. The level of 
the GLW energy detected at a sensor is dependent on wave attenuation factors such as 
propagation distance and material properties of the panel. However, if the panel has a 
linear crack created along a straight line between the positions of the actuator and the 
sensor, the wavefront of the propagating GLW is perpendicular to the crack 
orientation as shown in Figure 4.54(b). In this condition, there are weak wave 
reflections from the crack damage as most of the GLW energy is transmitted through 
the crack damage area. 
For the crack damage described above, the general 2-D phased array technique 
using a single actuator, located near the center of the array, is unable to detect the 
crack damage even though it is considerably severe. Therefore most researchers [104, 
133, 134], who studied the SHM based on the 2-D phased array approach simulated 
linear crack damages almost parallel to the wavefront of the propagating GLW in 




a new and robust 2-D phased array technique with multiple distributed actuators is 
presented, which builds on the previous 2-D phased array research conducted by the 
authors, in order to overcome the limitation of the general 2-D phased array technique 
using a single actuator. Array responses are produced by using the associated 2-D 
phased array signal processing algorithm [134]. An additional GLW propagation and 
reflection analysis technique is implemented to detect the damage location and its 
growth because multiple actuators are used for interrogation. Gangadharan et al. [135] 
showed one can find acoustic emission (AE) source location by virtually tracking 
GLW in reverse along the wave propagation paths within structures. In this study, a 
new backward GLW propagation approach using fundamental physics-based wave 
reflection theory is applied to find the actual damage location by virtually tracking the 




Figure 4.54: Diagram of wave reflection and transmission with respect to type of 















4.2.2 Estimation of Baseline Response Using Virtual Source Image 
Prior to examining GLW reflections from damage, boundary wave reflections and the 
associated virtual images of excitation sources were studied to estimate baseline array 
responses. A theoretical model was developed by using fundamental law of reflection 
in order to evaluate the baseline array responses depending on excitation source 
locations and geometrical boundaries of panels. The governing equation for the model 
is described in Equation (4.1) and the associated diagram is illustrated in Figure 4.55. 
As the governing equation was applied for the top edge boundary and an excitation 
source (pexct) is located at the middle of the right edge boundary, a virtual image of 
the excitation source can be determined as shown in Figure 4.55. For evaluating 
additional virtual images for the same excitation source (pexct), the other three edge 
boundaries should be applied to the governing equation. 
Vimage= 2*{Vin- (Vin•Wbound)*Wbound} (4.1) 
Wbound= pi+1 – pi for i = 1,2,3,and 4 (4.2) 
Vin= (pi+1 + pi)/2 – pexct (4.3) 
where pi for i = 1,2,3,4 are (x,y) locations of four corners of the given rectangular 
panel and pexct is the (x,y) location of an excitation source. A boundary vector (Wbound) 
and an input vector (Vin) are described by Equations (4.2) and (4.3). The input vector 












(b) Determined virtual source images 
























Using the estimated locations of the virtual source images, wave propagation paths in 
the panel can be estimated. Figure 4.56(a) shows how the excitation wave reflects 
from the top edge boundary and arrives at the center of the panel (i.e. sensor position). 
Other virtual images of the excitation source and the associated wave propagation 
paths are shown in Figure 4.56(b). There are additional virtual source images and the 
corresponding wave propagation paths can be found in the same manners, by using 
the proposed governing equation. An extension of this technique could be made to 
curved boundaries by modifying Equations (4.1) through (4.3). 
 
 
Figure 4.57: Configuration for virtual image source modeling with a rectangular panel 
with multi-location actuators and a sensor at the center of a panel 
 
A diagram of virtual source image modeling for actual experimental tests is shown in 
Figure 4.57. Virtual source images (related to baseline array responses) for various 










based on the governing equation (Equation (4.1)) and the resultant virtual source 










Figure 4.58: Virtual source image evaluation according to four excitation sources 
(Circles in blue) 
 
The rectangle at the center of the figures indicates the actual geometry of the panel. 
The large black dotted circle represents a scaled version of the baseline response of 
the 2-D phased array where the size of the circle depends on the excitation frequency 



















































































































and the length of the time domain signal. The area circled in blue indicates the 
incident wave traveling directly from the actuator to the sensor location. The 
modeling results will be compared with baseline array response results (based on 
experiments) obtained from the 2-D phased array signal processing. X and Y axes are 
the scaled positions dependent on the group velocity. 
 
4.2.3 Experimental Setup 
A piezoceramic (PZT-5A) based 2-D phased array was instrumented for laboratory 
evaluation for various damage detection tests, because the sensitivity of the 
piezoceramic is much greater than other piezoelectric-based alternatives. Based on 
the previous research about the characteristic evaluation of the 2-D phased arrays 
[134], the spiral configuration was selected to form the piezoceramic based 2-D 
phased array. The element spacing was 3/16 in. and 25 discrete sensor elements (1/8 
in. x 1/8 in.) were used as shown in Figure 4.59. The 2-D spiral array was 
instrumented on the center of the panel and four 1/4 in. diameter piezoceramic 
actuators (identified as EC, EO1, EO2, and EO3) were mounted at different locations 
onto the panel as shown in Figure 4.60 and the testing panel was under free-free 
boundary conditions. Structural vibration responses of the panel at various excitation 
frequencies (60, 80, and 100 kHz) were gathered from the sensor array, and they were 
processed using the 2-D phased array algorithm to yield the array responses. A tone 
burst excitation signal at 60 kHz and the associated sample signals obtained from 
three sensor elements of the spiral array are shown in Figure 4.61, as the EO1 




(the largest waveform in the signals) exhibits a phase lag between the sensor signals 
due to differing propagation distance from the actuator to the different sensors. Also 
the S0 mode and numerous boundary reflections of the GLW modes are shown in the 
figure of the sample signals. Three excitation frequencies (60, 80, and 100 kHz) are 
low frequency cases in the dispersion curves of the GLW for the testing panel. This 
denotes that A0 modes are dominant in the signal, and the group velocity of the A0 
mode is much slower than S0 mode‘s velocity. In this paper, the phased array 
algorithm was based on the directional wavenumber filtering method, which means 
that the A0 mode was intentionally filtered in the array signals because the A0 modes 
have most of the GLW energy. Ideally, this method should remove other GLW modes 
except for the A0 modes in the signals. Hence, this paper was focused on tracking the 
A0 mode and its scattering/reflection. 
 
 














(a) Schematic diagram of testing panel 
 
 
(b) Picture of testing panel 
Figure 4.60: Testing panel with multi-location actuators and 2-D spiral array 
 
 
Figure 4.61: Sample sensor signals when exciting EO1 actuator at 60 kHz; (a) 
excitation signal and (b) three sensor signals obtained from the spiral array 
 
The wavenumber of the A0 mode in the sensor signals may be determined using the 













































excitation frequency case. This information is used as selective wavenumbers for the 
directional filtering in the 2-D phased array signal processing algorithm described in 
the previous section. For the panel under no damage condition, the array response 
results for the various excitation sources were produced as shown in Figure 4.62. 
They are saved as baseline array response results that should be used to determine 
differential array responses (i.e. Baseline – Damage array response). In order to focus 
on the GLW reflections from boundaries and damage, the strong incident wave 
signals coming from the EC actuator positioned inside the spiral array region were 
intentionally removed. Hence, the waveform image for the EC excitation source is 
invisible in Figure 4.62(a). The off-centered excitation sources (EO1, EO2, and EO3) 
can be clearly located in the baseline array response results, which validate the 2-D 
phased array signal processing methodology as the incident signal is positioned 
correctly in the array response in terms of incident direction and time of flight (i.e. 
traveling distance). It is readily apparent that wave reflections from the boundary 
conditions are considerably weaker than the incident GLW. The array responses can 
be compared with the virtual source image estimation results (shown in Figure 4.58) 
to evaluate which waveforms represent boundary reflections in the array response 
results. Other artifacts are present in the array response results which are due to the 
wavenumber filtering characteristics of the 2-D spiral phased array. They are 
dependent on factors such as the sensor array layout configuration and total number 
of sensor elements used in the array. The undesirable artifacts in the array responses 
can be effectively removed by evaluating the final differential array responses that are 




and by averaging with the differential array responses for the three excitation 
frequency cases (60, 80, and 100 kHz). 
 
Table 9: Experimentally determined wavenumber 
Frequency (kHz) 60 80 100 
Wavenumber (rad/m) 505.7 579.8 671.1 
 
 
(a) EC actuator (red circle) 
 
(b) EO1 actuator 
 
(c) EO2 actuator 
 
(d) EO3 actuator 







(a) EO1 actuator (b) EO2 actuator (c) EO3 actuator 




(a) For rubber patch 
 
(b) For linear crack 






4.2.4 Damage Detection with Differential Array Response 
Various wave propagation paths in the panel were examined to find the best location 
for damage simulation and to create actual damages at the location (Figure 4.63). The 
evaluation results are to be used to detect the simulated damage location after 
producing the final differential array responses. Only two boundary reflections were 
set as a maximum reflection because the waveforms reflected from more than two 
boundaries were weak in the experimental sensor signals. The wave propagation 
paths corresponding to the positions of an excitation source (red circle) and sensor 
(blue circle) were determined by using the fundamental law of reflection described in 
the previous section. From the results, the area circled in green was determined as the 
prospective damage location, because the incident GLW propagating from the EC and 
EO1 actuator locations will less interfere with simulated damage than the GLW from 
the EO2 and EO3 actuator locations. It is assumed that the differential array response 
results using the EO2 and EO3 actuator cases will be more apparent due to the 
damage than those of EC and EO1 actuator cases. Two types of damages were 
simulated in the panel as shown in Figure 4.64. Before creating an actual linear crack 
in the panel, a rubber patch (0.75 in. width and 1.5 in. length) was bonded at the 
proposed damage location for preliminary evaluations. For the real damage case, a 
0.5 in. linear crack was initially created along a straight line between the positions of 
the EO1 actuator and the center of the spiral array. The linear crack was created by 
using a metal saw blade and the crack gradually increased from 0.5 in. (L1) to 1.0 in. 
(L2), 1.5 in. (L3), and 2 in. (L4) where L1 < L2 < L3 < L4. The crack was centered at 




GLW propagation in several paths so that excitation GLW energy dissipates while the 
excitation GLW energy reflects/scatters for the crack damage case. 
Differential array responses were determined in time domain after the 2-D phased 
array signal processing. Because the actuators‘ locations are known in the panel, 
group velocity of the A0 mode at a given frequency can be determined from the 
baseline array response results. Figure 4.65 shows the differential array response 
results of the EO1 actuator case when the panel has the rubber patch. By using the 
group velocity, the differential array responses could be converted from the time 
domain into the space domain as shown in Figure 4.65(a–c) for the rubber patch case. 
A frequency averaged differential array response (Figure 4.65(d)) was produced by 
averaging with the differential array responses for the three excitation frequency 
cases. In the same manner, the frequency averaged differential array responses with 
respect to the different actuators were produced for the rubber patch case, as shown in 
Figure 4.66. The red boxes in the Figure 4.66 indicate the actual geometry of the 
testing panel. All of the differential array responses show the effect of the artificial 
damage (rubber patch) on the panel. The array response results show that the GLWs 
traveling from the excitation sources do not reflect from the rubber patch, but 
dissipate due to the damage area. In Figure 4.66(b), one can find how the side lobe 
may influence the array response in negative way. There are the noticeable waveform 
images around the red rectangle (i.e. geometrical boundary of the panel) except for 
the waveform images at the EO1 actuator location. The waveform images are the side 
lobe effects according to the waveform images (the red circle in Figure 4.66(b)) with 




apparent due to the relatively low color scale in the figure. The intensity of the images 
can be lowered by changing the color scale based on the maximum value of the 
highest intensity waveform image (shown in the red circle in Figure 4.66(b)). A 




(a) EC actuator (60 kHz) 
 
(b) EC actuator (80 kHz) 
 
(c) EC actuator (100 kHz) 
 
(d) EC actuator (Frequency Average) 
Figure 4.65: Differential array responses for rubber patch case with EO1 actuator case 






(a) EC actuator 
 
(b) EO1 actuator 
 
(c) EO2 actuator 
 
(d) EO3 actuator 
Figure 4.66: Frequency averaged differential array responses of four different 
actuator cases (for rubber patch case) 
 
Frequency averaged differential array responses for multiple actuators were produced 
for the 2 in. linear crack damage (L4) case and they are shown in Figure 4.67. Even 
though the crack damage is severe, there are no noticeable waveform images due to 
the crack in the differential array response when using the EC actuator located near 










(a) EC actuator (L4) 
 
(b) EO1 actuator (L4) 
 
(c) EO2 actuator (L4) 
 
(d) EO3 actuator (L4) 
Figure 4.67: Frequency averaged differential array responses of different actuator 
cases (for linear crack case) 
 
It is because most of the GLW energy from EC excitation source is passing through 
the crack due to its orientation. However, it is feasible to indentify the crack damage 
in the differential array response when using the off-centered actuators, shown in 
Figure 4.67(b–d). Especially for the EO2 actuator case, the waveform images due to 
the crack damage are readily noticeable in the differential array response as shown in 




EO2 actuator case were produced to monitor the increase of the crack length. The 
results show the maximum value of the differential array response consistently 
increases as the crack grows in the panel. 
 
 
(a) EO2 actuator (L1 (0.5 in.)) 
 
(b) EO2 actuator (L2 (1 in.)) 
 
(c) EO2 actuator (L3 (1.5 in.)) 
 
(d) EO2 actuator (L4 (2 in.)) 
Figure 4.68: Frequency averaged differential array responses of EO2 actuator case for 





4.2.5 Damage Location Evaluation 
An additional analysis technique was used to determine the damage location because 
the multiple distributed actuators were used for SHM application in conjunction with 
the GLW interrogation. A backward wave propagation technique using a fundamental 
physics-based boundary reflection approach is applied to detect the actual damage 
location in the panel. The damage location can be estimated by virtually tracking the 
waveforms due to the damages in the frequency averaged differential array responses 
corresponding to the actuator locations. The steps of damage location evaluation 
process are described as the following: 
1) Look at the final differential array responses and determine which waveform 
images have high intensity in the responses. 
2) Consider the waveform images as damage images. 
3) In the array response results, construct a straight line between the position of 
damage waveform image(s) and the center of the 2-D phased array (i.e. sensor 
location). 
4) As considering wave reflections within the geometrical boundaries (red 
rectangles), determine the paths by virtually backward tracking the propagating 
GLW from the actuators to the center of the sensor array. 
5) Analytically estimate damage location(s) based on the wave propagation. 
For the rubber patch case, the wave propagation paths (a, b, c, and d) were 
determined as shown in Figure 4.69(a-d) as following the above evaluation steps. The 
waveform images in red circles were considered as GLW interference due to the 




same panel geometry, the intersection can be found as shown in Figure 4.69(e) and 
considered as an approximate damage location. The estimated damage location 
agreed with the actual location of the rubber patch in the testing panel. 
 
 
(a) EC actuator 
 
(b) EO1 actuator 
 
(c) EO2 actuator 
 







(e) Damage location estimation 
Figure 4.69: Frequency averaged differential array responses of different actuator 
cases and damage location estimation for rubber patch case 
 
The linear crack damage location can be estimated in the similar manner as the rubber 
patch case. Using the array responses in Figure 4.67(b–d) and following the damage 
location evaluation steps, wave propagation paths for three off-centered actuator 
cases may be determined for the linear crack. An intersection related to the crack 
damage can be determined as shown in Figure 4.70. However, in this case, some of 
noticeable waveform images related to the crack damage may be discarded during the 
process. Therefore, an additional analytical approach (i.e. ellipse construction) may 
be applied for the damage location evaluation. The wave propagation path 
corresponding to the second damage waveform image, shown in the right side of the 
Figure 4.71, is unable to be determined because the propagating GLW reflects not 
only from a geometrical boundary but also the simulated crack damage. An ellipse 
can be constructed as shown in Figure 4.72. The ellipse is created by using a general 










position, P2 is the boundary reflection position, and L is the length between the P2 
and the second damage waveform image in the differential array response. By 
plotting the wave propagation path and the constructed ellipse in the same panel 
geometry, the intersection was found as shown in Figure 4.72 and it is considered as 
an approximate damage location. The estimated damage location agreed with the 
actual linear crack location. The ellipse construction approach can be also applied for 
the EO3 actuator case. 
 
 
Figure 4.70: Damage location estimation for linear crack case using frequency 











Figure 4.71: Damage location estimation based on frequency averaged differential 
array response of EO2 actuator case for 2 in. linear crack case 
 
 








Intersection = damage location estimation












(c) Differential (for rubber patch) 
 
(d) Differential (for linear crack) 
Figure 4.73: Comparison of frequency averaged array responses when using EO2 
actuator 
 
In addition, the type of damage (rubber patch or linear crack) can be distinguished by 
examining the differential array responses for the EO2 actuator case. Virtual source 
images and the frequency averaged baseline array response are shown in Figure 
4.73(a) and (b), respectively. The frequency averaged differential array responses for 
two different damage cases are shown in Figure 4.73(c) and (d). For the rubber patch 
case, there was one significant waveform image in the differential array response 































because the propagating GLW was not strongly reflected but dissipated due to the 
damping properties of the rubber patch. On the other hand, there were two significant 
waveform images in the differential array response for the linear crack case (Figure 
4.73(d)) because the propagating GLW was reflected from the crack damage and also 
degraded due to the damaged area in the panel. In the differential array response 
shown in the Figure 4.73(d), the left area circled in red was due to the wave 
scattering/dissipation and the other area circled in red was due to the wave reflection. 
 
4.2.6 Summary and Discussions 
In this section, a multi-location-actuator-based 2-D phased sensor array system was 
discussed to improve the damage detection capability using the 2-D phased array as a 
sensor system. A 2-D phased array technique using a single actuator located near the 
center of the array is unable to detect a linear crack, if the orientation of the crack is 
normal to the wavefront of the GLW excited from an actuator. In this condition, there 
are very weak GLW reflections from the crack damage area because most of the 
GLW energy is transmitting through the crack. To overcome the limitation, multiple 
actuators were used in this study. They are mounted at four different locations on a 
test panel while the 2-D phased array was instrumented at the center of the panel. A 
piezoceramic based 2-D phased array with a spiral configuration was used as a sensor 
array. The associated array signal processing was used to produce array responses and 
to detect two types of damages (rubber patch and crack) in the panel. An additional 
GLW propagation/reflection analysis technique named by ‗backward wave 




panel geometry. From the experimental results, the estimated damage locations were 
in good agreement with the actual damage locations of the rubber patch and the crack. 
In addition, the type of damage can be distinguished by examining the final 
differential array responses. 
 
4.3 Chapter Summary 
This chapter discussed experimental evaluations to validate the 2-D phased sensor 
array concept described in the previous chapter and to detect various damages in thin 
isotropic panels by using the array systems. The sensor array systems used the Guided 
Lamb wave (GLW) interrogation method to monitor structural integrity of the panels. 
Two types of the sensor array systems such as single-actuator-based and multi-
location-actuator-based 2-D phased sensor array systems were introduced and used 
for damage detection tests. The main difference between the two array systems was 
the total number of actuators and their locations with respect to the sensor array 
location in the panel. In the experiments, the 2-D phased sensor arrays were made of 
piezoelectric paint (i.e. piezopaint) composites and piezoceramic elements. Thin 
2024-T3 aluminum panels were used as testing articles and host structures mounting 
the 2-D phased arrays and actuators. Various damages were simulated at distributed 
locations of the testing panels.  
First, the single-actuator-based 2-D phased sensor array system was examined to 
detect artificial damages (holes and a crack) simulated in aluminum panels. The 
sensor array system for the damage detection was consisted of 2-D phased sensor 




side and under-side of the testing panel, respectively, but they were collocated at the 
center of the panel. Piezopaint based 2-D phased sensor arrays were used as sensor 
arrays and piezoceramic elements were used as actuators. The GLW method was used 
to generate elastic waves in the panel structures and capture the associated wave 
propagation features such as reflections and transmissions. The phased array signal 
processing methodology (i.e. directional wavenumber filtering) described in the 
previous section was used to analyze the GLW signal data gathered from the arrays. 
The proposed signal processing technique was validated by an experimental test using 
an off-centered piezoceramic element and a piezopaint 2-D spiral phased array. The 
off-centered piezoceramic element was used as an excitation source that was 
obviously identified in array response result determined by the phased array signal 
processing method. Three piezopaint arrays with spiral, cruciform and circular 
configurations were used to evaluate hole damage detection tests. Among three arrays, 
array responses with the spiral configuration showed the hole damage locations the 
more effective than cruciform and circular arrays. For a crack damage test, therefore, 
the 2-D spiral phased array was used to detect the presence and the extent of the 
simulate crack damage. The array responses for the damage cases based on the spiral 
phased array could apparently detect the damage locations. In addition, compensation 
factors were studied to improve the array response results. By following innovative 
damage detection steps using a threshold setting and damage index (DI) calculation, 
the damage location and its extent could be evaluated more precisely. The DIs 




Hilbert-Huang transform (HHT) amplitudes corresponding to the damage locations 
were explored as an additional damage detection tool. 
Secondly, a multi-location-actuator-based 2-D phased sensor array system was 
discussed to improve the damage detection capability using the 2-D phased array as a 
sensor system. A 2-D phased array technique using a single actuator located near the 
center of the array is unable to detect a linear crack, if the orientation of the crack is 
normal to the wavefront of the GLW excited from the actuator. In this condition, 
there are very weak GLW reflections from the crack damage area because most of the 
GLW energy is transmitting through the crack. To overcome the limitation, multiple 
actuators were used in the experimental study. They are mounted at four different 
locations on a thin aluminum panel while the 2-D phased array was instrumented at 
the center of the top-side of the panel. A piezoceramic based 2-D phased array with a 
spiral configuration was used as a sensor array. The associated array signal 
processing was used to produce array responses and to detect two types of damages 
(rubber patch and crack) in the panel. An additional GLW propagation/reflection 
analysis technique named by ‗backward wave propagation approach‘ was 
implemented to evaluate the damage locations within the panel geometry. From the 
experimental results, the estimated damage locations were in good agreement with the 
actual damage locations of the rubber patch and the crack. In addition, the type of 
damage can be distinguished by examining the final differential array responses. 
Experimental results shown in this chapter demonstrate that the damage detection 
technique using the 2-D phased sensor array systems is capable of evaluating 




showed the best damage detection capability among three candidate arrays including 




5.  Damage Detection in Composite Panels 
Laboratory evaluations were conducted in order to experimentally validate the data 
analysis and piezoelectric material based 2-D phased array concept. The 2-D phased 
arrays were constructed by using piezopaint (piezo-polymer composite) patches and 
piezoceramic (PZT-5A) elements. Thin 2024-T3 aluminum panels were prepared as 
test articles. Various damages such as holes, cracks, weights (mass), and rubber 
patches were simulated as artificial damages at different locations in the aluminum 
panel. Guided Lamb wave (GLW) method was applied to monitor structural integrity 
of the testing panels. Two sensor array systems based on the pulse-echo method and 
the pitch-catch method of the GLW interrogation were introduced and used to detect 
the simulated damages. 
 
5.1 Motivation and Introduction 
However, the original algorithm of the 2-D phased array signal processing is limited 
to apply for anisotropic panels (e.g. composite panels) because the GLW propagation 
speed is dependent on the material properties of the panel structures, which are 
closely related to the wave propagation direction in the composite panels. The 
original algorithm assumes that the GLW propagates omni-directionally at the same 
speed and the phase velocity direction is identical to the group velocity direction (i.e. 
wavefront curves are perfect circular shapes). On the other hand, wavefront curves in 
the composite panels are non-perfect circular shapes (e.g. ellipse) due to material 
anisotropy [24, 59, 136-138]. The GLW skew effect should be taken into account in 




D phased array algorithm (for the directional wavenumber filtering) is developed by 
applying experimental wavenumber curves and wavefront curves into the same 
algorithm structure of the original 2-D phased array signal processing used for 
damage detection in the aluminum panels.  
 
5.2 2-D Phased Sensor Array System for Orthotropic Composite Panels 
5.2.1 Introduction 
The Figure 5.1(a) shows the fundamental assumptions of the original phased array 
signal processing method. In order to apply the phased array technique for composite 
laminates, the original signal processing method should be modified based on the 
configuration shown in Figure 5.1(b). The group velocity direction (θ – α) is not 
identical to the phase velocity direction (θ) but the group velocity direction is normal 
to the wavefront in the composite laminates. In the figures, the k is the wavenumber 
of a GLW mode coming from an excitation source. 
 
 
(a) Isotropic panel 
 
(b) Anisotropic panel 
Figure 5.1: Plane GLW propagation in two different types of panels 







Figure 5.2: Picture of unidirectional composite panel 
 
Table 10: Material properties of IM7/8552 composite 
E1 (GPa) E2 (GPa) ν12 G12 (GPa) ρ (kg/m3) 
170 11 0.31 5.0 1430 
 
5.2.2 Experimental Setup with Unidirectional Composite Panel 
A unidirectional composite panel was made of a carbon fiber prepreg made by Hexcel 
Composites. The IM7/8552 material consists of unidirectional carbon fibers (IM7) 
impregnated in an epoxy resin (8552) with a nominal fiber volume fraction of 57%. 
The properties of the material are presented in Table 10. The E1 (longitudinal 
modulus) indicates the modulus along the fiber direction, and it is much stiffer than 
the E2 (transverse modulus). The construction of a laminate is described by the 
stacking sequence of the plies where the rotation of each ply relative to the laminate 
axes is listed. The unidirectional composite panel was constructed by using [90]6 lay-






[90]6 composite laminate 




panel have free boundary conditions while the top and bottom edges are fixed (Figure 
5.2). In order to construct ground electrodes, thin copper sheets were bonded onto the 
composite panel before mounting the 2-D phased sensor array and multiple actuators.  
 
 
Figure 5.3: Schematic diagram of the unidirectional composite panel for the 
experimental testing to evaluate wave propagation characteristics 
 
As shown in Figure 5.3, a piezoceramic based 2-D spiral phased array was 
instrumented at the center of the unidirectional composite panel. The spiral array was 
made of 25 discrete piezoceramic elements with 1/8 in. diameter. The sensor element 
spacing was 3/16 in. and the angular spacing was 15 deg. as shown in Figure 5.4. A 
quadrant of the composite panel (bottom right area) was experimentally examined 
with the 2-D phased array techniques in conjunction with the GLW interrogation. 









sources (EO1 ~ EO7), from 0 deg. to –90 deg. directions with –15 deg. increments. 
They were bonded 10 in. distance from the center of the spiral array. 
 
 
(a) Schematic diagram 
 
(b) Picture of spiral array 
Figure 5.4: Piezoceramic based 2-D spiral phased array for unidirectional laminate 
 
  
Figure 5.5: Sample sensor signals obtained from ‗S25‘ sensor element as exciting 
EO1 ~ EO7 actuators in the unidirectional laminate (60 kHz) 
 







































A0 S0 EMI 
A0 A0 boundary reflection + other modes 




Gaussian windowed tone burst signals at 60 and 80 kHz were excited from the EO1 
through EO7 actuators, and the associated structural response signals were gathered 
from the spiral array. The groups of the array signals were processed using the 
original 2-D phased array signal processing algorithm to yield the array responses. As 
a tone burst signal at 60 kHz was excited from the EO1 through EO7 actuators, the 
associated sample signals obtained from the center sensor element, denoted as ―S25‖, 
of the spiral array are shown in Figure 5.5. It is found that the incident A0 mode 
(flexural mode) exhibits a phase lag between the S25 sensor signals due to the 
propagation directions of the GLW generated from the different off-centered 
actuators. The result is obvious because the wave propagation speed is depending on 
the fiber orientation (90 deg. in this study). Therefore, one can observe that the 
propagation speed of the A0 mode excited from the EO7 actuator was the fastest 
among the seven off-centered actuator cases (EO1 ~ EO7). In addition, electro-
magnetic interference (EMI) noise, the S0 mode (extensional mode), and numerous 
boundary reflections of the GLW modes are shown in the figure of the sample 
signals. 
 
5.2.3 Wave Propagation Characteristics in Unidirectional Composite Panel  
The wavenumber of the A0 mode in the experimental sensor signals according to an 
excitation source may be determined by using the spatial Fourier transform with the 
2-D phased spiral array. This process was repeated over the different excitation 
sources to evaluate directional wavenumber information (i.e. experimental 




are the experimentally determined wavenumbers relative to the off-centered actuators 
excited at 60 kHz and 80 kHz, respectively. Due to the symmetrical quadrant 
properties of the unidirectional composite panel, wavenumber information for the 
other three quadrants is assumed to be the same as the experimentally evaluated 
quadrant (bottom right area). Simple cubic spline curve fitting was used to estimate 
the wavenumber curves (Figure 5.6(b)). In the figure, circles in red and blue are the 
experimental wavenumbers and the solid line in red and the dotted line in blue are the 
curve fitting results. This wavenumber curves will play as one of the important 





(b) Curve Fitting 
Figure 5.6: Directional wavenumber curve for A0 mode of guided Lamb wave for 
unidirectional composite laminate 
 
The array response results according to the various excitation sources (EO1~EO7) 
















































the wavefront curve is a perfect circular shape, and by using the directional 
wavenumber information shown in Figure 5.6(b). The maximum array response 
locations (circles in red) shown in Figure 5.7 are much different from the actual 
excitation source locations (arrows in red) because the wavefront curve in the 
unidirectional composite panel is not perfect circular shape. 
As shown in Figure 5.8(a), the maximum array response locations were evaluated 
from the array responses (Figure 5.7) determined in the time domain. Due to the 
symmetrical quadrant properties of the unidirectional composite panel, the maximum 
array response locations for the other three quadrants of the testing panel are assumed 
to be the same as the experimentally evaluated quadrant (the highlighted area). The 
maximum array response locations were compensated by the actual actuators 
locations while maintaining the time-of-flight (TOF) information, shown in Figure 
5.8(b). Because the distance between each actuator and the center of the spiral array 
was given as 10 in., the directional group velocity information can be determined as 
shown in Figure 5.8(c).  
 
 
(a) EO1 actuator (0 deg.) 
 





(c) EO3 actuator (-30 deg.) 
 
(d) EO4 actuator (-45 deg.) 
 
(e) EO5 actuator (-60 deg.) 
 
(f) EO6 actuator (-75 deg.) 
 
(g) EO7 actuator (-90 deg.) 
Figure 5.7: Array responses using conventional wavenumber filtering approach for 







(a) Maximum array response locations 
 
(b) Compensation with actuator locations 
 
(c) Determined group velocity information 
Figure 5.8: Array response results and the associated information 
 
The wave propagation speed is depending on the directional material properties 
(especially stiffness) of composite panels. Therefore, one can observe that the 
propagation speed of the A0 mode along the fiber direction (90 deg. in this study) is 































































In order to determine simple curve fitting for the experimental group velocity 
results shown in Figure 5.8(c), parametric ellipses were constructed by the maximum 
and the minimum group velocity information, using the associated governing 
equation is given by 
     
     
                    
 (5.1) 
where   varies from 0 to 360 deg. In the above expression, the two main parameters 
(   and   ) can be defined by               
 
and                where    
varies from 0 to 360 deg. with 15 deg. increments (i.e. the actuator spacing). An 
example of the ellipse construction is illustrated in Figure 5.10 and it is for the 60 
kHz actuation case. The determined wavefront curves based on the parametric ellipse 
construction are shown in Figure 5.10. In the figure, circles in red and blue are the 
experimental group velocity information. The solid line in red and the dashed line in 
blue are the wavefront curves from the ellipse construction.  
 
  

























Figure 5.10: Wavefront curves with ellipse construction determined by experimental 




(a) Polar plot (b) Cartesian plot 
Figure 5.11: Comparisons of wavefront curves constructed by parametric ellipse 
(solid line in red) estimation and cubic spline curve fitting (dashed line in blue) 

























































 at 60 kHz






















An additional method to determine the wavefront curves with the experimental group 
velocity information is a cubic spline curve fitting. Difference between the ellipse 
construction and the cubic spline curve fitting can be found in Figure 5.11. The 
dashed line in blue is for the cubic spline, and the solid line in red is for the ellipse 
construction. The differential quantity between the two results can be determined by 
using Equation (5.2). 
           
    
            
             
   




(a) From Cubic spline curve fitting 
 
(b) From Parametric ellipse 
Figure 5.12: Group velocity direction estimation with two different wavefront curves 
(60 kHz) 
 
The differential quantities for 60 kHz and 80 kHz cases were 0.0167 and 0.0188, 
respectively. Because the differentials between the two methods are so trivial, there is 
no problem which method is used to determine the wavefront curves. However, when 
we evaluate group velocity direction that is normal to the wavefront curve, it is a 





















































































different story. The group velocity directions for 60 kHz actuation case were 
determined as shown in Figure 5.12. The group velocity direction result determined 
by the cubic spline curve fitting (Figure 5.12(a)) demonstrates a problem of the 
determined wavefront curve. The result (blue line in Figure 5.12(a)) shows a flat or 
negative slope in some angular directions. It must be a problem for the 2-D phased 
array signal processing as virtually steering the array. On the other hand, the result 
from the ellipse construction (Figure 5.12(b)) shows no flat or negative slope in all of 
the angular direction. Therefore, the parametric ellipse construction method was used 
to determine the wavefront curves with the experimental group velocity information. 
Using the experimentally determined wavenumber curves (Figure 5.6(b)) and the 
wavefront curves (Figure 5.10), the original phased array signal processing method 
could be modified and the new signal processing method can be developed. As a 
result, the governing equations of the spatial weighting function (Equation (3.17)) 
should be modified as below. 
                                                      
                                                      
 (5.3) 
In above expression,       and     may be defined from the experimental 
wavenumber and wavefront curves, respectively. 
Figure 5.13(a) shows the maximum value locations of the array responses for the 
seven off-centered excitation source cases, by using the original phased array signal 
processing method. The figure is identical to the Figure 5.8(a). On the other hand, the 
maximum value locations of the array responses shown in Figure 5.13(b) were 
determined by using the new method using the information of the wavenumber and 




notice that the array response results were improved to identify the excitation sources. 
The Figure 5.13(b) shows the more reliable correlation between the maximum array 
response locations and the actual excitation source locations, than the maximum array 
response locations in the Figure 5.13(a). However, there are still directional errors in 
the array response results with the new algorithm, due to the inaccuracy of the curve 
fitting method for the wavenumver curves and the negative aspect of the ellipse 
construction for the wavefront curves. 
 
 
(a) with Original method 
 
(b) with New method 
Figure 5.13: Comparison of maximum array response locations using two different 
methods of 2-D phased array signal processing (for unidirectional composite 
panel) 
 
5.2.4 Damage Detection Test of Unidirectional Composite Panel 
It is observed that one single actuator positioned at the center of the testing panel was 




































unidirectional composite panel, like high attenuation factor and significant wave 
energy variation of the A0 mode according to the propagation directions within the 
composite panel. Therefore, three 1/4 in. diameter piezoceramic elements were 
bonded on the same composite panel, and used as off-centered actuators (EO8, EO9, 
and EO10 shown in Figure 5.14) for damage detection tests. Similar to the previous 
test (i.e. the experimental test for 2-D phased array algorithm modification), Gaussian 
windowed tone burst signals at 60 and 80 kHz were excited from the EO8 through 
EO10 actuators, and the spiral array captured the GLW signals traveling in the 
composite panel. The structurally responded GLW signals were processed with the 
new 2-D phased array signal processing algorithm, and produced baseline array 
responses (for no damage cases) and damage array responses. 
 
 
Figure 5.14: Schematic diagram of the unidirectional laminate for the experimental 















(a) Weight (~300g) (b) Rubber patch (c) C-clamp 
Figure 5.15: Pictures of simulated damages 
 
Table 11: Damage type and location according to actuator (for unidirectional laminate) 






 8 in. at 90 deg. UL_EO8_D1 
Weight
c
 8 in. at 90 deg. UL_EO8_D2 
EO9 
Rubber patch 12 in. at 43 deg. UL_EO9_D1 
Clamp
d
 12 in. at 43 deg. UL_EO9_D2 
EO10 
Rubber patch 8 in. at 15 deg. UL_EO10_D1 
Clamp 9 in. at 0 deg. UL_EO10_D2 
Rubber patch 5 in. at 0 deg. UL_EO10_D3 
Rubber patch 8 in. at 0 deg. UL_EO10_D4 
Rubber patch 11 in. at 0 deg. UL_EO10_D5 
a
 from the center of the spiral array to the simulated damage  
b
 with 3/4 in. width and 1/2 in. length  
c
 with 5/8 in. diameter surface contact area and about 300 g  
d





Various damages (Figure 5.15) such as rubber patches, clamps, and weights were 
simulated on the composite panel. The detailed information relative to the damage 
case is shown in Table 11. 
 
5.2.5 Damage Detection Results  
Array responses were produced by using the new 2-D phased array signal processing 
algorithm for the various damages according to the three actuator cases. Differential 
array responses were reproduced by subtracting the damage array responses from the 
baseline array responses (no damage cases). The differential array responses are 
shown in Figure 5.16 (for the EO8 actuator case), in Figure 5.17 (for the EO9 actuator 





















Figure 5.18: Differential array response for EO10 actuator case (60 kHz) 
 
In the figures, the red arrows indicate the actual directions of the simulated damages, 
and the dotted circles in red are the estimated damage locations in the differential 
array responses (in the time domain). The differential array response results note that 




the estimated damage locations (waveform images with high intensity) in the array 
responses are generally in good agreement with the actual damage locations. 
In the differential array responses of the Figure 5.16 through Figure 5.18, there 
are a few considerable waveform images except for the waveform images (within the 
red rotted circles). The waveform images are the negative filtering effect due to the 
side lobes of the directivity function for the spiral array, and they are relative to the 
waveform images with the highest intensity in the array responses. The limitation of 
the filtering capability with the 2-D spiral phased array can be improved by 




Figure 5.19: Shadowed area due to rubber patch as using EO10 actuator 
 
Figure 5.19 shows a schematic diagram of an additional damage detection test with 
the current experimental set-up. The EO10 actuator was used to generate the GLWs 
from the right side edge of the composite panel, and the artificial damage (rubber 
patch) location was changed. The differential array response results in Figure 5.20 










comes close to the excitation source (EO10), because the blind area (denoted as 
―shadowed area‖) of the phased sensor array increases due to the location variation of 
the rubber patch as shown in Figure 5.19. The shadowed area colored in red includes 
the green and blue areas, and the shadowed area in green includes the blue area. The 
array response results note that the rubber patch disturbed the GLW propagation and 








Figure 5.20: Differential array response result (with EO10 actuator) for rubber 





The relationship between the shadowed areas and the maximum values of the 
differential array responses was evaluated in Figure 5.21. The result shows that the 
maximum value of the differential array response consistently increases as the 
shadowed area expands. 
 
 
Figure 5.21: Normalized magnitude comparison between shadowed areas and 
maximum values of array responses for rubber patch cases 
 
5.2.6 Experimental Setup with Cross-ply Composite Panel 
As the same manner to the previous unidirectional composite pane, a cross-ply 
composite panel was made of IM7/8552 unidirectional tape with [90/0/90/90]sym lay-
up sequences. The composite panel was under fixed-free boundary conditions. Two 
boundary edges (right and left edges) for the panel were fixed. In order to construct 
ground electrodes, thin copper sheets were bonded onto the composite laminates 
before mounting the 2-D sensor array and multiple actuators. As shown in Figure 




the composite panel. The spiral array was made of 25 discrete PZT elements with 1/8 
in. diameter. The array sensor element spacing was 3/16 in. and the angular spacing 
was 15 deg. as shown in Figure 5.4(a). A quadrant of the composite laminate was 
experimentally examined with the 2-D phased array technique in conjunction with the 
GLW interrogation. Seven PZT elements with 1/4 in. diameter were used as off-
centered GLW actuators. They are denoted by EO1 through EO7 in Figure 5.23. They 
were bonded at 10 in. distance location from the center of the spiral array, and the 
angular spacing of the actuators was 15 degrees. Gaussian windowed tone burst 
signals at 60 kHz and 80 kHz were excited from the EO1 through EO7 actuators, and 
the associated structural response signals were gathered from the spiral array. The 
groups of the array signals were processed using the original 2-D phased array signal 
processing method to yield array responses. 
 
 






Figure 5.23: Schematic diagram of the cross-ply composite panel for the experimental 
testing to evaluate wave propagation characteristics 
 
5.2.7 Wave Propagation Characteristics in Cross-ply Composite Panel 
The wavenumber of the A0 mode in the experimental sensor signals according to an 
actuator may be determined by using the spatial Fourier transform with the spiral 
array configuration and the associated sensor signals. This process was repeated over 
the different actuators (EO1 ~ EO7) to evaluate directional wavenumber information. 
Due to the symmetrical quadrant properties of the composite laminates, wavenumber 
information for the other three quadrants is assumed to be the same as the 
experimentally evaluated quadrant. In the Figure 5.24, small circles in blue and in red 
are the experimental wavenumbers according to the off-centered actuators excited at 
60 kHz and 80 kHz, respectively. And the dotted line in blue and the solid line in red 








experimental wavenumber curves. In the figures, the highlighted areas are the 




(a) Wavenumber curves 
 
 
(b) Wavefront curves 
Figure 5.24: Modification features for new 2-D phased array algorithm for a cross-ply 
composite panel 
 
Figure 5.25(a) shows the maximum value locations of the array responses for the 
seven off-centered excitation source cases (EO1 ~ EO7), by using the original phased 
array signal processing method. On the other hand, the maximum value locations of 
the array responses shown in Figure 5.25(b) were determined by using the new 
method using the information of the wavenumber and wavefront curves shown in 
Figure 5.24. By comparing the Figure 5.25(b) with the Figure 5.25(a), one can notice 
that the array response results were improved to identify the excitation sources. The 















































response locations and the actual excitation source locations, than the maximum array 
response locations in the Figure 5.25(a). However, there are still directional errors in 
the array response results with the new algorithm, due to the inaccuracy of the curve 
fitting method for the wavenumber curves and the negative aspect of the ellipse 
construction for the wavefront curves. 
 
 
(a) with Original method 
 
(b) with New method 
Figure 5.25: Comparison of maximum array response locations using two different 
methods of 2-D phased array signal processing (for cross-ply composite panel) 
 
5.2.8 Damage Detection Test of Cross-ply Composite Panel  
The new method of the 2-D phased array signal processing was applied to damage 
detection of the cross-ply composite panel. An additional spiral array (denoted ‗Spiral 
array II‘) was mounted on the same composite panel as the previous wave 
propagation characteristics evaluation test. The schematic diagram of the testing 



































main reason to use two phased array systems for this study is because one can simply 
find damage locations based on the array response results determined by the two 
array systems and the method of vector-based damage localization [139]. The vector-
based damage localization will be discussed in the later subsection. Unlike the 
damage detection tests of the unidirectional composite panel, two 1/4 in. diameter 
piezoceramic elements were used as actuators denoted by ‗EC1‘ and ‗EC2‘. It is 
because there is insignificant wave energy variation of A0 mode according to the 
propagation directions within the composite panel (Figure 5.27). Each actuator was 
positioned and bonded within the 2-D spiral phased array to collocate the actuator 
with the receiver (spiral array), shown in Figure 5.26. Gaussian windowed tone burst 
signals at 60 and 80 kHz were excited from the EC1 and EC2 actuators, and the spiral 
arrays captured the GLW signals traveling in the composite panel. The structurally 
responded GLW signals were processed with the new 2-D phased array signal 
processing method, and produced baseline array responses (for no damage cases) and 
damage array responses. Artificial weight damages were simulated at six different 
locations of the composite panel, shown in Figure 5.26. The detailed information 






Figure 5.26: Schematic diagram of the cross-ply composite panel for the experimental 
testing for damage detection 
 
 
Figure 5.27: Sample sensor signals obtained from ‗S25‘ sensor element as exciting 
EO1 ~ EO7 actuators in the cross-ply laminate (60 kHz) 
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8 in. at 180 deg. CL_EC1_SA1_D1 
8 in. at 210 deg. CL_ EC1_ SA1_D2 
12 in. at 225 deg. CL_ EC1_SA1_D4 
8 in. at 270 deg. CL_ EC1_ SA1_D5 







8 in. at 180 deg. CL_EC2_SA2_D1 
8 in. at 210 deg. CL_ EC2_ SA2_D2 
16 in. at 210 deg. CL_ EC2_ SA2_D3 
12 in. at 225 deg. CL_ EC2_SA2_D4 
a
 from the center of the cross-ply composite panel to the simulated damage  
b
 Spiral array I is located at the center of the cross-ply composite panel 
c
 with 5/8 in. diameter surface contact area and about 300 g 
d
 Spiral array II is located at 15 in. horizontal distance from Spiral array I 
 
Figure 5.28 shows damage detection coverage areas with two spiral array systems. In 
the figure, the damage detection coverage areas (dashed-line circle in red and solid-
line circle in blue) were determined by the standard equation to construct ellipses 
(Equations (2.53)). The locations of spiral arrays and actuators were used for the foci 
of the ellipses, and wave propagation distance was used as an additional parameter for 
the equation. The damage detection coverage areas seem like circle shapes because 
the locations of the two foci are almost collocated. In this study, the wave propagation 
distance was determined by the length of the composite panel. There are strong wave 




array response produced by phased array signal processing may include unwanted 
waveform images relative to the wave reflections. The unwanted waveform images 
are present in the array response results because the directivity function for the 2-D 
spiral array has negative effect of side lobes. Based on the result shown in Figure 5.28, 
the damage detection test was divided into three parts: first, damage detection using 
―Spiral array I‖ and ―EC1‖ actuator; second, damage detection using ―Spiral array II‖ 
and ―EC2‖ actuator; third, vector-based damage localization test for the intersection 
area between the two circles (actually, they are ellipses). 
 
Figure 5.28: Estimation of damage detection coverage for proposed sensor system 
using ‗Spiral array I‘ with EC1 actuator and Spiral array II‘ with EC2 actuator 
 
Array responses were produced by using the new 2-D phased array algorithm for the 
simulated damages according to the actuator cases (Table 12). A threshold setting is 
applied in order to determine a more reliable damage location, because the 
differential array response (i.e. baseline array response – damage array response) may 
include unwanted waveform images due to the side lobes effect of the present spiral 
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Panel geometry 
Spiral array I 
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array configuration. The threshold-filtered differential array responses,          
defined in Equation (3.34), shown in Figure 5.29 and Figure 5.30 were reproduced by 
applying the threshold setting for the differential array responses for each damage 
case. The threshold-filtered array response results in the Figure 5.29 (for the case of 
―Spiral Array I‖ with ―EC1‖ actuator) show that the estimated damage locations 
(circles in red) are in good agreement with the actual damage directions (arrows in 
red) on the composite panel. The actual damage location can be determined by using 
the directional group velocity information of the A0 mode. As one can see in Figure 
5.29(c~e), there are another waveform image except for the waveform image due to 
wave reflection from the simulated damage. They are waveform images related to 
free edge boundary reflection variation due to the simulated damage on the panel. In 
Figure 5.29(e), the waveform image due to the damage is unable to be found, but a 
waveform image related to free edge boundary reflection variation is clearly indicated 
in the figure. By observing the differential array response shown in Figure 5.29(f), the 
waveform image due to the damage reflection can be found. In the same manner, the 
results in the Figure 5.30 (for the case of ―Spiral Array II‖ with ―EC2‖ actuator) show 
that the estimated damage locations (circles in red) are in good agreement with the 
actual damage directions (arrows in red) on the panel. In Figure 5.30(d), there are two 
waveform images in the array response. The first waveform image is due to the direct 
wave reflection from the simulated ―D4‖ damage and the second waveform image is 
due to the boundary wave reflection after it bounces from the damage. Figure 5.31 
demonstrates how the array response has two waveform images due to the one 
















(f) CL_EC1_SA1_D5 (Differential) 
Figure 5.29: Threshold-filtered differential array response results, using EC1 actuator 




due to damage 
Waveform image of 
free boundary wave 
reflection difference 













Figure 5.30: Threshold-filtered differential array response results, using EC2 actuator 
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Figure 5.31: Illustration to explain the array response results for CL_EC2_SA2_D4 
 
5.2.9 Vector-Based Damage Localization in Cross-ply Composite Panels 
The conceptual idea of vector-based damage localization method is illustrated in 
Figure 5.32. The method is useful for damage detection of anisotropic panels, because 
we can estimate the damage location based on vectors determined by a given data 
analysis technique. If only one spiral array system is used to find damage in the 
composite panel, we need additional information to estimate the actual damage 
location after producing array responses with the phased array signal processing 
method. Because the array response was evaluated in time domain, it should be 
converted into the space domain by applying directional group velocity information. 
On the other hand, by using multiple spiral array systems, the damage location can be 
determined without using the directional group velocity information, shown in Figure 




ply composite panel were used and two vectors, VSA1 and VSA2, were determined by 




Figure 5.32: Concept of vector-based damage localization method 
 
Damage direction vector can be evaluated by using Equation (5.4), written by 
              
 
                    
 (5.4) 
where         is the differential array response after the new phased array signal 
processing. 
Figure 5.33 shows the damage direction evaluation results with respect to two 
array responses obtained from the phased array signal processing for the same 
damage case (CL_EC2_SA2_D2). For the damage direction estimation with the 
differential array response result (Figure 5.33(a)), two excitation frequency (60 kHz 
and 80 kHz) cases were normalized and averaged. On the other hand, two excitation 
frequency cases were summed for the damage direction estimation with the threshold-




direction (a big arrow in green) is estimated as s damage direction. The result in the 
Figure 5.33 shows the estimated damage directions based on two array responses are 
identical. For an easy identification of the simulated damage location, a threshold-
filtered differential array response is used to deteremine a damage direction. 
 
 
(a) With differential array response 
 
(b) With threshold-filtered differential 
array response 
Figure 5.33: Comparison of damage direction evaluation for CL_EC2_SA2_D2 
damage case 
 
In the Figure 5.28, there are three damage cases (D1, D2, and D4) in the intersection 
area of the two ellipses (i.e. damage detection coverage). For the three damage cases, 
the threshold-filtered differential array responses were determined for each spiral 
array and the associated actuator. From the array response results, the damage 






























































Figure 5.34: Damage direction evaluation based on the threshold-filtered differential 










































































































































Figure 5.35: Damage location estimation based on intersection of two vectors 
obtained from threshold filtered differential array response results 
 
Two damage directions can be determined for the case of ―CL_EC1_SA1_D4‖. 
Instead, only one intersection within the panel geometry can be found by exploring 
two results of the Figure 5.34(e) and (f). The intersection of two vectors according to 
the same damage can be estimated based on the damage direction results from the 
Figure 5.34. The damage direction vectors for the three damage cases are found in 
Figure 5.35. The blue filled circles are the simulated damage locations. The 
intersection locations (filled green circles) are estimated as the damage locations on 
the panel. From the result, the vector-based method with sensor array systems shows 





5.3 Chapter Summary 
In this chapter, a new 2-D phased array signal processing algorithm was developed 
for structural health monitoring (SHM) application to thin orthotropic composite 
panels. In previous researches conducted by the authors, a directional wavenumber 
filtering technique (i.e. one of the phased array signal processing methods) using 
piezoelectric 2-D spiral phased sensor array combined with guided Lamb wave 
(GLW) approach has been developed and successfully applied to damage 
detection/evaluation of thin isotropic panels. 
However, the original algorithm of the directional wavenumber filtering technique 
is limited in its application to anisotropic panels (e.g. composite panels), because the 
GLW propagation speed is dependent on material properties which are closely related 
to the wave propagation direction in composite panels. In this study, the new 2-D 
phased array algorithm was developed by applying experimental wavenumber curves 
and wavefront curves to the same algorithm structure of the original 2-D phased array 
signal processing. The wavenumber curves and the wavefront curves were 
experimentally determined for the unidirectional and cross-ply composite panels. 
The new 2-D phased array signal processing algorithm was validated by 
identifying multiple off-centered excitation sources in the baseline array response 
results. In addition, the new algorithm was used for damage detection of the thin 
unidirectional and cross-ply composite panels. The differential array response results 
demonstrate that the 2-D spiral phased array technique is capable of being used as an 





In addition, a vector-based damage localization method with multiple spiral 
phased arrays was proposed to identify damage location with limited information 
obtained from the array response results. The results showed the damage location can 





6.  Concluding Remarks 
6.1 Conclusions and Contributions 
Even though there are many guided Lamb wave (GLW) based structural health 
monitoring (SHM) systems, a phased array method in conjunction with the GLW 
approach is capable to provide a damage detection technique of thin plates useful for 
a variety of aerospace and mechanical structures. Due to the benefit of long distance 
propagation of the GLW, a wide area can be covered for damage detection 
application. Since the phased array technique is a robust signal processing 
methodology to understand the GLW interrogation and the corresponding complexity, 
two-dimensional (2-D) sensor arrays are applied for monitoring of thin plates. A 
directional wavenumber filtering method is used for the phased array signal 
processing algorithm with a given array configuration.  
The main purpose of this dissertation is to develop reliable GLW-based 2-D 
phased array technique and to validate the associated damage detection scheme for 
thin plate-like structures. The proposed damage detection technique is applied, not 
only for thin isotropic plates, but also for orthotropic composite laminates. The major 
conclusions and contributions of this study are summarized and highlighted: 
1. 2-D phased arrays are examined in order to overcome limitations of a general 
1-D linear phased array. Three candidate 2-D phased arrays with cruciform, 
circular and spiral configurations are examined in this study. Directivity 
functions of the three arrays are derived to investigate beam or array patterns 




are evaluated based on the beamwidth of the main lobe, peak side lobe and 
average side lobe height. Angular direction selectivity and wavenumber 
selectivity of the 2-D phased arrays are estimated from the directivity function 
results. Among three array candidates, the 2-D spiral phased array is selected 
for experimental tests due to its outstanding directional wavenumber 
sensitivity. 
2. In general, there are four different methods for beamforming techniques; 
directional transmission, directional reception, target focusing, and beam 
steering. However, all of the methods converge into one main purpose, target 
detection. Among the methods, this study is focused on the beam steering with 
the 2-D spiral phased sensor array. Two array signal processing methods such 
as delay-and-sum method and phased-and-addition method are commonly 
used for the beamforming technique. In this study, directional wavenumber 
filtering method based on the phased-and-addition approach is applied for the 
GLW inspection and the associated damage detection. The directional 
wavenumber filtering algorithm is performed for the GLW signal data 
obtained from the 2-D spiral phased array. Array response corresponding to 
the spiral array is produced after the directional wavenumber filtering process. 
3. Differential array response is reproduced by subtracting baseline array 
response from damage array response. The baseline array response is 
determined from an experimental structure with no damage, while the damage 
array response is from the same structure with defects such as holes and 




bounced from damage in array response result at the same time as waveform 
images from boundaries which are negligible for damage detection of testing 
structures. In addition, damage metrics based on the differential array 
response are proposed and evaluated to quantify the severity of the damage in 
the experimental structures. The Hilbert-Huang transform (HHT) method is 
applied for array response result and provides additional damage identification 
information. 
4. For experimental tests, the 2-D spiral phased sensor array is made of a 
piezoelectric paint (piezopaint) patch or discrete piezoelectric ceramic 
(piezoceramic) elements. A piezopaint-based spiral array is fabricated by 
creating a thin silver conductive layer of discrete electrodes onto a given 
piezopaint patch. A piezoceramic-based spiral array is constructed by small 
discrete PZT elements. Both types of the spiral arrays are bonded on one side 
of a plate surface by conductive epoxy or a cyanoacrylate (M-bond) adhesive. 
5. The conceptual ideas of the 2-D spiral phased array and the associated signal 
processing technique for the directional wavenumber filtering are 
experimentally validated by identifying a GLW excitation source location in 
array response. The GLW is excited at a given source location within an 
aluminum plate, by using a piezoelectric ceramic (e.g. PZT) element 
permanently bonded onto the plate. A piezopaint-based 2-D spiral phased 
array is used as a sensor array and bonded to the center of one surface of the 
plate. The GLW has numerous modes which depend on the excitation 




fundamental modes (A0 and S0) at relatively low frequency range (40 ~ 120 
kHz). Since the A0 mode is dominant at the frequency range, the A0 mode of 
the GLW coming from the excitation location is filtered by the directional 
wavenumber filtering technique. The array response result demonstrates that 
the location of a waveform image (A0 mode) relative to the excitation source 
correlates to the actual GLW actuation location, so that the phased array 
signal processing algorithm with the 2-D spiral phase array is apparently 
validated. 
6. For damage detection tests in this study, two types of the sensor array systems: 
single-actuator-based and multi-location-actuator-based 2-D spiral phased 
sensor array systems are used for experimental evaluations of thin plate-like 
structures. The main difference between the two sensor array systems is the 
total number of actuators and their locations with respect to the sensor array 
location in a testing plate.  
 For the single-actuator-based sensor array system, a spiral sensor array 
and one actuator are instrumented on top-side and under-side of a testing 
structure, respectively. The array and actuator are collocated at around 
center of the structure. For this case, the pulse-echo method of the non-
destructive evaluation (NDE) is useful to analyze the GLW signals 
obtained from the sensor array. The GLW propagates A target/damage 
location can be directly identified from the array response after the 
directional wavenumber filtering process, but the distance between the 




of the double traveling distance of the GLW. The GLW propagates from 
the actuator and bounces from a target/damage and comes back to the 
sensor array that is collocated with the actuator. 
 For the multi-location-actuator-based sensor array system, a spiral sensor 
array and multiple actuators are instrumented on one side of a testing 
structure. The sensor array is mounted at around center of the structure, 
and the actuators are positioned at various locations within the structure. 
For this case, both of the pulse-echo and pitch-catch methods of the NDE 
are used to analyze the GLW signals obtained from the sensor array. In 
order to detect a target/damage location based on the array response result 
for each actuator case, an additional GLW propagation/reflection analysis 
technique should be implemented. For this study, ‗backward wave 
propagation approach‘ is applied to evaluate the target/damage location 
within the geometry of the structure. 
7. For damage detection of a thin aluminum plate, the single-actuator-based 2-D 
phased sensor array system is used. Piezopaint-based 2-D phased array and 
one 1/4 in. diameter PZT element are used as the sensor array and actuator. 
They are collocated at around the center of the aluminum plate. Three holes 
and a linear crack are simulated as structural damages. Prior to creating actual 
and permanent damages to the aluminum panel, a mass detection test is 
conducted as a preliminary investigation. The GLW excited from the PZT 
actuator due to a tone burst signal at a given high frequency propagates omni-




boundaries and structural damages. The GLW reflection signals are captured 
by the sensor array. The GLW signal data is post-processed by the phased 
array signal processing method (i.e. directional wavenumber filtering 
technique). To compare the array signal processing potentials of the array 
configuration cases, three piezopaint arrays with spiral, cruciform and circular 
layouts are used to evaluate the hole damage detection tests. Among the array 
response results, the spiral array case shows the hole damage locations more 
apparently and effectively than the other array configurations. The reason of 
these results is related to the steered directivity function discussed in the 
chapter 3.  For the crack damage detection, the 2-D spiral phased array is only 
used for the experimental evaluations. The resultant array responses show that 
the 2-D spiral phased array and the associated signal processing technique 
have high potentials to apparently detect various damages in the aluminum 
plate. 
8. For damage detection of another thin aluminum plate, a multi-location-
actuator-based 2-D phased sensor array system is implemented to improve the 
damage detection capability of the 2-D phased sensor array. A single-actuator-
based 2-D phased sensor array system is unable to detect a linear crack, if the 
crack‘s orientation is perpendicular to the wavefront of the GLW excited from 
the actuator. In this condition, there are very weak GLW reflections from the 
crack because most of the GLW energy is transmitting through the crack 
damage area. To overcome this limitation of the single-actuator-based sensor 




the experimental damage detection tests. A piezoceremic (PZT) based 2-D 
spiral phased array is mounted at the center of the top-side of the aluminum 
plate, and four PZT elements with 1/4  in. diameter are bonded at four corner 
locations of one quadrant section of the plate. Two types of artificial damages 
such as a rubber patch and linear crack are simulated in the plate. By using the 
phased array signal processing method with respect to the 2-S spiral array, 
array response results are produced for each damage case. The array response 
results are unable to directly indicate the damage locations due to the actuator 
locations. To analyze the array responses, the additional GLW evaluation 
method, the backward wave propagation approach, should be applied, so that 
the damage locations can be identified within the panel geometry. The final 
results of the array responses and damage location estimation show the 
damage detection capability of the proposed multi-location-actuator-based 2-
D phased sensor array system. 
9. For damage detection of thin orthotropic composite laminates, it is necessary 
to develop a new 2-D phased array signal processing algorithm because of the 
limitation of the original phased array algorithm, which is used for the SHM 
application to the thin isotropic plates. The original algorithm assumes that the 
GLW speed is independent on the propagation direction. However, the GLW 
speed depends on material properties which are closely related to the wave 
propagation direction in composite plates. The original algorithm is modified 
based on the conceptual idea mentioned above, and the new phased array 




Experimental wavenumber curves and wavefront curves are used as 
modification parameters for the new algorithm.  For this study, the 
wavenumber curves and the wavefront curves are experimentally determined 
for a unidirectional and cross-ply composite laminates. The analysis results 
show that the array signal processing method with the 2-D spiral phased array 
has high potentials to identify structural damages not only for isotropic plates, 
but also anisotropic composite laminates. In addition, a vector-based damage 
localization method with multiple spiral phased arrays is proposed to identify 
damage location without using the directional GLW propagation speed 
information. 
 
6.2 Limitation of Current Method 
The array signal processing method based on the 2-D spiral phased array and the 
GLW inspection approach has many potential benefits, however, there are a few 
limitations of the current methodology as follows: 
1. The directional wavenumber filtering capability is limited by the total number 
of sensor element in the array and the element spacing. There is a limit of the 
detectable damage size because of the maximum wavenumber for evalautions. 
In this study, the maximum wavenumber is set to 1.8(π/Δx) where Δx is the 
sensor element spacing based on the 2-D cruciform array. 
2. Differential array response yielded from the directional wavenumber filtering 




damage waveform image. The undesirable waveform images are due to the 
side lobes effect of the 2-D phased array with a given configuration. 
3. The proposed GLW-based phased array technique requires a past baseline 
data. The differential array response is determined by subtracting the baseline 
array response from damage array response. If the baseline array response is 
corrupted by noise or any other reason, the differential array response results 
will be distorted so that a damage waveform image is unable to be detected 
apparently. 
4. The size of damage waveform image in a resultant array response increases as 
the distance between the array center position and a damage location grows 
further apart, even though the actual size of the damage is identical. This is 
because the proposed phased array method is using the angular direction, θ, 
for the directional wavenumber filtering algorithm. 
5. In this study, experimental tests for the phased array technique are conducted 
with thin metallic and composite panels. However, there is a limit of the 
current technique when applying for more realistic structural engineering 
structures, which are composed of complicated structural components. A 
webcore sandwich composite panel may be an example of the complicated 
and realistic structure for various engineering fields. The GLW propagating 
from an actuator interacts with webcores of the panel and reflects back to a 
give sensor array. Also, the interacted GLW experience mode conversion and 
separation. Due to this complicated GLW features in those panels, it is hard to 





6.3 Recommendations of Future Research 
In order to extent the array signal processing method based on the 2-D spiral phased 
array and the GLW inspection approach, there are several recommended future works 
to explore. A few are listed as follows: 
1. Additional signal processing may be performed with previous experimental 
test data with the listed ideas below: 
 For the directional wavenumber filtering method, the dispersive A0 mode 
of the GLW is used because the A0 mode is dominant at the excited 
frequency region. Dispersion compensation and removal methods 
described in chapter 2 can be applied for the GLW signals obtained from 
the sensor array, and array response can be evaluated by the array signal 
processing technique. 
 Mode conversion and separation feature due to a simulated damage is not 
considered in the current experimental studies. At the excitation frequency 
region, there are two fundamental GLW modes (S0 and A0) propagating 
throughout the hosting plate. The S0 mode may be considered for the 
damage detection applications instead of the A0 mode. This would 
provide a more reliable damage detection approach. 
 Adaptive array signal processing technique like the minimum variance 
distortionless response (MVDR) method can be used to improve the image 
resolution of the array response. The adaptive array signal processing 




using a special weighting function for the array. The MVDR-based array 
signal processing method can be found in chapter 3. 
2. Further experimental studies can be conducted with various complicated 
structures by isotropic and anisotropic materials, because the current 
experimental tests are explored with thin simple plate structures. The GLW 
propagation characteristics are different for the type of structures. This would 
make this technique more attractive. Valuable experimental ideas are listed as 
follows: 
 The GLW-based phased array technique would be applied for simple 
plate-like structures with various thickness. Both isotropic and anisotropic 
plates can be tested by the current methodology. Also, the proposed 
technique may be applied for curved panels or pipes, which are more 
generally used structures made of plates. The current method can be 
evaluated with respect to variations in curvature of a structure. 
 For more practical engineering applications, complicated structures such 
as jointed/bonded structures and composite sandwich panels would be 
considered as testing articles for the phased array technique and the GLW 
interrogation.  
3. Sensitivity of the current 2-D spiral phased array can be examined to evaluate 
the coverage range for damage detection application. This study would help to 
determine optimal positioning of sensor arrays and a number of array nodes. 
In addition, new2-D phased array architectures can be developed except for 




should improve the directional wavenumber filtering method, by solving the 
issue of side lobe effect and maintaining/reducing the main lobe beamwidth.   
4. In order to understand the GLW propagation features for various structures, 
theoretical modeling study should be explored. A number of numerical 
methods can be used for the modeling to simulate the GLW propagation and 
its interaction with discontinuities of a structure. The simulation method 
includes finite difference method (FDM), finite element method (FEM), 
boundary element method (BEM), finite strip element method (FSEM), mass-
spring lattice model (MSLM), spectral element method (SEM), and local 
interaction simulation approach (LISA). Recently, the LISA-based modeling 
gains popularity due to high adaptability to model complex geometries and 











A.  Fundamentals of Hilbert-Huang Transform (HHT) 
A.1 Hilbert Transform (HT) 
Hilbert transform is defined by 
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    , Equation (A.1) becomes 
              
 
 
      
 
   
 
  
   (A.2) 
where   denotes the Cauchy principal value. 
It defines as the convolution of      with    , therefore it gives emphasis to the 
local properties of     , even though      is transformed globally. Also it defines as 
a natural     phase shifter, which means magnitude is unchanged, but the phase of 
all frequency components is changed by    , as shown in Figure A.1. 
 
 





From the definition of the Hilbert transform,      is the complex conjugate of       
and the analytical signal,      is defined by 
                (A.3) 
and Equation (A.3) can be rewritten in the polar coordinate system; 
                (A.4) 
where 
                  (A.5) 
           
    
    
  (A.6) 
where      is the instantaneous amplitude and real positive value;      is the 
instantaneous phase. 
The instantaneous frequency is defined as the rate of phase change: 
     
     
  
     
 
  
     
  
 (A.7) 
With the definition of instantaneous frequency, Equation (A.4) can be rewritten by 
                                   (A.8) 
Since the sine wave signal includes a single frequency component, the instantaneous 
amplitude and the instantaneous frequency are constants and the instantaneous phase 






(a) Instantaneous amplitude 
 
(b) Instantaneous phase 
 
(c) Instantaneous frequency 
Figure A.2: Properties of Hilbert transform of the sine wave 
 
The ―instantaneous‖ frequency obtained from the Hilbert transform provides ‗local‘ 
frequency information about the signal at one time, while the frequency obtained 
from the Fourier transform gives ‗global‘ frequency information about the signal at 






(a) Linear chirp signal 
 
(b) Instantaneous frequency 
 
(c) Fourier transform 
Figure A.3: Analysis of linear chirp signal 
 
The Hilbert transform gives the frequency variation in the time domain. However, 
when the chirp is represented in the Fourier domain the result contains a large number 
of various frequency components and the simple nature of the signal is lost. 
In order to obtain the meaningful information, the instantaneous frequency has 
necessary limitations on data. The instantaneous frequency can be defined only if we 
can restrict the signal to be symmetrically with respect to the zero mean level and this 






(a) Time domain sine wave signals 
 
(b) Instantaneous phase 
 
(c) Instantaneous frequency 
Figure A.4: Analysis of various sine wave signals 
 
For example, the function                 for   0, 0.5, and 1.5 can be 
considered (Figure A.4).  By computing the instantaneous phase and the 
instantaneous frequency for various   , the limitation is illustrated clearly. The 
instantaneous phase of          is a linear function. If we change the signal mean by 
adding a small amount  , the instantaneous phase is not a linear function any more. If 
    , the mean zero-crossing frequency is still the same as the signal frequency. 




instantaneous phase and the instantaneous frequency will be assumed as negative 
values, which are physically meaningless. This case corresponds to any riding waves. 
 
 
(a) Time domain signals 
 
(b) Instantaneous amplitude 
 
(c) Instantaneous phase 
 
(d) Instantaneous frequency 
Figure A.5: Analysis of amplitude and frequency modulated signals 
 
There is an additional limitation of the instantaneous frequency based on the Hilbert 
transform. The notion of instantaneous frequency implicitly assumes that, at each 
time instant, there exists only a single frequency component. Hence, if the time series 
data is the multi-component signals, the instantaneous frequency based on the Hilbert 




superposition of two sine waves with different frequency modulations can be 
considered. At each time instant, an ideal time-frequency representation should 
represent two different frequencies. As shown in Figure A.5, however, the result of 
the instantaneous frequency is completely different. 
It is necessary to introduce a new method in order to decompose any signal data 
into a superposition of multiple signals with well-defined instantaneous frequency. 
This method will have to locally eliminate riding waves and asymmetries (by using 




Figure A.6: Example of an Intrinsic Mode Function 
 
A.2 Instantaneous Mode Function (IMF) 
An Intrinsic Mode Function (IMF) is a mono-component function and the IMF must 
satisfy two conditions according to Huang [83]. (1) Over the entire length of data, the 
number of extrema and the number of zero crossings must either be equal or differ at 




maxima and the envelope defined by the local minima is zero. An example of an IMF 
is plotted in Figure A.6. 
IMFs represent oscillatory modes embedded within signal data where each IMF 
involves only one mode of oscillation with no complex riding waves present. Hence, 
an IMF can be non-stationary and either be amplitude or frequency modulated. Also, 
the IMFs always have positive frequencies since the oscillations in IMFs are 
symmetric with respect to the local mean. 
 
A.3 Empirical Mode Decomposition (EMD) 
Empirical Mode Decomposition (EMD) method is designated to deal with 
nonstationary and nonlinear signals. This method is based on the simple assumption 
that any data consists of different simple intrinsic modes of oscillations. Using sifting 
process of the EMD method, a complicated experimental signal can be decomposed 
into a finite set of oscillatory modes, known as the Intrinsic Mode Functions (IMFs). 
Each IMF has meaningful instantaneous frequencies. The EMD method is based on 
three important assumptions as listed below: 
 The signal has at least two extremas (one maximum and one minimum) 
 The characteristic time scale is defined by the time lapse between the extrema 
 If the data are totally devoid of extrema but contained only inflection points, 
then it can be differentiated once or more times to reveal the extrema. 
The sifting process of EMD method includes several steps to find the IMFs from a 




1. Find all local maxima and minima by locating local peaks in the global signal 
as shown in Figure A.7(b). 
2. Construct the upper and lower envelope by using spline interpolation of the 
local maxima and the local minima. They are denoted as         and        , 
respectively, shown in Figure A.7(c). 
3. Compute the mean of the upper envelope and the lower envelope for each 
time instant. 
      
               
 
 (A.9) 
This signal is referred to as the envelop mean, shown in Figure A.7(d). 
4. Subtract the envelope mean from the signal,     . 
                 (A.10) 
This is the first iteration of the sifting process of the EMD and the resulting 
signal,       should be verified whether it is an IMF or not. The first iteration 
signal is shown in Figure A.7(e). The sifting process terminates when the 
difference between two consecutive siftings is smaller than a selected 
threshold,   , defined by 
     
                   
 
       
    
 
 
   
 (A.11) 
5. If       is not an IMF, iterate by repeating the sifting process from step (1) 
with the resulting signal,      . In the second iteration of the sifting process, 
      is therefore treated as the input signal data, 




6. Repeat this sifting procedure   times, until the       can be considered as an 
IMF by satisfying the desired stop criterion. 
                         (A.13) 
Finally, the first IMF is determined as 
             (A.14) 
The first IMF of the original signal is shown in Figure A.7(f). After obtaining 
the first IMF      , the residue       is computed by subtracting the first IMF 
from the original signal,     . 
                 (A.15) 
The residue (Figure A.7(g)) will be used as the new input signal instead of 
    . 
7. The next IMF is found by starting over from step (1) with the residue. 
The sifting process of the EMD is completed when the final residue is either a 
constant or a monotonic function that does not include any extrema. The original 
signal can be expressed as the sum of the IMFs and the final residue. 
                 
 
   
 (A.16) 
where       is the j-th intrinsic mode function and       is the last residue that is a 






(a) Input signal 
 
(b) Finding extrema 
 
(c) Constructing envelopes 
 
(d) Finding envelope mean 
 
(e) Signal after one iteration 
 







(h) Final residue 
Figure A.7: Steps in Empirical Mode Decomposition 
 
As shown in the Figure A.7, the sifting process serves two purposes: to eliminate 
riding waves in the input signal and to make the wave profiles more symmetric. The 
first purpose is designed for separating the intrinsic modes with meaningful 
instantaneous frequencies, and the second purpose is for the case the neighboring 
wave amplitudes have too large a disparity. The sifting process step should be set to a 
limit in order to preserve the natural amplitude variations of the oscillatory modes. 
Another way of explaining how the EMD works is that it picks out the highest 
frequency oscillation that remains in the signal. Thus, locally, each IMF contains 
lower frequency components than the one extracted just before. The set of IMFs 
obtained is unique and specific for the particular time series since it is based on and 
derived from the local characteristics of these data. Hence, the sifting process allows 
one to decompose the data into n-empirical modes and a residue. The input signal 
shown in the Figure A.7(a) is decomposed into a few IMFs and a residue. The Fourier 
spectra of the extracted IMFs can be found in Figure A.8 and show the frequency 






(a) Input signal and first IMF 
 
(b) Fourier spectra of signals on left 
 
(c) Second and third IMFs 
 
(d) Fourier spectra of signals on left 
 
(e) Fourth and fifth IMFs 
 
(f) Fourier spectra of signals on left 





EMD process results of an experimental sensor signal are shown in Figure A.9. 
Only six IMFs and a residue are plotted, and the first subplot is the original sensor 
signal. The unwanted frequency component negatively influences array response after 
the phased array signal processing, so that EMD process can be applied to eliminate 
the frequency component and improve the array response. The EMD denoising 
approach can be found in Chapter 4. 
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