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Effective Actions for σ-Models of Poisson–Lie Type
LMS/EPSRC Durham Symposium on Higher Structures in M-Theory
Branislav Jurcˇoa and Jan Vysokýb,∗
(Quasi-)Poisson–Lie T-duality of string effective actions is
described in the framework of generalized geometry of
Courant algebroids. The approach is based on a general-
ization of Riemannian geometry in the context of Courant
algebroids, including a proper version of a Levi-Civita con-
nection. In our approach, the dilaton field is encoded in a
Levi-Civita connection and its form is determined by the
Courant algebroid geometry. Explicit examples of back-
ground solutions are provided using the approach devel-
oped in the paper.
1 Introduction, Poisson–Lie T-duality
In their original series of papers [1–3], Klimcˇík and Šev-
era proposed a new kind of non-Abelian duality, the so
called Poisson–Lie T-duality, between two-dimensional
σ-models. Recently, this observation was interpreted in
terms of geometry of Courant algebroids in [4–6].
Let us recall the main statement of the Poisson–Lie T-
duality in the case relevant for this paper. Details can be
found in [5, 6] and, to some extent, in the following sec-
tions. A 2-dimensional σ-model is a field theory given
by the action functional
Sσ[ℓ]=
∫
Σ
〈h,ℓ∗(g )〉h ·d volh+
∫
Σ
ℓ∗(B)+
∫
X
ℓ∗(H), (1)
where the fields are smoothmaps ℓ :Σ→M , and
i) (Σ,h) is a 2-dimensional oriented pseudo-Rie-
mannian smoothmanifold, the worldsheet;
ii) M is a smoothmanifold, the target, equippedwith a
metric g , a 2-form B and a closed 3-form H ;
iii) Σ is the boundary of a 3-dimensional smooth mani-
fold X and ℓ in the last term is an arbitrary extension
of the map ℓ :Σ→M to X .
Using the Stokes theorem, the theory ismanifestly invari-
ant under the change B 7→ B −C and H 7→H +dC , where
C ∈ Ω2(M ) is an arbitrary 2-form. For this reason, the
term with B can be omitted without the loss of general-
ity.
Now, for Poisson–Lie T-duality (in its simplified form),
one assumes the target manifold to be a left coset space
D/G, where we consider
i) D being a connected Lie group whose Lie algebra
d = Lie(D) is equipped with a non-degenerate sym-
metric bilinear form 〈·, ·〉d;
ii) G ⊂D being a connected closed Lie subgroup whose
Lie algebra g = Lie(G) is Lagrangian with respect to
〈·, ·〉d, that is g= g⊥.
In accordance with [6], in this case, the action (1) de-
scribes a σ-model of Poisson–Lie type. Now, one can
construct a special class of background fields (g ,B,H) on
the target D/G, using a fixed half-dimensional subspace
E+ ⊂ d. See the text under equation (24) for details.
Interestingly, if one repeats this procedure for a dif-
ferent Lagrangian subgroup G ′ ⊂ D and constructs the
respective fields (g ′,B ′,H ′) starting from the same sub-
space E+, the correspondingσ-models onD/G andD/G ′
are equivalent. More precisely, there exists an (almost)
symplectomorphism of the respective phase spaces in-
tertwining the Hamiltonians. See [6] for details. This is
the main statement of Poisson–Lie T-duality.
On the other hand, for any σ-model (1), one can con-
sider the corresponding low-energy effective action
Seff[g ,B,φ]=
∫
M
e−2φ{R(g )− 1
2
〈H +dB,H +dB〉g +
+4〈dφ,dφ〉g } ·d volg ,
(2)
where g and B are now dynamical fields on M , and φ is
a smooth function on M called the dilaton field. Equiv-
alently, this is a bosonic part of the type II supergravity
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where the Ramond-Ramondfields are omitted. In this pa-
per, however, the dimension of M does not need to be
ten.
For some time, the theory of Courant algebroids, with
a proper generalization of the Levi-Civita connection,
seems to be the correct approach to a geometrical de-
scription of low-energy effective actions and various su-
pergravities. See [7, 8] for type II supergravities, [9, 10]
for the heterotic case, and our own work on this topic in
[11–14]. The same idea is pivotal in double field theory,
for a comprehensive list of references see, e.g. the review
in [15]. For a recent work on Poisson–Lie T-duality and
related topics, see also [16–19].
It is natural to combine the Courant algebroid ap-
proach to Poisson–Lie T-duality with the geometrical de-
scription of effective theories.
We have done this in [20] for a special case whereD is
diffeomorphic to a product G ×G∗ of two mutually dual
Poisson–Lie groups. The corresponding homogeneous
spaces are D/G ∼= G∗ and D/G∗ ∼= G and this scenario
in fact corresponds to the original setting of Poisson–Lie
duality in [1]. Unfortunately, this paper contains a quite
cumbersome derivation of the formula for the dilaton.
Moreover, neither an explicit form of algebraic equations
for the subspace E+ ⊂ d nor examples are given.
These issues are addressed in this paper. In Section
2, we recall the rich geometrical content of Manin pairs
(d,g) and their integration to Lie group pairs (D,G). In
particular, there is a natural structure of an exact Courant
algebroid on the trivial vector bundleD/G×d and a quasi-
Poisson tensor on the coset space D/G. In Section 3, we
use these building blocks to construct background fields
of the low-energy effective action corresponding to an ar-
bitrary σ-model of Poisson–Lie type. In particular, one
has to employ the apparatus of Courant algebroid con-
nections to find the dilaton field φ, c.f. Theorem 3.1. The
proof of the resulting formula (34) is moved to Appendix
B. It is a great simplification and generalization to the
quasi-Poisson case of the one presented in [20].
In Section 4, we prove the two main results of this pa-
per. In Theorem 4.3, we show that equations of motion
for the effective actions are, for background fields con-
structed in Section 3, equivalent to a system of algebraic
equations for the subspace E+ ⊂ d. As E+ is common
to all σ-models related by (quasi-)Poisson–Lie T -duality,
one immediately obtains Theorem 4.4, which should be
viewed as a proof of the consistency of Poisson–Lie T-
duality with the induced low-energy theories. We prove
the theorem using the language of Levi-Civita connec-
tions onCourant algebroids, see [13]. The detailed deriva-
tion of the algebraic system of equations for E+ has been
included as Appendix C.
At this moment, we must point out that recently a
very interesting paper [21] appeared. Their main claim
is very similar to our Theorem 4.4. Moreover, Ramond-
Ramond fields and more general σ-models are consid-
ered. They use methods developed in [22]. In particu-
lar, instead of general Courant algebroid connections,
they construct a (different) generalized Ricci scalar and
a scalar curvature without using Levi-Civita connections.
Instead they make use of a properly defined divergence
operator div : Γ(E) → C∞(M ). We believe that the ap-
proaches developed in [21] and in the present paper are
complementary to each other; wewrite down explicit for-
mulas in terms of the quasi-Poisson geometry on D/G,
discuss the algebraic system of equations in more detail,
and find some interesting non-trivial solutions for a type
II supergravity with a dilaton field in Section 5.
2 Manin pairs and their geometry
Let d be a Lie algebra together with a non-degenerate
symmetric and invariant bilinear form 〈·, ·〉d. We will
write gd = 〈·, ·〉d whenever it is more convenient. For any
subalgebra g ⊆ d, we say that (d,g) is a Manin pair if
g= g⊥, that is, g is Lagrangian (maximally isotropic) with
respect to 〈·, ·〉d. We assume that there are connected Lie
groups D andG and such that d= Lie(D) and g= Lie(G),
respectively, and such that G ⊂ D forms a closed sub-
group of D. For a detailed treatment of these topics, see
[23–25]
Let i : g → d denote the inclusion map, and let q :
d→ g∗ be the quotient map d→ d/g composed with the
canonical isomorphism d/g → g∗ induced by 〈·, ·〉d. By
construction, we obtain a short exact sequence of vector
spaces
0 g d g∗ 0.i
q
j
(3)
We say that j : g∗ → d is an isotropic splitting of the
sequence (3) if q ◦ j = 1 and the subspace j(g∗) ⊆ d is
isotropic with respect to 〈·, ·〉d. There always exists such
a splitting. Moreover, for any other isotropic splitting j′ :
g∗→ d, there is a unique bivector θ ∈Λ2g such that
j′(ξ)= j(ξ)+ i(θ(ξ)), (4)
where we always identify the bivector θ with the induced
linear map ξ 7→ θ(·,ξ). The triple (d,g, j) is called the split
Manin pair. Each split Manin pair induces a unique Lie
quasi-bialgebra (g,δ,µ) where δ : g→ Λ2g and µ ∈ Λ3g
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are given by
δ(x)(ξ,η)= 〈[j(ξ), j(η)]d, i(x)〉d,
µ(ξ,η,ζ)= 〈[j(ξ), j(η)]d, j(ζ)〉d.
(5)
Given a splitting j, one can construct a vector space iso-
morphism g⊕g∗→ d and equip g⊕g∗ with the structure
of a double of the Lie quasi-bialgebra g. It is uniquely de-
termined by (g,δ,µ) and for all (x,ξ), (y,η) ∈ g⊕g∗, it has
the form
[(x,ξ), (y,η)]d =
(
[x, y]g+ad∗ξ (y)−ad∗η(x)+µ(ξ,η, ·),
[ξ,η]g∗ +ad∗x (η)−ad∗y (ξ)
)
,
(6)
where 〈[ξ,η]g∗ ,x〉 := δ(x)(ξ,η) and ad∗ξ := −[ξ, ·]Tg∗ . There
are certain compatibility conditions among (g,δ,µ) which
are most easily read out of the Jacobi identities for the
bracket (6). Note that for µ 6= 0, the Lagrangian sub-
space j(g∗) ⊆ d is not a subalgebra and for general
µ, the skew-symmetric bracket [·, ·]g∗ is not Lie. The
Lie quasi-bialgebra (g,δ′,µ′)corresponding to another
isotropic splitting j′ can be expressed using (g,δ,µ) and
the unique bivector θ by plugging (4) into the definitions
(5).
As G is assumed to be closed, there is a unique
smooth manifold structure on the coset space S = D/G,
making the quotient map π0 : D → S into a smooth sur-
jective submersion andD into a total space of a principal
G-bundle with the Lie groupG acting onD via the restric-
tion of the right multiplication.
There is a natural transitive left action ⊲ : D × S → S
defined for all d ,k ∈D by the formula
d ⊲π0(k)=π0(dk), (7)
called the dressing action of D on S. Let #⊲ : d → X(S)
denote the corresponding infinitesimal action. It can be
used to define a fiber-wise surjective vector bundle map
ρ : S× d→ TS given as ρ(s,x) = #⊲s (x). The trivial vector
bundle E = S×d can be equippedwith a fiber-wise exten-
sion of the form 〈·, ·〉d, denoted by the same symbol. We
may thus form a sequence of vector bundles
0 T ∗S E TS 0,
ρ∗ ρ
σ
(8)
where ρ∗ = g−1
d
◦ρT . Here gd : E → E∗ denotes the vec-
tor bundle isomorphism induced by gd = 〈·, ·〉d. This se-
quence is exact, as this is in fact the Atiyah sequence
for the principal bundle π0 : D → S. See [20] for details.
E can be equipped with a unique bracket [·, ·]E extend-
ing the Lie bracket −[·, ·]d on constant sections such that
(E ,ρ,〈·, ·〉d, [·, ·]E ) becomes an exact Courant algebroid.
Set
〈[ψ,ψ′]E ,ψ′′〉d = 〈Lρ(ψ)(ψ′)−Lρ(ψ′)(ψ)−
− [ψ,ψ′]d,ψ′′〉d+〈Lρ(ψ′′)(ψ),ψ′〉d,
(9)
for all ψ,ψ′,ψ′′ ∈ Γ(E)=C∞(S,d). Note that the last term
is the only difference between [·, ·]E and the bracket cor-
responding to the respective Atiyah Lie algebroid.
For every exact Courant algebroid, there exists an
isotropic splitting of the sequence (8), that is a vector
bundlemapσ :TS→E satisfying ρ◦σ= 1 and σ(TS)⊆ E
forming a Lagrangian subbundle with respect to 〈·, ·〉d.
Every such σ induces a Courant algebroid isomorphism
Ψσ :TS→ E whereTS = TS⊕T ∗S is equipped with the
Hσ-twisted Dorfman bracket
[(X ,ξ), (Y ,η)]Hσ
D
=
(
[X ,Y ],LX (η)− iY (dξ)−
−Hσ(X ,Y , ·)
)
,
(10)
for all X ,Y ∈X(S) and ξ,η ∈Ω1(S). The anchor on TS is
the canonical projection onto TS and the pairing 〈·, ·〉
TS
is the canonical one between 1-forms and vector fields.
The closed 3-form Hσ represents the so called Ševera
class of E and it is obtained via the formula
Hσ(X ,Y ,Z )=−〈[σ(X ),σ(Y )]E ,σ(Z )〉d, (11)
for all X ,Y ,Z ∈ X(S). For any other isotropic splitting σ′
of (8), one has [Hσ]dR = [Hσ′ ]dR . For a good reference on
the topic of exact Courant algebroids and their splittings,
see e.g. [26].
Can some splittings j : g∗→ d of (3) be of use in order
to construct splittings σ of the short exact sequence (8)?
As σ is uniquely determined by its image, it is natural to
consider a subbundle S× j(g∗) ⊆ E . This is a Lagrangian
subbundle of a correct rank. One only has to show that
it is complementary to ker(ρ). Unfortunately, this is not
true for general j. First, note that for any s ∈ S, one can un-
ambiguously define a subspace Ads (g) := Add (g) for any
d ∈ π−10 (s). One says that the isotropic splitting j of (3) is
admissible at s ∈ S, if
d= Ads (g)⊕ j(g∗). (12)
Every splitting is admissible at s0 = π0(G). If j is admis-
sible at s, it is admissible at all points of some neighbor-
hood of s. Finally, for every s ∈ S, there exists some split-
ting admissible at s. For the proof of the last assertion,
see [25]. We say that (D,G) is a complete group pair if
it admits an everywhere admissible splitting. Then the
following statements are equivalent:
i) j : g∗→ d is everywhere admissible;
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ii) The subbundle S× j(g∗) is complementary to ker(ρ).
In other words, there exists a unique isotropic split-
ting σ : TS→ E of (8), such that σ(TS)= S× j(g∗);
iii) For each s ∈ S, themap ξ 7→ #⊲s (j(ξ)) is a linear isomor-
phism. In other words, themoduleX(S) is generated
by vector fields ξ⊲ := #⊲(j(ξ)). The splitting σ from
the previous point can be then uniquely described
by
σ(ξ⊲)= j(ξ), (13)
where we identify elements of d with the constant
sections of E ;
iv) For a splitting j, one can write the adjoint action Ad
of D as a formal block matrix with respect to the iso-
morphism d∼= g⊕g∗ induced by the choice of j:
Add =
(
k(d) b(d)
c(d) a(d)
)
, (14)
where k(d) : g→ g and similarly for the other blocks.
For everywhere admissible j , k(d) is invertible for all
d ∈D.
Note, it follows immediately from (11) and (13) that Hσ is
related to µ ∈Λ3g by
Hσ(ξ
⊲,η⊲,ζ⊲)=µ(ξ,η,ζ), (15)
for all ξ,η,ζ ∈ g∗. This observation underlines the gen-
eral principle - evaluate everything on the special vector
fields ξ⊲ to make the calculations easier.
Finally, the choice of an isotropic splitting j : g∗ → d
allows one to induce additional structure on D. Indeed,
consider the tensor rj ∈ d⊗d defined by
rj(ξ,η)= 〈iT (ξ), jT (η)〉, (16)
for all ξ,η ∈ d∗. This is called the standard r -matrix cor-
responding to j. Let
Π
D
j := r Lj − rRj , (17)
where L and R denote the left and right translation of
an element of d⊗d along the group D, respectively. One
can show thatΠDj ∈X2(D) forms amultiplicative bivector
field onD, that is
(ΠDj )hk = Lh∗(ΠDj )k +Rk∗(ΠDj )h , (18)
for all h,k ∈D. It is not a Poisson tensor though. Letµd :=
(Λ3i)(µ) be the 3-vector µ viewed as an element of Λ3d.
If [·, ·] denotes the usual Schouten-Nijenhuis bracket, we
obtain
1
2
[ΠDj ,Π
D
j ]=µLd−µRd , [ΠDj ,µLd]= [ΠDj ,µRd ]= 0. (19)
The tensor ΠDj depends on the choice of the splitting j.
When j′ is related to j as in (4), one findsΠD
j′ =Π
D
j +θLd−θRd ,
where θd = (Λ2i)(θ). There is a well-defined bivectorΠSj ∈
X2(S), such that π0∗(ΠDj ) = ΠSj . It can be written directly
as ΠSj = −(Λ2#⊲)(rj). From the above equations for ΠD ,
one can directly derive the identities
1
2
[ΠSj ,Π
S
j ]=−(Λ3#⊲)(µd), [ΠSj , (Λ3#⊲)(µd)]= 0. (20)
Moreover, under the change of splitting (4), one has
Π
S
j′ =Π
S
j − (Λ2#⊲)(θd). (21)
In the following, we will assume a fixed splitting j and
omit the corresponding subscript.
Now, suppose that j is everywhere admissible. For
each x ∈ g, we may define a 1-form x⊲ ∈ Ω1(S) by re-
quiring x⊲(ξ⊲) = ξ(x) for all ξ ∈ g∗. This determines it
uniquely. The infinitesimal action #⊲ can be then written
as
#⊲(i(x)+ j(ξ))= ξ⊲−ΠS(x⊲). (22)
Equivalently, ΠS can be uniquely characterized by equa-
tionΠS(x⊲, y⊲)= y⊲(#⊲(i(x))). To save some space, define
a functionΠ ∈C∞(S,Λ2g∗) for all x, y ∈ g as
Π(x, y)=ΠS(x⊲, y⊲). (23)
Wewill often viewΠ as an S-dependentmap from g to g∗
defined by Π(y) =Π(·, y). The objects introduced in this
paragraph satisfy some important relations which are in
detail discussed in Appendix A. There is a non-trivial ob-
servation relating Π to the block form of the adjoint rep-
resentation (14). We formulate it as a proposition.
Proposition 2.1. Let k : D → Aut(g) and c : D →
Hom(g,g∗) be the smooth maps defined by the block de-
composition (14). Then the map Π ∈ C∞(S,Hom(g,g∗))
introduced above can be written asΠ◦π0 = c ·k−1.
Proof. The map k can be point-wise inverted as j is as-
sumed to be everywhere admissible. As Ad is a group rep-
resentation and G is a subgroup, the function c · k−1 ∈
C∞(D,Hom(g,g∗)) is G-invariant. HenceΠ′ ◦π0 = c ·k−1
for some Π′ ∈ C∞(S,Hom(g,g∗)). One only has to argue
that Π′ = Π. To achieve this, one has to observe that
π∗0 (x
⊲) = {qT (k−1x)}L. The rest follows from the fact that
Π
S =π0∗(ΠD ) and the definitions (16, 17). ■
3 Constructing the background fields
Wewill now constructσ-model backgrounds (g ,B,H) on
themanifold S starting from two pieces of the algebraical
data on the Lie algebra d.
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First, recall that by generalized metric on any orthog-
onal vector bundle (E ,〈·, ·〉E ) wemean amaximal positive
subbundle V+ ⊆ E with respect to 〈·, ·〉E . Its rank equals
to the positive index (which has to be constant on every
connected component of the base manifold) of the form
〈·, ·〉E . We define V− =V ⊥+ . It follows that V− is a maximal
negative subbundle of E with respect to 〈·, ·〉E andwe can
write E =V+⊕V−.
In particular, on the vector bundle TS = TS ⊕ T ∗S
equipped with the canonical pairing 〈·, ·〉T, every gener-
alized metric V+ ⊆ TS is uniquely determined by a pair
(g ,B), where g is a Riemannianmetric on S andB ∈Ω2(S)
is a 2-form. More precisely, one has
Γ(V+)= {(X , (g +B)(X )) | X ∈X(S)}. (24)
We use this observation to construct the backgrounds.
This is the original idea of Poisson–Lie T-duality [1], ex-
plained in the language of Courant algebroids in [4]. Fix
a maximal positive subspace E+ ⊂ dwith respect to 〈·, ·〉d.
Note that the positive index of 〈·, ·〉d is always dim(g) as
g ⊂ d is assumed Lagrangian and thus g = g⊥. Take the
trivial positive subbundle E E+ = S×E+ ⊂ E . Obviously, E E+
is a generalized metric on the orthogonal vector bundle
(E ,〈·, ·〉d).
One can fix any splitting σ : TS → E of the sequence
(8) and obtain a vector bundle isomorphismΨσ :TS→E .
Let V σ+ = Ψ−1σ (E E+ ). This is, by construction, a general-
ized metric on (TS,〈·, ·〉T) and there is thus a unique pair
(g ,Bσ) of background fields determined by V σ+ . The sub-
script σ of g is missing on purpose, the Riemannianmet-
ric obtained in this ways is in fact independent on the
splitting.
Recall that there is also a closed 3-form Hσ ∈ Ω3(S)
representing the Ševera class of E defined by (11). Alto-
gether, we obtain a triple (g ,Bσ,Hσ) of sigmamodel back-
ground fields on the target space S. These are precisely
the ones discussed in [6]. The choice of the splitting σ
is not especially important. Indeed, every other isotropic
splitting σ′ :TS→ E of (8) can be written as
σ′(X )=σ(X )+ρ∗(C (X )) (25)
for a unique 2-form C ∈ Ω2(S). For the corresponding 3-
formHσ′ , one has Hσ′ =Hσ+dC , whereas the 2-formBσ′
is given by Bσ′ = Bσ −C . Using the Stokes theorem, it is
clear that the two sigma models with target space back-
grounds (g ,Bσ,Hσ) and (g ,Bσ −C ,Hσ +dC ) are equiva-
lent. We can thus choose σ to our advantage in the fol-
lowing. Let us also henceforth write just B for Bσ.
Let j be an everywhere admissible splitting. There is a
unique invertible map E0 : g∗→ g such that the positive
definite subbundle E+ ⊆ d can be written as its graph:
E+ = {i(E0(ξ))+ j(ξ) | ξ ∈ g∗}. (26)
The subspace E+ is positive with respect to 〈·, ·〉d if and
only if E0 has a positive definite symmetric part. Define
E ∈C∞(S,Hom(g∗,g)) for all ξ,η ∈ g∗ using the equation
〈ξ,E(η)〉 = 〈ξ⊲, (g +B)(η⊲)〉. (27)
In other words, E is the combination of the metric and B-
field in the special frame. Again, it makes sense to view E
as an S-dependentmap from g∗ to g. It follows that E can
be written in terms of the function Π given by (23) and
the constant map E0 defined above as
E= (E−10 −Π)−1. (28)
To see this, note that ρ∗(x⊲) = i(x)+ j(Π(x)) for all x ∈
g. The section (η⊲,E(η)⊲) ∈ Γ(V σ+ ) is by Ψσ : TS → E
mapped onto the section of E E+ . But
Ψσ(η
⊲,E(η)⊲)= σ(η⊲)+ρ∗(E(η)⊲)
= i(E(η))+ j(η+Π(E(η))).
(29)
By definition of E0, we find E(η)= E0(η+Π(E(η))) for all
η ∈ g∗. It is not difficult to see that E given by (28) is the
unique solution of this equation.
Now, let us endeavor to find the last of the back-
ground fields in the effective action, the dilaton field φ ∈
C∞(S). To do so, we have to introduce another concept.
Let (E ,ρ,〈·, ·〉E , [·, ·]E ) be a Courant algebroid over a
manifold M . We say that an R-bilinear map ∇ : Γ(E)×
Γ(E)→ Γ(E) is a Courant algebroid connection, if theR-
linear operator ∇ψ :=∇(ψ, ·) on Γ(E) satisfies
∇ψ( fψ′)= f ∇ψ(ψ′)+Lρ(ψ)( f )ψ′,
∇ fψ(ψ′)= f ∇ψ(ψ′),
(30)
for all sections ψ,ψ′ ∈ Γ(E) and f ∈ C∞(M ), and its ex-
tension to tensors on E satisfies ∇ψ(gE ) = 0. We write
gE = 〈·, ·〉E . One says that ∇ is torsion-free if its torsion
3-form defined for allψ,ψ′,ψ′′ ∈ Γ(E) by
T∇(ψ,ψ′,ψ′′)= 〈∇ψ(ψ′)−∇ψ′ (ψ)− [ψ,ψ′]E ,ψ′′〉E
+〈∇ψ′′(ψ),ψ′〉E
(31)
vanishes identically. Finally, let V+ ⊆ E be a generalized
metric. We say that ∇ is a Levi-Civita connection on E
with respect toV+, if it is torsion-free and for allψ ∈ Γ(E),
one has ∇ψ(Γ(V+)) ⊆ Γ(V+). One writes ∇ ∈ LC(E ,V+).
The space of such connections is non-empty and in gen-
eral quite big, see e.g. [13] or [10]. For any Courant alge-
broid connection, there is a natural divergence operator
div∇ : Γ(E)→C∞(M ) defined as div∇(ψ) = Tr(∇(·,ψ)). By
Tr we mean the fiber-wise trace of the vector bundle en-
domorphism.
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Now, recall that our starting data in the construc-
tion of the background (g ,B) was a generalized metric
E+ ⊆ d. On top of that, consider a Levi-Civita connection
∇0 ∈ LC(d,E+), where d is viewed as a Courant algebroid
(d,0,〈·, ·〉d,−[·, ·]d) over the point. Let E = S × d be the
Courant algebroid with the bracket (9). It restricts to the
bracket −[·, ·]d on constant sections and we can thus ex-
tend ∇0 to a unique Courant algebroid connection ∇E ∈
LC(E ,E E+ ). Finally, by fixing the splitting σ : TS→ E , one
can use the isomorphism Ψσ :TS → E to define a Levi-
Civita connection∇σ ∈ LC(TS,V σ+ ).
For reasons explained in the following section, we de-
fine φ ∈C∞(S) to be the solution to the system of partial
differential equations
LX (φ)=
1
2
(div∇g (X )−div∇σ(X ,ξ)), (32)
for all (X ,ξ) ∈ Γ(TS). div∇g (X ) = Tr(∇g (·,X )) denotes the
usual divergence of X ∈ X(S) induced by the ordinary
Levi-Civita connection ∇g on S corresponding to the
metric g . Equivalently, this ensures the partial integra-
tion rule in the form∫
S
e−2φ{div∇σ(X ,ξ) · f } d volg =
=−
∫
S
e−2φLX ( f ) d volg .
(33)
If such φ exists, it is determined uniquely up to an addi-
tive constant, which is irrelevant for the effective action.
It turns out that there are choices of ∇0 for which there
are no solutions. In fact, there even exist Manin pairs
where there is no solution for any ∇0. Fortunately, there
are two reasonable restrictions on (d,g) and∇0 where not
only φ can be found, but it also can be written down
explicitly. We state the result as a theorem. We have in-
cluded its proof in Appendix B.
Theorem 3.1. Let g be a unimodular Lie algebra, that
is Tr(adx ) = 0 for all x ∈ g. Suppose ∇0 ∈ LC(d,E+) is
divergence-free. Then there exist a solution φ ∈ C∞(S) of
the equation (32), unique up to an additive constant.
The equation (32) is in fact independent of the used
divergence-free connection ∇0 as well as on the splitting
σ : TS→ E. Moreover, if j : g∗→ d is a splitting admissible
on an open set U ⊆ S, the solution is on U is given by the
formula
φ=−1
2
ln(det(1g−E0Π))−
1
2
ln(ν). (34)
The function ν :U →R+ is defined via the expression ν◦
π0 =det(k), where k :π−10 (U )→Aut(d) is the top-left block
in the decomposition (14). In fact, the right-hand side of
(34) does not depend on the used admissible splitting. In
particular, it can be used to define a globally well-defined
solution φ ∈C∞(S).
Remark 3.2. There are severalwayshow to rewrite the for-
mula (34). Recall that we have assumed thatG is unimod-
ular.Moreover,d is a quadratic Lie algebra, which implies
that also D is unimodular. This ensures that there exists
a unique (up to a constant) D-invariant volume form µ
on S. If j is a splitting admissible on some open setU ⊆ S,
one can write this volume form as
µ=ν · t⊲1 ∧ . . .∧ t⊲dim(g), (35)
where (tk)
dim(g)
k=1 is some basis of g. The form (35) is in-
deed invariant with respect to the dressing action. To see
this, note that µ is D-invariant if and only if its pullback
π∗0 (µ)∈Ω1(D) is left-invariant. Butwe have already noted
in the proof of Proposition (2.1) that
π∗0 (x
⊲)= {qT (k−1x)}L, (36)
for all x ∈ g. Recall that k :D → End(g) is defined by (14).
Moreover, recall that ν◦π0 =det(k). Altogether, one has
π∗0 (µ)= det(k) · {qT (k−1t1)}L ∧ . . .∧ {qT (k−1tdim(g))}L
= {qT (t1)}L ∧ . . .∧ {qT (tdim(g))}L.
(37)
This form is indeed left-invariant. Moreover, note that
µ does not depend on the choice of the admissible
isotropic splitting j. In other words, the local definitions
(35) patch well to give a global form µ on S. Now, let E =
g+B be the decomposition of the map (28) into its sym-
metric and skew-symmetric part. Slightly abusing the no-
tation, we use the same notation for the corresponding
matrices in the basis we have used to define µ. Then
det(E)= det(g) 12 det(g−Bg−1B) 12 . (38)
Now, note that (28) implies g− Bg−1B = g−10 − θ0g0θ0,
where E0 = g−10 +θ0. Using the same formula for the de-
terminant, we also have
det(E0)= det(g0)−
1
2 det(g−10 −θ0g0θ0)
1
2 . (39)
Hence, the combination of these two expressions yields
det(1g−E0Π)=det(E0E−1)= det(g0)−
1
2 det(g)−
1
2 . (40)
Now, observe that the volume form volg can be written
using the matrix g of functions as
volg =det(g)
1
2 · t⊲1 ∧ . . .∧ t⊲dim(g). (41)
6
P
roceedings
We can thus rewrite the formula (34) in the form
φ= 1
2
ln(
volg
µ
)+ 1
4
ln(det(g0)). (42)
Note that µ depends on the choice of the basis (tk)
dim(g)
k=1
which is compensated by the constant term in (42).More-
over, none of the objects depend on the choice of the ad-
missible splitting j.
4 Equations of motion for effective
actions
Now, suppose that we have constructed the background
fields (g ,B,φ,H) as described in the previous section.We
will now prove that the equations of motion of the action
Seff[g ,B,φ]=
∫
S
e−2φ{R(g )− 1
2
〈H +dB,H +dB〉g +
+4〈dφ,dφ〉g } ·d volg
(43)
can be in this case formulated as a set of algebraic equa-
tions for the subspace E+ ⊆ d we have used to construct
this special class of target space fields. We will rely on the
geometrical description of equations of motion in terms
of Courant algebroid connections.
Let us recall the necessary ingredients. Suppose we
have a Courant algebroid (E ,ρ,〈·, ·〉E , [·, ·]E ) over a mani-
foldM . Let ∇ be any Courant algebroid connection on E .
For allψ,ψ′,φ,φ′ ∈Γ(E), define
R (0)∇ (φ
′,φ,ψ,ψ′)= 〈φ′,∇ψ(∇ψ′(φ))−∇ψ′(∇ψ(φ))−
−∇[ψ,ψ′]E (φ)〉E .
(44)
Then the generalized Riemann tensor R∇ is defined by
2R∇(φ′,φ,ψ,ψ′)= R (0)∇ (φ′,φ,ψ,ψ′)+
+R (0)∇ (ψ′,ψ,φ,φ′)+
+〈K(ψ,ψ′),K(φ,φ′)〉E ,
(45)
whereK(ψ,ψ′) ∈ Γ(E) is definedby 〈K(ψ,ψ′),φ〉E = 〈∇φ(ψ),ψ′〉E .
It turns out that R∇ is a well-defined tensor on E with
many useful symmetries, see [13] for the detailed expo-
sition. Most importantly, it allows one to unambiguously
define the generalized Ricci tensor Ric∇
Ric∇(ψ,ψ′)=R∇(ψµE ,ψ,ψµ ,ψ
′), (46)
for allψ,ψ′ ∈ Γ(E), where (ψµ)rk(E)µ=1 is some local frame on
E and 〈ψµ
E
,ψν〉E = δµν . Now, the choice of a generalized
metric V+ ⊆ E allows one to write E = V+⊕V−. It follows
that the fiber-wise metric G = gE |V+ − gE |V− is positive-
definite. We can use it to define the generalized scalar
curvature R+∇ ∈C∞(M ) with respect to V+ as a trace
R
+
∇ =TrG(Ric∇). (47)
There is also a canonical scalar curvatureR∇ = TrgE (Ric∇)
which can be used for various consistency checks. These
are precisely the ingredients required to describe the
equations ofmotionof (43).We formulate it as a theorem.
Its proof can be found in [13].
Theorem 4.1. Let g be any Riemannian metric on an
arbitrary manifold M, let B ∈ Ω2(M ) be a 2-form and
H ∈ Ω3(M ) a closed 3-form. Let E = TM be equipped
with the Courant algebroid structure of H-twisted Dorf-
man bracket (10). Let V+ ⊆ TM be a generalized metric
encoding (g ,B) like in (24).
Let ∇ ∈ LC(TM ,V+) be a Levi-Civita connection on
TM with respect to V+. Suppose∇ satisfies the additional
condition
LX (φ)=
1
2
(div∇g (X )−div∇(X ,ξ)), (48)
for a given smooth function φ ∈ C∞(M ) and all (X ,ξ) ∈
Γ(TM ). We write ∇∈ LC(TM ,V+,φ).
Then the backgrounds (g ,B,φ) solve the equations of
motion obtained by the variation of the action1 (43) if and
only if the connection ∇ satisfies the conditions R+∇ = 0
and Ric∇(V+,V−)= 0.
It is of course important that for any V+ and any
φ ∈ C∞(M ), we have LC(TM ,V+,φ) 6= ;. It follows di-
rectly from the statement that nothing depends on the
particular choice of ∇ ∈ LC(TM ,V+,φ). In fact, one can
prove that for any Levi-Civita connection, the quantities
R
+
∇, R∇ and Ric
+−
∇ depend on ∇ only through its diver-
gence operator. As we fix its form by condition (48), this
explains the above observation.
Now, recall that we have constructed the dilaton func-
tion φ as a solution to the partial differential equation
(32). Looking at the condition (48),we justmade our Levi-
Civita connection ∇σ satisfy the assumptions of Theo-
rem 4.1. Recall, we have constructed it from a given Levi-
Civita connection ∇0 ∈ LC(d,E+). Hence, it is not surpris-
ing that their respective induced quantities are closely re-
lated.
Theorem 4.2. Let ∇0 ∈ LC(d,E+) be any Levi-Civita con-
nection on the Courant algebroid (d,0,〈·, ·〉d,−[·, ·]d) with
1 The integration is now assumed over M .
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respect to the generalizedmetricE+ ⊆ d. Let∇σ ∈ LC(TS,V σ+ )
be the Levi-Civita connection constructed from it using
the splitting σ, cf. the paragraph above (32).
ThenR+∇σ =R+∇0 and Ric∇σ(V
σ
+ ,V
σ
− )= 0, if and only if
Ric∇0(E+,E−)= 0.
Proof. This is a slight generalization of Proposition 6.1 in
[20]. Note that in particular, the scalar curvature R+∇σ ∈
C∞(S) is just a real constant. For the proof recall, that
bothV σ+ and ∇σ were constructed from E E+ and ∇E using
the Courant algebroid isomorphismΨσ :TS→ E .
It is easy to see that both Ric and R+ transform natu-
rally with respect to any Courant algebroid isomorphism,
respectively. Again, see [13] for details.
Finally, we have defined ∇E and E E+ to restrict to ∇0
and E+ on constant sections which (globally) generate E .
As R∇E is a tensor on E , it (and all its traces) can be evalu-
ated on the generators and the conclusion of the theorem
follows immediately. ■
We can now formulate and easily prove the two main
results of this paper.
Theorem 4.3. Let∇0 ∈ LC(d,E+) be a divergence-free Levi-
Civita connection. Suppose g ⊆ d is a unimodular Lie al-
gebra. Let (g ,B,φ) be the background on S constructed in
Section 3, cf. (28, 34).
Then (g ,B,φ) solve the equations of motion given by
the action (43), if and only ifR+∇0 = 0 and Ric∇0 (E+,E−)=
0. These two equations do not depend on the choice of the
divergence-free connection ∇0 and they can be viewed as
a system of algebraic equations for the maximal positive
subspace E+ ⊆ d.
Proof. We consider ∇0 to be divergence-free and g uni-
modular to satisfy the assumptions of Theorem 3.1. This
ensures that we find φ such that ∇σ can be used in The-
orem 4.1. This together with Theorem 4.2 shows that
(g ,B,φ) solve the equations of motion, if and only if
Ric+∇0 = 0 and Ric∇0(E+,E−) = 0. This is clearly a system
of algebraic equations. Finally, we have already noted in
the paragraph under Theorem 4.1 that the two involved
quantities R+∇0 and Ric
+−
∇0 depend on ∇
0 only through its
divergence, which is assumed to be trivial. ■
The algebraic system for E+ ⊆ d is in detail derived
and written down in Appendix C. In particular, see The-
orem C.2 for the summary of the results.
Theorem 4.4 (Poisson–Lie T-duality of effective actions).
The algebraic system of equations for E+, by construction,
does not depend on the choice of the subalgebra g.
In particular, given a solution of such a system,wemay
produce a solution of the equations of motion given by the
low-energy effective action functional (43) on every coset
space D/G, i.e. corresponding to different choices of G.
This should be understood as a proof of consistence
of Poisson–Lie T-duality on the level ofσ-modelswith the
corresponding low-energy theories (type II supergrav-
ity).
Remark 4.5. We have constructed and proved every-
thing using the positive subspace E+ ⊆ d. Consequently,
the metric g is always Riemannian. In order to allow
for any (e.g. Lorentzian) signature, one has to relax the
conditions on E+. Namely, one can consider any half-
dimensional subspaces E+ ⊆ d such that the restriction
of 〈·, ·〉d to E+ remains non-degenerate. This is possible
as long as the involved objects make sense. Some maps
may become singular or negative. For example, in for-
mula (34) wemay be forced to add absolute values to the
arguments of the logarithms. One only has to be more
careful to cope with such issues. We will comment more
on this in the examples in the following section.
5 Some examples
Let us now examine some non-trivial examples ofManin
pairs which can be explicitly integrated to a group pair.
We will first look at the algebraic system of equations of
motion obtained in Theorem C.2. In particular, we will
choose some non-trivial Lie quasi-bialgebra (g,δ,µ).
5.1 Lie algebra g is Abelian
First, note that an Abelian g is certainly unimodular. All
terms containing the bracket [·, ·]g disappear. Moreover,
the coboundary operator ∆ in the Lie algebra complex
c•(g,Λ2(g)) acts trivially and thus δ′ = δ, whence [·, ·]′
g∗ =
[·, ·]g∗ , c.f. Appendix C. In fact, in this case [·, ·]g∗ actually
is a Lie bracket and d∗ defined by (155) is a true differen-
tial. Moreover, one has µ′ =µ−d∗(θ0).
Next, aswewantR+∇0 = 0 togetherwithRic∇0(E+,E−)=
0, the equation (160a) must hold. In this case, it reduces
to
〈µ′,µ′〉g0 = 0. (49)
If we assume that g0 is positive definite, this equation
forces µ′ = 0. In other words, we require θ0 to be the po-
tential for the 3-vector µ, namely
d∗(θ0)=µ. (50)
This provides a first algebraic obstruction to the exis-
tence of some solution (g0,θ0), namely the Chevalley–
8
P
roceedings
Eilenberg cohomology class [µ] ∈H3(g∗,R) must be triv-
ial. Note that this condition makes sense as µ is by con-
struction (it is one of the Lie quasi-bialgebra conditions)
d∗-closed. We can thus set µ′ = 0 in all the remaining
equations. In particular, note that the skew-symmetric
tensor (159b) vanishes for any Lie algebra g∗. Moreover,
R
0
∇+ is proportional to the trace of Ric
0
s (x, y) and we are
left with
0=Ric0s (x, y)= −
1
4
〈[t i , t j ]g∗ ,x〉 · 〈[ei ,e j ]g∗ , y〉+
+ 1
2
g−10 ([g0(x), t
i ]g∗ , [g0(y),ei ]g∗ )+
+ 1
2
cg∗(g0(x),g0(y)).
(51)
It is still quite difficult to solve this equation. So far, we
have found a single non-trivial Lie algebra g∗ where we
were able to find the solution.
Example 5.1 (g∗ is the Heisenberg algebra). Suppose
g∗ is a 3-dimensional Lie algebra given in some basis
(t1, t2, t3) by the commutation relations
[t1, t2]g∗ = 0, [t2, t3]g∗ = t1, [t3, t1]g∗ = 0. (52)
This Lie algebra has a zero Killing form, cg∗ = 0, and a
non-trivial third cohomology groupH3(g,R)=R. In fact,
we have d∗(θ0) = 0 for all θ0 ∈Λ2(g) and our only choice
for µ is thus µ = 0. The bivector θ0 ∈ Λ2g can be chosen
arbitrarily. Note that in the following, we will allow for
g0 of any signature. In general, there could be thus some
non-zero µ′ ∈Λ3(g) satisfying (49). However, in this case
dim(Λ3g)= 1 and there are no such elements.
One can approach the problem as follows. The most
general automorphism of (g∗, [·, ·]g∗ ) has the matrix in
the above basis given by
A=
(
det(M) xT
0 M
)
, (53)
where M ∈ GL(2,R) and x ∈R2 are arbitrary. We can ex-
amine the action of this group on the space of symmetric
non-degeneratematrices g−10 . In general, we have
g−10 =
(
h0 a
T
a h
)
, (54)
where h0 ∈R, h ∈ Sym(2,R) and a ∈R2 take values con-
strained by the condition det(g−10 ) 6= 0. For h0 6= 0, g−10 lies
in the orbit uniquely represented by one of the following
symmetric non-degeneratematrices:
g−10 (ǫ,λ1,λ2)=

ǫ 0 00 λ1 0
0 0 λ2

 , (55)
where ǫ ∈ {−1,1} and λ1 ≥ λ2 are two non-zero numbers.
The subset h0 = 0 contains exactly two orbits uniquely
represented by
g−10 (ǫ)=


0 0 1
0 ǫ 0
1 0 0

 , (56)
where ǫ ∈ {−1,1}. Note that nometric in these two classes
is positive definite, as g−10 (t
1, t1) = 0. It is easy to see
that the condition Ric0s = 0 has to be verified only for a
single representative of each orbit. We can thus evalu-
ate it on g−10 defined in the basis (t
1, t2, t3) by matrices
g−10 (ǫ,λ1,λ2) and g
−1
0 (ǫ) above. In the first case, the ma-
trix of Ric0s has the form
Ric0s =


− 12λ1λ2 0 0
0 − 1
2λ21λ2
0
0 0 − 1
2λ1λ22

 , (57)
which is non-zero. The family g−10 (ǫ,λ1,λ2) thus does not
solve the equations. On the other hand, it is easy to see
that g−10 (ǫ) both do solve the equations. Note that g0 has
signature (2,1) for ǫ = 1 and (1,2) for ǫ = −1. There is no
positive-definite solution.
In this example, everything can be calculated very ex-
plicitly. Indeed, note that g∗ is the Heisenberg algebra re-
alized by a subalgebra of matrices
t1 =

0 0 10 0 0
0 0 0

 , t2 =

0 1 00 0 0
0 0 0

 , t3 =

0 0 00 0 1
0 0 0

 . (58)
This Lie algebra integrates to the continuous Heisenberg
groupH3(R); a closed subgroup of GL(3,R) consisting of
upper-triangular matrices
[α1,α2,α3]=


1 α2 α1
0 1 α3
0 0 1

 , (59)
where αi ∈ R are arbitrary real numbers. As manifolds,
we have H3(R) ∼= R3. We may view αi as global coordi-
nate functions on H3(R). Thematrix of the adjoint repre-
sentation of H3(R) in the above basis of g
∗ is
Ad[α1,α2 ,α3] =

1 −α
3 α2
0 1 0
0 0 1

 (60)
Now, as g is Abelian, we can choose G = (g,+). The Lie
groupD can be then chosen as
D = g⋊H3(R), (61)
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where H(3) acts on g via the coadjoint representation. As
bothG = g and H3(R) are subalgebras ofD, we are in the
Manin triple scenario described in [20]. In particular, the
coset space S can be identified with H3(R) and the pro-
jection π : D → S is in this case indeed just a projection
π(x, [α1,α2,α3])= [α1,α2,α3]. (62)
Moreover, we have d = g⊕ g∗, the canonical inclusion
j : g∗→ g⊕g∗ is everywhere admissible and for any ξ ∈ g∗,
we have ξ⊲ = ξR , a right-invariant vector field on H3(R)
generated by ξ ∈ g∗ = Lie(H3(R)). Naturally, the dual gen-
erators x⊲ are right-invariant 1-forms xR generated by
x ∈ g. Explicitly, one has
ξR = (ξ1+ξ2α3)
∂
∂α1
+ξ2
∂
∂α2
+ξ3
∂
∂α3
, (63)
where ξi = ξ(ti ) for all i ∈ {1,2,3}. Next, we must find the
mapΠ ∈C∞(H3(R),Hom(g,g∗)). By 2.1, it may be found
using the blocks of the adjoint representation. One has
Ad(0,[α1,α2,α3]) =
(
Ad∗
[α1,α2,α3]
0
0 Ad[α1 ,α2,α3]
)
. (64)
We see that Π = 0. This is hardly surprising as Π is (up
to a sign) the unique multiplicative Poisson bivector on
H3(R) whose Lie derivative at the unit should give a co-
cycle defining the trivial Lie algebra structure on g. From
(28), we thus get
E= (E−10 −Π)−1 = E0 = g−10 +θ0. (65)
This shows that the background field B is the right-
invariant 2-form on H3(R) generated by θ0 ∈R. As µ= 0,
the formula (15) implies that H = 0. Themetric g is right-
invariant and generated by g−10 ∈ S2(g). It follows from
the above discussion that g−10 can be arbitrary metric on
g∗ such that t1 is its isotropic vector, g−10 (t
1, t1) = 0. For
example, if g−10 has the matrix (56), we find
g = ǫ dα2⊗dα2+dα1⊗dα3+dα3⊗dα1−
−α3(dα2⊗dα3+dα3⊗dα2).
(66)
Finally, we can plug into the formula (34). The Lie group
H3(R) is unimodular and thus ν= 1. We thus find a quite
boring formula for dilaton, namely φ= 0.
5.2 The class of δ is trivial
Let g be any unimodular Lie algebra. Suppose we are
given an isotropic splitting j : g∗ → d and calculate the
corresponding Chevalley–Eilenberg 1-cocycle δ : g →
Λ
2g. In fact, its class in the Chevalley–Eilenberg cohomol-
ogy [δ] is independent the choice of j. This is in fact ex-
plained in the paragraph under the equation (152). Sup-
pose that this class is trivial, [δ]= 0.
This implies that we may choose the splitting j : g∗→
d, so that δ= 0. Correspondingly, one has [·, ·]g∗ = 0. The
bracket [·, ·]′
g∗ can however be highly non-trivial, as it is
equal to
[ξ,η]′g∗ = ad∗θ0(ξ)(η)−ad
∗
θ0(η)
(ξ). (67)
For example, one has a′ = [θ0(t i ), ti ]g which is in general
non-zero. The Killing form c ′
g∗ gives
c ′g∗(ξ,η)= cg(θ0(ξ),θ0(η))−〈ξ, [θ0(t i ), [θ0(η), ti ]g]g〉−
−〈η, [θ0(t i ), [θ0(ξ), ti ]g]g〉+
+〈ξ, [ti ,θ0(t j )]g〉 · 〈η, [t j ,θ0(t i )]g〉.
(68)
Nevertheless, there are examples where we can solve the
equations of motion completely.
Example 5.2 (g is now the Heisenberg algebra). Sup-
pose g is a 3-dimensional Lie algebra given in the basis
(t1, t2, t3) by its commutation relations
[t1, t2]g = 0, [t2, t3]g = t1, [t3, t1]g = 0. (69)
Using arguments parallel to previous subsection, it is suf-
ficient to verify the equations ofmotion for g0 having the
matrix, in this basis, in one of the following forms:
g0(ǫ,λ1,λ2)=


ǫ 0 0
0 λ1 0
0 0 λ2

 , g0(ǫ)=


0 0 1
0 ǫ 0
1 0 0

 , (70)
where ǫ ∈ {−1,1} and λ1 ≥λ2 are arbitrary non-zero num-
bers. Moreover, let us parametrize the matrix θ0 of the
bivector θ0 in the above basis as
θ0(b1,b2,b3)=


0 b3 −b2
−b3 0 b1
b2 −b1 0

 . (71)
In otherwords, we have θ
i j
0 (b1,b2,b3)= ǫi j kbk for a triple
of unknown constants (b1,b2,b3). The best approach is
calculate first the bracket [·, ·]′
g∗ and all the related quanti-
ties. One finds that the commutation relations in the dual
basis (t1, t2, t3) of g∗ are
[t1, t2]′g∗ = b1t2, [t2, t3]′g∗ = 0, [t3, t1]′g∗ =−b1t3. (72)
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Note that in this basis, the bracket depends on θ0 only
through the parameter b1. For the induced quantities, we
find their coordinate expressions
a′ =

2b10
0

 , c ′g∗ =

2b
2
1 0 0
0 0 0
0 0 0

 . (73)
In fact, for b1 6= 0, the Lie algebra (g∗, [·, ·]′g∗ ) lies in the
isomorphism class Bianchi 5 (see e.g. Appendix A of [27])
of the standard Bianchi classification. Suppose µ is in the
above basis written as µ = µ0 · t1∧ t2∧ t3 for some given
constant µ0 ∈R. Then
µ′ = (µ0+b21) · t1∧ t2∧ t3. (74)
This shows that the entire system of algebraic equations
in Theorem C.2 does depend (in this basis) on θ0 only
through b1. Now, we can treat the two above classes of
metrics separately.
i) g0(ǫ,λ1,λ2): Let ν0 = µ0+b21. The best way to start is
to solve the two scalar equations (160a, 160b). This
ensures that the scalar equation (158) holds and it
renders Ric0s traceless. We obtain two equations
ν20λ1λ2−
1
λ1λ2
= 0, ν0−ν20λ1λ2−2b21 = 0. (75)
The first of the two conditions forces ν0 = ± 1λ1λ2 .
Plugging this into the second equation, we find the
condition on b1 in the form
b21 =
±1−1
2λ1λ2
. (76)
One thus has the following two possibilities.
(a) ν0 = 1λ1λ2 : This implies b1 = 0. In particular, ν0 =
µ0. We have [·, ·]′g∗ = 0. Consequently, Ric0a = 0.
It is straightforward to see that also Ric0s = 0. We
have thus found a solution. Suppose µ0 6= 0 is ar-
bitrary. We can writeλ2 = 1λ1µ0 . For a givenµ0 6= 0
we thus have a solution E0 = (g−10 +θ0)−1. Writing
the matrices in the above basis, we find
g0(ǫ,λ1)=


ǫ 0 0
0 λ1 0
0 0 1λ1µ0

 ,
θ0(b2,b3)=


0 b3 −b2
−b3 0 0
b2 0 0

 ,
(77)
where ǫ ∈ {−1,1}, λ1 6= 0 and b2,b3 ∈ R are arbi-
trary parameters.
(b) ν0 = − 1λ1λ2 : This forces b
2
1 = − 1λ1λ2 . In particu-
lar, this can work only for λ1λ2 < 0. We also see
that µ0 = 0. One can immediately argue that we
have a solution. Indeed, this case corresponds to
µ0 < 0 in the (a) case, where we twist the splitting
to get µ0 = 0 at the expense of non-zero b1. How-
ever, one can also verify everything by an explicit
calculation. We indeed obtain a solution whose
matrices are
g0(ǫ,λ1,λ2)=


ǫ 0 0
0 λ1 0
0 0 λ2

 ,
θ0(λ1,λ2,b2,b3)=


0 b3 −b2
−b3 0 1p−λ1λ2
b2
−1p
−λ1λ2
0

 .
(78)
The parameters ǫ ∈ {−1,1}, λ1,λ2 6= 0 and b2,b3 ∈
R are arbitrary except of the condition λ1λ2 < 0.
Here θ0 is not independent of the choice of g0.
ii) g0(ǫ): The scalar equation (160b) in this case immedi-
ately implies µ′ = 0, that is µ0+b21 = 0. We thus have
to assume µ0 ≤ 0. The other scalar equation (158)
gives no restrictions. One can show that Ric0a = 0 and
Ric0s has the matrix
Ric0s =


0 0 0
0 0 0
0 0 2b21

 . (79)
In other words, the only possibility is b1 = 0. We ob-
tain a class of solutions
g0(ǫ)=

0 0 10 ǫ 0
1 0 0

 , θ0(b2,b3)=

 0 b3 −b2−b3 0 0
b2 0 0

 , (80)
where ǫ ∈ {−1,1} and b2,b3 ∈R are arbitrary parame-
ters.
There are some remarks in order. For µ0 = 0, the Lie al-
gebra d is isomorphic to the one in Example 5.1. All the
corresponding solutions in (i)-(b) and (ii) can be thus ob-
tained via Theorem 4.4 from those in Example 5.1. For
µ0 < 0, we can choose another isotropic splitting j′ : g∗→
d to make µ′0 = 0. The Manin pair (d,g) thus allows a de-
composition into the Manin triple (d,g,g∗). This leads
precisely to the Manin triple isomorphic to the dual to
(5|2.i) listed in Appendix B of [27]. But in fact, this Manin
triple (see Theorem 1 of the same reference) is the de-
composition of the same Drinfel’d double as the semi-
Abelian case (5|1). The only solution that stands out is
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thus µ0 > 0 case in (i)-(a). Note that for ǫ = 1 and λ1 > 0
the metric g0 is positive-definite. This indirectly proves
that d is not isomorphic to the semi-Abelian case with
µ0 = 0, as there is no positive-definite solution.
For µ0 = 0, we can explicitly integrate (d,g) to (D,G).
Indeed, we can set
D =H3(R)⋉g∗, (81)
where g = Lie(H3(R)) is the Lie algebra discussed in this
example. HereH3(R) acts on g∗ by its coadjoint represen-
tation. The coset space S can be identified with g∗. The
quotient map π : H3(R)⋉ g∗→ g∗ is identified with the
map defined for all [α1,α2,α3] ∈H3(R) and η ∈ g∗ as
π([α1,α2,α3],η)=Ad∗[α1,α2,α3](η). (82)
Here, we used the notation introduced in Example 5.1.
One can show that the bivectorΠS on S ∼= g∗ correspond-
ing to the canonical splitting j : g∗→ g⊕g∗ is minus the
Kirillov-Kostant-SouriauPoisson structureΠg∗ on g∗. Re-
call thatwe can view the basis (tk)
dim(g)
k=1 as coordinates on
g∗. The bivectorΠg∗ is then given by
Πg∗ (ξ)=
1
2
〈ξ, [ti , t j ]g〉
∂
∂ti
∧ ∂
∂t j
(83)
The right-invariant vector fields on the Abelian Lie group
(g∗,+) generated by ti ∈ g∗ coincide with the coordi-
nate vector fields ∂
∂ti
. In other words, the function Π ∈
C∞(g∗,Λ2g∗) can be for all x, y ∈ gwritten as
(Π(x, y))(ξ)=−〈ξ, [x, y]g〉. (84)
Equivalently, its g∗-dependent matrix in the basis (t1, t2,
t3) evaluated at ξ ∈ g∗ takes the form
Π(ξ)=

0 0 00 0 −ξ1
0 ξ1 0

 (85)
As an example, consider the solution in the part (i)-(b)
above. The matrix E0 of the map E0 : g∗→ g is then
E0 =


ǫ b3 −b2
−b3 1λ1
1p
−λ1λ2
b2 − 1p−λ1λ2
1
λ2

 . (86)
One has det(E0)= b
2
2
λ1
+ b
2
3
λ2
. This means that E0 can be sin-
gular for some values of b2 and b3. Recall that λ1 and
λ2 have opposite signs, so det(E0) = 0 can happen also
for (b2,b3) 6= (0,0). These kinds of singularities appear as
g0(ǫ,λ1,λ2) is now indefinite. We will not go into the cal-
culation of E. Instead, let us look at the dilaton φ. As g∗
is a unimodular Lie algebra, one has ν = 1. Moreover, as
g0 is indefinite, we will add the absolute values into the
formula (34), see Remark 4.5. One has
φ(ξ)= − 1
2
ln |det(1g−E0Π(ξ))|
= − 1
2
ln |det


1 b2ξ1 b3ξ1
0 1− ξ1p
−λ1λ2
ξ1
λ1
0 − ξ1
λ2
1− ξ1p
−λ1λ2

 |
= − 1
2
ln |1− 2ξ1√
−λ1λ2
|.
(87)
We see that this formula has a singularity at ξ1 =
1
2
√
−λ1λ2, another consequence of the indefiniteness of
g0. This concludes this example.
In general, it is quite difficult to find some solutions.
In fact, there is a (majority) of cases, where there is no
solution at all. Let us demonstrate this on the following
example.
Example 5.3 (g is the compact algebra su(2)). This case
is potentially very interesting as it includes the case
where the geometry is easy to handle.
Indeed, let G be any Lie group, such that its Lie alge-
bra g is quadratic, that is it comes equipped with a non-
degenerate symmetric invariant bilinear form gg ≡ 〈·, ·〉g.
Consider the direct product of Lie groups D =G ×G. We
can viewG as a closed subgroup ofD if we identify it with
its imagewith respect to the diagonalmap∆G :G→G×G.
The inclusion map i : g→ d is then equal to the diagonal
map ∆g : g→ g⊕g. As ∆g(g)⊆ dmust be Lagrangian, we
define
〈(x,x ′), (y, y ′)〉d = 〈x, y〉g−〈x ′, y ′〉g. (88)
Clearly (d,g) then formsaManinpair. Define the isotropic
splitting j : g∗→ d for all ξ ∈ g∗ by
j(ξ)= 1
2
(g−1g (ξ),−g−1g (ξ)). (89)
It is easy to see that δ : g → Λ2g corresponding to this
splitting vanishes. The 3-vector µ can be then calculated
to give
µ(ξ,η,ζ)= 1
4
〈[g−1g (ξ),g−1g (η)]g,ζ〉
= 1
4
(Λ3g−1g )(χg)(ξ,η,ζ),
(90)
where χg(x, y,z)= 〈[x, y]g,z〉g is the Cartan 3-form corre-
sponding to (g,〈·, ·〉g). We see that this example fits into
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this subsection. Now, it is natural to consider g = su(2)
and choose 〈·, ·〉g to be the Killing form cg of g. We find
the following statement:
Proposition 5.4. For this Manin pair, there is no E+ ⊆ d
solving the equations in Theorem C.2. This is true even if
we allow arbitrary µ and the metric g0 of any signature.
Proof. Let us only sketch the approach leading to this
statement. Let (t1, t2, t3) be the usual su(2) basis where
the commutation relations have the form
[t1, t2]g = t3, [t2, t3]g = t1, [t3, t1]g = t2. (91)
The matrix A of any automorphism of su(2) in the above
basis lies in the group SO(3). We can thus change the ba-
sis such that the above commutation relations remain
valid and the matrix g0 of g0 is diagonal. This simplifies
calculations significantly.Moreover, one can parametrize
θ0 by a vector b = (b1,b2,b3)T as in (71). One can then
combine (158) and (159b) to show that necessarily b = 0.
The compatibility of the two scalar equations (160a) and
(160b) then forces conditions on g0which directly contra-
dict the equations coming from the equation (159a). ■
Appendices
A Important relations
Let us spell out some relations between the objects de-
fined in the paragraph above (23). We assume that j is
an everywhere admissible (otherwise the formulas work
only locally) splitting of (3). Let us start with the commu-
tator [ξ⊲,η⊲] of the vector fields generating X(S). For all
ξ,η ∈ g∗, one has
[ξ⊲,η⊲]= [#⊲(j(ξ)),#⊲(j(η))]=−#⊲([j(ξ), j(η)]d)
= −#⊲(i(µ(ξ,η, ·))+ j([ξ,η]g∗))
= − [ξ,η]⊲g∗ +Π(µ(ξ,η, ·))⊲.
(92)
Analogously, one can calculate the further relations and
we conclude that
[ξ⊲,η⊲]= − [ξ,η]⊲g∗ +Π(µ(ξ,η, ·))⊲, (93a)
[ξ⊲,Π(y⊲)]= − (ad∗y (ξ))⊲−Π(ad∗ξ (y))⊲, (93b)
[Π(x)⊲,Π(y)⊲]=Π([x, y]g)⊲. (93c)
The corresponding Lie derivatives are
Lξ⊲(y
⊲)= − (ad∗ξ (y))⊲−µ(ξ,Π(y), ·)⊲, (94a)
LΠ(x)(y
⊲)= [x, y]⊲g− (ad∗Π(y)(x))⊲. (94b)
Using those partial results, we can derive the identity
Lξ⊲(Π(x, y))= −ξ([x, y]g)−Π(ad∗ξ (x), y)−
−Π(x,ad∗ξ (y))−µ(ξ,Π(x),Π(y)).
(95)
B Proof of the dilaton formula
The proof of Theorem 3.1. First, note that the equation
(32) has in fact two independent components, which can
be rewritten using the definition of the connection∇σ as
LX (φ)=
1
2
(div∇g (X )−div∇E (σ(X ))), (96a)
0= div∇E (ρ∗(ξ)). (96b)
The second equation certainly does not depend on σ. It
follows from (25) that if (96b) stands true, the right-hand
side of (96a) is also independent of the splitting. More-
over, it is clear that div∇E depends on ∇0 only through its
divergence operator which is assumed to be trivial.
Next, as noted under the definition (12), there exists
an isotropic splitting j : g∗→ d of the sequence (3) admis-
sible on a neighborhood U of each point. We can thus
locally define φ via the formula (34). First, let us note
that it is well defined. We can write 1g − E0Π = E0E−1.
As E0 and E have positive-definite symmetric parts, we
have det(E0E−1) > 0 on the whole S and the first part
of φ thus makes sense. Now, if U is connected and con-
tains s0 = π0(G), we have ν(s0) = 1 and ν(s) 6= 0 for all
s ∈ U . Whence, ν(U ) ⊆ R+ and the second part of φ is
well-defined on U . Now, suppose that j′ : g∗ → d is an
isotropic splitting of (3) admissible on the neighborhood
U ′, such thatU ∩U ′ 6= ;. There is thus a unique bivector
θ ∈ Λ2g satisfying (4). As both j and j′ are admissible an
U ∩U ′, it follows that the map 1g∗ −Πθ is invertible on
U ∩U ’, and the maps Π′ and E ′0 associated to j′ can be
written as
Π
′ =Π(1g−θΠ)−1, E ′0 = E0−θ. (97)
We thus get the expression valid onU ∩U ′:
1g−E ′0Π′ = 1g− (E0−θ)Π(1g−θΠ)−1
= (1g−θΠ− (E0−θ)Π))(1g−θΠ)−1
= (1g−E0Π)(1g−θΠ)−1.
(98)
In particular, this implies det(1g−θΠ)> 0 onU ∩U ′ and
we have the relation
−1
2
ln(det(1g−E ′0Π′))= −
1
2
ln(det(1g−E0Π))
+ 1
2
ln(det(1g−θΠ)).
(99)
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Next, for all d ∈π−10 (U∩U ′), one finds the relation k′(d)=
(1g − θc(d)k(d)−1) · k(d). Using Proposition 2.1, we can
now onU ∩U ′ express the function ν′ as
ν
′ =det(1g−θΠ) ·ν. (100)
Note that this also implies that ν′(U ∩U ′) ⊆ R+ and if
U ′ is connected, then ν′(U ′) ⊆R+. As S is by definition
connected (because D is connected), we may use this to
show that ν in the formula (34) defined using a splitting
admissible on any connected open set U ⊆ S satisfies
ν(U ) ⊆ R+ and the second term in (34) is well-defined.
Moreover, onU ∩U ′, we find
−1
2
ln(ν′)=−1
2
ln(ν)− 1
2
ln(det(1g−θΠ)), (101)
which shows that the two formulas for φ coincide on the
intersectionU∩U ′.We can thus use the local expressions
to construct φ globally.
In particular, we can without the loss of generality as-
sume in the remainder of the proof that j : g∗ → d is an
everywhere admissible isotropic splitting of (3). Let us
now show that under the assumptions of the theorem,
the equation (96b) holds. Let (tµ)
dim(d)
µ=1 be a fixed basis
of d. It suffices to prove it for ξ = d f and f ∈C∞(S). One
finds
div∇E (ρ
∗(d f ))=L#⊲(tµ)L#⊲(tµ
d
)( f )+div∇0 (ρ∗(d f )), (102)
where (t
µ
d
)dim(d)µ=1 is the basis of d satisfying 〈tµ, tνd〉d = δνµ.
In fact, one can show from the properties of E that the
left-hand side of (102) viewed as an operator on C∞(S)
is a vector field. In particular, there is a unique vector
field Y ∈X(S), such thatLY ( f )=L#⊲(tµ)L#⊲(tµ
d
)( f ). It fol-
lows that Y represents the quadratic Casimir tµt
µ
d
∈U(d),
hence it must commute with all the generators #⊲(x).
This implies that Y is invariant with respect to the tran-
sitive dressing action ⊲ and it is determined by its value
at the point s0 =π0(G). One can write
Y =−Ltk⊲(Π(tq , tk )) · t q⊲, (103)
where (tk)
dim(g)
k=1 is an arbitrary basis of g. This expression
can be evaluated using (95). In particular, at s0 there is
Πs0 = 0 and one obtains
Ys0 = − tk ([tq , tk ]g) ·#⊲s0 (j(t
q ))
= −#⊲s0 (j(Tr(adtq ) · t
q ))=−#⊲s0 (j(α)),
(104)
where α ∈ g∗ is defined by α(x)= Tr(adx ) for all x ∈ g. At
any s ∈ S and π0(d)= s, one has
Ys =−#⊲s (Add (j(α))). (105)
But our assumptions wereα= 0 (unimodularity of g) and
div∇0 = 0. It follows that the right-hand side of (102) van-
ishes and (96b) indeed holds.
Now, assume that σ : TS→ E is the splitting (13) cor-
responding to the everywhere admissible splitting j. For
X = ξ⊲, one finds that the second term on the right-hand
side of (96a) vanishes:
div∇E (σ(ξ
⊲))= div∇E (j(ξ))=div∇0 (j(ξ))= 0. (106)
We thus obtain the simplified equation for φ, namely, for
all ξ ∈ g∗, one has
Lξ⊲(φ)=
1
2
div∇g (ξ⊲). (107)
Let us proceed by calculating the differential of the
function φ given by (34). First, denote the first of the two
summands as φ0 =− 12 ln(det(1g−E0Π)) . Using the stan-
dard formulas for differentiation of logarithms and deter-
minants, one arrives to the formula
dφ0 =
1
2
Tr(E ·dΠ). (108)
Write E = g+B for the decomposition of E into its sym-
metric and skew-symmetric part. AsΠ is skew-symmetric,
only B contributes to the sum above. Whence we get
(dφ0)(ξ)=
1
2
Tr(B ·Lξ⊲(Π)). (109)
For the second summand, let φ1 = − 12 ln(ν). Now, recall
that ξ⊲ is π0-related to the right-invariant vector field
j(ξ)R ∈X(D). Whence,
(dφ1)(ξ
⊲)◦π0 = −
1
2
Lj(ξ)R (ln(det(k)))
= − 1
2
Tr(k−1Lj(ξ)R (k))
= − 1
2
Tr{ad∗ξ +µ(ξ, (c ·k−1)(⋆), ·)},
(110)
where⋆ denotes the input of themapwhose trace we are
taking. Now, we have to apply Proposition 2.1 to see that
c · k−1 = Π ◦π0. Moreover, define a ∈ g for all ξ ∈ g∗ by
ξ(a) = Tr(ad∗
ξ
). We can thus rewrite the resulting expres-
sion as
(dφ1)(ξ
⊲)= 1
2
〈ξ,a−µ(Π(tk ), tk , ·)〉. (111)
To proceed, let us derive the way to differentiate the func-
tion g along the vector fields. First, decompose the con-
stant map E−10 = g ′0 + B ′0 into its symmetric and skew-
symmetric part. ThenE= (g ′0+(B ′0−Π))−1. Using the stan-
dard formulas for the symmetric and skew-symmetric
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parts of the inverse, we find
g= (g ′0− (B ′0−Π)g ′−10 (B ′0−Π))−1,
B= − g ′−10 (B ′0−Π)g.
(112)
Using that g ′0 and B
′
0 are constant, it is not difficult to ar-
rive to the equation
LX (g
−1)=−LX (Π) ·Bg−1−g−1B ·LX (Π), (113)
for all X ∈ X(S). From the definition of Levi-Civita con-
nection and divergence, one finds directly
1
2
div∇g (ξ⊲)=
1
2
〈[tk⊲,ξ⊲], t⊲k 〉−
1
4
Tr(Lξ⊲(g
−1) ·g) (114)
Using (93a), the first term can be rewritten as
1
2
〈[tk⊲,ξ⊲], t⊲k 〉 =
1
2
〈ξ,a−µ(Π(tk), tk , ·)〉. (115)
But this is exactly the contribution (111) of φ1. On the
other hand, the contribution of the second term can be
evaluated using (113) and the usual properties of trace.
One gets
−1
4
Tr(Lξ⊲(g
−1) ·g)= 1
2
Tr(B ·Lξ⊲ (Π)). (116)
But this is precisely the contribution (109). We conclude
that the equation (107) holds true and we have thus fin-
ished the proof. ■
C Deriving the equations of motion
C.1 General expressions
Let∇0 ∈ LC(d,E+) be any divergence-free Levi-Civita con-
nection on the Courant algebroid (d,0,〈·, ·〉d,−[·, ·]d). We
write down the system of equations equivalent to R+∇0 =
0 and Ric∇0 (E+,E−) = 0 explicitly . First, let us define a
tensor k ∈ (d∗)⊗3 using ∇0 as
k(x, y,z)= 〈∇0x(y),z〉d, (117)
for all x, y,z ∈ d. The condition ∇0(gd) = 0 is equivalent
to k ∈ d∗⊗Λ2d∗. The compatibility with E+ then implies
k(x, y+,z−)= 0 for all x, y,z ∈ d, where x± denotes the pro-
jections onto E±. Next, let χ(x, y,z) = 〈[x, y]d,z〉d be the
canonical Cartan 3-form on (d, [·, ·]d). It follows that ∇0 is
torsion-free if and only if k satisfies
k(x, y,z)+cyclic(x, y,z)=−χ(x, y,z), (118)
or equivalently ka = − 13χ, where ka ∈ Λ3d∗ is the com-
plete skew-symmetrization of k. Finally, we have as-
sumed that ∇0 is divergence-free. Let (tµ)dim(d)µ=1 be an ar-
bitrary basis of d, and let (t
µ
d
)dim(d)µ=1 be the basis defined
by 〈tµ
d
, tν〉d = δµν . We find the expression
0=div∇0 (z)= k(tµ,z, t
µ
d
)≡−k′(z), (119)
for all z ∈ d. We may now proceed to the calculation of
the generalized Ricci tensor Ric∇0 ∈ S2(d∗). From the def-
inition, we obtain the generalized Riemann tensor
R∇0(w,z,x, y)=
1
2
{k(x,g−1d k(y,z, ·),w)−
−k(y,g−1d k(x,z, ·),w)+
+k(z,g−1d k(w,x, ·), y)−
−k(w,g−1d k(z,x, ·), y)+
+k(g−1d k(·,x, y),z,w)+
+k([x, y]d,z,w)+k([z,w ]d,x, y)}.
(120)
It follows that the generalized Ricci tensor reads
Ric∇0 (x, y)=
1
2
{−k′(tµ)(k(x, y, tµd)+k(y,x, t
µ
d
))+
+k(g−1d k(·, tµ, y),x, t
µ
d
)−
−k(y,g−1d k(tµ,x, ·), t
µ
d
)−
−k(tµ
d
,g−1d k(x, tµ, ·), y)+
+k([tµ,x]d, y, tµd )+k([tµ, y]d,x, t
µ
d
)}.
(121)
The first term proportional to k′(tµ) vanishes. The re-
maining five terms can be recast using (118) to give a rel-
atively simple expression
Ric∇0 (x, y)=
1
2
k(tλ, tµ, y)(k(t
λ
d , t
µ
d
,x)−2k(tµ
d
, tλd ,x)). (122)
For the record, wemaynow easily calculate the canonical
Ricci scalar R∇0 . One finds
R∇0 ≡ Trgd (Ric∇0 )
= 1
2
k(tλ, tµ, tν)(k(t
λ
d , t
µ
d
, tνd)−2k(t
µ
d
, tλd , t
ν
d))
= − 1
2
k(tλ, tµ, tν)(k(t
ν
d, t
λ
d , t
µ
d
)+
+k(tµ
d
, tλd , t
ν
d)+χ(tλd , t
µ
d
, tνd))
= − 1
2
k(tλ, tµ, tν)χ(t
λ
d , t
µ
d
, tνd)
= 1
6
χ(tλ, tµ, tν)χ(t
λ
d , t
µ
d
, tνd)≡ 〈χ,χ〉d.
(123)
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In other words, R∇0 is the square of the norm of the
canonical Cartan 3-form χ with respect to the metric
〈·, ·〉d. We will show in the moment that for unimodular
g it actually vanishes. This is in fact necessary for ∇σ to
satisfy the assumption of theorem 4.1. Note that 〈χ,χ〉d
does not depend on the generalizedmetric E+ ⊂ d and its
vanishing is ensured solely by the algebraic structure of
(d,g).
Now, let G denote the positive definite metric on d in-
duced by the generalizedmetric E+ as above (47), so that
R
+
∇0 = TrG(Ric∇0 ). Let (t
µ
G)
dim(d)
µ=1 be defined by G(t
µ
G, tν) =
δ
µ
ν . We thus find the expression
R
+
∇0 =
1
2
k(tλ, tµ, tν)(k(t
λ
d , t
µ
d
, tνG)−2k(t
µ
d
, tλd , t
ν
G)). (124)
At this moment, the calculation becomes unpleasant.
Recall that d = E+ ⊕ E−. Choose the basis (tµ)dim(d)µ=1 to
be adapted to this splitting, that is fix the two bases
(t+
k
)dim(g)
k=1 and (t
−
k
)dim(g)
k=1 of E+ and E−, respectively, and
combine them into a basis of d.
There are again induced bases (tk±G )
dim(g)
k=1 of E± de-
fined by G(tk±g , t
±
l
) = δk
l
. The advantage of this basis is
that it also satisfies the relation 〈tk±G , t±l 〉d =±δkl . There is
nothing interesting on the evaluation ofR+∇0 andwe take
the liberty to omit the routine manipulations leading to
the following expression. We use the similar tricks as to
deal with the (+++) and (−−−) components as in the
calculation of R∇0 . The mixed ones are treated using the
consequences of the compatibility of ∇0 with E+ and the
torsion-free property (118) in the form
k(x+, y−,z−)= −χ(x+, y−,z−),
k(x−, y+,z+)= −χ(x−, y+,z+),
(125)
for all x, y,z ∈ d. The resulting expression for R+∇0 is
R
+
∇0 =
1
6
χ(t+i , t
+
j , t
+
k )χ(t
i+
G , t
j+
G , t
k+
G )+
+ 1
6
χ(t−i , t
−
j , t
−
k )χ(t
i−
G , t
j−
G , t
k−
G )−
− 1
2
χ(t−i , t
+
j , t
+
k )χ(t
i−
G , t
j+
G , t
k+
G )−
− 1
2
χ(t+i , t
−
j , t
−
k )χ(t
i+
G , t
j−
G , t
k−
G ).
(126)
First, note that R+∇0 indeed does not depend on the
choice of the divergence-free connection ∇0. There are
now several ways how to rewrite R+∇0 , none of them
particularly elegant. For example, if we define 〈χ,χ〉G =
1
6χ(tµ, tν, tλ)χ(t
µ
G, t
ν
G, t
λ
G), one has
〈χ,χ〉G =
1
6
χ(t+i , t
+
j , t
+
k )χ(t
i+
G , t
j+
G , t
k+
G )+
+ 1
6
χ(t−i , t
−
j , t
−
k )χ(t
i−
G , t
j−
G , t
k−
G )+
+ 1
2
χ(t−i , t
+
j , t
+
k )χ(t
i−
G , t
j+
G , t
k+
G )+
+ 1
2
χ(t+i , t
−
j , t
−
k )χ(t
i+
G , t
j−
G , t
k−
G ).
(127)
We see that the last two terms come with the different
sign. One thus finds
R
+
∇0 = 〈χ,χ〉G−χ(t
−
i , t
+
j , t
+
k )χ(t
i−
G , t
j+
G , t
k+
G )−
−χ(t+i , t−j , t−k )χ(t i+G , t
j−
G , t
k−
G ).
(128)
This can be mildly simplified further, we can write
R
+
∇0 = 〈χ,χ〉G−G([t
−
i , t
+
j ]d, [t
i−
G , t
j+
G ]d). (129)
We will use this expression as it contains no unnecessary
prefactors. Finally, let us turn our attention to the tenso-
rial part of the equations. Again using the split basis for
the summation in (122), for all x, y ∈ d, one immediately
obtains
Ric∇0(x+, y−)=−χ(t−i , t+j ,x+)χ(t i−G , t
j+
G , y−). (130)
See that the right-hand side does not depend on the
choice of divergence-free ∇0 at all, as we claimed before.
Let us summarize this subsection with the proposition.
Proposition C.1. The system of algebraic equations of
Theorem 4.3 can be rewritten as
0=R+∇0 = 〈χ,χ〉G−G([t
−
i , t
+
j ]d, [t
i−
G , t
j+
G ]d), (131a)
0= Ric∇0 (x+, y−)=−χ(t−i , t+j ,x+)χ(t i−G , t
j+
G , y−), (131b)
where G ∈ S2(d∗) is the positive-definite metric on d in-
duced by the generalized metric E+ ⊂ d, χ ∈ Λ3(d∗) is the
Cartan 3-form χ(x, y,z) = 〈[x, y]d,z〉d and x± are projec-
tions onto E±. We use the bases (t±i )
dim(g)
i=1 and (t
i±
G )
dim(g)
i=1
of E± defined above. There also holds an auxiliary equa-
tion
0= 〈χ,χ〉d. (132)
The numbers 〈χ,χ〉G and 〈χ,χ〉d are defined via the stan-
dard (pseudo)scalar products on Λ3(d∗) induced by the
metrics G and d.
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C.2 Equations in the convenient splitting
So far, we have not used the richer algebraic structure of
the Manin pair (d,g). To do so, we will now conveniently
choose an isotropic splitting of the sequence (3). Let E0 ∈
Hom(g∗,g) be the invertible map associated to the given
isotropic splitting j : g∗→ d as in (26).We canuniquely de-
compose it into its symmetric and skew-symmetric part
as E0 = g−10 +θ0, where g0 ∈ S2(g∗) is a positive-definite
metric on g and θ0 ∈Λ2(g). It follows that G ∈ S2(d∗) can
be, with respect to the isomorphism d ∼= g⊕g∗, induced
by j written as a product of block matrices:
Gj =
(
1 0
θ0 1
)(
g0 0
0 g−10
)(
1 −θ0
0 1
)
=
(
g0 −g0θ0
θ0g0 g
−1
0 −θ0g0θ0
)
.
(133)
Note that g0 is precisely the pullback of G by the inclu-
sion i : g→ d. Let j′ be a new isotropic splitting obtained
by choosing θ = θ0 in (4). As already noted in (97), this
results in E ′0 = g−10 , in particular
Gj′ =
(
g0 0
0 g−10
)
. (134)
This shows that we can always choose a unique isotropic
splitting j so that Gj is block diagonal. We assume that
this is the case in the remainder of this subsection.
As a warm up exercise, let us prove that if g⊆ d is uni-
modular, one has 〈χ,χ〉d = 0. As we fixed our splitting, we
may identify d with g⊕g∗ equipped with the bracket (6)
and the canonical pairing 〈·, ·〉d. It is then natural to con-
sider a basis of g⊕g∗ in the form
(tµ)
dim(d)
µ=1 = (tk ,0)
dim(g)
k=1 ∪ (0, t
k )dim(g)
k=1 , (135)
where (tk)
dim(g)
k=1 is any basis of g and (t
k)dim(g)
k=1 is the cor-
responding dual one. It is then straightforward to arrive
to the expression
〈χ,χ〉d = 〈[ti , t j ]g, [t i , t j ]g∗〉. (136)
As noted below (6), there is a compatibility condition be-
tween the bracket [·, ·]g and the cobracket δ. Namely,
δ([x, y]g)= ad(2)x (δ(y))−ad(2)y (δ(x)), (137)
for all x, y ∈ g, where δ(x)(ξ,η) = 〈[ξ,η]g∗ ,x〉 and ad(2) is
the adjoint representation of g on Λ2(g). By evaluating
this equation on ξ,η ∈ g∗, one finds
〈[x, y]g, [ξ,η]g∗〉 = 〈ad∗ξ (y),ad∗x (η)〉+
+〈ad∗y (ξ),ad∗η (x)〉−
−〈ad∗η(y),ad∗x (ξ)〉−
−〈ad∗y (η),ad∗ξ (x)〉.
(138)
Choosing (x, y,ξ,η)= (ti , t j , t i , t j ) then gives
〈χ,χ〉d = 2〈α,a〉 = 〈(a,α), (a,α)〉d, (139)
where α(x) = Tr(adx ) and ξ(a) = Tr(adξ) for all x ∈ g and
ξ ∈ g∗. In particular, if g⊆ d is unimodular, we indeed ob-
tain 〈χ,χ〉d = 0.
Next, we have to analyze the right-hand side of (131a).
Let us start with 〈χ,χ〉G. We have
〈χ,χ〉G =
1
6
G([tµ, tν]d, [t
µ
G, t
ν
G]d). (140)
In the remainder of this subsection, let us use the nota-
tion ek = g0(tk ) and ek = g−10 (tk). By plugging into (6) and
using the fact that G is block diagonal, one finds
〈χ,χ〉G =
1
2
g0([ti , t j ]g, [e
i ,e j ]g)+
+ 1
2
g−10 ([t
i , t j ]g∗ , [ei ,e j ]g∗ )+〈µ,µ〉g0 .
(141)
To treat the second term on the right-hand side of (131a),
choose the basis vectors as
t+k = (tk ,ek ), t−k = (tk ,−ek ),
tk+G =
1
2
(ek , tk), tk−G =
1
2
(ek ,−tk ).
(142)
Using this basis and a series of straightforward manipu-
lations, we arrive to the expression
G([t−i , t
+
j ]d, [t
i−
G , t
j+
G ]d)=
= 3
4
g0([ti , t j ]g, [e
i ,e j ]g)+
+ 3
4
g−10 ([t
i , t j ]g∗ , [ei ,e j ]g∗ )+
+ 3
2
〈µ,µ〉g0 +
1
2
Trg0(cg)+
1
2
Trg0(cg∗)−
− 1
2
µ(t i , t j ,g0([ti , t j ]g)),
(143)
where cg is the Killing form of g and cg∗ is the symmetric
bilinear form on g∗ obtained by the same formula from
the bracket [·, ·]g∗ (remember that this is not a Lie algebra
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in general). Plugging the two partial results into the right-
hand side of (131a) leads to the formula
R
+
∇0 = −
1
4
g0([ti , t j ]g, [e
i ,e j ]g)−
− 1
4
g−10 ([t
i , t j ]g∗ , [ei ,e j ]g∗)−
− 1
2
〈µ,µ〉g0 −
1
2
Trg0(cg)−
1
2
Trg0 (cg∗)+
+ 1
2
µ(t i , t j ,g0([ti , t j ]g)).
(144)
Finally, to analyze the equation (131b), we will introduce
a tensor Ric0 on g via the formula
Ric0(x, y)=Ric∇0 ((x,g0(x)), (y,−g0(y)), (145)
for all x, y ∈ g. The condition (131b) is then equivalent
to Ric0 = 0. This tensor can be uniquely decomposed as
Ric0 = Ric0s +Ric0a where Ric0s ∈ S2(g∗) and Ric0a ∈ Λ2(g∗).
The symmetric part is given by the formula
Ric0s (x, y)=
1
4
g0([ti , t j ]g,x) · g0([ei ,e j ]g, y)−
− 1
4
〈[t i , t j ]g∗ ,x〉 · 〈[ei ,e j ]g∗ , y〉−
− 1
4
µ(t i , t j ,g0(x)) · g0([ti , t j ]g, y)−
− 1
4
µ(t i , t j ,g0(y)) · g0([ti , t j ]g,x)+
+ 1
2
g−10 ([g0(x), t
i ]g∗ , [g0(y),ei ]g∗ )−
− 1
2
g0([x, ti ]g, [y,e
i ]g)+
+ 1
2
cg∗ (g0(x),g0(y))−
1
2
cg(x, y)+
+ 1
4
µ(t i , t j ,g0(x)) ·µ(ei ,e j ,g0(y)).
(146)
For the skew-symmetric part, one finds
Ric0a (x, y)=
1
4
g0([ti , t j ]g,x) · 〈[t i , t j ]g∗ , y〉−
− 1
4
g0([ti , t j ]g, y) · 〈[t i , t j ]g∗ ,x〉+
+ 1
4
〈[t i , t j ]g∗ ,x〉 ·µ(ei ,e j ,g0(y))−
− 1
4
〈[t i , t j ]g∗ , y〉 ·µ(ei ,e j ,g0(x))+
+ 1
2
〈[g0(x), t i ]g∗ , [y, ti ]g〉−
− 1
2
〈[g0(y), t i ]g∗ , [x, ti ]g〉+
+ 1
2
〈ei , [g0(x),g0([y, ti ]g)]g∗〉−
− 1
2
〈ei , [g0(y),g0([x, ti ]g)]g∗〉.
(147)
Some of the terms can now be slightly rearranged using
the duality condition (138). One has
g0([ti , t j ]g,x) · 〈[t i , t j ]g∗ , y〉 = 〈y, [α,g0(x)]g∗〉+
+ g0(x, [a, y]g).
(148)
In particular, for unimodular g the first term disappears.
We conclude with the formula
Ric0a (x, y)=
1
4
g0(x, [a, y]g)−
1
4
g0(y, [a,x]g)+
+ 1
4
〈[t i , t j ]g∗ ,x〉 ·µ(ei ,e j ,g0(y))−
− 1
4
〈[t i , t j ]g∗ , y〉 ·µ(ei ,e j ,g0(x))+
+ 1
2
〈[g0(x), t i ]g∗ , [y, ti ]g〉−
− 1
2
〈[g0(y), t i ]g∗ , [x, ti ]g〉+
+ 1
2
〈ei , [g0(x),g0([y, ti ]g)]g∗〉−
− 1
2
〈ei , [g0(y),g0([x, ti ]g)]g∗〉.
(149)
Next, note that we can take the trace of the symmetric
tensor Ric0s using the metric g0. We thus obtain another
scalar (which depends on the splitting) R0∇0 = Trg0(Ric
0
s ).
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Explicitly, one finds
R
0
∇0 = −
1
4
g0([ti , t j ]g, [e
i ,e j ]g)+
+ 1
4
g−10 ([t
i , t j ]g∗ , [ei ,e j ]g∗ )+
+ 3
2
〈µ,µ〉g0 −
1
2
Trg0 (cg)+
1
2
Trg0 (cg∗)−
− 1
2
µ(t i , t j ,g0([ti , t j ]g)).
(150)
This shows that the scalar equation R+∇0 = 0 is not inde-
pendent of the tensorial equation Ric0 = 0. This is not
very surprising as exactly the same thing happens for (su-
per)gravity equations of motion. In fact, by adding and
subtracting the two scalars, we obtain
R
+
∇0 +R
0
∇0 = −
1
2
g0([ti , t j ]g, [e
i ,e j ]g)− (151a)
−Trg0(cg)+〈µ,µ〉g0 ,
R
+
∇0 −R
0
∇0 = −
1
2
g−10 ([t
i , t j ]g∗ , [ei ,e j ]g∗ )− (151b)
−Trg0(cg∗)−2〈µ,µ〉g0+ (151c)
+µ(t i , t j ,g0([ti , t j ]g)).
We will make use of these two scalar equations in the ex-
amples.
C.3 An arbitrary splitting
The derivation of equations in the previous subsection
has one serious defect. We have calculated everything in
the special isotropic splitting making the inducedmetric
on g⊕ g∗ block diagonal. However, we do not know E+
in advance to find it. Fortunately, there is an easy way to
make it right. Hence assume that j : g∗→ d is an arbitrary
but fixed isotropic splitting of (3).
As discussed in previous subsection, the sought for
generalized metric E+ can be uniquely described by a
pair (g0,θ0) such that the inducedfiber-wisemetricGj on
g⊕ g∗ takes the form (133). Let (g,δ,µ) be the Lie quasi-
bialgebra induced by the choice of the splitting j. Our
goal is to write the equations for E+ in terms of (g,δ,µ)
with unknown (g0,θ0).
Now, let j′ : g∗ → d be the isotropic splitting defined
by (4) where we choose θ = θ0. This is the (sought for)
splitting where Gj′ is block diagonal. Let (g,δ
′,µ′) be the
Lie quasi-bialgebra induced by j′. In the previous subsec-
tion, we have found the equations of motion in terms of
(g,δ′,µ′) for unknown g0. The second variable θ0 is thus
introduced only through the induced objects δ′ and µ′,
as we will now demonstrate. First, we find
δ′(x)(ξ,η)= 〈[j′(ξ), j′(η)]d, i(x)〉d
= (δ(x)+ad(2)x (θ0))(ξ,η),
(152)
where ad(2) denotes the adjoint representation of g on
Λ
2(g). Recall that δ is a 1-cocycle in the Chevalley–
Eilenberg complex c•(g,Λ2(g)) with the coboundary op-
erator ∆. Then δ′ = δ−∆(θ0), where θ0 ∈ c0(g,Λ2(g)) is
viewed as a 0-cochain. On the level of brackets, we find
[ξ,η]′g∗ = [ξ,η]g∗ +ad∗θ0(ξ)(η)−ad
∗
θ0(η)
(ξ). (153)
The expression regarding the 3-vector µ′ can be, for all
ξ,η,ζ ∈ g∗, written as
µ′(ξ,η,ζ)= µ(ξ,η,ζ)+ {θ0([ξ,η]g∗ ,ζ)+
+〈[θ0(ξ),θ0(η)]g,ζ〉+cyclic(ξ,η,ζ)}
= (µ−d∗(θ0)+
1
2
[[θ0,θ0]]g)(ξ,η,ζ).
(154)
Here d∗ : Λ•(g)→ Λ•+1(g) is the "almost" differential in-
duced by the bracket [·, ·]g∗ given by
(d∗(ν))(ξ1, . . . ,ξp )=
=
∑
i< j
(−1)i+ jν([ξi ,ξ j ]g∗ , . . . , ξˆi , . . . , ξˆ j , . . . ,ξp ), (155)
for any ν ∈ Λp (g) and ξ1, . . . ,ξp ∈ g∗. Note that in gen-
eral d2∗ 6= 0. Finally, [[θ0,θ0]]g ∈ Λ3(g) is the algebraic
Schouten-Nijenhuis bracket defined for all ξ,η,ζ ∈ g∗ as
[[θ0,θ0]]g(ξ,η,ζ)= 2〈[θ0(ξ),θ0(η)]g,ζ〉+
+cyclic(ξ,η,ζ).
(156)
Let us conclude this section with the final statement.
Theorem C.2 (The algebraic equations of motion). Let
(d,g) be any Manin pair with unimodular g and let j :
g∗ → d be any isotropic splitting of the sequence (3). Let
(g,δ,µ) be the corresponding Lie quasi-bialgebra defined
by (5). Let E+ ⊆ d be a generalized metric parametrized by
g0 ∈ S2(g∗) and θ0 ∈Λ2(g), such that
E+ = {i((g−10 +θ0)(ξ))+ j(ξ) | ξ ∈ g∗}. (157)
Let δ′ = δ−∆(θ0) and µ′ = µ−d∗(θ0)+ 12 [[θ0,θ0]]g, where
the notation is explained in the preceding paragraphs2.
2 c.f. text between equations (152) and (156).
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Let [·, ·]′
g∗ be the R-bilinear skew-symmetric bracket on
g∗ corresponding to δ′. Let ∇0 ∈ LC(d,E+) be an arbitrary
divergence-free Levi-Civita connection.
Then the generalized scalar curvature R+∇0 of ∇
0 with
respect to E+ can be written as
R
+
∇0 = −
1
4
g0([ti , t j ]g, [e
i ,e j ]g)−
− 1
4
g−10 ([t
i , t j ]′g∗ , [ei ,e j ]
′
g∗)−
− 1
2
〈µ′,µ′〉g0 −
1
2
Trg0 (cg)−
1
2
Trg0(c
′
g∗)+
+ 1
2
µ′(t i , t j ,g0([ti , t j ]g)).
(158)
The tensorial equation Ric∇0 (E+,E−) = 0 is equivalent to
the vanishing of a tensor Ric0 on g whose symmetric and
skew-symmetric parts are defined as
Ric0s (x, y)=
1
4
g0([ti , t j ]g,x) · g0([ei ,e j ]g, y)−
− 1
4
〈[t i , t j ]′g∗ ,x〉 · 〈[ei ,e j ]′g∗ , y〉−
− 1
4
µ′(t i , t j ,g0(x)) · g0([ti , t j ]g, y)−
− 1
4
µ′(t i , t j ,g0(y)) · g0([ti , t j ]g,x)+
+ 1
2
g−10 ([g0(x), t
i ]′g∗ , [g0(y),ei ]
′
g∗ )−
− 1
2
g0([x, ti ]g, [y,e
i ]g)+
+ 1
2
c ′g∗ (g0(x),g0(y))−
1
2
cg(x, y)+
+ 1
4
µ′(t i , t j ,g0(x)) ·µ′(ei ,e j ,g0(y)),
(159a)
Ric0a (x, y)=
1
4
g0(x, [a
′, y]g)−
1
4
g0(y, [a
′,x]g)+
+ 1
4
〈[t i , t j ]′g∗ ,x〉 ·µ′(ei ,e j ,g0(y))−
− 1
4
〈[t i , t j ]′g∗ , y〉 ·µ′(ei ,e j ,g0(x))+
+ 1
2
〈[g0(x), t i ]′g∗ , [y, ti ]g〉−
− 1
2
〈[g0(y), t i ]′g∗ , [x, ti ]g〉+
+ 1
2
〈ei , [g0(x),g0([y, ti ]g)]′g∗〉−
− 1
2
〈ei , [g0(y),g0([x, ti ]g)]′g∗〉.
(159b)
Here (ti )
dim(g)
i=1 and (t
i )dim(g)
i=1 denote mutually dual bases
of g and g∗, respectively. We write ei = g0(ti ), ei = g−10 (ei ).
By cg we denote the Killing form of g and c
′
g∗ is the sym-
metric bilinear form on g∗ defined using the same for-
mula and bracket [·, ·]′
g∗ . Finally, ξ(a
′)=Tr(ad′
ξ
).
If the tensorial equation holds together with the scalar
condition R+∇0 = 0, the following two scalar equations
must hold as well:
0= − 1
2
g0([ti , t j ]g, [e
i ,e j ]g)−Trg0(cg)+〈µ′,µ′〉g0 , (160a)
0= − 1
2
g−10 ([t
i , t j ]′g∗ , [ei ,e j ]
′
g∗)−Trg0 (c ′g∗)− (160b)
−2〈µ′,µ′〉g0 +µ′(t i , t j ,g0([ti , t j ]g)).
Proof. As already discussed, it suffices to take the results
of the previous subsection and everywhere replace [·, ·]g∗
and µ by [·, ·]′
g∗ and µ
′, respectively. ■
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