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Introduction
The classical theory of macroscopic gravitational phenomena, i.e., Einstein’s
General Relativity (GR) [1, 2], cannot be treated as a complete self–consistent
theory in view of a number of serious difficulties that were not overcome since
the creation of GR [3].
This concerns, first of all, the problem of space–time singularities, which
are unavoidable in the solutions of the Einstein equations [1–4]. Close to these
singularities GR becomes incomplete as it cannot predict what is coming from
the singularity. In other words, the causal structure of space–time breaks
down at the singularities [4].
Another serious problem of GR is the problem of the energy of the grav-
itational field [5], which was critically analyzed, in particular, in the papers
of Logunov and collaborators [6–8]. In the papers [9, 10] a new relativistic
theory of gravitation (RTG) was proposed. In RTG the gravitational field
is described by a spin–2 tensor field on a basic Minkowski space–time. Such
an approach enables one to define in the usual way the energy–momentum
tensor of the gravitational field and to obtain the usual conservation laws.
The curved space–time in this approach is only an effective one that describes
the influence of the gravitational field on all the non–gravitational matter.
Therein the “identity” (or geometrization) principle formulated in the papers
[10, 11] is embodied.
The difficulties of the classical theory have motivated the need to con-
struct a quantum theory of gravitation. Also the recent progress towards
the unification of all non–gravitational interactions [12] shows the need to
include gravitation in a general scheme of an unified quantum field theory.
The first problem in quantizing gravity is the construction of a covariant
perturbation theory [13–21]. Einstein’s theory of gravitation is a typical non–
Abelian gauge theory with the diffeomorphism group as a gauge group [14].
3
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The quantization of gauge theories faces the known difficulty connected with
the presence of constraints [22, 23]. This problem was successfully solved in
the works of Feynman [13], De Witt [14] and Faddeev and Popov [15].
The most fruitful approach in quantum gravity is the background field
method of DeWitt [14, 26–47]. This method is a generalization of the method
of generating functionals in quantum field theory [48–50] to the case of non–
vanishing background field. Both the gravitational and the matter fields can
have the background classical part.
The basic object in the background field method is the effective action
functional. The effective action encodes, in principle, all the information
of the standard quantum field theory. It determines the elements of the
diagrammatic technique of perturbation theory, i.e., the full one–point prop-
agator and the full vertex functions, with regard to all quantum corrections,
and, hence, the perturbative S–matrix [14, 33, 45]. On the other hand, the
effective action gives at once the physical amplitudes in real external clas-
sical fields and describes all quantum effects in external fields [27, 28] (the
vacuum polarization of quantized fields, particle creation etc.) [53–58]. The
effective action functional is the most appropriate tool for investigating the
structure of the physical vacuum in various models of quantum field theory
with spontaneous symmetry breaking (Higgs vacuum, gluon condensation,
superconductivity) [24, 25, 51, 52].
The effective action makes it possible to take into account the back–
reaction of the quantum processes on the classical background, i.e., to obtain
the effective equations for the background fields [33, 34, 45, 46, 59–61]. In
this way, however, one runs into the difficulty connected with the dependence
of the off–shell effective action on the gauge and the parametrization of the
quantum field. In the paper [34] a gauge–invariant effective action (which
still depends parametrically on the gauge fixing and the parametrization) was
constructed. The explicitly reparametrization–invariant functional that does
not depend on the gauge–fixing (“unique” effective action) was constructed
in the papers [45, 46]. The “unique” effective action was studied in the
paper [47] in different models of quantum field theory (including Einstein
gravity) and in the paper of the author and Barvinsky [173] in case of higher–
derivative quantum gravity.
Thus, the calculation of the effective action is of high interest from the
point of view of the general formalism as well as for concrete applications.
The only practical method for the calculation of the effective action is the
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perturbative expansion in the number of loops [48–50]. All the fields are
split in a background classical part and quantum perturbations propagating
on this background. The part of the classical action, which is quadratic in
quantum fields, determines the propagators of the quantum fields in external
fields, and higher–order terms reproduce the vertices of perturbation theory
[33].
At one–loop level, the contribution of the gravitational loop is of the same
order as the contributions of matter fields [62, 63]. At usual energies much
lower than the Planck energy (E ≪ h¯c5/G ≈ 1019GeV ) the contributions
of additional gravitational loops are highly suppressed. Therefore, a semi–
classical concept applies when the quantum matter fields together with the
linearized perturbations of the gravitational field interact with the external
background gravitational field (and, probably, with the background matter
fields) [53–56, 62, 63]. This approximation is known as one–loop quantum
gravity [33, 64–66].
To evaluate the effective action it is necessary to find, first of all, the
Green functions of the quantum fields in the external classical fields of dif-
ferent nature. The Green functions in external fields were investigated by
a number of authors. Fock [67] proposed a method for solving the wave
equations in external electromagnetic fields by an integral transform in the
proper time parameter (“fifth” parameter). Schwinger [68, 69] generalized
the proper–time method and applied it to the calculation of the one–loop
effective action. De Witt [26, 28] reformulated the proper–time method in
geometrical language and applied it to the case of external gravitational field.
Analogous questions for the elliptic operators were investigated by mathe-
maticians [70–76]. In the papers [77, 78] the standard Schwinger–De Witt
technique was generalized to the case of arbitrary differential operators sat-
isfying the condition of causality.
The proper–time method gives at once the Green functions in the neigh-
bourhood of the light cone. Therefore, it is the most suitable tool for in-
vestigation of the ultraviolet divergences (calculation of counter–terms, β–
functions and anomalies). The most essential advantage of the proper–time
method is that it is explicitly covariant and enables one to introduce various
covariant regularizations of divergent integrals. The most popular are the an-
alytic regularizations: dimensional regularization, ζ–function regularization
etc. [53, 54]. There are a lot of works along this line of investigation over
the last years [79–106]. Although most of the papers restrict themselves to
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the one–loop approximation, the proper–time method is applicable at higher
loops too. In the papers [37, 39, 40, 43, 44] it was applied to analyze two–loop
divergences in various models of quantum field theory including Einstein’s
quantum gravity.
Another important area, where the Schwinger–De Witt proper–time me-
thod is successfully applied, is the vacuum polarization of massive quan-
tum fields by external background fields. When the Compton wave length
λ = h¯/mc, corresponding to the field mass m, is much smaller than the char-
acteristic scale L of the background field change, the proper–time method
gives immediately the expansion of the effective action in a series in the
small parameter (λ/L)2 [57, 58, 107]. The coefficients of this expansion are
proportional to the so–called De Witt coefficients and are local invariants,
constructed from the external fields and their covariant derivatives. In the
papers [98, 45] the general structure of the Schwinger–De Witt expansion of
the effective action was discussed. It was pointed out that there is a need to
go beyond the limits of the local expansion by the summation of the leading
derivatives of the external fields in this expansion. In the paper [45], based on
some additional assumptions concerning the convergence of the correspond-
ing series and integrals, the leading derivatives of the external fields were
summed up and a non–local expression for the one–loop effective action in
case of massless field was obtained.
Thus, so far, effective and explicitly covariant methods for calculation of
the effective action in arbitrary background fields are absent. All the calcu-
lations performed so far concern either the local structures of the effective
action or some model specific background fields (constant fields, homogenous
spaces etc.) [53, 54].
That is why the development of general methods for covariant calculations
of the effective action, which is especially needed in the quantum theory
of gauge fields and gravity, is an actual and new area of research. The
papers of the author [171, 172] are devoted to the development of this line of
investigation. Therein an explicitly covariant and effective technique for the
calculation of De Witt coefficients is elaborated. This technique is applicable
in the most general case of arbitrary external fields and spaces and can be
easily adopted to analytic calculations on computers. In these papers [171,
172] the renormalized one–loop effective action for massive scalar, spinor and
vector fields in external gravitational field up to terms of order O(1/m4) is
calculated.
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In spite of impressive progress in one–loop quantum gravity, a complete
self–consistent quantum theory of gravitation does not exist at present [108].
The difficulties of quantum gravity are connected, in the first line, with
the fact that there is not any consistent way to eliminate the ultraviolet
divergences arising in perturbation theory [109, 110]. It was found [111–
117] that in the one–loop approximation the pure Einstein gravity is finite
on mass–shell (or renormalizable in case of non–vanishing cosmological con-
stant). However, two–loop Einstein gravity is no longer renormalizable on
shell [118]. On the other hand, the interaction with the matter fields also
leads to non–renormalizability on mass–shell even in one–loop approximation
[119–128].
Among various approaches to the problem of ultraviolet divergences in
quantum gravity (supergravity [129–131], resummation [132–134] etc. [109,
110]) an important place is occupied by the modification of the gravita-
tional Lagrangian by adding quadratic terms in the curvature of general
type (higher–derivative theory of gravitation). This theory was investigated
by various authors both at the classical and at the quantum levels [135–161].
The main argument against higher–derivative quantum gravity is the
presence of ghosts in the linearized perturbation theory on flat background,
that breaks down the unitarity of the theory [140–151]. There were different
attempts to solve this problem by the summation of radiative corrections in
the propagator in the momentum representation [146–149, 153–155]. How-
ever, at present they cannot be regarded as convincing in view of causality
violation, which results from the unusual analytic properties of the S–matrix.
It seems likely that the problem of unitarity can be solved only beyond the
limits of perturbation theory [158].
Ultraviolet behavior of higher–derivative quantum gravity was studied
in the papers [140–157]. However, the one–loop counterterms were first ob-
tained in the paper of Julve and Tonin [145]. The most detailed investigation
of the ultraviolet behaviour of higher–derivative quantum gravity was car-
ried out in the papers of Fradkin and Tseytlin [153–156]. In these papers,
an inconsistency was found in the calculations of Julve and Tonin. The one–
loop counterterms were recalculated in higher–derivative quantum gravity
of general type as well as in conformally invariant models and in conformal
supergravity [155, 156]. The main conclusion of the papers [153–156] is that
higher–derivative quantum gravity is asymptotically free in the “physical” re-
gion of coupling constants, which is characterized by the absence of tachyons
Introduction 8
on the flat background. The presence of reasonably arbitrary matter does
not affect this conclusion.
Thus, the investigation of the ultraviolet behaviour of higher–derivative
quantum gravity is an important and actual problem in the general program
of constructing a consistent quantum gravity. This problem is just the one
that the author was concern with in the papers [173, 174]. Therein the off–
shell one–loop divergences of higher–derivative quantum gravity in arbitrary
covariant gauge of the quantum field were calculated. It was shown that
the results of previous authors contain a numerical error in the coefficient of
the R2–divergent term. The correction of this mistake radically changes the
asymptotic properties of the theory in the conformal sector. Although the
conclusion of [153–156] about the asymptotic freedom in the tensor sector of
the theory remains true, the conformal sector exhibits just opposite “zero–
charge” behavior in the “physical” region of coupling constants considered
in all previous papers [140–155]. In the “unphysical” region of coupling
constants, which corresponds to the positive definiteness of the part of the
Euclidean action quadratic in curvature, the “zero–charge” singularities at
finite energies are absent.
This dissertation is devoted to further development of the covariant meth-
ods for calculation of the effective action in quantum field theory and quan-
tum gravity, and to the investigation of the ultraviolet behaviour of higher–
derivative quantum gravity.
In Chap. 1. the background field method is presented. Sect. 1.1 contains
a short functional formulation of quantum field theory in the form that is
convenient for subsequent discussion. In Sect. 1.2 the standard proper–time
method with some extensions is presented in detail. Sect. 1.3 is concerned
with the questions connected with the problem of ultraviolet divergences,
regularization, renormalization and the renormalization group.
In Chap. 2 the explicitly covariant technique for the calculation of the
De Witt coefficients is elaborated. In Sect. 2.1 the methods of covariant
expansions of arbitrary fields in curved space with arbitrary linear connec-
tion in the generalized covariant Taylor series and the Fourier integral are
formulated in the most general form. In Sect. 2.2 all the quantities that will
be needed later are calculated in form of covariant Taylor series. In Sect.
2.3, based on the method of covariant expansions, the covariant technique
for the calculation of the De Witt coefficients in matrix terms is developed.
The corresponding diagrammatic formulation of this technique is given. The
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technique developed leads to the explicit calculation of De Witt coefficients
as well as to the analysis of their general structure. The possibility to use
the corresponding analytic manipulations on computers is pointed out. In
Sect. 2.4 the calculation of the De Witt coefficients a3 and a4 at coinciding
points is presented. In Sect. 2.5. the one–loop effective action for massive
scalar, spinor and vector fields in an external gravitational field is calculated
up to terms of order 1/m4.
In Chap. 3 the general structure of the Schwinger–De Witt asymptotic
expansion is analyzed and the partial summation of various terms is carried
out. In Sect. 3.1 the method for summation of the asymptotic series due to
Borel (see, e.g., [167], sect. 11.4) is presented and its application to quantum
field theory is discussed. In Sect. 3.2. the covariant methods for investi-
gations of the non–local structure of the effective action are developed. In
Sect. 3.3 the terms of first order in the external field in De Witt coefficients
are calculated and their summation is carried out. The non–local expression
for the Green function at coinciding points, up to terms of second order in
external fields, is obtained. The massless case is considered too. It is shown
that in the conformally invariant case the Green function at coinciding points
is finite at first order in external fields. In Sect. 3.4. the De Witt coefficients
at second order in external fields are calculated. The summation of the terms
quadratic in external fields is carried out, and the explicitly covariant non–
local expression for the one–loop effective action up to terms of third order in
external fields is obtained. All the formfactors, their ultraviolet asymptotics
and imaginary parts in the pseudo–Euclidean region above the threshold are
obtained explicitly. The massless case in four– and two–dimensional spaces
is considered too. In Sect. 3.5 all terms without covariant derivatives of the
external fields in De Witt coefficients, in the case of scalar field, are picked
out. It is shown that in this case the asymptotic series of the covariantly
constant terms diverges. By making use of the Borel summation procedure
of the asymptotic series, the Borel sum of the corresponding semi–classical
series is calculated. An explicit expression for the one–loop effective action,
non–analytic in the background fields, is obtained up to the terms with co-
variant derivatives of the external fields.
Chap. 4 is devoted to the investigation of higher–derivative quantum
gravity. In Sect. 4.1 the standard procedure of quantizing the gauge the-
ories as well as the formulation of the unique effective action is presented.
In Sect. 4.2 the one–loop divergences of higher–derivative quantum gravity
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with the help of the methods of the generalized Schwinger–De Witt technique
are calculated. The error in the coefficient of the R2–divergent term, due to
previous authors, is pointed out. In Sect. 4.3 the dependence of the diver-
gences of the effective action on the gauge of the quantum field is analyzed.
The off–shell divergences of the standard effective action in arbitrary covari-
ant gauge, and the divergences of the unique effective action, are calculated.
In Sect. 4.4 the corresponding renormalization–group equations are solved
and the ultraviolet asymptotics of the coupling constants are obtained. It
is shown that in the conformal sector of the theory there is no asymptotic
freedom in the “physical” region of the coupling constants. The presence of
the low–spin matter fields does not change this general conclusion: higher–
derivative quantum gravity necessarily goes beyond the limits of the weak
conformal coupling at high energies. The physical interpretation of such ul-
traviolet behaviour is discussed. It is shown that the asymptotic freedom
both in tensor and conformal sectors is realized in the “unphysical” region
of coupling constants, which corresponds to the positive–definite Euclidean
action. In Sect. 4.5 the effective potential (i.e., the effective action on the de
Sitter background) in higher–derivative quantum gravity is calculated. The
determinants of the second– and fourth–order operators are calculated with
the help of the technique of the generalized ζ–function. The correctness of
the result for the R2–divergence obtained in Sect. 4.2, as well as the cor-
rectness of the results for the arbitrary gauge and for the unique effective
action obtained in Sect. 4.3, are maintained. Both the effective potential in
arbitrary gauge and the unique effective potential are calculated. The unique
effective equations for the background field, i.e., for the curvature of de Sit-
ter space, that do not depend on the gauge and the parametrization of the
quantum field, are obtained. The first quantum correction to the background
curvature caused by the quantum effects is found.
In the Conclusion the main results obtained in the dissertation are sum-
marized.
In the dissertation we use the unit system h¯ = c = G = 1 (except for some
expressions where these quantities are contained explicitly) and the notation
and the sign conventions of the book [1].
Chapter 1
Background field method in
quantum field theory
1.1 Generating functional, Green functions
and the effective action
Let us consider an arbitrary field ϕ(x) on a n–dimensional space–time given
by its contravariant components ϕA(x) that transform with respect to some
(in general, reducible) representation of the group of general transformations
of the coordinates. The field components ϕA(x) can be of both bosonic and
fermionic nature. The fermion components are treated as anticommuting
Grassmanian variables [162], i.e.,
ϕAϕB = (−1)ABϕBϕA, (1.1)
where the indices in the exponent of the (−1) are equal to 0 for bosonic
indices and to 1 for the fermionic ones.
For the construction of a local action functional S(ϕ) one also needs a
metric of the configuration space EAB, i.e., a scalar product
(ϕ1, ϕ2) = ϕ
A
1 EABϕ
B
2 , (1.2)
that enables one to define the covariant fields components
ϕA = ϕ
BEBA, ϕ
B = ϕAE
−1 AB, (1.3)
11
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where E−1 AB is the inverse matrix
E−1 ABEBC = δAC , EACE
−1 CB = δ BA . (1.4)
The metric EAB must be nondegenerate both in bose–bose and fermi–fermi
sectors and satisfy the symmetry conditions
EAB = (−1)A+B+ABEBA, E−1 AB = (−1)ABE−1 BA. (1.5)
In the case of gauge–invariant field theories we assume that the corresponding
ghost fields are included in the set of the fields ϕA and the action S(ϕ) is
modified by inclusion of the gauge fixing and the ghost terms. To reduce the
writing we will follow, hereafter, the condensed notation of De Witt [26, 33]
and substitute the mixed set of indices (A, x), where x labels the space–time
point, by one small Latin index i ≡ (A, x): ϕi ≡ ϕA(x). The combined
summation–integration should be done over the repeated upper and lower
small Latin indices
ϕ1 iϕ
i
2 ≡
∫
dnxϕ1A(x)ϕ
A
2 (x). (1.6)
Now let us single out in the space–time two causally connected in– and
out– regions, that lie in the past and in the future respectively relative to
the region, which is of interest from the dynamical standpoint. Let us define
the vacuum states |in,vac> and |out,vac> in these regions and consider the
vacuum–vacuum transition amplitude
〈out, vac|in, vac〉 ≡ exp
{
i
h¯
W (J)
}
(1.7)
in presence of some external classical sources Ji vanishing in in– and out–
regions.
The amplitude (1.7) can be expressed in form of a formal functional in-
tegral [48–50]
exp
{
i
h¯
W (J)
}
=
∫
dϕM(ϕ) exp
{
i
h¯
[
S(ϕ) + Jiϕ
i
]}
, (1.8)
where M(ϕ) is a measure functional, which should be determined by the
canonical quantization of the theory [20, 45]. The integration in (1.8) should
be taken over all fields satisfying the boundary conditions determined by
the vacuum states |in, vac > and |out, vac >. The functional W (J) is of
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central interest in quantum field theory. It is the generating functional for
the Schwinger averages
〈
ϕi1 · · ·ϕik
〉
= exp
{
− i
h¯
W (J)
}(
h¯
i
)k
δkL
δJi1 · · · δJik
exp
{
i
h¯
W (J)
}
, (1.9)
where
〈F (ϕ)〉 ≡ 〈out, vac|T (F (ϕ)) |in, vac〉〈out, vac|in, vac〉 , (1.10)
δL is the left functional derivative and ‘T’ is the operator of chronological
ordering.
The first derivative of the functionalW (J) gives the mean field (according
to the tradition we will call it the background field)
〈
ϕi
〉
≡ Φi(J) = δL
δJi
W (J), (1.11)
the second derivative determines the one–point propagator
〈
ϕiϕk
〉
= ΦiΦk +
h¯
i
Gik, (1.12)
Gik(J) = δ
2
L
δJiδJk
W (J),
and the higher derivatives give the many–point Green functions
Gi1···ik(J) = δ
k
L
δJi1 · · · δJik
W (J). (1.13)
The generating functional for the vertex functions, the effective action
Γ(Φ), is defined by the functional Legendre transform:
Γ(Φ) = W (J)− JiΦi, (1.14)
where the sources are expressed in terms of the background fields, J = J(Φ),
by inversion of the functional equation Φ = Φ(J), (1.11).
The first derivative of the effective action gives the sources
δR
δΦi
Γ(Φ) ≡ Γ,i(Φ) = −Ji(Φ), (1.15)
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the second derivative determines the one–point propagator
δLδR
δΦiδΦk
Γ(Φ) ≡ Dik(Φ), Dik = (−1)i+k+ikDki, (1.16)
DikGkn = −δ ni ,
where δR is the right functional derivative, δ
n
i = δ
B
A δ(x, x
′), and δ(x, x′) is
the delta–function. The higher derivatives determine the vertex functions
Γi1···ik(Φ) =
δkR
δΦi1 · · · δΦik Γ(Φ). (1.17)
From the definition (1.14) and the equation (1.8) it is easy to obtain the
functional equation for the effective action
exp
{
i
h¯
Γ(Φ)
}
=
∫
dϕM(ϕ) exp
{
i
h¯
[
S(ϕ)− Γ,i(Φ)(ϕi − Φi)
]}
. (1.18)
Differentiating the equation (1.15) with respect to the sources one can express
all the many–point Green functions (1.13) in terms of the vertex functions
(1.17) and the one–point propagator (1.12). If one uses the diagrammatic
technique, where the propagator is represented by a line and the vertex func-
tions by vertexes, then each differentiation with respect to the sources adds
a new line in previous diagrams by all possible ways. Therefore, a many–
point Green function is represented by all kinds of tree diagrams with a given
number of external lines.
Thus when using the effective action functional for the construction of
the S–matrix (when it exists) one needs only the tree diagrams, since all
quantum corrections determined by the loops are already included in the full
one–point propagator and the full vertex functions. Therefore, the effective
equations (1.15),
Γ,i(Φ) = 0, (1.19)
(in absence of classical sources, J = 0) describe the dynamics of the back-
ground fields with regard to all quantum corrections.
The possibility to work directly with the effective action is an obvious
advantage. First, the effective action contains all the information needed to
construct the standard S–matrix [14, 29, 45]. Second, it gives the effective
equations (1.19) that enable one to take into account the influence of the
Chapter 1. Background field method 15
quantum effects on the classical configurations of the background fields [59,
60].
In practice, the following difficulty appear on this way. The background
fields, as well as all other Green functions, are not uniquely defined objects.
They depend on the parametrization of the quantum field [45, 46]. Ac-
cordingly, the effective action is not unique too. It depends essentially on
the parametrization of the quantum field off mass–shell, i.e., for background
fields that do not satisfy the classical equations of motion
S,i(Φ) = 0. (1.20)
On mass–shell, (1.20), the effective action is a well defined quantity and leads
to the correct S–matrix [14, 29, 30, 49].
A possible way to solve this difficulty was recently proposed in the pa-
pers [45, 46], where an effective action functional was constructed, that is ex-
plicitly invariant with respect to local reparametrizations of quantum fields
(“unique” effective action). This was done by introducing a metric and a
connection in the configuration space. Therein, [45, 46], the unique effective
action for the gauge field theories was constructed too. We will consider the
consequences of such a definition of the effective action in Chap. 5 when
investigating the higher–derivative quantum gravity.
The formal scheme of quantum field theory, described above, begins to
take on a concrete meaning in the framework of perturbation theory in the
number of loops [48–50] (i.e., in the Planck constant h¯):
Γ(Φ) = S(Φ) +
∑
k≥1
h¯k−1Γ(k)(Φ). (1.21)
Substituting the expansion (1.21) in (1.18), shifting the integration variable
in the functional integral ϕi = Φi +
√
h¯hi, expanding the action S(ϕ) and
the measure M(ϕ) in quantum fields hi and equating the coefficients at
equal powers of h¯, we get the recurrence relations that uniquely define all
the coefficients Γ(k). All the functional integrals are Gaussian and can be
calculated in the standard way [24]. As the result the diagrammatic technique
for the effective action is reproduced. The elements of this technique are the
bare one–point propagator, i.e., the Green function of the differential operator
∆ik(ϕ) =
δLδR
δϕiδϕk
S(ϕ), (1.22)
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and the local vertexes, determined by the classical action S(ϕ) and the mea-
sure M(ϕ).
In particular, the one–loop effective action has the form
Γ(1)(Φ) = − 1
2i
log
sdet∆(Φ)
M2(Φ) , (1.23)
where
sdet∆ = exp (str log∆) (1.24)
is the functional Berezin superdeterminant [162], and
strF = (−1i)F ii =
∫
dnx(−1)AFAA(x) (1.25)
is the functional supertrace.
The local functional measure M(ϕ) can be taken in the form of the
superdeterminant of the metric of the configuration space
M = (sdetEik(ϕ))1/2 , (1.26)
where
Eik(ϕ) = EAB(ϕ(x))δ(x, x
′). (1.27)
In this case dϕM(ϕ) is the volume element of the configuration space that
is invariant under the point transformations of the fields: ϕ(x) → F (ϕ(x)).
Using the multiplicativity of the superdeterminant [162], the one–loop effec-
tive action with the measure (1.26) can be rewritten in the form
Γ(1)(Φ) = − 1
2i
log sdet ∆ˆ, (1.28)
with
sdet ∆ˆik = E
−1 in∆nk. (1.29)
The local measure M(ϕ) can be also chosen in such a way, that the leading
ultraviolet divergences in the theory, proportional to the delta–function in
coinciding points δ(0), vanish [18, 20].
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1.2 Green functions of minimal differential
operators
The construction of Green functions of arbitrary differential operators (1.22),
(1.29) can be reduced finally to the construction of the Green functions of
the “minimal” differential operators of second order [78] that have the form
∆ik =
{
δAB( −m2) +QAB(x)
}
g1/2(x)δ(x, x′), (1.30)
where = gµν∇µ∇ν is the covariant d’Alambert operator,∇µ is the covariant
derivative, defined by means of some background connection Aµ(x),
∇µϕA = ∂µϕA +AABµϕB, (1.31)
gµν(x) is the metric of the background space–time, g(x) = − det gµν(x), m is
the mass parameter of the quantum field and QAB(x) is an arbitrary matrix.
The Green functionsGAB′(x, x
′) of the differential operator (1.30) are two–
point objects, which transform as the field ϕA(x) under the transformations
of coordinates at the point x, and as the current JB′(x
′) under the coordinate
transformations at the point x′. The indexes, belonging to the tangent space
at the point x′, are labelled with a prime.
We will construct solutions of the equation for the Green functions{
δAC( −m2) +QAC
}
GCB′(x, x
′) = −δABg−1/2(x)δ(x, x′), (1.32)
with appropriate boundary conditions, by means of the Fock–Schwinger–
De Witt proper time method [67–69, 26, 28] in form of a contour integral
over an auxiliary variable s,
G =
∫
C
i ds exp(−ism2)U(s), (1.33)
where the “evolution function” U(s) ≡ UAB′(s|x, x′) satisfies the equation
∂
∂is
U(s) =
(
1ˆ2+Q
)
U(s), 1ˆ ≡ δAB, (1.34)
with the boundary condition
UAB′(s|x, x′)
∣∣∣
∂C
= −δABg−1/2(x)δ(x, x′), (1.35)
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where ∂C is the boundary of the contour C.
The evolution equation (1.34) is as difficult to solve exactly as the initial
equation (1.32). However, the representation of the Green functions in form
of the contour integrals over the proper time, (1.33), is more convenient to
use for the construction of the asymptotic expansion of the Green functions
in inverse powers of the mass and for the study of the behavior of the Green
functions and their derivatives on the light cone, x → x′, as well as for
the regularization and renormalization of the divergent vacuum expectation
values of local variables (such as the energy–momentum tensor, one–loop
effective action etc.).
Deforming the contour of integration, C, over s in (1.33) we can get
different Green functions for the same evolution function. To obtain the
causal Green function (Feynman propagator) one has to integrate over s
from 0 to∞ and add an infinitesimal negative imaginary part to the m2 [26,
28]. It is this contour that we mean hereafter.
Let us single out in the evolution function a rapidly oscillating factor that
reproduces the initial condition (1.35) at s→ 0:
U(s) = i(4πs)−n/2∆1/2 exp
(
− σ
2is
)
PΩ(s), (1.36)
where σ(x, x′) is half the square of the geodesic distance between the points
x and x′,
∆(x, x′) = −g−1/2(x) det (−∇µ′∇νσ(x, x′)) g−1/2(x′) (1.37)
is the Van Fleck–Morette determinant, P ≡ PAB′(x, x′) is the parallel dis-
placement operator of the field along the geodesic from the point x′ to the
point x. We assume that there exists the only geodesic connecting the points
x and x′, the points x and x′ being not conjugate, and suppose the two–point
functions σ(x, x′), ∆(x, x′) and PAB′(x, x′) to be single–valued differentiable
functions of the coordinates of the points x and x′. When the points x and
x′ are close enough to each other this will be always the case [2, 26, 28].
The introduced “transfer function” Ω(s) ≡ ΩA′B′(s|x, x′) transforms as a
scalar at the point x and as a matrix at the point x′ (both its indexes are
primed). This function is regular in s at the point s = 0, i.e.,
ΩA
′
B′(0|x, x′)
∣∣∣
x→x′ = δ
A′
B′ (1.38)
Chapter 1. Background field method 19
independently on the way how x→ x′.
If one assumes that there are no boundary surfaces in space–time (that
we will do hereafter), then the transfer function is analytic also in x close
to the point x = x′ for any s, i.e., there exist finite coincidence limits of the
transfer function and its derivatives at x = x′ that do not depend on the way
how x approaches x′.
Using the equations for the introduced functions [26, 28],
σ =
1
2
σµσ
µ, σµ ≡ ∇µσ, (1.39)
σµ∇µP = 0, PAB′(x′, x′) = δA
′
B′ , (1.40)
σµ∇µ log ∆1/2 = 1
2
(n− σ), (1.41)
we obtain from (1.34) and (1.36) the transfer equation for the function Ω(s):(
∂
∂is
+
1
is
σµ∇µ
)
Ω(s) = P−1
(
1ˆ∆−1/2 ∆1/2 +Q
)
PΩ(s). (1.42)
If one solves the transfer equation (1.42) in form of a power series in the
variable s
Ω(s) =
∑
k≥0
(is)k
k!
ak, (1.43)
then from (1.38) and (1.42) one gets the recurrence relations for the De Witt
coefficients ak
σµ∇µa0 = 0, a0A′B′(x′, x′) = δA
′
B′ , (1.44)(
1 +
1
k
σµ∇µ
)
ak = P−1
(
1ˆ∆−1/2 ∆1/2 +Q
)
Pak−1. (1.45)
From the equations (1.44) it is easy to find the zeroth coefficient
a0
A′
B′(x, x
′) = δA
′
B′ . (1.46)
The other coefficients are calculated usually by differentiating the relations
(1.45) and taking the coincidence limits [26, 28]. However such method of
calculations is very cumbersome and non–effective. In this way only the coef-
ficients a1 and a2 at coinciding points were calculated [26, 83, 84]. The same
coefficients as well as the coefficient a3 at coinciding points were calculated
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in the paper [76] by means of a completely different noncovariant method.
Thus, up to now a manifestly covariant method for calculation of the De Witt
coefficients is absent.
In the Chap. 2 we develop a manifestly covariant and very convenient and
effective calculational technique that enables to calculate explicitly arbitrary
DeWitt coefficients ak as well as to analyze their general structure. Moreover,
the elaborated technique is very algorithmic and can be easily realized on
computers.
Let us stress that the expansion (1.43) is asymptotic and does not reflect
possible nontrivial analytical properties of the transfer function, which are
very important when doing the contour integration in (1.33). The expansion
in the power series in proper time, (1.43), corresponds physically to the
expansion in the dimensionless parameter that is equal to the ratio of the
Compton wave length, λ = h¯/mc, to the characteristic scale of variation of
the external fields, L. That means that it corresponds to the expansion in
the Planck constant h¯ in usual units [57, 58]. This is the usual semi–classical
approximation of quantum mechanics. This approximation is good enough
for the study of the light cone singularities of the Green functions, for the
regularization and renormalization of the divergent coincidence limits of the
Green functions and their derivatives in a space–time point, as well as for the
calculation of the vacuum polarization of the massive fields in the case when
the Compton wave length λ is much smaller than the characteristic length
scale L, λ/L = h¯/(mcL)≪ 1.
At the same time the expansion in powers of the proper time (1.43) does
not contain any information about all effects that depend non–analytically
on the Planck constant h¯ (such as the particle creation and the vacuum
polarization of massless fields) [28, 58]. Such effects can be described only
by summation of the asymptotic expansion (1.43). The exact summation in
general case is, obviously, impossible. One can, however, pick up the leading
terms in some approximation and sum them up in the first line. Such partial
summation of the asymptotic (in general, divergent) series is possible only
by employing additional physical assumptions about the analytical structure
of the exact expression and corresponding analytical continuation.
In the Chap. 3 we will carry out the partial summation of the terms that
are linear and quadratic in external fields as well as the terms without the
covariant derivatives of the external fields.
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1.3 Divergences, regularization, renormaliza-
tion and the renormalization group
A well known problem of quantum field theory is the presence of the ultravi-
olet divergences that appear by practical calculations in perturbation theory.
They are exhibited by the divergence of many integrals (over coordinates
and momentums) because of the singular behavior of the Green functions at
small distances. The Green functions are, generally speaking, distributions,
i.e., linear functionals defined on smooth finite functions [48, 49]. There-
fore, numerous products of Green functions appeared in perturbation theory
cannot be defined correctly.
A consistent scheme for eliminating the ultraviolet divergences and ob-
taining finite results is the theory of renormalizations [48, 49], that can be
carried out consequently in renormalizable field theories. First of all, one has
to introduce an intermediate regularization to give, in some way, the finite
values to the formal divergent expressions. Then one should single out the
divergent part and include the counterterms in the classical action that com-
pensate the corresponding divergences. In renormalizable field theories one
introduces the counterterms that have the structure of the individual terms
of the classical action. They are interpreted in terms of renormalizations of
the fields, the masses and the coupling constants.
By the regularization some new parameters are introduced: a dimension-
less regularizing parameter r and a dimensionful renormalization parameter
µ. After subtracting the divergences and going to the limit r → 0 the regu-
larizing parameter disappears, but the renormalization parameter µ remains
and enters the finite renormalized expressions. In renormalized quantum
field theories the change of this parameter is compensated by the change of
the coupling constants of the renormalized action, gi(µ), that are defined at
the renormalization point characterized by the energy scale µ. The physical
quantities do not depend on the choice of the renormalization point µ where
the couplings are defined, i.e., they are renormalization invariant. The trans-
formation of the renormalization parameter µ and the compensating trans-
formations of the parameters of the renormalized action gi(µ) form the group
of renormalization transformations [48, 163, 109]. The infinitesimal form of
these transformations determines the differential equations of the renormal-
ization group that are used for investigating the scaling properties (i.e., the
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behavior under the homogeneous scale transformation) of the renormalized
coupling parameters gi(µ), the many–point Green functions and other quan-
tities. In particular, the equations for renormalized coupling constants have
the form [109]
µ
d
dµ
g¯i(µ) = βi(g¯(µ)), (1.47)
where g¯i(µ) = µ
−digi(µ) are the dimensionless coupling parameters (di is the
dimension of the coupling gi), and βi(g¯) are the Gell–Mann–Low β–functions.
Let us note, that among the parameters gi(µ) there are also non–essential
couplings [109] (like the renormalization constants of the fields Zr(µ)) that
are not invariant under the redefinition of the fields. The equations for the
renormalization constants Zr(µ) have more simple form [109]
µ
d
dµ
Zr(µ) = γr(g¯(µ))Zr(µ), (1.48)
where γr(g¯) are the anomalous dimensions.
The physical quantities (such as the matrix elements of the S–matrix
on the mass–shell) do not depend on the details of the field definition and,
therefore, on the non–essential couplings. On the other hand, the off mass–
shell Green functions depend on all coupling constants including the non–
essential ones. We will apply the renormalization group equations for the
investigation of the ultraviolet behavior of the higher–derivative quantum
gravity in Chap. 4.
Let us illustrate the procedure of eliminating the ultraviolet divergences
by the example of the Green function of the minimal differential operator
(1.30) at coinciding points, G(x, x), and the corresponding one–loop effective
action Γ(1), (1.28). Making use of the Schwinger–De Witt representation for
the Green function (1.33) we have
G(x, x) =
∞∫
0
i ds i(4πis)−n/2 exp(−ism2)Ω(s|x, x), (1.49)
Γ(1) =
1
2
∞∫
0
ds
s
(4πis)−n/2 exp(−ism2)
∫
dnxg1/2str Ω(s|x, x). (1.50)
It is clear that in four–dimensional space–time (n = 4) the integrals over
the proper time in (1.49) and (1.50) diverge at the lower limit. Therefore,
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they should be regularized. To do this one can introduce in the proper time
integral a regularizing function ρ(isµ2; r) that depends on the regularizing
parameter r and the renormalization parameter µ. In the limit r → 0 the
regularizing function must tend to unity, and for r 6= 0 it must ensure the
convergence of the proper time integrals (i.e., it must approach zero suffi-
ciently rapidly at s → 0 and be bounded at s → ∞ by a polynomial). The
concrete form of the function ρ does not matter. In practice, one uses the
cut–off regularization, the Pauli–Villars one, the analytical one, the dimen-
sional one, the ζ–function regularization and others [54, 48, 49].
The dimensional regularization is one of the most convenient for the prac-
tical calculations (especially in massless and gauge theories) as well as for
general investigations [22, 50, 54, 111–114]. The theory is formulated in
the space of arbitrary dimension n while the topology and the metric of the
additional n − 4 dimensions can be arbitrary. To preserve the physical di-
mension of all quantities in the n–dimensional space–time it is necessary to
introduce the dimensionful parameter µ. All integrals are calculated in that
region of the complex plane of n where they converge. It is obvious that for
Ren < C, with some constant C, the integrals (1.49) and (1.50) converge
and define analytic functions of the dimension n. The analytic continuation
of these functions to the neighborhood of the physical dimension leads to sin-
gularities in the point n = 4. After subtracting these singularities we obtain
analytical functions in the vicinity of the physical dimension, the value of this
function in the point n = 4 defines the finite value of the initial expression.
Let us make some remarks on the dimensional regularization. The ana-
lytical continuation of all the relations of the theory to the complex plane
of the dimension n is not single–valued, since the values of a function of
complex variable in discrete integer values of the argument do not define the
unique analytical function [165]. There is also an arbitrariness connected
with the subtraction of the divergences. Together with the poles in (n − 4)
one can also subtract some finite terms (non–minimal renormalization). It is
also not necessary to take into account the dependence on the dimension of
some quantities (such as the volume element dn x g1/2(x), background fields,
curvatures etc.). On the other hand, one can specify the dependence of all
quantities on the additional n − 4 coordinates in some special explicit way
and then calculate the integrals over the n− 4 dimensions. This would lead
to an additional factor that will give, when expanding in n − 4, additional
finite terms. This u uncertainty affects only the finite renormalization terms
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that should be determined from the experiment.
Using the asymptotic expansion (1.43) we obtain in this way from (1.49)
and (1.50) the Green function at coinciding points and the one–loop effective
action in dimensional regularization
G(x, x) =
i
(4π)2
{(
2
n− 4 +C+ log
m2
4πµ2
)
(m2 − a1(x, x))−m2
}
+Gren(x, x), (1.51)
Gren(x, x) =
i
(4π)2
∑
k≥2
ak(x, x)
k(k − 1)m2(k−1) , (1.52)
Γ(1) =
1
2(4π)2
{
−1
2
(
2
n− 4 +C+ log
m2
4πµ2
)
(m4 − 2m2A1 + A2)
+
3
4
m4A0 −m2A1
}
+ Γ(1)ren, (1.53)
Γ(1)ren =
1
2(4π)2
∑
k≥3
Ak
k(k − 1)(k − 2)m2(k−2) , (1.54)
where C ≈ 0.577 is the Euler constant and
Ak ≡
∫
dnx g1/2str ak(x, x). (1.55)
Here all the coefficients ak and Ak are n–dimensional. However in that part,
which is analytical in n− 4, one can treat them as 4–dimensional.
Chapter 2
Technique for the calculation of
De Witt coefficients and its
applications
2.1 Covariant expansions of field variables in
curved space
Let us single out a small regular region in the space, fix a point x′ in it,
and connect any other point x with the point x′ by a geodesic x = x(τ),
x(0) = x′, where τ is an affine parameter.
The world function σ(x, x′) (in terminology of [2]), introduced in the
Chap. 1, has the form
σ(x, x′) =
1
2
τ 2x˙2(τ), (2.1)
where
x˙µ(τ) =
d
dτ
xµ(τ). (2.2)
The first derivatives of the function σ(x, x′) with respect to coordinates are
proportional to the tangent vectors to the geodesic at the points x and x′ [2],
σµ = τ x˙µ(τ), σµ
′
= −τ x˙µ(0), (2.3)
where
σµ = ∇µσ, σµ′ = ∇µ′σ.
25
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Herefrom, it follows, in particular, the basic identity (1.39), that the function
σ(x, x′) satisfies,
(D − 2)σ = 0, D ≡ σµ∇µ, (2.4)
the coincidence limits
[σ] = [σµ] = [σµ
′
] = 0, (2.5)
[f(x, x′)] ≡ lim
x→x′
f(x, x′), (2.6)
and the relation between the tangent vectors
σµ = −gµν′σν
′
, (2.7)
where gµν′(x, x
′) is the parallel displacement operator of vectors along the
geodesic from the point x′ to the point x. The non–primed (primed) indices
are lowered and risen by the metric tensor in the point x (x′).
By differentiating the basic identity (2.4) we obtain the relations
(D − 1)σµ = 0, σµ = ξµνσν , (2.8)
(D − 1)σµ′ = 0, σµ′ = ηµ′νσν , (2.9)
where
ξµν = ∇νσµ, ηµ
′
ν = ∇νσµ
′
. (2.10)
Therefrom the coincidence limits follow
[ξµν ] = −[ηµ
′
ν ] = δ
µ
ν , (2.11)
[∇(µ1 ...∇µk)σν ] = [∇(µ1 ...∇µk)σν
′
] = 0, (k ≥ 2). (2.12)
Let us consider a field ϕ = ϕA(x) and an affine connection Aµ = AABµ(x),
that defines the covariant derivative (1.31) and the commutator of covariant
derivatives,
[∇µ,∇ν ]ϕ = Rµνϕ, (2.13)
Rµν = ∂µAν − ∂νAµ + [Aµ,Aν]. (2.14)
Let us define the parallel displacement operator of the field ϕ along the
geodesic from the point x′ to the point x, P = PAB′(x, x′), to be the solution
of the equation of parallel transport,
DP = 0, (2.15)
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with the initial condition
[P] = P(x, x) = 1ˆ. (2.16)
Herefrom one can obtain the coincidence limits[
∇(µ1 ...∇µk)P
]
= 0, (k ≥ 1). (2.17)
In particular, when ϕ = ϕµ is a vector field, and the connection Aµ = Γαµβ is
the Christoffel connection, the equations (2.15) and (2.16) define the parallel
displacement operator of the vectors: P = gµν′(x, x′).
Let us transport the field ϕ parallel along the geodesic to the point x′
ϕ¯ = ϕ¯C
′
(x) = PC′A(x′, x)ϕA(x) = P−1ϕ, (2.18)
where P−1 = PC′A(x′, x) is the parallel displacement operator along the op-
posite path (from the point x to the point x′ along the geodesic):
PP−1 = 1ˆ. (2.19)
The obtained object ϕ¯, (2.18), is a scalar under the coordinate transfor-
mations at the point x, since it does not have any non–prime indices. By
considering ϕ¯ as a function of the affine parameter τ , let us expand it in the
Taylor series
ϕ¯ =
∑
k≥0
1
k!
τk
[
dk
dτk
ϕ¯
]
τ=0
. (2.20)
Noting that d/dτ = x˙µ∂µ, ∂µϕ¯ = ∇µϕ¯ and using the equation of the geodesic,
x˙µ∇µx˙ν = 0, and the equations (2.3), (2.9) and (2.18), we obtain
ϕ = P∑
k≥0
(−1)k
k!
σµ
′
1 · · ·σµ′kϕµ′1···µ′k , (2.21)
where
ϕµ′1···µ′k =
[
∇(µ1 · · ·∇µk)ϕ
]
. (2.22)
The equation (2.21) is the generalized covariant Taylor series for arbitrary
field with arbitrary affine connection in a curved space.
Let us show that the series (2.21) is the expansion in a complete set of
eigenfunctions of the operator D, (2.4). The vectors σµ and σµ
′
are the eigen-
functions of the operator D with the eigenvalues equal to 1 (see eqs. (2.8)
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and (2.9)). Therefore, one can construct the eigenfunctions with arbitrary
positive integer eigenvalues:
|0 >≡ 1,
|n >≡ |ν ′1...ν ′n >=
(−1)n
n!
σν
′
1 · · ·σν′n, (n ≥ 1), (2.23)
D|n >= n|n > . (2.24)
We have
|n1 > ⊗ · · · ⊗ |nk >=
(
n
n1, . . . , nk
)
|n >, (2.25)
where (
n
n1, . . . , nk
)
=
n!
n1! · · ·nk! , n = n1 + · · ·+ nk. (2.26)
Let us note that there exist more general eigenfunctions of the form
(σ)z|n > with arbitrary eigenvalues (n+ 2z)
D (σ)z|n >= (n+ 2z)(σ)z|n > . (2.27)
However, for non–integer or negative z these functions are not analytic in
coordinates of the point x in the vicinity of the point x′. For positive integer
z they reduce to the linear combinations of the functions (2.23). Therefore,
we restrict ourselves to the functions (2.23) having in mind to study only
regular fields near the point x′.
Let us introduce the conjugate functions
< m| ≡< µ′1 · · ·µ′m| = (−1)mgµ1µ′1 · · · g
µm
µ′m
∇(µ1 · · ·∇µm)δ(x, x′) (2.28)
and the scalar product
< m|n >=
∫
dnx < µ′1 · · ·µ′m|ν ′1...ν ′n > . (2.29)
Using the coincidence limits (2.11) and (2.12) it is easy to prove that the set
of the eigenfunctions (2.23) and (2.28) is orthonormal
< m|n >= δmn1(n), 1(n) ≡ δν1···νnµ1···µn = δν1(µ1 · · · δνnµn). (2.30)
The introduced scalar product (2.29) reduces to the coincidence limit of the
symmetrized covariant derivatives,
< m|ϕ >=
[
∇(µ1 · · ·∇µm)ϕ
]
. (2.31)
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Therefore, the covariant Taylor series (2.21) can be rewritten in a compact
form
|ϕ >= P∑
n≥0
|n >< n|ϕ > . (2.32)
Herefrom it follows the condition of completeness of the set of the eigenfunc-
tions (2.23) in the space of scalar functions regular in the vicinity of the point
x′
1I =
∑
n≥0
|n >< n|, (2.33)
or, more precisely,
δ(x, y) =
∑
n≥0
1
n!
σµ
′
1(x, x′) · · ·σµ′n(x, x′)gµ1µ′1 (y, x
′) · · · gµnµ′n (y, x′)
×∇y(µ1 · · ·∇yµn)δ(y, x′). (2.34)
Let us note that, since the parallel displacement operator P is an eigen-
function of the operatorD with zero eigenvalue, (2.15), one can also introduce
a complete orthonormal set of ‘isotopic’ eigenfunctions P|n > and < n|P−1.
The complete set of eigenfunctions (2.23) can be employed to present an
arbitrary linear differential operator F defined on the fields ϕ in the form
F =
∑
m,n≥0
P|m >< m|P−1FP|n >< n|P−1, (2.35)
where
< m|P−1FP|n >=
[
∇(µ1 · · ·∇µm)P−1FP
(−1)n
n!
σν
′
1 · · ·σν′n
]
(2.36)
are the “matrix elements” of the operator F (2.35). The matrix elements
(2.36) are expressed finally in terms of the coincidence limits of the deriva-
tives of the coefficient functions of the operator F , the parallel displacement
operator P and the world function σ.
For calculation of the matrix elements of differential operators (2.36) as
well as for constructing the covariant Fourier integral it is convenient to make
a change of the variables
xµ = xµ(σν
′
, xλ
′
), (2.37)
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i.e., to consider a function of the coordinates xµ as the function of the vectors
σν
′
(x, x′) and the coordinates xλ
′
.
The derivatives and the differentials in old and new variables are con-
nected by the relations
∂µ = η
ν′
µ∂¯ν′ , ∂¯ν′ = γ
µ
ν′∂µ,
dxµ = γµν′dσ
ν′ , dσν
′
= ην
′
µdx
µ, (2.38)
where ∂µ = ∂/∂x
µ, ∂¯µ′ = ∂/∂σ
µ′ , ην
′
µ is defined in (2.10), γ
µ
ν′ are the elements
of the inverse matrix,
γ = η−1, (2.39)
and η is a matrix with elements ην
′
µ.
From the coincidence limits (2.11) it follows that for close points x and
x′
det η 6= 0, det γ 6= 0, (2.40)
and, therefore, the change of variables (2.37) is admissible.
The corresponding covariant derivatives are connected by analogous re-
lations
∇µ = ην′µ∇¯ν′, ∇¯ν′ = γµν′∇µ. (2.41)
From the definition of the matrices η, (2.10), and γ, (2.39), one can get the
relations
∇
[λ
ηµ
′
ν] = 0, ∇¯[λ′γµν′] = 0, (2.42)
∇¯µ′
(
∆−1ηµ
′
ν
)
= 0, (2.43)
where ∆ is the Van Fleck–Morette determinant (1.37)
∆(x, x′) = g1/2(x′)g−1/2(x) det(−η) = g1/2(x′)g−1/2(x) det(−γ)−1
= det(−η¯) = (det(−γ¯))−1 = (detX)1/2 , (2.44)
and η¯, γ¯ and X are matrices with elements
η¯µ
′
ν′ = g
ν
ν′η
µ′
ν , γ¯
µ′
ν′ = g
µ′
µγ
µ
ν′ , (2.45)
Xµ
′ν′ = ηµ
′
µg
µνην
′
ν . (2.46)
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Let us note that the conjugate eigenfunctions (2.28) of the operator D
can be expressed in terms of the operators ∇¯, (2.41),
< m| ≡< µ′1 · · ·µ′m| = ∇¯(µ′1 · · · ∇¯µ′m)δ(x, x′). (2.47)
Therefore, the coefficients of the covariant Taylor series (2.21), (2.22), (2.31)
and (2.32) can be also written in terms of the operators ∇¯:
< m|ϕ >= (−1)m
[
∇¯(µ′1 · · · ∇¯µ′m)ϕ
]
. (2.48)
The commutator of the operators ∇¯, when acting on the parallel displace-
ment operator P, has the form
[∇¯µ′ , ∇¯ν′]P = R¯µ′ν′P, (2.49)
where
R¯µ′ν′ = γµµ′γνν′P−1RµνP
= ∇¯µ′A¯ν′ − ∇¯ν′A¯µ′ + [A¯µ′ , A¯ν′], (2.50)
A¯µ′ = P−1∇¯µ′P. (2.51)
The quantity (2.51) introduced here satisfies the equation (2.15),
σµ
′A¯µ′ = 0. (2.52)
On the other hand, when acting on the objects ϕ¯, (2.18), that do not
have non–primed indices, the operators ∇¯ commute with each other
[∇¯µ′ , ∇¯ν′ ]ϕ¯ = 0. (2.53)
Thus the vectors σν
′
and the operators ∇¯µ′ , (2.41), play the role analogous
to that of usual coordinates and the operator of differentiation in the tangent
space at the point x′. In particular,
[∇¯µ′ , σν′] = δν′µ′ . (2.54)
Therefore, one can construct the covariant Fourier integral in the tangent
space at the point x′ in the usual way using the variables σµ
′
. So that for
the fields ϕ¯, (2.18), we have
ϕ¯(k) =
∫
dnx g1/2(x)∆(x, x′) exp(ikµ′σ
µ′)ϕ¯(x),
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ϕ¯(x) =
∫
dnkµ
′
(2π)n
g1/2(x′) exp(−ikµ′σµ′)ϕ¯(k). (2.55)
Note, that the standard rule,
∇¯µ′ϕ¯(x) =
∫ dnkµ′
(2π)n
g1/2(x′) exp(−ikµ′σµ′)(−ikµ′)ϕ¯(k), (2.56)
takes place and the covariant momentum representation of the δ–function
has the form
δ(x, y) =
∫
dnkµ
′
(2π)n
g1/2(x′)g1/2(x)∆(x, x′) exp
{
ikµ′
(
σµ
′
(y, x′)− σµ′(x, x′)
)}
.
(2.55)
2.2 Structure elements of covariant expan-
sions
Let us calculate the quantities η, γ and X introduced in previous section.
By differentiating the equations (2.8) and (2.9) and commuting the covariant
derivatives we get
Dξ + ξ(ξ − 1ˆ) + S = 0, (2.58)
Dη + η(ξ − 1ˆ) = 0, (2.59)
where
ξ = ξµν , S = S
µ
ν , 1ˆ = δ
µ
ν ,
Sµν = R
µ
ανβσ
ασβ. (2.60)
By solving the eq. (2.59) with respect to the matrix ξ, substituting the
solution in (2.58) and taking into account (2.39) we obtain the linear equation
for the matrix γ¯ (2.45)
{
1ˆ
(
D2 +D
)
+ S¯
}
γ¯ = 0, (2.61)
where S¯ = S¯µ
′
ν′ = g
µ′
µg
ν
ν′S
µ
ν , with the boundary condition, (2.39), (2.11),
[γ¯] = −1. (2.62)
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One can solve the equation (2.61) perturbatively, treating the matrix S¯
as a perturbation. Supposing
γ¯ = −1ˆ + ˆ¯γ, (2.63)
we obtain {
1ˆ(D2 +D) + S¯
}
ˆ¯γ = S¯, [ˆ¯γ] = 0. (2.64)
Herefrom we have formally
ˆ¯γ =
{
1ˆ(D2 +D) + S¯
}−1
S¯ =
∑
k≥1
(−1)k+1
{
(D2 +D)−1S¯
}k · 1ˆ. (2.65)
The formal expression (2.65) becomes meaningful in terms of the expansion
in the eigenfunctions of the operator D, (2.23). The inverse operator
(D2 +D)−1 =
∑
n≥0
1
n(n + 1)
|n >< n|, (2.66)
when acting on the matrix S¯, is well defined, since < 0|S¯ >= 0. Expanding
the matrix S¯ in the covariant Taylor matrix according to (2.21) and (2.32),
S¯ =
∑
n≥2
(−1)n
(n− 2)!K(n), (2.67)
where K(n) is the matrix with entries K
µ′
ν′(n)
Kµ
′
ν′(n) = K
µ′
ν′µ′1···µ′nσ
µ′1 · · ·σµ′n ,
Kµνµ1···µn = ∇(µ1 · · ·∇µn−2Rµµn−1|ν|µn), (2.68)
we obtain
γ¯ = −1ˆ +∑
n≥2
(−1)n
n!
γ(n), (2.69)
γ(n) = γµ′1···µ′nσ
µ′1 · · ·σµ′n
=
∑
1≤k≤[n
2
]
(−1)k+1(2k)!
(
n
2k
) ∑
n1,···,nk≥2
n1+···+nk=n
(
n− 2k
n1 − 2, · · · , nk − 2
)
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× K(nk)
n(n + 1)
· K(nk−1)
(n1 + · · ·+ nk−1)(n1 + · · ·+ nk−1 + 1) (2.70)
× · · · K(n2)
(n1 + n2)(n1 + n2 + 1)
· K(n1)
n1(n1 + 1)
, (2.71)
where (
n
m
)
=
n!
m!(n−m)! . (2.70a)
Let us write down some first coefficients (2.70):
γαβµ1µ2 =
1
3
Rα(µ1|β|µ2),
γαβµ1µ2µ3 =
1
2
∇(µ1Rαµ2|β|µ3), (2.71)
γαβµ1µ2µ3µ4 =
3
5
∇(µ1∇µ2Rαµ3|β|µ4) −
1
5
Rα(µ1|γ|µ2R
γ
µ3|β|µ4).
Using the solution (2.69) one can find all other quantities. The inverse matrix
η¯ = γ¯−1 has the form
η¯ = −1ˆ +∑
n≥2
(−1)n
n!
η(n), (2.72)
η(n) = ηµ′1···µ′nσ
µ′1 · · ·σµ′n
= − ∑
1≤k≤[n
2
]
∑
n1,···,nk≥2
n1+···+nk=n
(
n
n1, · · ·nk
)
γ(nk) · · · γ(n1). (2.73)
Some first coefficients (2.73) equal
ηαβµ1µ2 = −
1
3
Rα(µ1|β|µ2),
ηαβµ1µ2µ3 = −
1
2
∇(µ1Rαµ2|β|µ3), (2.74)
ηαβµ1µ2µ3µ4 = −
3
5
∇(µ1∇µ2Rαµ3|β|µ4) −
7
15
Rα(µ1|γ|µ2R
γ
µ3|β|µ4).
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Using (2.64) and (2.72) we find the matrix X:
Xµ
′ν′ = gµ
′ν′ +
∑
n≥2
(−1)n
n!
Xµ
′ν′
(n), (2.75)
Xµ
′ν′
(n) = X
µ′ν′
µ′1···µ′nσ
µ′1 · · ·σµ′n
= −2η(µ′ν′)(n) +
∑
2≤k≤n−2
(
n
k
)
η
(µ′
α(n−k)η
ν′)α
(k). (2.76)
The lowest order coefficients (2.76) read
Xµνµ1µ2 =
2
3
Rµ ν(µ1 µ2),
Xµνµ1µ2µ3 = ∇(µ1Rµ νµ2 µ3), (2.77)
Xµνµ1µ2µ3µ4 =
6
5
∇(µ1∇µ2Rµ νµ3 µ4) +
8
5
Rµ(µ1|α|µ2R
α ν
µ3 µ4)
.
Finally, we find the Van Fleck–Morette determinant (2.44):
∆ = exp(2ζ),
ζ =
∑
n≥2
(−1)n
n!
ζ(n), (2.78)
ζ(n) = ζµ′1···µ′nσ
µ′1 · · ·σµ′n
=
∑
1≤k≤[n
2
]
1
2k
∑
n1,···,nk≥2
n1+···+nk=n
(
n
n1, · · · , nk
)
tr
(
γ(n1) · · ·γ(nk)
)
. (2.79)
The first coefficients (2.79) equal
ζµ1µ2 =
1
6
Rµ1µ2 ,
ζµ1µ2µ3 =
1
4
∇(µ1Rµ2µ3), (2.80)
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ζµ1µ2µ3µ4 =
3
10
∇(µ1∇µ2Rµ3µ4) +
1
15
Rα(µ1|γ|µ2R
γ α
µ3 µ4)
.
Let us calculate the quantity A¯µ′, (2.51). By differentiating the equation
(2.52) and using (2.50) we obtain
(D + 1)A¯µ′ = −γ¯ν′µ′L¯ν′, (2.81)
where
L¯ν′ = gµν′P−1RµαPσα. (2.82)
Herefrom we have
A¯µ′ = −(D + 1)−1γ¯ν′µ′L¯ν′ , (2.83)
where the inverse operator (D + 1)−1 is defined by
(D + 1)−1 =
∑
n≥0
1
n+ 1
|n >< n|.
Expanding the vector L¯µ′ , (2.82), in the covariant Taylor series (2.21), (2.32)
L¯µ′ =
∑
n≥1
(−1)n
(n− 1)!Rµ′(n), (2.85)
where
Rµ′(n) = Rµ′µ′1···µ′nσµ
′
1 · · ·σµ′n ,
Rµµ1···µn = ∇(µ1 · · ·∇µn−1Rµµn), (2.86)
we obtain
A¯µ′ =
∑
n≥1
(−1)n
n!
Aµ′(n), (2.87)
Aµ′(n) = Aµ′µ′1···µ′nσµ
′
1 · · ·σµ′n
=
n
n+ 1

Rµ′(n) − ∑
2≤k≤n−1
(
n− 1
k
)
γα
′
µ′(k)Rα′(n−k)

 . (2.88)
In particular, the first coefficients (2.88) have the form
Aµµ1 =
1
2
Rµµ1 ,
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Aµµ1µ2 =
2
3
∇(µ1R|µ|µ2), (2.89)
Aµµ1µ2µ3 =
3
4
∇(µ1∇µ2R|µ|µ3) −
1
4
Rα(µ1|µ|µ2Rαµ3).
Thus we have obtained all the needed quantities in form of covariant Taylor
series: (2.69), (2.72), (2.75), (2.78) and (2.87).
In particular case, when all the derivatives of the curvature tensors can
be neglected,
∇µRαβγδ = 0, ∇µRαβ = 0, (2.90)
one can solve exactly the equations (2.61), (2.81) or, equivalently, sum up
all terms in the Taylor series, which do not contain the derivatives of the
curvature tensors. In this case the Taylor series (2.69) is a power series in
the matrix S¯. It is an eigenmatrix of the operator D,
DS¯ = 2S¯, (2.91)
and, therefore, when acting on the series (2.69), one can present the operator
D in the form
D = 2S¯
d
dS¯
, (2.92)
and treat the matrix S¯ as an usual scalar variable. Substituting (2.92) in
(2.61), we obtain an ordinary second order differential equation(
d2
dt2
+
2
t
d
dt
+ 1ˆ
)
γ¯ = 0, t ≡
√
S¯, (2.93)
that has the general solution
γ¯ = (S¯)−1/2
(
C1 sin
√
S¯ + C2 cos
√
S¯
)
, (2.94)
where C1 and C2 are the integration constants. Using the initial condition
(2.62), we have finally C1 = −1, C2 = 0, i.e.,
γ¯ = −sin
√
S¯√
S¯
. (2.95)
In any case this formal expression makes sense as the series (2.69). It is
certain to converge for close points x and x′.
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Using (2.95), (2.39) and (2.46) we find easily the matrices η¯ and X
η¯ = −
√
S¯
sin
√
S¯
,
X =
S¯
sin2
√
S¯
, (2.96)
and the Van Fleck–Morette determinant ∆, (2.44),
∆ = det


√
S¯
sin
√
S¯

 . (2.97)
The vector A¯µ′ , (2.87), in the case (2.90) is presented as the product of some
matrix Hµ
′
ν′ , that does not depend on Rµν , and the vector L¯µ′, (2.82),
A¯µ′ = Hµ′ν′L¯ν′. (2.98)
Substituting (2.98) in (2.81) and using the equation
DL¯µ′ = L¯µ′, (2.99)
we get the equation for the matrix H
(D + 2)Hµ
′
ν′ = −γ¯µ
′
ν′ . (2.100)
Substituting (2.92) and (2.95) in (2.100), we obtain an ordinary first order
differential equation(
t
d
dt
+ 1ˆ · 2
)
H =
sin t
t
, t ≡
√
S¯. (2.101)
The solution of this equation has the form
H = S¯−1
(
1ˆ− cos
√
S¯ + C3
)
, (2.102)
where C3 is the integration constant. Using the initial condition [A¯µ′ ] = 0,
we find C3 = 0, i.e., finally
H = S¯−1
(
1ˆ− cos
√
S¯
)
,
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A¯µ′ =
{
S¯−1
(
1ˆ− cos
√
S¯
)}
µ′ν′
L¯ν′. (2.103)
Let us apply the formulas (2.95)–(2.97) and (2.103) to the case of the De
Sitter space with the curvature
Rµανβ = Λ(δ
µ
ν gαβ − δµβgαν), Λ = const. (2.104)
The matrix S¯, (2.60), (2.61), and the vector L¯µ′ , (2.82), have in this case the
form
S¯µ
′
ν′ = 2ΛσΠ⊥
µ′
ν′ , L¯µ′ = −Rµ′ν′σν
′
, (2.105)
where
Π⊥
µ′
ν′ = δ
µ′
ν′ −
σµ
′
σν′
2σ
, Π⊥
2 = Π⊥, (2.106)
Π⊥ν
′
µ′σ
µ′ = σν′Π⊥ν
′
µ′ = 0,
Π⊥ being the projector on the hypersurface that is orthogonal to the vector
σµ
′
. Using (2.106) we obtain for an analytic function of the matrix S¯
f(S¯) =
∑
k≥0
ckS¯
k = f(0)(1ˆ− Π⊥) + f(2Λσ)Π⊥. (2.107)
Thus the formal expressions (2.95)–(2.97) and (2.103) take the concrete form
γ¯µ
′
ν′ = −δµ
′
ν′Φ +
σµ
′
σν′
2σ
(Φ− 1),
η¯µ
′
ν′ = −δµ
′
ν′Φ
−1 +
σµ
′
σν′
2σ
(Φ−1 − 1), (2.108)
Xµ
′ν′ = gµ
′ν′Φ−2 +
σµ
′
σν
′
2σ
(1− Φ−2),
Hµ
′
ν′ = δ
µ′
ν′Ψ+
σµ
′
σν′
2σ
(
1
2
−Ψ
)
,
where
Φ =
sin
√
2Λσ√
2Λσ
, Ψ =
1− cos√2Λσ
2Λσ
.
Using eq. (2.105) one can neglect the longitudinal terms in the matrix H
(2.108) and obtain the quantity A¯µ′:
A¯µ′ = −ΨRµ′ν′σν′ . (2.109)
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In the case (2.90) it is transverse,
∇¯µ′A¯µ′ = 0. (2.110)
Let us stress that all formulas obtained in present section are valid for
spaces of any dimension and signature.
2.3 Technique for the calculation of De Witt
coefficients
Let us apply the method of covariant expansions developed above to the cal-
culation of the De Witt coefficients ak, i.e., the coefficients of the asymptotic
expansion of the transfer function (1.43). Below we follow our paper [172].
From the recurrence relations (1.45) we obtain the formal solution
ak =
(
1 +
1
k
D
)−1
F
(
1 +
1
k − 1D
)−1
F · · · (1 +D)−1F, (2.111)
where the operator D is defined by (2.4) and the operator F has the form
F = P−1(1ˆ∆−1/2 ∆1/2 +Q)P. (2.112)
In the present section we develop a convenient covariant and effective
method that gives a practical meaning to the formal expression (2.111). It
will suffice, in particular, to calculate the coincidence limits of the De Witt
coefficients ak and their derivatives.
First of all, we suppose that there exist finite coincidence limits of the
De Witt coefficients
[ak] ≡ lim
x→x′
ak(x, x
′), (2.113)
that do not depend on the way how the points x and x′ approach each
other, i.e., the De Witt coefficients ak(x, x
′) are analytical functions of the
coordinates of the point x near the point x′. Otherwise, i.e., if the limit
(2.113) is singular, the operator (1 + 1
k
D) does not have a single–valued
inverse operator, since there exist the eigenfunctions of this operator with
eigenvalues equal to zero
Dσ−n/2|n >= 0,
(
1 +
1
k
D
)
σ−(k+n)/2|n >= 0. (2.114)
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Therefore, the zeroth coefficient a0(x, x
′) is defined in general up to an
arbitrary function f(σµ
′
/
√
σ; x′), and the inverse operator (1 + 1
k
D)−1 is
defined up to an arbitrary function σ−k/2fk(σµ
′
/
√
σ; x′).
Using the covariant Taylor series (2.21) and (2.32) for the De Witt coef-
ficients
ak =
∑
n≥0
|n >< n|ak > (2.115)
and defining the inverse operator (1 + 1
k
D)−1 in form of the eigenfunctions
expansion (2.35),
(
1 +
1
k
D
)−1
=
∑
n≥0
k
k + n
|n >< n|, (2.116)
we obtain from (2.111)
< n|ak >=
∑
n1,···,nk−1≥0
k
k + n
· k − 1
k − 1 + nk−1 · · ·
1
1 + n1
× < n|F |nk−1 >< nk−1|F |nk−2 > · · · < n1|F |0 >, (2.117)
where
< m|F |n >=
[
∇(µ1 · · ·∇µm)F
(−1)n
n!
σν
′
1 · · ·σν′n
]
(2.118)
are the matrix elements (2.36) of the operator F , (2.112).
Since the operator F , (2.112), is a differential operator of second order,
its matrix elements < m|F |n >, (2.118), do not vanish only for n ≤ m+ 2.
Therefore, the sum (2.117) always contains a finite number of terms, i.e., the
summation over ni is limited from above
n1 ≥ 0, ni ≤ ni+1 + 2, (i = 1, . . . , k − 1; nk ≡ n). (2.119)
Thus we reduced the problem of calculation of the De Witt coefficients
to the calculation of the matrix elements (2.118) of the operator F , (2.112).
For the calculation of the matrix elements (2.118) it is convenient to write
the operator F , (2.112), in terms of the operators ∇¯µ′ , (2.41). Using (2.112),
(2.41)–(2.46) and (2.51) we obtain
F = P−1∆1/2∇¯µ′∆−1Xµ′ν′∇¯ν′∆1/2P + Q¯
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=
{
1ˆ(∇¯µ′ − ζµ′) + A¯µ′
}
Xµ
′ν′
{
1ˆ(∇¯ν′ + ζν′) + A¯ν′
}
+ Q¯
= 1ˆXµ
′ν′∇¯µ′∇¯ν′ + Y µ′∇¯µ′ + Z, (2.120)
where
Q¯ = P−1QP,
ζµ′ = ∇¯µ′ζ = ∇¯µ′ log∆1/2, (2.121)
Y µ
′
= 1ˆ∇¯ν′Xν′µ′ + 2Xµ′ν′A¯ν′, (2.122)
Z = Xµ
′ν′
(
A¯µ′A¯ν′ − 1ˆζµ′ζν′
)
+ ∇¯ν′
{
Xµ
′ν′
(
1ˆζµ′ + A¯µ′
)}
+ Q¯. (2.123)
Now one can easily calculate the matrix elements (2.118). Using (2.54),
(2.5) and (2.48) we obtain from (2.118)
< m|F |m+ 2 >= 1ˆδ(ν1···νmµ1···µm gνm+1νm+2),
< m|F |m+ 1 >= 0,
< m|F |n > =
(
m
n
)
δν1···νn(µ1···µnZµn+1···µm) −
(
m
n− 1
)
δ
(ν1···νn−1
(µ1···µn−1Y
νn)
µn···µm)
+
(
m
n− 2
)
1ˆδ
(ν1···νn−2
(µ1···µn−2X
νn−1νn)
µn−1···µm), (2.124)
where
Zµ1···µn = (−1)n
[
∇¯(µ′1 · · · ∇¯µ′n)Z
]
,
Y νµ1···µn = (−1)n
[
∇¯(µ′1 · · · ∇¯µ′n)Y ν
′
]
,
Xν1ν2µ1···µn = (−1)n
[
∇¯(µ′1 · · · ∇¯µ′n)Xν
′
1ν
′
2
]
. (2.125)
In (2.124) it is meant that the binomial coefficient
(
n
k
)
is equal to zero if
k < 0 or n < k.
Thus, to calculate the matrix elements (2.118) it is sufficient to have the
coincidence limits of the symmetrized covariant derivatives (2.125) of the
coefficient functions Xµ
′ν′ , Y µ
′
and Z, (2.122), (2.123), i.e., the coefficients
of their Taylor expansions (2.48), that are expressed in terms of the Taylor
coefficients of the quantities Xµ
′ν′, (2.76), A¯µ′, (2.88), and ζ , (2.78), (2.79),
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found in the Sect. 2.2. From the dimensional arguments it is obvious that
for m = n the matrix elements < m|F |n >, (2.124), (2.125), are expressed in
terms of the curvature tensors Rαβγδ, Rµν and the matrix Q; for m = n + 1
— in terms of the quantities ∇R, ∇R and ∇Q; for m = n + 2 — in terms
of the quantities of the form R2, ∇∇R etc.
In the calculation of the De Witt coefficients by means of the matrix
algorithm (2.117) a “diagrammatic” technique, i.e., a graphic method for
enumerating the different terms of the sum (2.117), turns out to be very
convenient and pictorial. The matrix elements < m|F |n >, (2.118), are
presented by some blocks with m lines coming in from the left and n lines
going out to the right (Fig. 1),
m
{
...

ff...
}
n
Fig. 1
and the product of the matrix elements < m|F |k >< k|F |n > — by two
blocks connected by k intermediate lines (Fig. 2),
m
{
...

ff
k
{
...

ff...
}
n
Fig. 2
that represents the contractions of corresponding tensor indices.
To obtain the coefficient < n|ak >, (2.117), one should draw all possible
diagrams with k blocks connected in all possible ways by any number of in-
termediate lines. When doing this, one should keep in mind that the number
of the lines, going out of any block, cannot be greater than the number of
the lines, coming in, by more than two and by exactly one (see (2.124)).
Then one should sum up all diagrams with the weight determined for each
diagram by the number of intermediate lines from (2.117). Drawing of such
diagrams is of no difficulties. Therefore, the main problem is reduced to the
calculation of some standard blocks.
Let us note that the elaborated technique does not depend at all on the
dimension and on the signature of the manifold and allows to obtain results
in most general case. It is also very algorithmic and can be easily adopted
for analytic computer calculations.
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2.4 De Witt coefficients a3 and a4 at coincid-
ing points
Using the developed technique one can calculate the coincidence limits (2.113)
of the De Witt coefficients [a3] and [a4]. The coefficients [a1] and [a2], that
determine the one–loop divergences (1.51), (1.53), have long been calculated
by De Witt [26], Christensen [83, 84] and Gilkey [76]. The coefficient [a3],
that describes the vacuum polarization of massive quantum fields in the low-
est nonvanishing approximation ∼ 1/m2, (1.54), was calculated in general
form first by Gilkey [76]. The coefficient [a4] in general form has not been
calculated until now.
The diagrams for the De Witt coefficients [a3] and [a4] have the form,
(2.117),
[a3] = j j j + 1
3
j j j + 2
4
j j j
+
2
4
· 1
2
j j j + 2
4
· 1
3
j j j + 2
4
· 1
5
j j j,
(2.126)
[a4] = j j j j + 1
3
j j j j + 2
4
j j j j
+
3
5
j j j j + 1
5
· 2
4
j j j j + 2
4
· 1
2
j j j j
+
3
5
· 2
3
j j j j + 2
4
· 1
3
j j j j
+
3
5
· 1
3
j j j j + 3
5
· 2
4
j j j j
+
3
5
· 2
6
j j j j + 3
5
· 2
3
· 1
2
j j j j
+
3
5
· 2
4
· 1
2
j j j j + 3
5
· 2
4
· 1
3
j j j j
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+
3
5
· 2
3
· 1
4
j j j j + 3
5
· 2
6
· 1
2
j j j j
+
3
5
· 2
4
· 1
5
j j j j + 3
5
· 2
6
· 1
3
j j j j
+
3
5
· 2
6
· 1
4
j j j j + 3
5
· 2
6
· 1
5
j j j j
+
3
5
· 2
6
· 1
7
j j j j. (2.127)
Substituting the matrix elements (2.124) in (2.126) and (2.127) we express
the coefficients [a3] and [a4] in terms of the quantities X, Y and Z, (2.125),
[a3] = P
3 +
1
2
[P, Z(2)]+ +
1
2
BµZµ +
1
10
Z(4) + δ3, (2.128)
[a4] = P
4 +
3
5
[
P 2, Z(2)
]
+
+
4
5
PZ(2)P +
4
5
[P,BµZµ]+
+
2
5
BµPZµ − 2
5
BµY
νµZν +
1
3
Z(2)Z(2) +
2
5
BµZµ(2)
+
2
5
CµZµ +
1
5
[
P, Z(4)
]
+
+
4
15
DµνZµν + 1
35
Z(6) + δ4, (2.129)
where
δ3 =
1
6
Uµν1 Zµν , (2.130)
δ4 =
4
15
PUµν1 Zµν + U
µν
1
{
3
10
ZµνP +
1
10
PZµν +
3
10
ZµZν
− 3
10
Y αµνZα −
1
5
Y αµZαν +
1
10
XαβµνZαβ +
7
50
Zµν(2)
}
+
1
5
Uµνλ2 Zµνλ +
4
25
Uµναβ3 Zµναβ. (2.131)
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Here the following notation is introduced:
P = [Z],
Z(2) = g
µ1µ2Zµ1µ2 , (2.132)
Z(4) = g
µ1µ2gµ3µ4Zµ1···µ4 ,
Z(6) = g
µ1µ2gµ3µ4gµ5µ6Zµ1···µ6 , (2.133)
Zµ(2) = g
µ1µ2Zµµ1µ2 ,
Zµν(2) = g
µ1µ2Zµνµ1µ2 , (2.134)
Bµ = Zµ − 1
2
gµ1µ2Y µµ1µ2 , (2.135)
Cµ = Zµ(2) −
1
4
gµ1µ2gµ3µ4Y µµ1···µ4 , (2.136)
Dµν = Zµν − gµ1µ2Y (µν)µ1µ2 +
1
4
1ˆgµ1µ2gµ3µ4Xµν µ1···µ4 , (2.137)
Uµν1 = −2Y (µν) + 1ˆgµ1µ2Xµν µ1µ2 , (2.138)
Uµνλ2 = −Y (µνλ) + 1ˆgµ1µ2X(µνλ)µ1µ2 , (2.139)
Uµναβ3 = X
(µναβ), (2.140)
and [A,B]+ denotes the anti–commutator of the matrices A and B.
Using the formulas (2.132)–(2.140), (2.125), (2.122) and (2.123) and the
quantities Xµ
′ν′ , A¯µ′ and ζ , (2.70)–(2.89), and omitting cumbersome compu-
tations we obtain
P = Q+
1
6
1ˆR, (2.141)
Yµν = Rµν + 1
3
1ˆRµν , (2.142)
Uµν1 = U
µναβ
3 = 0, (2.143)
Zµ = ∇µP − 1
3
Jµ, (2.144)
Bµ = ∇µP + 1
3
Jµ, (2.145)
Uµνλ2 = 0, (2.146)
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Z(2) =
(
Q+
1
5
1ˆR
)
+
1
30
1ˆ
(
RµναβR
µναβ − RµνRµν
)
+
1
2
RµνRµν , (2.147)
Zµν =Wµν − 1
2
∇(µJν), (2.148)
Dµν =Wµν + 1
2
∇(µJν), (2.149)
Zµ(2) = Vµ +Gµ, (2.150)
Cµ = Vµ −Gµ, (2.151)
where
Jµ = ∇αRαµ, (2.152)
Wµν = ∇(µ∇ν)
(
Q+
3
20
1ˆR
)
+ 1ˆ
{
1
20
Rµν − 1
15
RµαR
α
ν
+
1
30
RµαβγR
αβγ
ν +
1
30
RαβR
α β
µ ν
}
+
1
2
Rα(µRαν), (2.153)
Vµ = Qµ(2) +
1
2
[Rαβ ,∇µRαβ ]+ − 1
3
[Jν ,Rνµ]+
+1ˆ
{
1
5
∇µ R + 1
9
Rνµ∇νR +
1
15
Rαβγδ∇µRαβγδ
− 1
15
Rαβ∇µRαβ
}
, (2.154)
Qµ(2) = g
µ1µ2∇(µ∇µ1∇µ2)Q
= ∇µ Q+ [Rνµ,∇νQ] + 1
3
[Jµ, Q] +
2
3
Rνµ∇νQ, (2.155)
Gµ = −1
5
Jµ − 2
15
[Rαµ, Jα]− 1
10
[Rαβ ,∇µRαβ ]
− 2
15
Rαβ∇αRβµ + 2
15
Rµαβγ∇αRβγ − 7
45
RµαJ
α
+
2
5
∇αRβµRβα − 1
15
∇αRRαµ. (2.156)
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The result for the coefficient Z(4) has more complicated form
Z(4) = Q(4) + 2[Rµν ,∇µJν ]+ + 8
9
JµJ
µ +
4
3
∇µRαβ∇µRαβ
+6RµνRνγRγµ +
10
3
RαβRµαRµβ − RµναβRµνRαβ
+1ˆ
{
3
14
2R +
1
7
Rµν∇µ∇νR− 2
21
Rµν Rµν
+
4
7
Rα βµ ν∇α∇βRµν +
4
63
∇µR∇µR− 1
42
∇µRαβ∇µRαβ
− 1
21
∇µRαβ∇αRβµ + 3
28
∇µRαβγδ∇µRαβγδ + 2
189
RαβR
β
γR
γ
α
− 2
63
RαβR
µνRα βµ ν +
2
9
RαβR
α
µνλR
βµνλ
− 16
189
R µναβ R
σρ
µν R
αβ
σρ −
88
189
Rα βµ νR
µ ν
σ ρR
σ ρ
α β
}
, (2.157)
where
Q(4) = g
µ1µ2gµ3µ4∇(µ1 · · ·∇µ4)Q
= 2Q− 1
2
[Rµν , [Rµν , Q]]− 2
3
[Jµ,∇µQ]
+
2
3
Rµν∇µ∇νQ+ 1
3
∇µR∇µQ. (2.158)
From the fact that the quantities Uµν1 , U
µνλ
2 and U
µνλσ
3 , (2.138)–(2.140),
are equal to zero, (2.143), (2.146), it follows that the quantities δ3 and δ4,
(2.130), (2.131), are equal to zero too:
δ3 = δ4 = 0. (2.159)
To calculate the De Witt coefficient [a3], (2.128), it is sufficient to have the
formulas listed above. This coefficient is presented explicitly in the paper
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[76]. (Let us note, to avoid misunderstanding, that our De Witt coefficients
ak, (1.43), differ from the coefficients a˜k used by the other authors [26, 83,
84, 76] by a factor: ak = k!a˜k.)
Let us calculate the De Witt coefficient A3, (1.55), that determines the
renormalized one–loop effective action (1.54) in the four–dimensional physical
space–time in the lowest nonvanishing approximation ∼ 1/m2 [57, 58]. By
integrating by parts and omitting the total derivatives we obtain from (2.128),
(2.141), (2.144), (2.145), (2.147) and (2.157)–(2.159)
A3 =
∫
dnx g1/2str
{
P 3 +
1
30
P
(
RµναβR
µναβ − RµνRµν + R
)
+
1
2
PRµνRµν + 1
2
P P − 1
10
JµJ
µ
+
1
30
(
2RµνRναRαµ − 2RµνRµαRαν +RµναβRµνRαβ
)
+1ˆ
[
− 1
630
R R +
1
140
Rµν R
µν +
1
7560
(
− 64RµνRνλRλµ
+48RµνRαβR
α β
µ ν + 6RµνR
µ
αβγR
ναβγ
+17R αβµν R
σρ
αβ R
µν
σρ − 28Rµ να βRα βσ ρRσ ρµ ν
)]}
. (2.160)
The formula (2.160) is valid for any dimension of the space and for any fields.
To obtain the explicit expression for the coefficient [a4] one has to sub-
stitute (2.141)–(2.159) in (2.129) as well as to calculate the quantity Z(6),
(2.133). To write down this quantity in a compact way we define the fol-
lowing tensors constructed from the covariant derivatives of the curvature
tensor:
Iαβγµ1···µn = ∇(µ1 · · ·∇µn−1Rα β|γ| µn),
Kαβµ1···µn = ∇(µ1 · · ·∇µn−2Rα βµn−1 µn),
Lαµ1···µn = ∇(µ1 · · ·∇µn−1Rαµn), (2.161)
Mµ1···µn = ∇(µ1 · · ·∇µn−2Rµn−1µn),
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Rµµ1···µn = ∇(µ1 · · ·∇µn−1Rµµn),
and denote the contracted symmetrized covariant derivatives just by a num-
ber in the brackets (analogously to (2.132)–(2.134). For example,
Iαβγµ(2) = g
µ1µ2Iαβγµµ1µ2 ,
Kαβµν(4) = g
µ1µ2gµ3µ4Kαβµνµ1···µ4 ,
Lαµ(4) = g
µ1µ2gµ3µ4Lαµµ1···µ4 , (2.162)
M(8) = g
µ1µ2 · · · gµ7µ8Mµ1···µ8 ,
Rµν(4) = gµ1µ2gµ3µ4Rµνµ1···µ4 ,
etc.
In terms of introduced quantities, (2.161), and the notation (2.162) the
quantity Z(6), (2.133), takes the form
Z(6) = Z
M
(6) + 1ˆZ
S
(6). (2.163)
Here ZM(6) is the matrix contribution
ZM(6) = Q(6) +
5
2
[Rµν ,Rµν(4)]+ + 32
5
[Rµνα,Rµνα(2)]+
−8
5
[Jµ,Rµ(4)]+ + 9
2
RµναβRµναβ + 27
4
Rµν(2)Rµν(2)
+
5
4
Rµν [Rνα,Rµα(2)]+ +
5
2
R ναβµ [Rµγ ,Rαβνγ ]+
+
15
8
Rµναβ [Rµν ,Rαβ(2)]+ + 44
15
∇µRαν [Rµα, Jν ]+
+
22
5
Kµναβγ [Rµγ ,Rναβ ]+ + 22
5
Kµνα(2)[Rµγ,,Rνα γ]+
+
64
45
RµνRµαβRναβ −
16
15
Rµναβ [∇βRµν , Jα]+
+
256
45
Rµ(α|ν|β)RµαγRνβγ +
32
45
RµνJµJν
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+
(
6
5
Kµν(4) +
17
40
RµαβγR
αβγ
ν +
17
60
RµαR
α
ν
)
RµσRνσ
+
(
24
5
Kµναβ(2) +
17
40
RµγR
γ
βνα +
17
40
RνγR
γ
αµβ +
17
30
RµνσρR
σρ
βα
+
17
60
RµσαρR
σ ρ
ν β +
51
80
RµβσρR
σρ
να
)
RµβRνα, (2.164)
where
Q(6) = g
µ1µ2gµ3µ4gµ5µ6∇(µ1 · · ·∇µ6)Q,
and ZS(6) is the scalar contribution
ZS(6) =
7
18
M(8) +R
µν
(
5
18
Kµν(6) − 5
6
Lµν(4)
)
+
20
21
RµανβKµναβ(4) − 2
5
∇µRLµ(4) +
(
5
3
Kµνα(2)
+Mµνα
)
Kµνα(4) − 12
5
MµναLµνα(2) +
20
9
KµναβγKµναβγ(2)
+
6
25
Kµν(4)Kµν(4) −
27
25
Mµν (2)Mµν(2) +
48
25
Kµναβ(2)Kµναβ(2)
−18
25
MµναβMµναβ +
16
25
KµναβγρKµναβγρ
+
(
101
450
RµαR
να +
68
525
RµαβγR
ναβγ − 1
5
RαβRµ να β
)
Kµν(4)
+
(
−2
5
RµαR
να − 6
25
RµαβγR
ναβγ +
6
25
RαβRµ να β
)
Mµν(2)
+
(
−1
6
RµνRαβ − 1
3
Rλανβ
)
I(αβ)µν(2) − 1
3
RµνRαβγδIαγµνβδ
+
(
−2
5
RµναβRσ ρµ α − RβλRλσνρ
)
Lνβσρ
+
(
−6
5
RαρR
ρµβν +
2588
1575
RµρR
ρανβ +
4
25
RµσνρRα βσ ρ
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+
1048
1575
RµσαρRν βσ ρ +
962
1575
RµασρR
νβσρ
)
Kµναβ(2)
+
1088
1575
RµαβγRνσ ρβ Kµναγσρ +R
µν
{
− 4
45
∇αRIµνα(2)
+
(
7
10
Mµαβ +
5
6
Kµαβ(2)
)
K αβν (2) −
1
3
Kσρµ(2)Iσρν(2)
−2
3
IσρµναK
σρ
α(2) +
5
9
KµαβλγK
αβλγ
ν −
2
3
IσρµαβK
σρ αβ
ν
− 4
15
KµνλσρM
λσρ
}
+Rµ ν(α β)
{(
7
5
K αβµσρ −
9
10
Kαβµσρ
−16
15
Iαβσρµ
)
M σρν +
(
− 7
10
K αβρ (2) −
9
10
Kαβρ(2)
− 4
15
Iαβρ(2)
)
M ρµν −
8
45
∇ρRI αβµνρ −
3
10
∇αRK βµν (2)
+
20
21
K αµρ (2)K
ρβ
ν (2) +
40
21
K ραβσµ Kνρσ(2) +
40
21
K αλγµρ K
ρβ
ν λγ
}
− 7
450
RµνR
ν
αR
α
βR
β
µ +
1
90
RµαR
α
νR
µ ν
σ ρR
σρ
+
817
6300
RµαR
α
νR
µ
λσρR
νλσρ +
391
4725
RνµR
β
αR
µ α
σ ρR
σ ρ
ν β
−2243
9450
RµνRαβR
µα
σρR
νβσρ − 1
75
RµνR
αβRµ νσ ρR
σ ρ
α β
− 16
4725
RνµR
µ α
σ ρR
σ ρ
λ γR
λ γ
ν α −
7
300
RµνR
µ ν
α βR
α
λσρR
βλσρ
+
8
675
RνµR
µλ
αβR
αβ
σρR
σρ
νλ +
247
9450
Rµν αβR
αβ
λγR
λγ
σρR
σρ
µν
− 32
4725
Rµ να βR
α β
λ γR
λ γ
ρ σR
ρ σ
µ ν +
1
105
RµαβγR
ναβγRµλσρR
λσρ
ν
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+
32
4725
RµανβR
α β
λ γR
µ λ
σ ρR
νσγρ − 232
4725
RµνσρR
αβσρRµλαγR
λ γ
ν β
+
299
4725
RµνσρR
αβσρRµαλγR
λγ
νβ . (2.165)
Further transformations of the expression for the quantity Z(6), (2.163)–
(2.165), in general form appear to be pointless since they are very cumber-
some and there are very many independent invariants constructed from the
curvatures and their covariant derivatives. The set of invariants and the
form of the result should be chosen in accordance with the specific charac-
ter of the considered problem. That is why we present the result for the
De Witt coefficient [a4] by the set of formulas (2.129), (2.141)–(2.159) and
(2.161)–(2.165).
2.5 Effective action of massive scalar, spinor
and vector fields in external gravitational
field
Let us illustrate the elaborated methods for the calculation of the one–loop
effective action on the example of real scalar, spinor and vector massive
quantum matter fields on a classical gravitational background in the four–
dimensional physical space–time. In this section we follow our papers [171,
172].
The operator (1.22), (1.29) in this case has the form
∆ˆ =


− +ξR+m2, (j = 0),
γµ∇µ +m, (j = 1/2),
−δd +m2, (j = 1),
(2.166)
where m and j are the mass and the spin of the field, ξ is the coupling
constant of the scalar field with the gravitational field, γµ are the Dirac
matrices, γ(µγν) = 1ˆgµν , d is the exterior derivative and δ is the operator of
co–differentiation on forms: (δϕ)[µ1···µk] = ∇µϕ[µµ1···µk].
Chapter 2. Calculation of De Witt coefficients 54
The commutator of covariant derivatives (3.13) (2.14) has the form
Rµν =


0
1
4
γαγβRαβµν .
Rαβµν
(2.167)
Using the equations
γµγν∇µ∇ν = 1ˆ
(
−1
4
R
)
,
(dδ + δd)ϕµ = (δµν −Rµν )ϕν ,
δ2 = δ2 = 0, (2.168)
one can express the Green functions of the operator ∆ˆ, (2.166), in terms of
the Green functions of the minimal operator, (1.30),
∆ˆ−1 = Π
(
− −Q+m2
)−1
, (2.169)
where
Π =


1
m− γµ∇µ ,
1− 1
m2
dδ
Q =


−ξR
−1
4
1ˆR .
−Rαβ
(2.170)
Using the Schwinger–De Witt representation, (1.33),
Γ(1) = − 1
2i
log sdet∆ˆ =
1
2i
∞∫
0
ds
s
sdet exp(is∆ˆ) (2.171)
and the equations
tr exp(isγµ∇µ) = tr exp(−isγµ∇µ),
exp(isδd) = exp{is(dδ + δd)} − exp(isdδ) + 1, (2.172)
tr exp(isdδ)
∣∣∣
j=1
= tr exp(is )
∣∣∣
j=0
,
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we obtain up to non–essential infinite contributions ∼ δ(0),
log det(γµ∇µ +m) = 1
2
log det
{
1ˆ
(
− +1
4
R +m2
)}
,
log det(−δd+m2) = log det
(
− δβα +Rβα +m2δβα
)
− log det(− +m2)
∣∣∣
j=0
.
(2.173)
Thus we have reduced the functional determinants of the operators (2.166)
to the functional determinants of the minimal operators of the form (1.30).
By making use of the formulas (2.171)–(2.173), (1.50) and (1.54) we obtain
the asymptotic expansion of the one–loop effective action in the inverse pow-
ers of the mass
Γ(1)ren =
1
2(4π)2
∑
k≥3
Bk
k(k − 1)(k − 2)m2(k−2) , (2.174)
where
Bk =


Ak
1
2
Ak
Ak
∣∣∣
(j=1)
− Ak
∣∣∣
(j=0,ξ=0)
(2.175)
and the coefficients Ak are given by (1.55).
Let us stress that the coefficients Ak, (1.55), for the spinor field contain
a factor (−1) in addition to the usual trace over the spinor indices according
to the definition of the supertrace (1.25).
Substituting the matrices Rµν , (2.167), and Q, (2.170), in (2.160) and
using (2.175) we obtain the first coefficient, B3, in the asymptotic expansion
(2.174)
B3 =
∫
d4x g1/2
{
c1R R + c2Rµν R
µν + c3R
3 + c4RRµνR
µν
+c5RRµναβR
µναβ + c6R
µ
νR
ν
λR
λ
µ + c7R
µνRαβR
α β
µ ν
+c8RµνR
µ
αβγR
ναβγ + c9R
αβ
µν R
σρ
αβ R
µν
σρ
+c10R
µ ν
α βR
α β
σ ρR
σ ρ
µ ν
}
, (2.176)
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where the coefficients ci are given in the Table 1.
Table 1
Scalar field Spinor field Vector field
c1
1
2
ξ2 − 1
5
ξ + 1
56
− 3
280
− 27
280
c2
1
140
1
28
9
28
c3
(
1
6
− ξ
)3
1
864
− 5
72
c4 − 130
(
1
6
− ξ
)
− 1
180
31
60
c5
1
30
(
1
6
− ξ
)
− 7
1440
− 1
10
c6 − 8945 − 25756 −5263
c7
2
315
47
1260
− 19
105
c8
1
1260
19
1260
61
140
c9
17
7560
29
7560
− 67
2520
c10 − 1270 − 1108 118
The renormalized effective action (2.174) can be used to obtain the renor-
malized matrix elements of the energy–momentum tensor of the quantum
matter fields in the external gravitational field [57, 58]
〈
out, vac|Tµν(x)|in, vac
〉
ren
= −h¯2g−1/2 δΓ(1)ren
δgµν(x)
+O(h¯2). (2.177)
Such problems were intensively investigated last time [53, 54]. In partic-
ular, in the papers [57, 58] the vacuum polarization of the quantum fields in
the external gravitational field of the black holes was investigated. In these
papers an expression for the renormalized one–loop effective action was ob-
tained that is similar to (2.174)–(2.176) but does not take into account the
terms, that do not contribute to the effective vacuum energy–momentum
tensor (2.177) when the background metric satisfies the vacuum Einstein
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equations, Rµν = 0. Our result (2.176) is valid, however, in general case of
arbitrary background space. Moreover, using the results of Sect. 2.4 for the
De Witt coefficient [a4], one can calculate the coefficient A4 and, therefore,
the next term, B4 in the asymptotic expansion of the effective action (2.174)
of order 1/m4. The technique for the calculation of the De Witt coefficients
developed in this section is very algorithmic and can be realized on comput-
ers (all the needed information is contained in the first three sections of the
present chapter). In this case one can also calculate the next terms of the
expansion (2.174).
However, the effective action functional Γ(1) is, in general, essentially
non–local and contains an imaginary part. The asymptotic expansion in
the inverse powers of the mass (2.174) does not reflect these properties. It
describes good the effective action only in weak gravitational fields (R≪ m2).
In strong gravitational fields (R ≫ m2), as well as for the massless matter
fields, the asymptotic expansion (2.174) becomes meaningless. In this case it
is necessary either to sum up some leading (in some approximation) terms or
to use from the very beginning the non–local methods for the Green function
and the effective action.
Chapter 3
Partial summation of the
semiclassical
Schwinger–De Witt expansion
3.1 Summation of asymptotic expansions
The solution of the wave equation in external fields, (1.32), by means of the
proper time method, (1.33), turns out to be very convenient for investigation
of many general problems of the quantum field theory, especially for the
analysis of the ultraviolet behavior of Green functions, regularization and
renormalization. However, in practical calculations of concrete effects one
fails to use the proper time method directly and one is forced to use model
noncovariant methods.
In order to use the advantages of the covariant proper time method it is
necessary to sum up the asymptotic series (1.43) for the evolution function.
In general case the exact summation is impossible. Therefore, one can try
to carry out the partial summation, i.e., to single out the leading (in some
approximation) terms and sum them up in the first line. On the one hand one
can limit oneself to a given order in external fields and sum up all derivatives,
on the other hand one can neglect the derivatives and sum up all powers of
external fields.
In this way we come across a certain difficulty. The point is that the
asymptotic series do not converge, in general. Therefore, in the paper [166] it
58
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is proposed to give up the Schwinger–De Witt representation (1.33), (1.49),
and treat it only as an auxiliary tool for the separation of the ultraviolet
divergences. It is stated there that the Schwinger–De Witt representation,
(1.33), exists for a small class of spaces — only when the semi–classical
solution is exact.
However, the divergence of the asymptotic series (1.43) does not mean
at all that one must give up the Schwinger–De Witt representation (1.33).
The matter is, the transfer function Ω(s) is not analytical at the point s = 0.
Therefore, it is natural that the direct summation of the power series in s,
(1.43), leads to divergences. In spite of this one can get a certain useful
information from the structure of the asymptotic (divergent) series.
Let us consider a physical quantity G(α) which is defined by an asymp-
totic expansion of the perturbation theory in a parameter α
G(α) =
∑
k≥0
ckα
k. (3.1)
The convergence radius of the series (3.1) is given by the expression [165]
R =
(
lim
k→∞
sup|ck|1/k
)−1
. (3.2)
If R 6= 0 then in the disc |α| < R of the complex plane of the parameter α
the series (3.1) converges and defines an analytical function. If the considered
physical quantity G(α) is taken to be analytical function, then outside the
convergence disc of the series (3.1), |α| ≥ R, it should be defined by analytical
continuation. The function G˜(α) obtained in this way will be certain to
have singularities, the first one lying on the circle |α| = R. The analytical
continuation through the boundary of the convergence disc is impossible if
all the points of the boundary (i.e., the circle |α| = R) are singular. In this
case the physical quantity G(α) appears to be meaningless for |α| ≥ R. If
R = 0, then the series (3.1) diverges for any α, i.e., the function G(α) is not
analytic in the point α = 0. In this case it is impossible to carry out the
summation and the analytical continuation. Nevertheless, one can gain an
impression of t he exact quantity G(α) by making use of the Borel procedure
for summation of asymptotic (in general, divergent) series [167].
The idea consists in the following. One constructs a new series with bet-
ter convergence properties which reproduces the initial series by an integral
Chapter 3. Summation of Schwinger–De Witt expansion 60
transform. Let us define the Borel function
B(z) =
∑
k≥0
ck
Γ(µk + ν)
zk, (3.3)
where µ and ν are some complex numbers (Reµ, Re ν > 0).
The convergence radius R˜ of the series (3.3) equals
R˜ =

 lim
k→∞
sup
∣∣∣∣∣ ckΓ(µk + ν)
∣∣∣∣∣
1/k

−1 . (3.4)
Thus, when the coefficients ck of the series (3.1) rise not faster than
exp(Mk log k), M = const, then one can always choose µ in such way,
Reµ ≥ M , that the convergence radius of the series (3.3) will be not equal
to zero R˜ 6= 0, i.e., the Borel function B(z) will be analytical at the point
z = 0. Outside the convergence disc, |z| ≥ R˜, the Borel function is defined
by analytical continuation.
Let us define
G˜(α) =
∫
C
dt tν−1e−tB(αtµ), (3.5)
where the integration contour C starts at the zero point and goes to infinity in
the right halfplane (Re t→ +∞). The asymptotic expansion of the function
G˜(α) for α → 0 has the form (3.1). Therefore, the function G˜(α), (3.5),
(which is called the Borel sum of the series (3.1)) can be considered as the
true physical quantity G(α).
The analytical properties of the Borel function B(z) determine the con-
vergence properties of the initial series (3.1). So, if the initial series (3.1)
has a finite convergence radius R 6= 0, then from (3.4) it follows that the
Borel series (3.3) has an infinite convergence radius R˜ = ∞ and, therefore,
the Borel function B(z) is an entire function (analytical in any finite part
of the complex plane). In this case the function G˜(α), (3.5), is equal to the
sum of the initial series (3.1) for |α| < R and determines its analytical con-
tinuation outside the convergence disc |α| ≥ R. If the Borel function B(z)
has singularities in the finite part of the complex plane, i.e., R˜ < ∞, then
from (3.4) it follows that the series (3.1) has a convergence radius equal to
zero R = 0, and, therefore, the physical quantity G(α) is not analytic at the
point α = 0. At the same time there always exist a region in the complex
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plane of the variable α where the Borel sum G˜(α) is still well defined and can
be used for the analytical continuation to physical values of α. In this way
different integration contours will give different functions G˜(α). In this case
one should choose the contour of integration from some additional physical
assumptions concerning the analytical properties of the exact function G(α).
3.2 Covariant methods for the investigation
of nonlocalities
The De Witt coefficients ak have the background dimension L
−2k, where L
is the length unit. Therefore, the standard Schwinger–De Witt expansion,
(1.43), (1.52) and (1.54), is, in fact, an expansion in the background dimen-
sion [77, 78]. In a given order in the background dimension L−2k both the
powers of the background fields, Rk, as well as their derivatives, ∇2(k−1)R, are
taken into account. In order to investigate the nonlocalities it is convenient
to reconstruct the local Schwinger–De Witt expansion in such a way that the
expansion is carried out in the background fields but its derivatives are taken
into account exactly from the very beginning. Doing this one can preserve
the manifest covariance using the methods developed in the Chap. 2.
Let us introduce instead of the Green function GAB(x, y) of the operator
(1.30), whose upper index belongs to the tangent space in the point x and
the lower one — in the point y, a three–point Green function GA′B′(x, y|x′),
that depends on some additional fixed point x′,
G(x, y|x′) = P−1(x, x′)∆−1/2(x, x′)G(x, y)∆−1/2(y, x′)P(y, x′). (3.6)
This Green function is scalar at the points x and y and a matrix at the point
x′. In the following we will not exhibit the dependence of all quantities on
the fixed point x′.
The equation for the Green function G(x, y), (3.6), has the form (1.32)(
Fx − 1ˆm2
)
G(x, y) = −1ˆg−1/2(x)∆−1(x)δ(x, y), (3.7)
where Fx is the operator (2.112) and 1ˆ = δ
A
B.
Let us single out in the operator Fx the free part that is of zero order in
the background fields. Using (2.120) we have
Fx = 1ˆ¯ x + F˜x, (3.8)
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where
¯ x = g
µ′ν′(x′)∇¯xµ′∇¯xν′, (3.9)
F˜x = 1ˆX˜
µ′ν′(x)∇¯xµ′∇¯xν′ + Y µ
′
(x)∇¯xµ′ + Z(x), (3.10)
X˜µ
′ν′ = Xµ
′ν′(x)− gµ′ν′(x′), (3.11)
and the operators ∇¯µ′ and the quantities Xµ′ν′, Y µ′ and Z are defined by the
formulas (2.41), (2.46), (2.122) and (2.123). The operator F˜ , (3.10), is of the
first order in the background fields and can be considered as a perturbation.
By introducing the free Green function G0(x, y),(
−¯ x +m2
)
G0(x, y) = 1ˆ∆−1(x)g−1/2(x)δ(x, y), (3.12)
and writing the equation (3.7) in the integral form
G(x, z) = G0(x, z) +
∫
dny g1/2(y)∆(y)G0(x, y)F˜yG(y, z), (3.13)
we obtain from (3.13) by means of direct iterations
G(x, z) = G0(x, z) +
∑
k≥1
∫
dny1 g
1/2(y1)∆(y1) · · ·dnyk g1/2(yk)∆(yk)
×G0(x, y1)F˜y1G0(y1, y2) · · · F˜ykG0(yk, z). (3.14)
Using the covariant Fourier integral (2.55) and the equations (2.56) and (2.57)
we obtain from (3.12) and (3.14) the momentum representations for the free
Green function
G0(x, y) = 1ˆ
∫ dnkµ′
(2π)n
g1/2(x′) exp
{
ikµ′
(
σµ
′
(y)− σµ′(x)
)} 1
m2 + k2
, (3.15)
and for the full Green function
G(x, y) =
∫ dnkµ′
(2π)n
g1/2(x′)
dnpµ
′
(2π)n
g1/2(x′)
× exp
{
ipµ′σ
µ′(y)− ikµ′σµ′(x)
}
G(k, p), (3.16)
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where
G(k, p) = (2π)ng−1/2(x′)δ(k
µ′ − pµ′)
m2 + k2
+
Π(k, p)
(m2 + k2)(m2 + p2)
, (3.17)
Π(k, p) = F˜ (k, p) +
∑
i≥1
∫
dnqµ
′
1
(2π)n
g1/2(x′) · · · d
nqµ
′
i
(2π)n
g1/2(x′)
×F˜ (k, q1) 1
m2 + q21
· · · F˜ (qi−1, qi) 1
m2 + q2i
F˜ (qi, p), (3.18)
F˜ (k, p) = −1ˆX˜µ′ν′(k − p)pµ′pν′ − iY µ′(k − p)pµ′ + Z(k − p), (3.19)
k2 ≡ gµ′ν′(x′)kµ′kν′ ,
and X˜µ
′ν′(q), Y µ
′
(q) and Z(q) are the covariant Fourier components, (2.55),
of the coefficients X˜µ
′ν′ , Y µ
′
and Z, (3.11), (2.46), (2.122), (2.123).
The formulas (3.15)–(3.19) reproduce the covariant generalization of the
usual diagrammatic technique. Therefore, one can apply good elaborated
methods of the Feynman momentum integrals. The Fourier components of
the coefficient functions X˜µ
′ν′(q), Y µ
′
(q) and Z(q), can be expressed in terms
of the Fourier components of the external fields, Rµναβ, Rµν and Q, using
the formulas obtained in Chap. 2. As usual [48–50, 54] one should choose
the contour of integration over k0 in the momentum integrals (3.15)–(3.18).
Different ways of integration correspond to different Green functions. For
the causal (Feynman) Green function one should either assume k2 → k2− iε
or go to the Euclidean sector of the space–time [48–50].
Similarly, one can construct the kernels of any non–local operators of
general form, f( ), where f(z) is some function. In the zeroth approximation
in external fields we obtain
f( )(x, y) = P(x)∆1/2(x)f¯( )(x, y)∆1/2(y)P−1(y),
f¯( )(x, y) =
∫ dnkµ′
(2π)n
g1/2(x′) exp
{
ikµ′
(
σµ
′
(y)− σµ′(x)
)}
f(−k2). (3.20)
An important method for the investigation of the nonlocalities is the
analysis of the De Witt coefficients ak and the partial summation of the
asymptotic series (1.43). In this case one should limit oneself to some order
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in external fields and sum up all derivatives of external fields. In order to get
an effective expansion in external fields it is convenient to change a little the
“diagrammatic” technique for the DeWitt coefficients developed in Sect. 2.3.
Although all the terms in the sum (2.117) have equal background dimension,
Ln−2k, they are of different order in external fields. From the formula (2.117)
it is not seen immediately what order in external fields has each term of the
sum (2.117), i.e., a single diagram, since all the diagrams for the coefficient
< n|ak > have k blocks. However, among these blocks, i.e., the matrix
elements < m|F |m+2 >, there are dimensionless blocks that do not have any
background dimension and are of zero order in external fields. These are the
blocks (matrix elements < m|F |m+ 2 >) with the number of outgoing lines
equal to the number of the incoming lines plus 2 (c.f. (2.124)). Therefore,
one can order all the diagrams for the De Witt coefficients (i.e., the single
terms of the sum (2.117)) in the following way. The first diagram contains
only one dimensionful block, all others being dimensionless. The second class
contains all diagrams with two dimensionful blocks, the third one — three
etc. The last diagram contains k dimensionful blocks. To obtain the De Witt
coefficients in the first order in external fields it is sufficient to restrict oneself
to the first diagram. To get the De Witt coefficients in the second order in
external fields it is sufficient to restrict oneself to the first diagram and the
set of diagrams with two dimensionful blocks etc. This method is completely
analogous to the separation of the free part of the operator F , (3.8). The
dimensionful matrix elements < m|F |n >, (with m ≥ n), of the operator F ,
(2.120), are equal to the matrix elements of the operator F˜ , (3.10). When
calculating the matrix elements (2.124) and (2.125) one can also neglect the
terms that do not contribute in the given order in external fields.
After such reconstruction (and making use of (2.124)) the formula (2.117)
for the De Witt coefficients < n|ak > takes the form
< n|ak >=
∑
1≤N≤k;
∑
1≤i1<i2<···<iN−1≤k−1;
∑
ni
∏
1≤j≤N
(
2ij+nj−1
ij−1
)
(
2ij+nj−1
ij
)
× < n; k − iN−1 − 1|F |nN−1 >< nN−1; iN−1 − iN−2 − 1|F |nN−2 >
× · · · < n2; i2 − i1 − 1|F |n1 >< n1; i1 − 1|F |0 >, (3.21)
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where the following notation is introduced
< n; k|F |m >≡ gν1ν2 · · · gν2k−1ν2k < ν1 · · ·νn+2k|F |µ1 · · ·µm >, (3.22)
i0 ≡ 0, iN ≡ k, nN ≡ n,
and the summation over ni is carried out in such limits that all matrix el-
ements are dimensionful, (i.e., for each < n; k|F |m >, (3.22), there holds:
n+ 2k ≥ m):
n1+2(i1−1) ≥ 0, n2+2(i2−i1−1) ≥ n1, · · · , n+2(k−iN−1−1) ≥ nN−1.
The formula (3.21) also enables to use the diagrammatic technique. How-
ever, for analysing the general structure of the De Witt coefficients and for
the partial summation it is no longer effective. Therefore, one should use the
analytic expression (3.21).
3.3 Summation of the terms of first order in
external fields
Let us calculate the coincidence limit of the De Witt coefficients [ak] =<
0|ak > in the first order in external fields. Using the formula (3.21) we
obtain
[ak] =
1(
2k−1
k
) < 0; k − 1|F |0 > +O(R2), (3.23)
where O(R2) denotes all omitted terms of second order in external fields.
Using (3.22), (2.121)–(2.125) and (2.46) and the formulas of the Sect. 2.2
we obtain from (3.23) up to quadratic terms
[ak] =
k!(k − 1)!
(2k − 1)!
k−1
(
Q+
k
2(2k + 1)
1ˆR
)
+O(R2), (k ≥ 1). (3.24)
The expression (3.24) can be used for the calculation of the transfer function
Ω(s|x, x) in the first order in external fields. Substituting (3.24) in (1.43),
we obtain
Ω(s|x, x) = 1ˆ + is
(
f1(is )Q+ 1ˆf2(is )R
)
+O(R2), (3.25)
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where
f1(z) =
∑
k≥0
k!
(2k + 1)!
zk, (3.26)
f2(z) =
∑
k≥0
(k + 1)!(k + 1)
(2k + 3)!
zk. (3.27)
The power series (3.26) and (3.27) converge for any finite z and hence define
entire functions. One can sum up the series of the type (3.26) and (3.27)
using the general formula
(k + l)!
(2k + 2l + 1)!
=
l!
(2l)!
1∫
0
dξ ξ2l
1
k!
(
1− ξ2
4
)k
, (3.28)
that is easily obtained from the definition of the Euler beta–function [168].
Substituting (3.28) in (3.26) and (3.27) and summing over k we obtain
the integral representations of the functions f1(z) and f2(z)
f1(z) =
1∫
0
dξ exp
{
1
4
(
1− ξ2
)
z
}
, (3.29)
f2(z) =
1∫
0
dξ
1
4
(1− ξ2) exp
{
1
4
(
1− ξ2
)
z
}
. (3.30)
The kernels of the non–local operators f1(is ), f2(is ) should be understood
in terms of covariant momentum expansions (3.20).
Using the obtained transfer function, (3.25), one can easily obtain the
Green function at coinciding points, G(x, x), in the first order in external
fields. Substituting (3.25) in (1.49) and supposing Imm2 < 0 (for the causal
Green function), we obtain after the integration over the proper time in the
n–dimensional space
G(x, x) = i(4π)−n/2
{
Γ
(
1− n
2
)
1ˆmn−2
+Γ
(
2− n
2
)
mn−4
[
F˜1
(
−
4m2
)
Q+ 1ˆF˜2
(
−
4m2
)
R
]}
+O(R2), (3.31)
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where Γ(z) is the Euler gamma–function, and
F˜1(z) =
1∫
0
dξ
[
1 + (1− ξ2)z
]n
2
−2
, (3.32)
F˜2(z) =
1∫
0
dξ
1
4
(1− ξ2)
[
1 + (1− ξ2)z
]n
2
−2
. (3.33)
By expanding in the dimension n in the neighborhood of the point n = 4
and subtracting the pole 1/(n−4) we obtain the renormalized Green function,
Gren(x, x), in the physical four–dimensional space–time (1.51), (1.52), up to
terms of second order in external fields
Gren(x, x) =
i
(4π)2
{
F1
(
−
4m2
)
Q+ 1ˆF2
(
−
4m2
)
R
)}
+O(R2), (3.34)
where
F1(z) = 2− J(z), (3.35)
F2(z) =
1
18
(
5− 3
z
)
− 1
6
(
1− 1
2z
)
J(z), (3.36)
J(z) = 2(1 + z)
1∫
0
dξ
1 + (1− ξ2)z . (3.37)
The formfactors F1(z), (3.35), and F2(z), (3.36), are normalized according
the conditions
F1(0) = F2(0) = 0. (3.38)
The integral (3.37) determines an analytical single–valued function in the
complex plane z with a cut along the negative part of the real axis from −1
to −∞:
J(z) = 2
√
1 +
1
z
log
(√
z + 1 +
√
z
)
, | arg(z + 1)| < π, (3.39)
J(x± iε) = 2
√
1 +
1
x
log
(√−x− 1 +√−x)± iπ
√
1 +
1
x
, (x < −1).
(3.40)
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Thus we obtained the non–local expression for the Green function at coin-
ciding points, (3.34). It reproduces the local Schwinger–De Witt expansion,
(1.52), up to quadratic terms in eternal fields by expanding in inverse powers
of the mass. The power series determining the formfactors F1(z), (3.35), and
F2(z), (3.36), converge in the region |z| < 1. For z = −1 there is a threshold
singularity — the branching point. Outside the circle |z| ≥ 1 the formfactors
are defined by the analytic continuation. The boundary conditions for the
formfactors fix uniquely the ambiguity in the Green function (3.34). For the
causal Green function (Imm2 < 0) the lower bank of the cut is the physical
one. Therefore, with account of (3.40), the imaginary parts of the formfac-
tors (3.35) and (3.36) in the pseudo–Euclidean region above the threshold
z = x− iε, x < −1, equal
ImF1(x− iε) = π
√
1 +
1
x
, (3.41)
ImF2(x− iε) = π
6
(
1− 1
2x
)√
1 +
1
x
. (3.42)
The ultraviolet asymptotics |z| → ∞ of the formfactors (3.35) and (3.36)
have the form
F1(z)
∣∣∣∣∣|z|→∞ = − log (4z) + 2 +O
(
1
z
log z
)
, (3.43)
F2(z)
∣∣∣∣∣|z|→∞ =
1
6
(
− log (4z) + 5
3
)
+O
(
1
z
log z
)
. (3.44)
Let us consider the case of the massless field, m2 = 0. Taking the limit
m2 → 0 in (3.31) for Ren > 2 we obtain the Green function of the massless
field at coinciding points in the n–dimensional space in the first order in
external fields
G(x, x) = i(4π)−n/2
Γ
(
2− n
2
) (
Γ
(
n
2
− 1
))2
Γ(n− 2)
×(− )n2−2
(
Q+
n− 2
4(n− 1)1ˆR
)
+O(R2). (3.46)
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The formula (3.46) determines the analytic function of the dimension n
in the region 2 < Ren < 4. After the analytic continuation there appear
poles in the points n = 4, 6, 8, . . ., that reflect the ultraviolet divergences,
and a pole in the point n = 2 reflecting the infrared divergence. In the
two–dimensional space eq. (3.46) gives
G(x, x) =
i
4π
{
−2
(
2
n− 2 +C+ log
−
4πµ2
)
1
Q− 1ˆ 1R
}
+O(R2). (3.47)
For even dimensions, n = 2N , (N ≥ 2), from (3.46) we obtain
G(x, x) =
i
(4π)N
· (N − 2)!
(2N − 3)!
{
−
(
2
n− 2N +Ψ(N − 1)
−2Ψ(2N − 2) + log −
4πµ2
)
N−2
(
Q+
N − 1
2(2N − 1)1ˆR
)
− 1
2(2N − 1)2
N−2R
}
+O(R2), (3.48)
where
Ψ(k) = −C + ∑
1≤l≤k−1
1
l
. (3.49)
In particular, in the physical four–dimensional space–time, n → 4, we
have from (3.48)
G(x, x) =
i
(4π)2
{
−
(
2
n− 4 +C− 2 + log
−
4πµ2
)(
Q+
1
6
1ˆR
)
− 1
18
1ˆR
}
+O(R2). (3.50)
The renormalized Green function of the massless field can be obtained
by using the ultraviolet asymptotics of the formfactors (3.43) and (3.44) and
substituting the renormalization parameter instead of the mass, m2 → µ2.
This reduces simply to a change of the normalization of the formfactors
(3.38).
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Let us stress that in the massless case the divergence of the coincidence
limit of the Green function in the first order in external fields, (3.48), (3.50),
is proportional to the De Witt coefficient [an
2
−1], (3.24). Therefore, in the
conformally invariant case [54, 53],
Q = − n− 2
4(n− 1)1ˆR, (3.51)
the linear part of the coefficient [an
2
−1], (3.24), is equal to zero and the Green
function at coinciding points is finite in the first order in external fields,
(3.47)–(3.50). In odd dimensions, n = 2N + 1, the Green function, (3.31),
(3.46), is finite.
3.4 Summation of the terms of second order
in external fields
Let us calculate the coincidence limit of the De Witt coefficients [ak] =<
0|ak > in the second order in external fields. From the formula (3.21) we
have up to cubic terms in external fields
[ak] =
1(
2k−1
k
) < 0; k − 1|F |0 >
+
∑
1≤i≤k−1;
∑
0≤ni≤2(k−i−1)
(
2k−1
i
)
(
2k−1
k
)(
2i+ni−1
i
)
× < 0; k − i− 1|F |ni >< ni; i− 1|F |0 > +O(R3), (3.52)
where O(R3) denotes all omitted terms of third order in external fields.
The total number of terms, that are quadratic in external fields and con-
tain arbitrary number of derivatives, is infinite. Therefore, we will also ne-
glect the total derivatives and the trace–free terms in (3.52) assuming to use
the results for the calculation of the coefficients Ak, (1.55), and the one–loop
effective action, (1.50), (1.54).
The number of the terms quadratic in external fields, in the coefficients
Ak is finite. Let us write the general form of the coefficients Ak up to the
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terms of the third order in external fields
Ak =
∫
dnx g1/2str
1
2
{
αkQ
k−2Q− 2βkJµ k−3Jµ + γkQ k−2R
+1ˆ
(
δkRµν
k−2Rµν + εkR k−2R
)
+O(R3)
}
, (3.53)
where Jµ = ∇αRαµ.
All other quadratic invariants can be reduced to those written above up
to third order terms using the integration by parts and the Bianci identity.
For example,∫
dxn g1/2strRµν kRµν = −2
∫
dxn g1/2str
{
Jµ
k−1Jµ +O(R3)
}
,
∫
dxn g1/2Rµναβ
kRµναβ =
∫
dxn g1/2
{(
4Rµν
kRµν −R kR
)
+O(R3)
}
.
(3.54)
Using (3.22), (2.121)–(2.125) and (2.46) and the formulas of the Sect. 2.2
one can calculate the coefficients αk, βk, γk, δk and εk from (3.52) and (1.55).
Omitting the intermediate computations we present the result
αk =
k!(k − 2)!
(2k − 3)! , (3.55)
βk =
k!(k − 1)!
(2k − 1)! , (3.56)
γk = 2(k − 1)k!(k − 1)!
(2k − 1)! , (3.57)
δk = 2
k!k!
(2k + 1)!
, (3.58)
εk = (k
2 − k − 1) k!k!
(2k + 1)!
. (3.59)
Using the obtained coefficients, (3.55)–(3.59), we calculate the trace of
the transfer function Ω(s), (1.43),
∫
dnx g1/2str Ω(s|x, x) = ∑
k≥0
(is)k
k!
Ak. (3.60)
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Substituting (3.53) and (3.55)–(3.59) in (3.60) we obtain
∫
dnx g1/2str Ω(s|x, x) =
∫
dnx g1/2str
{
1ˆ + is
(
Q+
1
6
1ˆR
)
+
(is)2
2
[
Qf1(is )Q+ 2Jµf3(is )
1
− J
µ + 2Qf2(is )R
+1ˆ (Rµνf4(is )R
µν +Rf5(is )R)
]
+O(R3)
}
, (3.61)
where
f3(z) =
∑
k≥0
(k + 1)!
(2k + 3)!
zk, (3.62)
f4(z) =
∑
k≥0
2
(k + 2)!
(2k + 5)!
zk, (3.63)
f5(z) =
∑
k≥0
(k + 2)!
(2k + 5)!
(k2 + 3k + 1)zk, (3.64)
and f1(z) and f2(z) are given by the formulas (3.26), (3.27), (3.29) and (3.30).
The series (3.62)–(3.64) converge for any finite z and define in the same
manner as (3.26) and (3.27) entire functions. The summation of the series
(3.62) and (3.63) can be performed by means of the formula (3.28). Substi-
tuting (3.28) in (3.62) and (3.63) and summing over k we obtain the integral
representation of the functions f3(z) and f4(z):
f3(z) =
1∫
0
dξ
1
2
ξ2 exp
{
1
4
(1− ξ2)z
}
, (3.65)
f4(z) =
1∫
0
dξ
1
6
ξ4 exp
{
1
4
(1− ξ2)z
}
. (3.65)
Noting that from (3.64) it follows
f5(z) =
1
16
f1(z)− 1
4
f3(z)− 1
8
f4(z), (3.67)
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we obtain from the formulas (3.29), (3.65) and (3.66)
f5(z) =
1∫
0
dξ
1
8
(
1
2
− ξ2 − 1
6
ξ4
)
exp
{
1
4
(1− ξ2)z
}
. (3.68)
Using (3.61) one can calculate the one–loop effective action up to cubic terms
in external fields. Substituting (3.61) in (1.50) and assuming Imm2 < 0, after
integration over the proper time we obtain in the n–dimensional space
Γ(1) =
1
2(4π)n/2
∫
dnx g1/2str
{
Γ
(
−n
2
)
1ˆmn + Γ
(
1− n
2
)
mn−2
(
Q+
1
6
1ˆR
)
+
1
2
Γ
(
2− n
2
)
mn−4
[
QF˜1
(
−
4m2
)
Q
+2Jµ
1
− F˜3
(
−
4m2
)
Jµ + 2QF˜2
(
−
4m2
)
R
+1ˆ
(
RµνF˜4
(
−
4m2
)
Rµν +RF˜5
(
−
4m2
)
R
)]
+O(R3)
}
, (3.69)
where
F˜3(z) =
1∫
0
dξ
1
2
ξ2
[
1 + (1− ξ2)z
]n
2
−2
, (3.70)
F˜4(z) =
1∫
0
dξ
1
6
ξ4
[
1 + (1− ξ2)z
]n
2
−2
, (3.71)
F˜5(z) =
1∫
0
dξ
1
8
(
1
2
− ξ2 − 1
6
ξ4
) [
1 + (1− ξ2)z
]n
2
−2
, (3.72)
and F˜1(z) and F˜2(z) are given by the formulas (3.32) and (3.33).
Subtracting the pole in the dimension 1/(n − 4), we obtain the renor-
malized effective action in the physical four–dimensional space–time, (1.53),
(1.54), up to terms of third order in external fields
Γ(1)ren =
1
2(4π)2
∫
d4x g1/2str
1
2
{
QF1
(
−
4m2
)
Q
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+2Jµ
1
− F˜3
(
−
4m2
)
Jµ + 2QF˜2
(
−
4m2
)
R
+1ˆ
(
RµνF˜4
(
−
4m2
)
Rµν +RF˜5
(
−
4m2
)
R
)]
+O(R3)
}
,
(3.73)
where
F3(z) =
4
9
+
1
3z
− 1
6
(
1 +
1
z
)
J(z), (3.74)
F4(z) =
23
225
+
7
45z
+
1
15z2
− 1
30
(
1 +
1
z
)2
J(z), (3.75)
F5(z) =
1
900
− 37
360z
− 1
120z2
− 1
60
(
1− 3
z
− 1
4z2
)
J(z), (3.76)
and F1(z), F2(z) and J(z) are given by the formulas (3.35)–(3.37).
The formfactors F3(z), (3.74), F4(z), (3.75), and F5(z), (3.76), are nor-
malized by the conditions
F3(0) = F4(0) = F5(0) = 0. (3.77)
The normalization conditions of the formfactors (3.38) and (3.77) correspond
to the normalization of the effective action
Γ(1)ren
∣∣∣∣∣
m2→∞
= 0. (3.78)
Thus, by means of the partial summation of the local Schwinger–De Witt
expansion, (1.43), (3.60), we obtained a non–local expression for the effec-
tive action up to terms of third order in external fields, (3.73). Although the
power series, that define the formfactors, i.e., the power series for the function
J(z), (3.37), converge only in the region |z| < 1, z = −1 being the threshold
branch point, the expressions (3.35)–(3.37) and (3.74)–(3.76) are valid for any
z. That means that the proper time method automatically does the analyti-
cal continuation in the ultraviolet region |z| → ∞. All the ambiguity, which
arises by the partial summation of the asymptotic expansion (3.60), reduces
to the arbitrariness in the boundary conditions for the formfactors. Specify-
ing the causal boundary conditions leads to the single–valued expression for
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the effective action. Using the prescription m2 → m2 − iε and the equation
(3.40) we obtain the imaginary parts of the formfactors (3.74)–(3.76) in the
pseudo–Euclidean region (z = x− iε) above the threshold (x < −1)
ImF3(x− iε) = π
6
(
1 +
1
x
)√
1 +
1
x
, (3.79)
ImF4(x− iε) = π
30
(
1 +
1
x
)2√
1 +
1
x
, (3.80)
ImF5(x− iε) = π
60
(
1− 3
x
− 1
4x2
)√
1 +
1
x
. (3.81)
The imaginary parts of all formfactors, (3.41), (3.42), (3.79)–(3.81), are
positive. This ensures the fulfillment of the important condition
ImΓ(1)ren > 0. (3.82)
The ultraviolet asymptotics |z| → ∞ of the formfactors (3.74)–(3.76) have
the form
F3(z)
∣∣∣|z|→∞ = 16
(
− log (4z) + 8
3
)
+O
(
1
z
log z
)
, (3.83)
F4(z)
∣∣∣|z|→∞ = 130
(
− log (4z) + 46
15
)
+O
(
1
z
log z
)
, (3.84)
F5(z)
∣∣∣|z|→∞ = 160
(
− log (4z) + 1
15
)
+O
(
1
z
log z
)
. (3.85)
Let us consider the case of the massless field. Taking the limit m2 → 0
in (3.69) in the region Ren > 2 we obtain the one–loop effective action for
the massless field in the n–dimensional space up to terms of third order in
external fields
Γ(1) =
1
2(4π)n/2
∫
dnx g1/2str
Γ
(
2− n
2
) (
Γ
(
n
2
− 1
))2
Γ(n− 2)
{
1
2
Q (− )n2−2Q
+
1
2(n− 1)Jµ (− )
n
2
−3 Jµ +
n− 2
4(n− 1)Q (− )
n
2
−2R
+
1
4(n2 − 1)1ˆ
[
Rµν (− )
n
2
−2Rµν +
1
8
(n2 − 2n− 4)R (− )n2−2R
]
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+O(R3)
}
. (3.86)
The formula (3.86) defines an analytical function of the dimension n in
the region 2 < Ren < 4. The analytical continuation leads to the poles in
the points n = 2, 4, 6, . . .. In odd dimensions the expression (3.86) is finite
and directly defines the effective action. In even dimensions the expression
(3.86) is proportional to the De Witt coefficient An/2, (3.53).
Separating the pole 1/(n− 4) in (3.86) we obtain the effective action for
the massless field in the physical four–dimensional space–time up to terms
O(R3)
Γ(1) =
1
2(4π)2
∫
dnx g1/2str
{
1
2
Q
(
− 2
n− 4 −C+ 2− log
−
4πµ2
)
Q
+
1
6
Jµ
1
−
(
− 2
n− 4 −C+
8
3
− log −
4πµ2
)
Jµ
+
1
6
Q
(
− 2
n− 4 −C +
5
3
− log −
4πµ2
)
R
+1ˆ
[
1
60
Rµν
(
− 2
n− 4 −C+
46
15
− log −
4πµ2
)
Rµν
+
1
120
R
(
− 2
n− 4 −C+
1
15
− log −
4πµ2
)
R
]
+O(R3)
}
. (3.87)
An analogous expression was obtained in the paper [45]. However, in that
paper the coefficients αk, βk, γk, δk, and εk, (3.55)–(3.59), in the De Witt
coefficient Ak, (3.53), were not calculated. That is why in the paper [45]
it was assumed additionally that the power series in the proper time for
the functions fi(z), (3.26), (3.27) and (3.62)–(3.64), converge as well as the
proper time integral (1.50) in the upper limit does. Besides, in [45] only di-
vergent and logarithmic, log(− ), terms in (3.87) were calculated explicitly.
The complete result (3.87) together with the finite constants is obtained in
present work.
The renormalized effective action for the massless field can be obtained
using the ultraviolet asymptotics of the formfactors (3.43), (3.44) and (3.83)–
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(3.85) and substituting the renormalization parameter instead of the mass,
m2 → µ2. This reduces just to a renormalization of the formfactors (3.38)
and (3.77). Although in the massless case the finite terms in (3.87) are
absorbed by the renormalization ambiguity, the finite terms in the ultravi-
olet asymptotics m2 → 0 of the formfactors with fixed normalization of the
effective action (3.78) are essential.
Let us consider the massless field in the two–dimensional space. In this
case there are no ultraviolet divergences; instead, the pole in the dimension
1/(n− 2) in (3.86) reflects the non–local infrared divergences
Γ(1) =
1
4π(n− 2)
∫
dnx g1/2str
(
Q
1
− Q+ Jµ
1
2
Jµ
)
+
1
2(4π)
∫
d2x g1/2str
{
Q
(
log
−
4πµ2
+C
)
1
− Q
+Jµ
(
log
−
4πµ2
+C− 2
)
1
2
Jµ +Q
1
− R
+
1
12
1ˆR
1
− R +O(R
3)
}
, (3.88)
where we made use of the fact that any two–dimensional space satisfies iden-
tically the Einstein equations
Rµν =
1
2
gµνR. (3.89)
For the scalar field, Jµ ≡ ∇αRαµ = 0, in the conformally invariant case
(3.51), Q = 0, the effective action of the massless field in the two–dimensional
space is finite up to cubic terms in external fields, (3.88), and has the form
Γ(1) =
1
24(4π)
∫
d2x g1/2
{
R
1
− R +O(R
3)
}
. (3.90)
On the other hand, any two–dimensional space is conformally flat. Therefore,
any functional of the metric gµν is uniquely determined by the trace of the
functional derivative. Hence, the effective action of the massless conformally
invariant field in the two–dimensional space can be obtained by the integra-
tion of the conformal anomaly [45, 54, 95]. The exact answer has the form
Chapter 3. Summation of Schwinger–De Witt expansion 78
(3.90) without the third order terms O(R3), i.e., they vanish in the confor-
mally invariant case. When the conformal invariance is absent the infrared
divergences Q −1Q and Jµ −2Jµ as well as the finite terms of higher orders
O(R3), (3.88), appear.
3.5 Summation of the terms without covari-
ant derivatives of external fields
In the Sects. 3.3 and 3.4 we summed up the linear and quadratic terms in
external fields in the asymptotic expansion of the transfer function Ω(s) in
the powers of the proper time, (1.43). We showed that the corresponding
series (3.26), (3.27) and (3.62)–(3.64) converge for any value of the proper
time and define the entire functions (3.29), (3.30) and (3.65)–(3.68).
In the present section we are going to sum up those terms in the asymp-
totic expansion of the transfer function at coinciding points, (1.43),
Ω(s|x, x) = ∑
k≥0
(is)k
k!
[ak], (3.91)
that do not contain the covariant derivatives of the external field. The sum-
mation of the linear and quadratic terms determines the high–energy asymp-
totics of the effective action ( R≫ R2), whereas the terms without deriva-
tives determine its low-energy asymptotics ( R≪ R2). We limit ourselves,
for simplicity, to the scalar case, i.e., we set Rµν = 0.
The De Witt coefficients in the coinciding points [ak] have the following
general form
[ak] =
∑
0≤l≤k
QlR.... · · ·R....︸ ︷︷ ︸
k−l
+O(∇R), (3.92)
where the sum contains a finite number of local terms constructed from
the curvature tensor and the potential term Q and O(∇R) denotes a finite
number of local terms constructed from the curvature tensor, the potential
term Q and their covariant derivatives, so that in the case of covariantly
constant curvature tensor and the potential term,
∇µRαβγδ = 0, ∇µQ = 0, (3.93)
these terms vanish, O(∇R) = 0.
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Thus, to find the terms without covariant derivatives in the De Witt coef-
ficients [ak], (3.92), it is sufficient to restrict oneself to the constant potential
term, Q = const, and symmetric spaces, (3.93). Let us note that all sym-
metric spaces in two– three– and four–dimensional cases are characterized by
one dimensionful constant [164]. Therefore, the terms without derivatives in
(3.92) can be expressed only in terms of the scalar curvature R
[ak] =
∑
0≤l≤k
ck,lR
k−lQl +O(∇R), (3.94)
where ck,l are numerical coefficients.
On the other hand, from the definition of the De Witt coefficients as the
coefficients of the asymptotic expansion of the transfer function, (1.43), it is
easy to get the dependence of the De Witt coefficients on the potential term
Q
[ak] =
∑
0≤l≤k
(
k
l
)
ck−lR
k−lQl +O(∇R), (3.95)
where
ck ≡ ck,0 = R−k[ak]
∣∣∣
Q=0
are dimensionless De Witt coefficients computed for Q = 0.
In order to calculate the coefficients ck it is sufficient to consider the case
of De Sitter space, (2.104), with the positive curvature
Rµανβ =
R
n(n− 1)
(
δµν gαβ − δµβgαν
)
, R = const > 0, (3.96)
since in other symmetric spaces, (3.93), they are the same as in the De Sitter
space.
The De Witt coefficients in De Sitter space can be calculated in the lines
of the method developed in the Chap. 2. However, it is more convenient to
find them by means of the asymptotic expansion of the Green function in the
coinciding points. It was obtained in the paper [80] in any n–dimensional De
Sitter space
G(x, x) =
i
(4π)n/2
(
R
n(n− 1)
)n
2
−1
Γ
(
1− n
2
)
Φn(β), (3.97a)
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Φn(β) =
Γ
(
n−1
2
+ iβ
)
Γ
(
n−1
2
− iβ
)
Γ
(
1
2
+ iβ
)
Γ
(
1
2
− iβ
) , (3.97b)
where
β2 =
n(n− 1)
R
(
m2 −Q− n− 1
4n
R
)
. (3.98)
The asymptotic expansion of the function (3.97b) in the inverse powers
of β2 has the form
Φn(β) =
∑
k≥0
dk(n)β
2(n2−1−k). (3.99)
The coefficients dk(n) are determined by using the asymptotic expansion of
the gamma–function [168] from the relation
∑
k≥0
dk(n)z
k = exp

∑
k≥1
(−1)k+1
k(2k + 1)
B2k+1
(
n− 1
2
)
zk

 , (3.100)
Bk(x) being the Bernoulli polynomials [168], and have the form
d0(n) = 1,
dk(n) =
∑
1≤l≤k
(−1)k+l
l!
∑
k1,...,kl≥1
k1+···+kl=k
B2k1+1
(
n−1
2
)
k1(2k1 + 1)
· · · B2kl+1
(
n−1
2
)
kl(2kl + 1)
. (3.101)
On the other hand, using the Schwinger–De Witt presentation of the
Green function, (1.49), the proper time expansion of the transfer function,
(3.91), and the equation (3.95), we obtain the asymptotic Schwinger–De Witt
expansion for the Green function
G(x, x) =
i
(4π)n/2
{
R
n(n− 1)
}n
2
−1 ∑
k≥0
Γ
(
k + 1− n
2
)
k!
bk(n)β
2(n2−1−k),
(3.102)
where
bk(n) =
{
R
n(n− 1)
}−k
[ak]
∣∣∣
Q=−n−1
4n
R
(3.103)
are the dimensionless De Witt coefficients calculated for Q = −n−1
4n
R.
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The total De Witt coefficients for arbitrary Q are expressed in terms of
the coefficients bk, (3.103), according to (3.95):
[ak] =
∑
0≤l≤k
(
k
l
)
bk−l(n)
(
R
n(n− 1)
)k−l (
Q+
n− 1
4n
R
)l
+O(∇R). (3.104)
Comparing (3.97), (3.99) and (3.102) we obtain the coefficients bk(n)
bk(n) = (−1)kk!
Γ
(
n
2
− k
)
Γ
(
n
2
) dk(n). (3.105)
To get the coefficients bk(n) for integer values of the dimension n one has to
take the limit in (3.105). Thereby it is important to take into account the
dependence of the coefficients dk(n), (3.101), on the dimension n. From the
definition of these coefficients, (3.97b), (3.99), one can show that in integer
dimensions (n = 2, 3, . . .) they vanish for k ≥ [n/2]
dk(n) = 0,
(
n = 2, 3, 4 . . . ; k ≥
[
n
2
])
. (3.106)
Let us consider first the case of odd dimension (n = 3, 5, 7, . . .). In this
case the gamma–function in (3.105) does not have any poles and the formula
(3.105) immediately gives the coefficients bk(n). From (3.106) it follows that
only first (n− 1)/2 coefficients bk(n) do not vanish, i.e.,
bk(n) = 0,
(
n = 3, 5, 7, . . . ; k ≥ n− 1
2
)
. (3.107)
This is the consequence of the finiteness of the Green function (3.97) in odd
dimension.
In even dimensions (n = 2, 4, 6, . . .) and for k ≤ n
2
− 1 the expression
(3.105) is also single–valued and immediately defines the coefficients bk(n).
For k ≥ n
2
there appear poles in the gamma–function that are suppressed by
the zeros of the coefficients dk(n), (3.106). Using the definition of the coeffi-
cients dk(n), (3.100), (3.101), and the properties of the Bernoulli polynomials
[168], we obtain the coefficients bk(n) in even dimension (n = 2, 4, 6, . . .) for
k ≥ n/2
bk(n) =
(−1)k−n2 k!
Γ
(
n
2
)
Γ
(
k + 1− n
2
) ∑
0≤l≤n
2
−1
(−1)l
k − l
(
1− 21+2l−2k
)
B2k−2ldl(n),
(3.108)
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(
n = 2, 4, 6, . . . ; k ≥ n
2
)
,
where Bl = Bl(0) are the Bernoulli numbers and the coefficients dl(n), (l ≤
n/2− 1), are calculated by means of the formula (3.101).
Let us list the dimensionless De Witt coefficients bk(n), (3.103), in two–
three– and four–dimensional (physical) space–time. Substituting n = 2 and
n = 4 in the formulas (3.101), (3.105) and (3.108) we obtain
bk(2) = (−1)k−1
(
1− 21−2k
)
B2k, (k ≥ 0), (3.109)

b0(4) = 1,
bk(4) = (−1)k
{
(k − 1)
(
1− 21−2k
)
B2k − k4
(
1− 23−2k
)
B2k−2
}
, (k ≥ 1).
(3.110)
The expression for the coefficients bk(n) in even dimension for k ≥ n/2,
(3.108), can be written in a more convenient and compact form. Using the
integral representation of the Bernoulli numbers [168]
B2k = (−1)k+1 4k
1− 21−2k
∞∫
0
dt
e2pit + 1
t2k−1 (3.111)
and the definition of the coefficients dk(n), (3.97b), (3.99)–(3.101), we obtain
from (3.108)
bk(n) =
4(−1)n2−1k!
Γ
(
n
2
)
Γ
(
k + 1− n
2
) ∞∫
0
dt t
e2pit + 1
Γ
(
n−1
2
+ it
)
Γ
(
n−1
2
− it
)
Γ
(
1
2
+ it
)
Γ
(
1
2
− it
) t2k−n,
(3.112)(
n = 2, 4, 6, . . . ; k ≥ n
2
)
.
Thus we have obtained all the terms in the De Witt coefficients [ak], that
do not contain covariant derivatives, (3.104), where the coefficients bk(n) are
given by the formulas (3.105), (3.101) and (3.108)–(3.112).
Using the obtained De Witt coefficients, (3.104), one can calculate the
transfer function in the coinciding points, (3.91). Substituting (3.104) in
(3.91) and summing the powers of the potential term we obtain
Ω(s|x, x) = exp
{
is
(
Q+
n− 1
4n
R
)}
ω
(
isR
n(n− 1)
)
+O(∇R), (3.113)
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where
ω(z) =
∑
k≥0
zk
k!
bk(n). (3.114)
Let us divide the series (3.114) in two parts
ω(z) = ω1(z) + ω2(z), (3.115)
where
ω1(z) =
∑
0≤k≤[n2 ]−1
zk
k!
bk(n), (3.116)
ω2(z) =
∑
k≥[n2 ]
zk
k!
bk(n). (3.117)
The first part ω1(z), (3.116), is a polynomial. Using the expression (3.105)
for coefficients bk and the definition of the coefficients dk, (3.97), (3.99), one
can write it in the integral form
ω1(z) = 2
(−z)n2−1
Γ
(
n
2
) ∞∫
0
dt t exp (−t2)Γ
(
n−1
2
+ i t√−z
)
Γ
(
n−1
2
− i t√−z
)
Γ
(
1
2
+ i t√−z
)
Γ
(
1
2
− i t√−z
) . (3.118)
The second part ω2(z), (3.117), is an asymptotic series. In odd dimension
all coefficients of this series are equal to zero, (3.107). Therefore, in this case
ω2(z) = 0 up to an arbitrary non–analytical function in the vicinity like
exp(const/z).
From the obtained expressions (3.108)–(3.112) one can get the asymp-
totics of the coefficients bk(n) as k →∞ in even dimensions
bk(n)
∣∣∣
k→∞ = 4
(−1)n2−1
Γ
(
n
2
) k!(2k − 1)!
Γ
(
k + 1− n
2
)(2π)−2k, (n = 2, 4, 6, . . .). (3.119)
Herefrom it is immediately seen that in this case the asymptotic series (3.117)
diverges for any z 6= 0, i.e., its convergence radius is equal to zero and
the point z = 0 is a singular point of the function ω2(z). This makes the
asymptotic series of the terms without covariant derivatives of external fields
very different from the corresponding series of linear and quadratic terms in
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external fields, (3.26), (3.27), (3.62)–(3.64), which converge for any z and
define entire functions, (3.29), (3.30), (3.65)–(3.68).
Based on the divergence of the asymptotic series (3.117), it is concluded
in the paper [166] that the Schwinger–De Witt representation of the Green
function is meaningless. However, the asymptotic divergent series (3.117)
can be used to obtain quite certain idea about the function ω2(z). To do
this one has to make use of the methods for summation of asymptotic series
discussed in Sect. 3.1.
Let us define the function ω2(z) according to the formulas (3.5) and (3.3):
ω2(z) =
∞∫
0
dy yν−1e−yB(zyµ), (3.120)
where
B(z) =
∑
k≥n
2
zk
k!
bk
Γ(µk + ν)
, (3.121)
and µ and ν are some complex numbers, such that Re
(
µn
2
+ ν
)
> 0. The
series (3.121) for the Borel function B(z) converges in case Reµ > 1 for
any z and in case Reµ = 1 for |z| < π2. This can be seen easily using the
formulas (3.4) and (3.119). Let us substitute the integral representation of
the coefficients bk, (3.112), in (3.121) and change the order of integration and
summation. We get
B(z) = −4(−z)
n
2
Γ
(
n
2
) ∞∫
0
dt t
e2pit + 1
Γ
(
n−1
2
+ it
)
Γ
(
n−1
2
− it
)
Γ
(
1
2
+ it
)
Γ
(
1
2
− it
) H(zt2), (3.122)
where
H(z) =
∑
k≥0
zk
k!Γ
(
µk + ν + n
2
) . (3.123)
The series (3.123) converges for any z and defines an entire function. For
example, for µ = 1, ν = 1 − n
2
it reduces to the Bessel function of zeroth
order
H(z)
∣∣∣
µ=1, ν=1−n
2
= J0
(
2
√−z
)
. (3.124)
One can show that the integral (3.122) converges for sure on the negative
part of the real axis, Re z < 0, Im z = 0. Therefore, for such z it gives the
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analytical continuation of the series (3.121). The whole Borel function B(z)
on the whole complex plane can be obtained by the analytic continuation of
the integral (3.122).
Let us substitute now the expression (3.122) for the Borel function in
the integral (3.120) and change the order of integration over t and over y.
Integrating over y and summing over k we obtain
ω2(z) = −4(−z)
n
2
Γ
(
n
2
) ∞∫
0
dt t
e2pit + 1
Γ
(
n−1
2
+ it
)
Γ
(
n−1
2
− it
)
Γ
(
1
2
+ it
)
Γ
(
1
2
− it
) exp(zt2). (3.125)
This integral converges in the region Re z ≤ 0. In the other part of the
complex plane the function ω2(z) is defined by analytical continuation. In
this way we obtain a single–valued analytical function in the complex plane
with a cut along the positive part of the real axis from 0 to ∞. Thus the
point z = 0 is a singular (branch) point of the function ω2(z). It is this fact
that makes the power series over z, (3.117), to diverge for any z 6= 0.
In the region Re z < 0 one can obtain analogous expression for the total
function ω(z), (3.115). Changing the integration variable t → t√−z in
(3.118) and adding it to (3.125) we obtain
ω(z) = 2
(−z)n2
Γ
(
n
2
) ∞∫
0
dt t tanh (πt)
Γ
(
n−1
2
+ it
)
Γ
(
n−1
2
− it
)
Γ
(
1
2
+ it
)
Γ
(
1
2
− it
) exp(zt2). (3.126)
Thus, we summed up the divergent asymptotic series of the terms without
covariant derivatives of the external field in the transfer function, (3.113),
(3.114), (3.126).
Using the obtained transfer function, (3.113), (3.118), (3.126), one can
calculate the one–loop effective action, (1.50), up to terms with covariant
derivatives O(∇R). In order to obtain the renormalized effective action Γ(1)ren
with the normalization condition (3.78) it is sufficient to subtract from the
transfer function Ω(s), (3.113), the potentially divergent terms and integrate
over the proper time. As the result we obtain in two–dimensional space
Γ(1)ren
∣∣∣∣∣
n=2
=
1
2(4π)
∫
d2x g1/2
{(
m2 −Q− 1
6
R
)
log
m2 −Q− 1
8
R
m2
+Q+
1
8
R − 2Rχ1
(
2
m2 −Q
R
− 1
4
)
+O(∇R)
}
, (3.127)
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and in physical four–dimensional space–time
Γ(1)ren
∣∣∣∣∣
n=4
=
1
2(4π)2
∫
d4x g1/2
{
−1
2
[
m4 − 2m2
(
Q+
1
6
R
)
+Q2 +
1
3
QR +
29
1080
R2
]
log
m2 −Q− 9
48
R
m2
−1
2
m2
(
Q+
9
48
R
)
+
5
4
Q2 +
43
96
QR
+
41
1024
R2 +
1
36
R2χ2
(
12
m2 −Q
R
− 9
4
)
+O(∇R)
}
,
(3.128)
where
χ1(z) =
∞∫
0
dt t
e2pit + 1
log
(
1− t
2
z
)
, (3.129)
χ2(z) =
∞∫
0
dt t
e2pit + 1
(
t2 +
1
4
)
log
(
1− t
2
z
)
. (3.130)
In odd dimensions the effective action is finite. Substituting (3.118),
(3.113) in (1.50) and integrating over the proper time we obtain, for example,
in three–dimensional space
Γ(1)
∣∣∣∣∣
n=3
=
1
3(4π)
∫
d3x g1/2
{(
m2 −Q− 1
6
R
)3/2
+O(∇R)
}
. (3.131)
In higher dimensions the terms without covariant derivatives of the cur-
vature tensor, (3.92), no longer reduce only to powers of the scalar curvature
R, (3.94), — they also contain invariants of the Ricci and Weyl tensors.
Thus via the partial summation of the covariantly constant terms of
the Schwinger–De Witt asymptotic expansion (an expansion in background
dimension) we obtained a non–analytical (in the background field expres-
sion) for the effective action up to terms with covariant derivatives, (3.127)–
(3.131). Although the corresponding asymptotic series diverge, the expres-
sions (3.129) and (3.130) are defined in the whole complex plane z with the
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cut along the positive part of the real axis. There appears a natural arbi-
trariness connected with the possibility to choose the different banks of the
cut.
Chapter 4
Higher–derivative quantum
gravity
4.1 Quantization of gauge field theories. Uni-
que effective action
Let M = {ϕi} be the configuration space of a boson gauge field and S(ϕ)
be a classical action functional that is invariant with respect to local gauge
transformations
δϕi = Riα(ϕ)ξ
α, (4.1)
forming the gauge group G. Here ξα are the group parameters and Riα(ϕ)
are the local generators of the gauge transformations that form a closed Lie
algebra
[IˆRα, IˆRβ] = C
γ
αβ IˆRγ , (4.2)
where
IˆRα ≡ Riα(ϕ)
δ
δϕi
(4.3)
and Cγαβ are the structure constants of the gauge group satisfying the Jacobi
identity
Cαµ[βC
µ
γδ] = 0. (4.4)
The classical equations of motion determined by the action functional S(ϕ)
have the form
εi(ϕ) = 0, (4.5)
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where εi ≡ S,i is the ‘extremal’ of the action. The equation (4.5) defines the
‘mass shell’ in the quantum perturbation theory.
The equations (4.5) are not independent. The gauge invariance of the
action leads to the first type constraints between the dynamical variables
that are expressed through the Noether identities
IˆRαS = R
i
αεi = 0. (4.6)
The physical dynamical variables are the group orbits (the classes of gauge
equivalent field configurations), and the physical configuration space is the
space of orbits M = M/G. To have coordinates on the orbit space one
has to put some suuplementary gauge conditions (a set of constraints) that
isolate in the spaceM a subspaceM′, which intersects each orbit only in one
point. Each orbit is represented then by the point in which it intersects the
given subspace M′. If one reparametrizes the initial configuration space by
the new variables, M = {IA, χµ}, where IA are the physical gauge-invariant
variables enumerating the orbits,M = {IA}, and χµ are group variables that
enumerate the points on each orbit, G = {χµ}, then the gauge conditions
can be written in the form
χµ(ϕ) = θµ, (4.6a)
where θµ are some constants, i.e., θµ,i = 0. Thus we obtain the coordinates
on the physical space M′ = {IA, θµ}.
The group variables χµ transform under the action of the gauge group
analogously to (4.1)
δχµ = Qµα(ϕ)ξ
α, (4.7)
where
Qµα(ϕ) = χµ,i(ϕ)R
i
α(ϕ), (detQ 6= 0), (4.8)
are the generators of gauge transformations of group variables. They form a
representation of the Lie algebra of the gauge group
[IˆQα, IˆQβ] = C
γ
αβ IˆQγ , (4.9)
where
IˆQα ≡ Qµα
δ
δχµ
.
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All physical gauge–invariant quantities (in particular, the action S(ϕ))
are expressed only in terms of the gauge–invariant variables IA and do not
depend on the group variables χµ
S(ϕ) = S¯(IA(ϕ)). (4.10)
The action S¯(IA) is an usual non–gauge–invariant action. Therefore one can
quantize the theory in the variables IA, and then go back to the initial field
variables ϕi. The functional integral for the standard effective action takes
the form [45]
exp
{
i
h¯
Γ(Φ)
}
=
∫
dϕM(ϕ)δ(χµ(ϕ)− θµ) detQ(ϕ)
× exp
{
i
h¯
[
S(ϕ)− (ϕi − Φi)Γ,i(Φ)
]}
, (4.11)
where M(ϕ) is a local measure. The measure M(ϕ) is gauge invariant up
to the terms Riα,i and C
µ
αµ that are proportional to derivatives of the δ–
function at coinciding points δ(0) and that should vanish by the regular-
ization. The exact form of the measure M(ϕ) must be determined by the
canonical quantization of the theory. In most practically important cases
M(ϕ) = 1 + δ(0)(. . .) [45]. Therefore, below we will simply omit the mea-
sure M(ϕ).
Since the effective action (4.11) must not depend on the arbitrary con-
stants θµ, one can integrate over them with a Gaussian weight. As result we
get
exp
{
i
h¯
Γ(Φ)
}
=
∫
dϕ detQ(ϕ)(detH)1/2
× exp
{
i
h¯
[
S(ϕ)− 1
2
χµ(ϕ)H
µνχν(ϕ)− (ϕi − Φi)Γ,i(Φ)
]}
,
(4.12)
where Hµν is a non–degenerate matrix (detH 6= 0), that does not depend
on quantum field (δHµν/δϕi = 0). The determinants of the operators Q and
H in (4.12) can be also represented as result of integration over the anti–
commuting variables, so called Faddeev-Popov [15, 14] and Nielsen-Kallosh
[31, 32] “ghosts”.
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Using the equation (4.12) we find the one–loop effective action
Γ = S + h¯Γ(1) +O(h¯
2), (4.13)
Γ(1) = − 1
2i
log
det∆
detH(detF )2
, (4.14)
where
∆ik = −S,ik + χµiHµνχνk, χµi ≡ χµ,i(ϕ)
∣∣∣
ϕ=Φ
, (4.15)
F = Q(ϕ)
∣∣∣
ϕ=Φ
. (4.16)
On the mass shell, Γ,i = 0, the standard effective action, (4.12), and
therefore the S–matrix too, does not depend neither on the gauge (i.e., on
the choice of arbitrary functions χµ and H
µν) nor on the parametrization
of the quantum field [34, 35, 45]. However, off mass shell the background
field as well as the Green functions and the effective action crucially depend
both on the gauge fixing and on the parametrization of the quantum field.
Moreover, the effective action is not, generally speaking, a gauge–invariant
functional of the background field because the usual procedure of the gauge
fixing of the quantum field automatically fixes the gauge of the background
field.
The gauge invariance of the effective action off mass shell can be preserved
by using the De Witt’s background field gauge. In this gauge the functions
χµ(ϕ) and the matrix H
µν depend parametrically on the background field
[14, 34]
χµ(ϕ) = χµ(ϕ,Φ), χµ(Φ,Φ) = 0, H
µν = Hµν(Φ),
and are covariant with respect to simultaneous gauge transformations of the
quantum ϕ and background Φ fields, i.e., they form the adjoint representation
of the gauge group
IˆRα(ϕ)χµ(ϕ,Φ) + IˆRα(Φ)χµ(ϕ,Φ) + C
ν
µαχν(ϕ,Φ) = 0,
IˆRα(Φ)H
µν(Φ)− CµβαHβν(Φ)− CνβαHµβ(Φ) = 0. (4.17)
In the background field gauge method one fixes the gauge of the quantum
field but not the gauge of the background field. In this case the standard
effective action (4.12) will be gauge invariant functional of the background
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field provided the generators of gauge transformations Riα(ϕ) are linear in
the fields, i.e., Riα,kn(ϕ) = 0 [34].
However, the off–shell effective action still depends parametrically on the
choice of the gauge (i.e., on the functions χµ, and H
µ,ν), as well as on the
parametrization of the quantum field ϕ. As a matter of fact this is the same
problem, since the change of the gauge is in essence a reparametrization of
the physical space of orbitsM′ [45]. Consequently we do not have any unique
effective action off mass shell.
The off–shell effective action can give much more information about quan-
tum processes than just the S–matrix. It should give the effective equations
for the background field with all quantum corrections, Γ,i(Φ) = 0.
A possible solution of the problem of constructing the off–shell effective
action was proposed by Vilkovisky [45, 46] both for usual and the gauge field
theories.
The condition of the reparametrization invariance of the functional S(ϕ)
means that S(ϕ) should be a scalar on the configuration space M which is
treated as a manifold with coordinates ϕi. The non-covariance of the effective
action Γ(ϕ) can be traced to the source term (ϕi − Φi)Γ,i(Φ) in (4.12) as
the difference of coordinates (ϕi − Φi) is not a geometric object. One can
achieve covariance if one replaces this difference by a two–point function,
σi(ϕ,Φ), that transforms like a vector with respect to transformations of the
background field Φ and like a scalar with respect to transformations of the
quantum field. This quantity can be constructed by introducing a symmetric
gauge–invariant connection Γimn(ϕ) on M and by identifying σ
i(ϕ,Φ) with
the tangent vector at the point Φ to the geodesic connecting the points ϕ
and Φ. More precisely, σi(ϕ,Φ) is defined to be the solution of the equation
σk∇kσi = σi, (4.18)
where
∇kσi = δ
δΦk
σi + Γikm(Φ)σ
m, (4.19)
with the boundary condition
σi
∣∣∣
ϕ=Φ
= 0. (4.20)
Thus we obtain a “unique effective action” Γ˜(Φ) according to Vilkovisky
exp
{
i
h¯
Γ˜(Φ)
}
=
∫
dϕ(detH(Φ))1/2 detQ(ϕ,Φ)
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× exp
{
i
h¯
[
S(ϕ)− 1
2
χµ(ϕ,Φ)H
µν(Φ)χν(ϕ,Φ) + σ
i(ϕ,Φ)Γ˜,i(Φ)
]}
,
(4.21)
Since the integrand in (4.21) is a scalar on M , the equation (4.21) defines a
reparametrization–invariant effective action. Let us note, that such a modifi-
cation corresponds to the definition of the background field Φ in a manifestly
reparametrization–invariant way,
< σi(ϕ,Φ) >= 0, (4.22)
instead of the usual definition Φi =< ϕi >.
The construction of the perturbation theory is performed by the change
of the variables in the functional integral, ϕi → σi(ϕ,Φ), and by expanding
all the functionals in the covariant Taylor series
S(ϕ) =
∑
k≥0
(−1)k
k!
σi1 · · ·σik
[
∇(i1 · · ·∇ik)S(ϕ)
] ∣∣∣
ϕ=Φ
. (4.23)
The diagrammatic technique for the usual effective action results from the
substitution of the covariant functional derivatives ∇i instead of the usual
ones in the expression for the standard effective action (up to the terms
∼ δ(0) that are caused by the Jacobian of the change of variables).
In particular, in the one–loop approximation, (4.13)–(4.16),
Γ˜(1) = − 1
2i
log
det ∆˜
detH(detF )2
, (4.24)
where
∆˜ik = −∇i∇kS + χµiHµνχνk. (4.25)
To construct the connection on the physical configuration space M′ let
us introduce, first of all, a non-degenerate gauge–invariant metric Eik(ϕ) in
the initial configuration space M that satisfies the Killing equations
DmRnα +DnRmα = 0, (4.26)
where Rmα = EmkR
k
α andDm means the covariant derivative with Christoffel
connection of the metric Eik{i
jk
}
=
1
2
E−1im(Emj,k + Emk,j −Ejk,m). (4.27)
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The metric Eik(ϕ) must ensure the non-degeneracy of the matrix
Nµν = R
i
µEikR
k
ν , (detN 6= 0). (4.28)
This enables one to define the De Witt projector [14, 33]
Π⊥
m
i = δ
m
i −RmαBαi, Π2⊥ = Π⊥, (4.29)
where
Bµn = N
−1 µαRiαEin. (4.30)
The projector Π⊥ projects every orbit to one point,
Π⊥
m
iR
i
α = 0 (4.31)
and is orthogonal to the generators Rkα in the metric Eik
RkβEkmΠ⊥
m
i = 0. (4.32)
Therefore, the subspace Π⊥M is the space of the orbits.
The natural physical conditions lead to the following form of the connec-
tion on the configuration space [45, 46]
Γimn =
{
i
mn
}
+ T imn, (4.33)
where
T imn = −2Bµ(mDn)Riµ +Bα(mBβn)RkβDkRiα. (4.34)
The main property of the connection (4.33) is
∇nRiα ∝ Riα. (4.35)
It means that the transformation of the quantity σi under the gauge transfor-
mations of both the quantum and background field is proportional to Riα(Φ),
and, therefore, ensures the gauge invariance of the term σiΓ˜,i in (4.21). This
leads then to the reparametrization invariance and the independence of the
unique effective action Γ˜(Φ) on gauge fixing off mass shell.
On the other hand, it is obvious that on mass shell the unique effective
action coincides with the standard one,
Γ˜(Φ)
∣∣∣
on−shell = Γ(Φ)
∣∣∣
on−shell,
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and leads to the standard S–matrix [45].
To calculate the unique effective action one can choose any gauge. The
result will be the same. It is convenient to use the orthogonal gauge, i.e.,
simply put the non–physical group variables equal to zero,
χµ(ϕ,Φ) = R
i
µ(Φ)Eik(Φ)σ
k(ϕ,Φ) = 0, (4.36)
i.e., σi = σi⊥, where σ
i
⊥ = Π⊥
i
nσ
n. The non-metric part of the connection
T imn satisfies the equation
Π⊥
m
kT
i
mnΠ⊥
n
j = 0. (4.37)
Using this equation one can show that it does not contribute to the quantity
σi⊥. Therefore in the orthogonal gauge (4.36) the quantity T
i
mn in the con-
nection (4.33) can be omitted. As a result we obtain for the unique effective
action the equation
exp
{
i
h¯
Γ˜(Φ)
}
=
∫
dϕδ
(
Riµ(Φ)σ
i(ϕ,Φ)
)
det Q¯(ϕ,Φ)
× exp
{
i
h¯
[
S(ϕ) + σi(ϕ,Φ)Γ˜,i(Φ)
]}
, (4.38)
where
Q¯µν(ϕ,Φ) = Riµ(Φ)R
i
ν(ϕ)
The change of variables ϕ → σi(ϕ,Φ) and covariant expansions of all
functionals of the form
S(ϕ) =
∑
k≥0
(−1)k
k!
σi1 · · ·σik
[
D(i1 · · ·Dik)S(ϕ)
] ∣∣∣
ϕ=Φ
(4.39)
lead (up to terms ∼ δ(0)) to the standard perturbation theory with simple
replacement of usual functional derivatives by the covariant ones with the
Christoffel connection, Di. In particular, in the one–loop approximation we
have
Γ˜(1) = − 1
2i
log
det ∆˜⊥
(detN)2
, (4.40)
where
∆˜⊥ = Π⊥∆˜Π⊥,
∆˜ik = −DiDkS = −S,ik +
{
j
ik
}
S,j (4.41)
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4.2 One–loop divergences of higher–deriva-
tive quantum gravity
The theory of gravity with higher derivatives as well as the Einstein gravity
and any other metric theory of gravity is a non–Abelian gauge theory with
the group of diffeomorphisms G of the space–time as the gauge group. The
complete configuration space M is the space of all pseudo–Riemannian met-
rics on the space–time, and the physical configuration space, the space of
orbits M, is the space of geometries on the space–time.
We will parametrize the gravitational field by the metric tensor of the
space–time
ϕi = gµν(x), i ≡ (µν, x). (4.42)
The parameters of the gauge transformation are the components of the in-
finitesimal vector of the coordinate transformation
xµ → xµ − ξµ(x),
ξµ = ξµ(x), µ ≡ (µ, x). (4.43)
The local generators of the gauge transformations in the parametrization
(4.42) are linear in the fields, i.e., Riα,kn = 0, and have the form
Riα = 2∇(µgν)αδ(x, y), i ≡ (µν, x), α ≡ (α, y). (4.44)
Here and below, when writing the kernels of the differential operators, all the
derivatives act on the first argument of the δ–function.
The local metric tensor of the configuration space, that satisfies the
Killing equations (4.26), has the form
Eik = g
1/2Eµν,αβδ(x, y), i ≡ (µν, x), k ≡ (αβ, y),
Eµν,αβ = gµ(αgβ)ν − 1
4
(1 + κ)gµνgαβ, (4.45)
where κ 6= 0 is a numerical parameter. In the four–dimensional pseudo–
Euclidean space–time it is equal to the determinant of the 10× 10 matrix:
κ = det
(
g1/2Eµν,αβ
)
. (4.46)
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The Christoffel symbols of the metric Eik have the form{
i
jk
}
=
{
µν,αβ
λρ
}
δ(x, y)δ(x, z),
i ≡ (λρ, x), j ≡ (µν, y), k ≡ (αβ, z),{
µν,αβ
λρ
}
= −δ(µ(λgν)(αδβ)ρ) +
1
4
(
gµνδαβλρ + g
αβδµνλρ + κ
−1Eµν,αβgλρ
)
,
δµναβ ≡ δµ(αδνβ). (4.47)
The matrix Nµν(ϕ), (4.28), is a second order differential operator of the form
Nµν(ϕ) = 2g
1/2
{
−gµν +1
2
(κ− 1)∇µ∇ν − Rµν
}
δ(x, y). (4.48)
The condition that the operator Nµν , (4.48), should be non–degenerate in
the perturbation theory on the flat background, detN |R=0 6= 0, imposes a
constraint on the parameter of the metric, κ 6= 3.
Let us write the classical action with quadratic terms in the curvature of
general type
S(ϕ) = −
∫
d4xg1/2
{
ǫR∗R∗ +
1
2f 2
C2 − 1
6ν2
R2 − 1
k2
R + 2
λ
k4
}
, (4.49)
where R∗R∗ ≡ 1
4
εµναβελργδR
λρ
µνR
γδ
αβ is the topological term, εµναβ is the
antisymmetric Levi-Civita tensor, C2 ≡ CµναβCµναβ is the square of the
Weyl tensor, ǫ is the topological coupling constant, f 2 — the Weyl one, ν2 —
the conformal one, k2 — the Einstein one, and λ = Λk2 is the dimensionless
cosmological constant. Here and below we omit the surface terms ∼ R that
do not contribute neither to the equations of motions nor to the S–matrix.
The extremal of the classical action, (4.5), and the Noether identities,
(4.6), have the form
εi(ϕ) = ε
µν ≡ δS
δgµν
= −g1/2
{
1
k2
(
Rµν − 1
2
gµνR + Λgµν
)
+
1
f 2
[
2
3
(1 + ω)R(Rµν − 1
4
gµνR) +
1
2
gµνRαβR
αβ − 2RαβRµ να β
+
1
3
(1− 2ω)∇µ∇νR − Rµν + 1
6
(1 + 4ω)gµν R
]}
, (4.50)
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∇µεµν = 0, (4.51)
where ω ≡ f 2/(2ν2).
Let us calculate the one–loop divergences of the standard effective action
(4.14). From (4.14) we have up to the terms ∼ δ(0)
Γdiv(1) = −
1
2i
(
log det∆|div − log detH|div − 2 log detF |div
)
. (4.52)
The second variation of the action (4.49) has the form
− S,ik =
{
Fˆ(0)λρστ∇λ∇ρ∇σ∇τ +∇ρFˆ(2)ρσ∇σ
+Fˆ(3)ρ∇ρ +∇ρFˆ(3)ρ + Fˆ(4)
}
g1/2δ(x, y), (4.53)
where Fˆ(0)λρστ , Fˆ(2)ρσ, Fˆ(3)ρ and Fˆ(4) mean the tensor 10×10 matrices (Fˆ(0)λρστ
= F µν,αβ(0)λρστ , etc.). They satisfy the following symmetry relations
Fˆ T(2)ρσ = Fˆ(2)ρσ, Fˆ
T
(3)ρ = −Fˆ(3)ρ, Fˆ T(4) = Fˆ(4),
Fˆ(2)ρσ = Fˆ(2)σρ, (4.54)
with the symbol ‘T’ meaning the transposition, and have the form
F µν,αβ(0)λρστ =
1
2f 2
{
gλρgστ
(
gµ(αgβ)ν − 1 + 4ω
3
gµνgαβ
)
+
1 + 4ω
3
(
gµνδαβστ gλρ + g
αβδµνλρgστ
)
+
2
3
(1− 2ω)δµνλρδαβστ − 2δ(νλ gµ)(αδβ)τ gσρ
}
,
F µν,αβ(2)ρσ =
1
2f 2
{
2Rρσ
(
gµ(αgβ)ν − 1
2
gµνgαβ
)
+ 4gρσR
(µ|α|ν)β
+2δ
(µ
(σR
ν)(αδ
β)
ρ) + 2
(
gαβδ
(µ
(ρR
ν)
σ) + g
µνδ
(α
(ρR
β)
σ)
)
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−4
(
R
(µ
(ρg
ν)(αδ
β)
σ) +R
(α
(ρ g
β)(µδ
ν)
σ)
)
+
4
3
(1 + ω)
[
Rµν
(
δαβρσ − gαβgρσ
)
+Rαβ
(
δµνρσ − gµνgρσ
)]
+
(
m22 +
2
3
(1 + ω)R
)(
−gρσgα(µgν)β + gρσgαβgµν
−gµνδαβρσ − gαβδµνρσ + 2δ(β(σgα)(µδν)ρ)
)}
,
F µν,αβ(3)ρ =
1
2f 2
{
1
2
(
gαβ∇(µRν)ρ − gµν∇(αRβ)ρ
)
+
1
3
(1− 2ω)
(
gµν∇ρRαβ − gαβ∇ρRµν
)
+ g(β(µ∇ν)Rα)ρ
−g(µ(β∇α)Rν)ρ +
1
12
(1 + 4ω)
(
gαβδ(µρ ∇ν)R− gµνδ(αρ ∇β)R
)
+
1
6
(1− 2ω)
(
δ(αρ g
β)(µ∇ν)R − δ(µρ gν)(α∇β)R
)
+
2
3
(2− ω)
(
δ(βρ ∇α)Rµν − δ(µρ ∇ν)Rαβ
)
+
3
2
(
∇(βRα)(µδν)ρ −∇(µRν)(αδβ)ρ
)}
,
F µν,αβ(4) =
1
2f 2
{
−1
2
(
gαβRµρR
νρ + gµνRαρR
βρ
)
+ 4R(µ ν)ρ σR
ρασβ
−
(
gµ(αgβ)ν − 1
2
gµνgαβ
) [
RρσR
ρσ − 1
3
(1 + ω)R2
+
1
3
(1 + 4ω) R−m22(R− 2Λ)
]
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−3
2
Rρσ
(
gαβRµ νρ σ + g
µνRα βρ σ
)
+Rα(µRν)β
+
(
m22 +
2
3
(1 + ω)R
)(
Rµνgαβ +Rαβgµν
−3g(α(µRν)β) − R(µ|α|ν)β
)
+6g(β(νRµ) α)ρ σR
ρσ +
1
2
(
R(α β)(µρ R
ν)ρ +R(µ ν)(αρ R
β)ρ
)
−4
3
(1 + ω)RµνRαβ − ω
(
gαβ∇µ∇νR + gµν∇α∇βR
)
+2 R(µ|α|ν)β − 4
3
(1− 2ω)g(β(ν∇µ)∇α)R
+2 R(µ(αgβ)ν) +
2
3
(1 + ω)
(
∇(α∇β)Rµν
+∇(µ∇ν)Rαβ − gαβ Rµν − gµν Rαβ
)}
, (4.55)
where m22 = f
2/k2.
Next let us choose the most general linear covariant De Witt gauge con-
dition [33]
χµ(ϕ,Φ) = R
k
µ(Φ)Eki(Φ)h
i, (4.56)
where hi = ϕi − Φi. In usual notation this condition reads
χµ = −2g1/2∇ν
{
hνµ −
1
4
(1 + κ)δνµh
}
, (4.57)
where raising and lowering the indices as well as the covariant derivative
are defined by means of the background metric gµν and h ≡ hµµ. The ghost
operator F , (4.8), (4.16), in the gauge (4.56) is equal to the operator N ,
(4.48),
Fµν = Nµν = 2g
1/2
{
−gµν +1
2
(κ− 1)∇µ∇ν − Rµν
}
δ(x, y). (4.57a)
Chapter 4. Higher–derivative quantum gravity 101
It is obvious that for the operator ∆, (4.15), to be nondegenerate in the
flat space–time it is necessary to choose the matrix H as a second order
differential operator
Hµν =
1
4α2
g−1/2 {−gµν +β∇µ∇ν +Rµν + P µν} δ(x, y), (4.58)
where α and β are numerical constants, P µν is an arbitrary symmetric tensor,
e.g.
P µν = p1R
µν + gµν
(
p2R + p3
1
k2
)
, (4.59)
p1, p2 and p3 being some arbitrary numerical constants. Such form of the op-
erator H does not increase the order of the operator ∆, (4.15), and preserves
its locality. Thus we obtain a very wide six–parameter (κ, α, β, p1, p2, p3)
class of gauges. In particular, the harmonic De Donder–Fock–Landau gauge,
∇ν
(
hνµ −
1
2
δνµh
)
= 0, (4.60)
corresponds to κ = 1 and α = 0. For α = 0 the dependence on other
parameters disappear.
It is most convenient to choose the “minimal” gauge
α2 = α20 ≡ f 2, β = β0 ≡
1
3
(1− 2ω), κ = κ0 ≡ 3ω
1 + ω
, (4.61)
which makes the operator ∆, (4.15), diagonal in leading derivatives, i.e., it
takes the form
∆ik =
1
2f 2
{
Eˆ(0)
2 +∇ρDˆρσ∇σ +∇ρVˆρ + Vˆρ∇ρ + Pˆ
}
δ(x, y), (4.62)
where
Eˆ(0) = E
µν,αβ(κ = κ0), Dˆρσ = D
µν,αβ
ρσ ,
Vˆρ = V
µν,αβ
ρ , Pˆ = P
µν,αβ,
are some tensor matrices that satisfy the same symmetry conditions, (4.54).
They have the following form
Dµν,αβρσ =
1
2f 2
{
2Rρσ
[
gα(µgν)β − 1
2
(
1 +
p1
16
(
1 + 4ω
1 + ω
)2)
gµνgαβ
]
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+2
(
1 +
p1
4
(
1 + 4ω
1 + ω
)) (
gαβR
(µ
(ρδ
ν)
σ) + g
µνR
(α
(ρ δ
β)
σ)
)
+ 4gρσR
(µ|α|ν)β
−2p1δ(µ(ρRν)(αδβ)σ) − 4
(
δ
(α
(ρ g
β)(νR
µ)
σ) + δ
(µ
(σg
ν)(βR
α)
ρ)
)
+
4
3
(1 + ω)
[
Rµν
(
δαβρσ − gαβgρσ
)
+Rαβ
(
δµνρσ − gµνgρσ
)]
+
(
m22 +
2
3
(1 + ω)R
)(
−gρσgα(µgν)β + gρσgµνgαβ − gµνδαβρσ
−δµνρσ gαβ + 2δ(β(σgα)(µδν)ρ)
)
+
(
p2R + p3
1
k2
)[
−2δ(β(σgα)(µδν)ρ)
+
1
2
· 1 + 4ω
1 + ω
(
gµνδαβρσ + g
αβδµνρσ
)
− 1
8
(
1 + 4ω
1 + ω
)2
gρσg
µνgαβ
]}
,
V µν,αβρ =
1
2f 2
{(
1
2
+
p1
8
· 1 + 4ω
1 + ω
) (
gαβ∇(µRν)ρ − gµν∇(αRβ)ρ
)
+
1
3
(1− 2ω)
(
gµν∇ρRαβ − gαβ∇ρRµν
)
+g(β(µ∇ν)Rα)ρ − g(µ(β∇α)Rν)ρ
+
1
12
(1 + 4ω)
(
1− 3
4
· p1
1 + ω
) (
gαβδ(µρ ∇ν)R− gµνδ(αρ ∇β)R
)
+
(
1− 2ω
6
− p2
2
) (
δ(αρ g
β)(µ∇ν)R− δ(µρ gν)(α∇β)R
)
+
2
3
(2− ω)
(
δ(αρ ∇β)Rµν − δ(µρ ∇ν)Rαβ
)
+
(
2 +
p1
2
) (
∇(αRβ)(µδν)ρ −∇(µRν)(αδβ)ρ
)}
,
P µν,αβ =
1
2f 2
{
−1
2
(
1 +
p1
4
· 1 + 4ω
1 + ω
)(
gαβRµρR
νρ + gµνRαρR
βρ
)
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−
(
gµ(αgβ)ν − 1
2
gµνgαβ
)[
RρσR
ρσ − 1
3
(1 + ω)R2
+
1
3
(1 + 4ω) R−m22(R− 2Λ)
]
−3
2
(
1− p1
12
· 1 + 4ω
1 + ω
)
Rρσ
(
gαβRµ νρ σ + g
µνRα βρ σ
)
+(2 + p1)R
α(µRν)β − 1
2
p1
(
Rρ(µRν)(α β)ρ +R
ρ(αRβ)(µ ν)ρ
)
+6g(β(νRµ) α)ρ σR
ρσ − 4
3
(1 + ω)RµνRαβ + 4R(µ ν)σρ R
ρ(α β)
σ
+
(
m22 +
2
3
(1 + ω)R
)(
Rµνgαβ +Rαβgµν
−3g(α(µRν)β) − R(µ|α|ν)β
)
+
(
p2R + p3
1
k2
) (
g(α(µRν)β) −R(µ|α|ν)β
)
+ 2 R(µ|α|ν)β
−ω
(
gαβ∇µ∇νR + gµν∇α∇βR
)
+ 2 R(µ(αgβ)ν)
+
2
3
(1 + ω)
(
− gαβ Rµν − gµν Rαβ +∇(α∇β)Rµν
+∇(µ∇ν)Rαβ
)
− 4
3
(1− 2ω)g(β(ν∇µ)∇α)R
}
. (4.63)
The divergences of the determinants of the operatorsH , (4.58), F , (4.57a),
and ∆, (4.62), can be calculated by means of the algorithms for the non-
minimal vector operator of second order and the minimal tensor operator
of forth order. These algorithms were obtained first in [152–154] and con-
firmed in [77] by using the generalized Schwinger–De Witt technique. In the
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dimensional regularization up to the terms ∼ R they have the form
log det {− δµν + β∇µ∇ν +Rµν + P µν }
∣∣∣div
= i
2
(n− 4)(4π)2
∫
d4xg1/2
{
− 8
45
R∗R∗ +
7
60
C2 +
1
36
R2
+
1
6
(ξ + 6)RµνP
µν − 1
12
(ξ + 2)RP +
1
48
ξ2P 2
+
1
24
(ξ2 + 6ξ + 12)PµνP
µν
}
, (4.64)
where
ξ ≡ β
1− β , P ≡ P
µ
µ,
and
log det
{
Eˆ 2 +∇µDˆµν∇ν +∇µVˆµ + Vˆµ∇µ + Pˆ
} ∣∣∣div
= i
2
(n− 4)(4π)2
∫
d4xg1/2tr
{
1ˆ
(
− 1
180
R∗R∗ +
1
60
C2 +
1
36
R2
)
+
1
6
RˆµνRˆµν − Eˆ−1Pˆ + 1
12
REˆ−1Dˆ − 1
6
RµνEˆ
−1Dˆµν
+
1
48
Eˆ−1DˆEˆ−1Dˆ +
1
24
Eˆ−1DˆµνEˆ−1Dˆµν
}
, (4.65)
where
Dˆ ≡ Dˆµµ,
Eˆ, Dˆµν , Vˆ µ and Pˆ are the tensor matrices (Eˆ = EAB, Eˆ−1 = E−1AB, Dˆ
µν =
DABµν etc.), 1ˆ = δAB, Rˆµν = RABµν is the commutator of covariant derivatives
of the tensor field
[∇µ,∇ν ]hA = RABµνhB, (4.66)
‘tr’ means the matrix trace and n is the dimension of the spacetime.
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In our case, hA = hµν ,
RABµν = R αβγδ ,µν = −2δ(α(γRβ)δ)µν . (4.67)
Using eqs. (4.64) and (4.65) we obtain in the minimal gauge (4.61)
log detH
∣∣∣div = i 2
(n− 4)(4π)2
∫
d4xg1/2
{
− 8
45
R∗R∗ +
7
60
C2
+
1
36
R2 +
13 + 10ω
12(1 + ω)
RµνP
µν − 5 + 2ω
24(1 + ω)
RP
+
1
192
(
1− 2ω
1 + ω
)2
P 2 +
28ω2 + 80ω + 61
96(ω + 1)2
PµνP
µν
}
,
(4.68)
log detF
∣∣∣div = i 2
(n− 4)(4π)2
∫
d4xg1/2
{
− 1
540
(20ω2 + 100ω + 41)R∗R∗
+
1
135
(5ω2 + 25ω + 2)C2 +
1
81
(5ω2 + 16ω + 20)R2
}
,
(4.69)
log det∆
∣∣∣div = i 2
(n− 4)(4π)2
∫
d4xg1/2
{
− 1
54
(4ω2 + 20ω + 253)R∗R∗
+
1
54
(4ω2 + 20ω + 367)C2 +
1
162
(200ω2 + 334ω + 107)R2
+
1
6
(
40ω − 26− 3
ω
)
f 2
k2
R
+
1
k4
[
4
3
λ(14f 2 + ν2) +
1
2
(5f 4 + ν4)
]
− 13 + 10ω
12(1 + ω)
RµνP
µν
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+
5 + 2ω
24(1 + ω)
RP − 1
192
(
1− 2ω
1 + ω
)2
P 2
−28ω
2 + 80ω + 61
96(ω + 1)2
PµνP
µν
}
. (4.70)
Substituting the obtained expressions (4.68)–(4.70) in (4.52) we get the
divergences of the standard one–loop effective action off mass shell
Γdiv(1) = −
1
(n− 4)(4π)2
∫
d4xg1/2
{
β1R
∗R∗ + β2C2
+β3R
2 + β4
1
k4
+ γ
1
k2
(R− 4Λ)
}
, (4.71)
where
β1 = −196
45
,
β2 =
133
20
, (4.72)
β3 =
5
18
f 4
ν4
+
5
6
f 2
ν2
+
5
36
, (4.73)
β4 =
1
2
(5f 4 + ν4) +
2
3
λ
(
10
f 4
ν2
+ 15f 2 − ν2
)
, (4.74)
γ =
5
3
f 4
ν2
− 13
6
f 2 − 1
2
ν2. (4.75)
Therefrom it is immediately seen that the gauge fixing tensor, P µν , (4.59)
does not enter the result. In the next section we will calculate the divergences
of the effective action in arbitrary gauge and will show that the tensor P µν
does not contribute in the divergences in general case too. If one puts Pµν = 0
then the divergences of the operator H do not depend on the gauge fixing
parameters at all.
Our result for divergences, (4.71)–(4.75), does not coincide with the re-
sults of the papers [152–155] in the coefficient β3, (4.73). Namely, the last
term in (4.73) is equal to 5/36 instead of the incorrect value −1/36 obtained
in [152–155]. We will check our result, (4.73), by means of completely inde-
pendent computation on the De Sitter background in Sect. 4.5.
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4.3 Off–shell one–loop divergences of the stan-
dard effective action in arbitrary gauge
and the divergences of the unique effec-
tive action
Let us study now the dependence of the obtained result for the divergences of
the standard effective action, (4.71)–(4.75), on the choice of the gauge. Let
us consider the variation of the one–loop effective action (4.1) with respect
to variation of the gauge condition (i.e., the functions χµ and H
µν)
δΓ(1) = −1
i
{(
∆−1 ikχµkH
µν − RiαF−1 αν
)
δχνi
+
1
2
(
χµi∆
−1 ikχνk −H−1µν
)
δHµν
}
. (4.76)
Using the Ward identities
∆−1 ikχµkHµν − RiαF−1 αν = −∆−1 ikεjRjα,kF−1 αν , (4.77)
χµi∆
−1 ikχνk −H−1µν = −H−1µαF−1 βαεjRjβ,k
×
(
Rkγ −∆−1 knεmRmγ,n
)
F−1 γδH−1δν , (4.78)
that follow from the Noether identity, (4.6), one can derive from (4.76)
δΓ(1) = −1
i
{
−∆−1 ikεjRjα,kF−1 ανδχνi
+
1
2
F−1 βαεjR
j
β,k
(
Rkγ −∆−1 knεmRmγ,n
)
F−1 γδδ(H−1δα)
}
. (4.79)
Herefrom, it follows, in particular, that the one–loop effective action on mass
shell, ε = 0, (4.5), does not depend on the gauge,
δΓ
∣∣∣
on−shell = 0. (4.80)
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Since the effective action on the mass shell is well defined, it is analytical
in background fields in the neighborhood of the mass shell (4.5). Therefore,
it can be expanded in powers of the extremal [45]. As the extremal has the
background dimension (in our case, (4.50), equal to four in mass units), this
expansion will be, in fact, an expansion in the background dimension. It is
obvious, that to calculate the divergences of the effective action it is sufficient
to limit oneself to the terms of background dimension not greater than four.
Thus one can obtain the divergences by taking into account only linear terms
in the extremal. Moreover, from the dimensional grounds it follows that only
the trace of the extremal (4.50),
ε ≡ gµνεµν = g1/2
{
1
k2
(R− 4Λ)− 1
ν2
R
}
, (4.81)
contributes to the divergences. Therefore, a dependence of the divergent
part of the effective action on the gauge parameters appears only in the γ–
coefficient, (4.75). The other, β–coefficients, (4.72)–(4.74), do not depend on
the gauge.
So, from (4.79) we obtain the variation of the one–loop effective action
with respect to the variation of the gauge
δΓdiv(1) =
1
i
{
εjR
j
α,k∆
−1 kiF−1 αβδχβi
−1
2
εjR
j
α,kR
k
βF
−1 βγF−1 αδδ(H−1γδ)
}∣∣∣∣∣
div
. (4.82)
Herefrom one can obtain the divergences of the effective action in any
gauge. To do this one has, first, to fix some form of the gauge condition
with arbitrary parameters, then, to calculate the divergences of the effective
action for some convenient choice of the gauge parameters and, finally, to
integrate the equation (4.82) over the gauge parameters.
Let us restrict ourselves to the covariant De Witt gauge, (4.56), with ar-
bitrary gauge parameters α, β and P µν . Since the coefficient at the variation
δH−1 in (4.82) does not depend on the matrix H (i.e., on the gauge parame-
ters α, β and P µν), one can integrate over the operator H immediately. Thus
we obtain the divergences of the effective action in arbitrary gauge
Γdiv(1) (κ, α, β, P ) = Γ
div
(1) (κ0, α0, β0) +
1
i
{ κ∫
κ0
dκ Udiv1 (κ)
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−1
2
[
Udiv2 (κ, α, β, P )− Udiv2 (κ, α0, β0, P )
]}
, (4.83)
where Γdiv(1) (κ0, α0, β0) is the divergent part of the effective action in the min-
imal gauge, (4.71)–(4.75),
U1(κ) = εjR
j
α,k∆
−1 ki(κ, α0, β0, P )F−1 αβ(κ)RnβE
′
in, (4.84)
E ′in =
d
dκ
Ein = −1
4
g1/2gµνgαβδ(x, y),
U2(κ, α, β, P ) = εjR
j
α,kR
k
βF
−1 βγ(κ)F−1 αδ(κ)H−1γδ(α, β, P )
∣∣∣∣∣
div
. (4.85)
To calculate the quantities U1, (4.84), and U2, (4.85), one has to find
the ghost propagators F−1(κ) and H−1γδ(α, β, P ) for arbitrary κ, α, β and
P and the gravitational propagator ∆−1(κ, α0, β0) for arbitrary parameter κ
and minimal values of other parameters, α0 and β0. The whole background
dimension that causes the divergences is contained in the extremal εi. So,
when calculating the divergences of the quantities U1, (4.84), and U2, (4.85),
one can take all propagators to be free, i.e., the background quantities (the
spacetime curvature, the commutator of covariant derivatives etc.) and the
mass terms can be neglected. This is so because together with any dimension-
ful terms there appear automatically a Green function −1 and the whole
term becomes finite. Therefore, in particular, the gauge fixing tensor P µν
does not contribute in the divergences of the effective action at all. In the
minimal gauge, (4.61), we have shown this by explicit calculation in previous
section.
Using the explicit forms of the operators F (κ), (4.57a), H(α, β), (4.58),
and ∆(κ, α0, β0), (4.15), (4.53), we find the free Green functions of these
operators
F−1 µν(κ) =
1
2
(
−gµν +κ− 1
κ− 3∇
µ∇ν
)
−2g−1/2δ(x, y), (4.86)
H−1µν (α, β) = 4α
2
(
−gµν − β
1− β∇µ∇ν
)
−2g1/2δ(x, y), (4.87)
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∆−1 ik(κ, α0, β0) = 2f 2
{
E−1(0)µν,αβ
2 + ρ2∇µ∇ν∇α∇β
+ρ1 (gµν∇α∇β + gαβ∇µ∇ν)
}
−4g−1/2δ(x, y), (4.88)
where
E−1(0)µν,αβ ≡ E−1µν,αβ
∣∣∣
κ=κ0
= gµ(αgβ)ν − 1 + 4ω
12ω
gµνgαβ, (4.89)
ρ1 =
1
3ω
(
ω + 1 +
3
κ− 3
)
, (4.90)
ρ2 = − 4
3ω(ω + 1)
(
ω + 1 +
3
κ− 3
)2
. (4.91)
Let us note that in the minimal gauge, (4.61), ρ1 = ρ2 = 0 and, therefore,
∆−1 ik(0) = 2f
2E−1(0)µν,αβ
−2g−1/2δ(x, y).
Substituting the free propagators, (4.86)–(4.88), in (4.84) and (4.85) we
obtain the divergences of the quantities U1 and U2
Udiv1 =
f 2
κ− 3
∫
d4x εµν
{
(ρ2 + 6ρ1 − 2κ−10 )∇µ∇ν −3g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
−
(
ρ1 − 1 + ω
3ω
)
gµν
−2g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
}
, (4.92)
Udiv2 = 2α
2
(
3 +
4
(κ− 3)2(1− β)
)∫
d4x εµν∇µ∇ν −3g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
.
(4.93)
Using the divergences of the coincidence limits of the Green functions and
their derivatives in the dimensional regularization
−2g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
= −i 2
(n− 4)(4π)2 ,
∇µ∇ν −3g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
= −i 2
(n− 4)(4π)2
1
4
gµν , (4.94)
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and the explicit form of the extremal εµν , (4.50), we obtain
Udiv1 = i
1
(n− 4)(4π)2
6ν2
(κ− 3)2
(
1 +
2
(ω + 1)(κ− 3)
)∫
d4x g1/2
1
k2
(R− 4Λ),
Udiv2 = −i
1
(n − 4)(4π)2α
2
(
3 +
4
(κ− 3)2(1− β)
)∫
d4x g1/2
1
k2
(R− 4Λ).
(4.95)
Substituting these expressions in (4.83) and integrating over κ we obtain
finally
Γdiv(1) (κ, α, β, P ) = Γ
div
(1) (κ0, α0, β0)
− 1
(n− 4)(4π)2
∫
d4x g1/2∆γ(κ, α, β)
1
k2
(R− 4Λ),
where
∆γ(κ, α, β) =
13
6
f 2 +
4
3
ν2 − 3
2
α2 − 2α
2
(κ− 3)2(1− β) +
6ν2(κ− 2)
(κ− 3)2 . (4.96)
Thus the off–shell divergences of the effective action in arbitrary gauge
have the same form, (4.71), where the coefficients β1, β2, β3 and β4 do not
depend on the gauge and are given by the expressions (4.72)–(4.74), and the
γ–coefficient reads
γ(κ, α, β) =
5
3
f 4
ν2
+
5
6
ν2 − 3
2
α2 − 2α
2
(κ− 3)2(1− β) +
6ν2(κ− 2)
(κ− 3)2 . (4.97)
In particular, in the harmonic gauge, (4.60), (κ = 1 and α = 0), we have
γ(1, 0, β) =
5
3
f 4
ν2
− 2
3
ν2. (4.98)
The dependence of the divergences on the parametrization of the quan-
tum field also exhibits only in the γ–coefficient. Rather than to study this
dependence, let us calculate the divergences of the unique effective action Γ˜,
(4.24), that does not depend neither on the gauge nor on the parametrization
of the quantum field.
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From (4.24) we have
Γ˜div(1) = −
1
2i
(
log det ∆˜|div − log detH|div − 2 log detF |div
)
. (4.99)
The unique effective action Γ˜, (4.24), (4.99), differs from the usual one, (4.14),
(4.52), only by the operator ∆˜, (4.25). It is obtained from the operator ∆,
(4.15), by substituting the covariant functional derivatives instead of the
usual ones:
S,ik →∇i∇kS = DiDkS − T jikεj = S,ik − Γjikεj,
∆˜ik = ∆˜
loc
ik + T
j
ikεj = ∆ik + Γ
j
ikεj, (4.100)
where
∆˜locik = −DiDkS + χµiHµνχνk. (4.101)
Since the non–metric part of the connection T jik, (4.34), is non–local, the
operator ∆˜, (4.100), is an integro–differential one. The calculation of the
determinants of such operators offers a serious problem. However, as the
non–local part of the operator ∆˜, (4.100), is proportional to the extremal εi,
it exhibits only off mass shell. Therefore, the calculation of the determinant
of the operator ∆˜, (4.100), can be based on the expansion in the non–local
part, T jikεj . To calculate the divergences it is again sufficient to limit oneself
only to linear terms
log det ∆˜
∣∣∣div = log det ∆˜loc∣∣∣div + ∆˜−1 mnloc T imnεi∣∣∣div. (4.102)
To calculate this expression one can choose any gauge, because the answer
for the unique effective action does not depend on the gauge. Let us choose
the De Witt gauge, (4.56),
χµi = R
k
µEki, Fµν = Nµν . (4.103)
Using the Ward identities for the Green function of the operator ∆˜loc,
(4.101), in De Witt gauge we get (up to terms proportional to the extremal)
Bαi∆˜
−1 ik
loc = N
−1 αµH−1µν N
−1 νβRkβ +O(ε),
Bαi∆˜
−1 ik
loc B
β
k = N
−1 αµH−1µν N
−1 νβ +O(ε). (4.104)
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Using the explicit form of T imn, (4.34), in (4.102) and the eqs. (4.104) we
obtain
log det ∆˜
∣∣∣div = log det ∆˜loc∣∣∣div − Udiv3 ,
where
U3 = εjDkRjαRkβN−1 αµH−1µν N−1 νβ. (4.105)
Finally, one has to fix the operator H (i.e., the parameters α and β) and to
determine the parameter of the metric of the configuration space, κ, (4.45),
(4.46).
In the paper [45] some conditions on the metric Eik were formulated,
that make it possible to fix the parameter κ. First, the metric Eik must be
contained in the term with highest derivatives in the action S(ϕ). Second, the
operatorNµν , (4.28), (4.48), must be non–degenerate within the perturbation
theory. To find the metric Eik, (4.45), i.e., the parameter κ, (4.46), one
should consider the second variation of the action on the physical quantum
fields, h⊥ = Π⊥h, that satisfy the De Witt gauge conditions, Riµhi⊥ = 0, and
identify the metric with the matrix E in the highest derivatives
hi⊥(−S,ik)hk⊥ =
1
2f 2
∫
d4x h⊥µνg
1/2Eµν,αβ(κ) 2h⊥αβ
+ terms with the curvature. (4.106)
This condition leads to a quadratic equation for κ that has two solutions
κ1 = 3
ω
ω + 1
, κ2 = 3. (4.107)
As we already noted above, the value κ = κ2 = 3 is unacceptable, since
the operator N , (4.48), in this case is degenerate on the flat background.
Therefore, we find finally
κ = κ˜ ≡ 3 ω
ω + 1
. (4.108)
Let us note that this value of κ coincides with the minimal one, κ˜ = κ0,
(4.61). Thus, if we choose the matrix H in the same form, (4.58), with the
minimal parameters, α = α0 and β = β0, (4.61), then the operator ∆˜loc
becomes a minimal operator of the form (4.62)
∆˜locik = ∆ik +
{
j
ik
}
εj, (4.109)
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where ∆ik is given by the expressions (4.62) and (4.63).
The divergences of the determinant of the operator ∆˜loc, (4.109), can be
calculated either by direct application of the algorithm (4.65) or by means
of the expansion in the extremal
log det ∆˜loc
∣∣∣div = log det∆loc∣∣∣div + Udiv4 , (4.110)
where
U4 = ∆
−1 mn {i
mn
}
εi.
Using the formulas (4.99), (4.105), (4.110) and (4.52) we obtain the diver-
gences of the unique effective action
Γ˜div(1) = Γ
div
(1) (κ0, α0, β0) +
1
2i
(Udiv3 − Udiv4 ), (4.111)
where Γdiv(1) (κ0, α0, β0) are the divergences of the effective action in the minimal
gauge, (4.71)–(4.75). The quantities Udiv3 and U
div
4 are calculated by using
the free propagators, (4.86)-(4.88), in the minimal gauge, (4.61),
Udiv3 = U
div
2 (κ0, α0, β0)− 4f 2
∫
d4x εµν
{
αβ,ρσ
µν
}
×∇α∇ρ
(
−gβσ +1
3
(1− 2ω)∇β∇σ
)
−4g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
,
Udiv4 =
∫
d4x εµν
{
αβ,γδ
µν
}
2f 2E−1αβ,γδ
−2g−1/2δ(x, y)
∣∣∣∣∣
div
y=x
, (4.112)
where Udiv2 (κ0, α0, β0) is given by the formula (4.95) in the minimal gauge
(4.61). Using the divergences of the coincidence limits of the derivatives
of the Green functions, (4.94), and the Christoffel connection, (4.47), and
substituting the minimal values of the parameters κ, α and β, (4.61), we
obtain
Udiv3 = −i
1
(n− 4)(4π)2
4
3
(2ν2 + f 2)
∫
d4x g1/2
1
k2
(R− 4Λ),
Udiv4 = −i
1
(n− 4)(4π)26(ν
2 − f 2)
∫
d4x g1/2
1
k2
(R− 4Λ). (4.113)
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Thus, the off–shell divergences of the one–loop effective action, Γ˜(1), have
the standard form (4.71), where the β–coefficients are determined by the
same expressions (4.72)–(4.74) and the γ–coefficient, (4.75), has an extra
contribution due to the quantities Udiv3 and U
div
4 , (4.113), in (4.111). It has
the form
γ˜ = γ(κ0, α0, β0) +
1
3
(11f 2 − 5ν2) = 5
3
f 4
ν2
+
3
2
f 2 − 13
6
ν2, (4.114)
where γ(κ0, α0, β0) is given by (4.75).
4.4 Renormalization group equations and the
ultraviolet asymptotics of the coupling
constants
The structure of the divergences of the effective action, (4.71), indicates that
the higher–derivative quantum gravity is renormalizable off mass shell. Thus
one can apply the renormalization group methods to study the high–energy
behavior of the effective (running) coupling constants [48, 49, 163, 109]. The
dimensionless constants ǫ, f 2, ν2 and λ are the ‘essential’ coupling constants
[109] but the Einstein dimensionful constant k2 is ‘non–essential’ because its
variation reduces to a reparametrization of the quantum field, i.e., up to total
derivatives
∂S
∂k2
∣∣∣∣∣
on−shell
= 0. (4.115)
Using the one–loop divergences of the effective action, (4.71), we obtain
in the standard way the renormalization group equations for the coupling
constants of the renormalized effective action [48, 109]
d
dt
ǫ = β1,
d
dt
f 2 = −2β2f 4, (4.116)
d
dt
ν2 = 6β3ν
4 =
5
3
f 4 + 5f 2ν2 +
5
6
ν4, (4.117)
d
dt
λ =
1
2
β4 =
1
4
(ν4 + 5f 4) +
1
3
λ
(
10
f 4
ν2
+ 15f 2 − ν2
)
, (4.118)
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d
dt
k2 = γk2, (4.119)
where t = (4π)−2 log(µ/µ0), µ is the renormalization parameter and µ0 is a
fixed energy scale.
The ultraviolet behavior of the essential coupling constants ǫ(t), f 2(t),
ν2(t) and λ(t) as t→∞ is determined by the coefficients (4.72)–(4.74). They
play the role of generalized Gell–Mann–Low β–functions, (1.47), and do not
depend neither on the gauge condition nor on the parametrization of the
quantum field. The non–essential coupling constant k2(t) is, in fact, simply
a field renormalization constant. Thus the γ–coefficient, (4.75), (4.97) and
(4.114), play in (4.119) the role of the anomalous dimension (1.48). Corre-
spondingly, the ultraviolet behavior of the constant k2(t) depends essentially
both on the gauge and the parametrization of the quantum field. It is obvious
that one can choose the gauge condition in such a way that the coefficient γ,
(4.97), is equal to zero, γ = 0. In this case the Einstein coupling constant is
not renormalized at all, i.e., k2(t) = k2(0) = const.
The solution of the eqs. (4.116) is trivial and reads
ǫ(t) = ǫ(0) + β1t,
f 2(t) =
f 2(0)
1 + 2β2f 2(0)t
. (4.120)
Noting that β1 < 0 and β2 > 0, (4.72), we find the following. First,
the topological coupling constant ǫ(t) becomes negative in the ultraviolet
limit (t → ∞) and its absolute value grows logarithmically regardless of
the initial value ǫ(0). Second, the Weyl coupling constant f 2(t) is either
asymptotically free (at f 2 > 0) or has a ‘zero–charge’ singularity (at f 2 < 0).
We limit ourselves to the first case, f 2 > 0, since, on the one hand, this
condition ensures the stability of the flat background under the spin–2 tensor
excitations, and, on the other hand, it leads to a positive contribution of the
Weyl term to the Euclidean action (4.49).
The solution of the equation (4.117) can be written in the form
ν2(t) =
c1f
2p(t)− c2f 2p∗
f 2p(t)− f 2p∗
f 2(t), (4.121)
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where
c1,2 =
1
50
(−549±
√
296401) ≈


−0.091
−21.87
, (4.122)
p =
√
296401
399
≈ 1.36, f 2p∗ ≡
ν2(0)− c1f 2(0)
ν2(0)− c2f 2(0)f
2p(0). (4.123)
There are also two special solutions
ν21,2(t) = c1,2f
2(t), (4.124)
that correspond to the values f 2p∗ = 0, ∞ in (4.121). These solutions are
asymptotically free but only ν22(t) is stable in the ultraviolet limit.
The behavior of the conformal coupling constant ν2(t) depends essentially
on its initial value ν2(0). In the case ν2(0) > c1f
2(0) we have f 2p(0) >
f 2p∗ > 0 and, therefore, the function ν
2(t), (4.121), has a typical ‘zero–charge’
singularity at a finite scale t = t∗ determined from f 2p(t∗) = f 2p∗ :
ν2(t)
∣∣∣∣∣
t→t∗
= c3
f
2(p+1)
∗
f 2p(t)− f 2p∗
+O(1), (4.125)
where
c3 = c1 − c2 =
√
296401
25
≈ 21.78. (4.126)
In the opposite case, ν2(0) < c1f
2(0), the function ν2(t), (4.121), does
not have any singularities and is asymptotically free,
ν2(t)
∣∣∣
t→∞ = c2f
2(t)− c3f−2p∗ f 2(p+1)(t) +O
(
f 2(1+2p)
)
. (4.127)
Thus, to the contrary to the conclusions of the papers [152–155], we
find that in the region ν2 > 0 there are no asymptotically free solutions.
The asymptotic freedom for the conformal coupling constant ν2(t) can be
achieved only in the negative region ν(0) < 0, (4.127).
The exact solution of the equation for the dimensionless cosmological
constant, (4.118), has the form
λ(t) = Φ(t)

Φ−1(0)λ(0) +
t∫
0
dτA(τ)Φ−1(τ)

 , (4.128)
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where
A(τ) =
1
4
(
5f 4(t) + ν4(t)
)
,
Φ(t) =
∣∣∣c1f 2p(t)− c2f 2p∗ ∣∣∣2 ∣∣∣f 2p(t)− f 2p∗ ∣∣∣2/5 ∣∣∣f 2(t)∣∣∣−q , (4.129)
q =
2
665
(−241 +
√
296401) ≈ 0.913.
The ultraviolet behavior of the cosmological constant λ(t), (4.128), cru-
cially depends on the initial values of both the conformal coupling constant,
ν2(0), and the cosmological constant itself, λ(0). In the region ν2(0) >
c1f
2(0) the solution (4.128) has a ‘zero–charge’ pole at the same scale t∗,
similarly to the conformal coupling constant ν2(t), (4.125),
λ(t)
∣∣∣
t→t∗
=
3
14
c3
f
2(1+2p)
∗
f 2p(t)− f 2p∗
+O(1). (4.130)
In the opposite case, ν2(0) < c1f
2(0), the function λ(t), (4.128), grows in the
ultraviolet limit
λ(t)
∣∣∣
t→∞ = c4f
−2q(t) +O(f 2). (4.131)
The sign of the constant c4 in (4.131) depends on the initial value λ(0), i.e.,
c4 > 0 for λ(0) > λ2(0) and c4 < 0 for λ(0) > λ2(0), where
λ2(0) = −Φ(0)
∞∫
0
dτA(τ)Φ−1(τ). (4.132)
In the special case λ(0) = λ2(0) the constant c4 is equal to zero (c4 = 0) and
the solution (4.128) takes the form
λ(t) = λ2(t) = −Φ(t)
∞∫
t
dτA(τ)Φ−1(τ). (4.133)
The special solution (4.133) is asymptotically free in the ultraviolet limit
λ2(t)
∣∣∣
t→∞ = c5f
2(t) +O
(
f 2(1+p)
)
, (4.134)
where
c5 = − 5
266
· 5 + c
2
2
q + 1
≈ −4.75. (4.135)
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However, the special solution (4.133) is unstable because of the presence of
growing mode (4.131). Besides, it exists only in the negative region λ < 0.
In the positive region λ > 0 the cosmological constant is not asymptotically
free, (4.131).
Our conclusions about the asymptotic behavior of the cosmological con-
stant λ(t) also differ essentially from the results of the papers [152–155] where
the asymptotic freedom for the cosmological constant in the region λ > 0 and
ν2 > 0 for any initial values of λ(0) was established.
Let us discuss the influence of arbitrary low–spin matter (except for spin–
3/2 fields) interacting with the quadratic gravity (4.49) on the ultraviolet
behavior of the theory. The system of renormalization group equations in
presence of matter involves the equations (4.116)–(4.119) with the total β–
functions
βi,tot = βi + βi,mat, (4.136)
where βi,mat is the contribution of matter fields in the gravitational diver-
gences of the effective action, (4.71), and the equations for the masses and
the matter coupling constants. The values of the first three coefficients at
the terms quadratic in the curvature have the form [54–56]
β1,mat = − 1
360
(
62N
(0)
1 + 63N1 + 11N1/2 +N0
)
,
β2,mat =
1
120
(
12N
(0)
1 + 13N1 + 6N1/2 +N0
)
, (4.137)
β3,mat =
1
72
(
N1 + (1− 6ξ)2N0
)
,
where Ns is the number of the fields with spin s, N
(0)
1 is the number of
massless vector fields, ξ is the coupling constant of scalar fields with the
gravitational field. In the formula (4.137) the spinor fields are taken to be
two–component. The coefficients (4.137) possess important general proper-
ties
β1,mat < 0, β2,mat > 0, β3,mat > 0. (4.138)
The gravitational β–functions (4.72)–(4.74) obtained in previous sections
have analogous properties for f 2 > 0 and ν2 > 0. Therefore, the total β–
functions, (4.136), also satisfy the conditions (4.138) for f 2 > 0 and ν2 > 0.
The properties (4.138) are most important for the study of the ultraviolet
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asymptotics of the topological coupling constant ǫ(t), the Weyl coupling con-
stant f 2(t) and the conformal one ν2(t).
The solution of the renormalization group equations for the topological
and Weyl coupling constants in the presence of matter have the same form
(4.120) with the substitution β → βtot. Thus the presence of matter does not
change qualitatively the ultraviolet asymptotics of these constants: the cou-
pling ǫ(t) becomes negative and grows logarithmically and the Weyl coupling
constant is asymptotically free at f 2 > 0.
The renormalization group equation for the conformal coupling constant
ν2(t) in the presence of the matter takes the form
d
dt
ν2 =
5
3
f 4 + 5f 2ν2 +
1
12
(
10 +N1 + (1− 6ξ)2N0
)
ν4. (4.139)
Therefrom one can show that at ν2 > 0 the coupling constant ν2(t) has a
‘zero–charge’ singularity at a finite scale.
The other properties of the theory (in particular, the behavior of the
constant ν2(t) at ν2 < 0) depend essentially on the particular form of the
matter model. However, the strong conformal coupling, ν2 ≫ 1, at ν2 > 0
leads to singularities in the cosmological constant as well as in all coupling
constants of matter fields.
Thus, we conclude that the higher–derivative quantum gravity interacting
with any low–spin matter necessarily goes out of the limits of weak conformal
coupling at high energies in the case ν2 > 0. This conclusion is also opposite
to the results of the papers [152–155] where the asymptotic freedom of the
higher–derivative quantum gravity in the region ν2 > 0 in the presence of
rather arbitrary matter was established.
Let us also find the ultraviolet behavior of the non–essential Einstein
coupling constant k2(t). The solution of the equation (4.119) has the form
k2(t) = k2(0) exp


t∫
0
dτγ(τ)

 . (4.140)
The explicit expression depends on the form of the function γ and, hence, on
the gauge condition and the parametrization of the quantum field, (4.97). We
cite the result for two cases: for the standard effective action in the minimal
gauge and the standard parametrization (4.75) and for the unique effective
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action (4.114). In both cases the solution (4.140) has the form
k2(t) = k2(0)
Ψ(t)
Ψ(0)
, (4.141)
where
Ψ(t) =
∣∣∣c1f 2p(t)− c2f 2p∗ ∣∣∣2 ∣∣∣f 2p(t)− f 2p∗ ∣∣∣s ∣∣∣f 2(t)∣∣∣−r ,
s =


13
5
3
5
, r =


3
665
(269 +
√
296401) ≈ 3.67
2
1995
(−437 + 2√296401) ≈ 0.653
. (4.142)
Here and below the upper values correspond to the unique effective action and
the lower values correspond to the standard effective action in the minimal
gauge and the standard parametrization.
Therefrom it is immediately seen that the Einstein coupling constant k2(t)
grows in the ultraviolet limit (t→∞)
k2(t)
∣∣∣
t→∞ = c6f
−2r(t) +O
(
f 2(p−r)
)
. (4.143)
Let us note that the ultraviolet behavior of the dimensionful cosmological
constant, Λ(t) = λ(t)/k2(t), is essentially different in the case of the unique
effective action and in the standard case
Λ(t)
∣∣∣
t→∞ = c7f
2α +O
(
f 2(α+p)
)
, (4.144)
where
α = r − q ≈


2.76
−0.26
.
In the first case Λ(t) rapidly approaches zero ∼ t−2.76 and in the second case
it grows as t0.26.
It is well known that the functional formulation of the quantum field
theory assumes the Euclidean action to be positive definite [49, 50, 64]. Oth-
erwise, (what happens, for example, in the conformal sector of the Einstein
gravity), one must resort to the complexification of the configuration space
to achieve the divergence of the functional integral [64, 115, 116].
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The Euclidean action of the higher–derivative theory of gravity differs
only by sign from the action (4.49) we are considering. It is positive definite
in the case
ǫ > 0, (4.145)
ν2 < 0, (4.146)
f 2 > 0, λ > −3
4
ν2. (4.147)
It is not necessary to impose the condition (4.145) if one restricts oneself
to a fixed topology. However, when including in the functional integral of
quantum gravity the topologically non–trivial metrics with large Euler char-
acteristic, the violation of the condition (4.145) leads to the exponential
growth of their weight and, therefore, to a foam–like structure of the space-
time at micro–scales [64]. It is this situation that occurs in the ultraviolet
limit, when ǫ(t)→ −∞, (4.120).
The condition (4.146) is usually held to be “non–physical” [140–157]. The
point is, the conformal coupling constant ν2 plays the role of the dimension-
less square of the mass of the conformal mode on the flat background. In
the case ν2 < 0 the conformal mode becomes tachyonic and leads to the
instability of the flat space (i.e., oscillations of the static potential, unstable
solutions etc. [144]).
As we showed above, the higher–derivative quantum gravity in the region
ν2 > 0 has unsatisfactory ‘zero–charge’ behavior in the conformal sector,
(4.125), (4.130). In the region of strong conformal coupling (ν2 ≫ 1) one
cannot make anything definitive conclusions on the basis of the perturba-
tive calculations. However, on the qualitative level it seems likely that the
singularity in the coupling constants ν2(t) and λ(t) can be interpreted as a
reconstruction of the ground state of the theory, i.e., the conformal mode
‘freezes’ and a condensate is formed.
We find the arguments against the ‘non–physical’ condition (4.146) to
be not strong enough. First, the higher–derivative quantum gravity, strictly
speaking, cannot be treated as a physical theory within the limits of per-
turbation theory because of the presence of the ghost states in the tensor
sector that violate the unitarity of the theory [143–155, 157]. This is not
surprising in an asymptotically free theory (that always takes place in the
tensor sector), since, generally speaking, the true physical asymptotic states
have nothing to do with the excitations in the perturbation theory [158].
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Second, the correspondence with the macroscopic gravitation is a rather fine
problem that needs a special investigation of the low–energy limit of the high
derivative quantum gravity. Third, the cosmological constant is always not
asymptotically free. This means, presumably, that the expansion around the
flat space in the high energy limit is not valid anymore. Hence, the solution
of the unitarity problem based on this expansion by summing the radiation
corrections and analyzing the position of the poles of the propagator in mo-
mentum representation is not valid too. In this case the flat background
cannot present the ground state of the theory any longer.
From this standpoint, in high energy region the higher–derivative quan-
tum gravity with positive definite Euclidean action, i.e., with an extra con-
dition
ν2 < c1f
2 ≈ −0.091f 2, (4.148)
seems to be more intriguing. Such theory has an unique stable ground state
that minimizes the functional of the classical Euclidean action. It is asymp-
totically free both in the tensor and conformal sectors. Besides, instead of
the contradictory ‘zero–charge’ behavior the cosmological constant just grows
logarithmically at high energies.
Let us stress once more the main conclusion of the present section. Not-
withstanding the fact that the higher–derivative quantum gravity is asymp-
totically free in the tensor sector of the theory with the natural condition
f 2 > 0, that ensures the stability of the flat space under the tensor per-
turbations, the condition of the conformal stability of the flat background,
ν2 > 0, is incompatible with the asymptotic freedom in the conformal sector.
Thus, the flat background cannot present the ground state of the theory in
the ultraviolet limit. The problem with the conformal mode does not appear
in the conformally invariant models [97, 98]. Therefore, they are asymptoti-
cally free [152–156]; however, the appearance of the R2–divergences at higher
loops leads to their non–renormalizability [161].
4.5 Effective potential of higher–derivative quan-
tum gravity
Up to now the background field (i.e., the spacetime metric) was held to be
arbitrary. To construct the S–matrix one needs the background fields to be
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the solutions of the classical equations of motion, (4.5), i.e., to lie on mass
shell. It is obvious that the flat space does not solve the equations of motion
(4.5) and (4.50) for non–vanishing cosmological constant. The most simple
and maximal symmetric solution of the equations of motion (4.5) and (4.50)
is the De Sitter space
Rµναβ =
1
12
(δµαgβν − δµβgαν)R, (4.149)
Rµν =
1
4
gµνR, R = const,
with the condition
R = 4Λ. (4.150)
On the other hand, in quantum gravity De Sitter background, (4.149),
plays the role of covariantly constant field strength in gauge theories,∇µRαβγδ
= 0. Therefore, the effective action on De Sitter background determines, in
fact, the effective potential of the higher–derivative quantum gravity. Since
in this case the background field is characterized only by one constant R,
the effective potential is an usual function of one variable. The simplicity
of De Sitter background makes it possible to calculate the one–loop effective
potential exactly.
In the particular case of De Sitter background one can also check our
result for the R2–divergence of the one–loop effective action in general case,
(4.71), i.e., the coefficient β3, (4.73), that differs from the results of [152–155]
and radically changes the ultraviolet behavior of the theory in the conformal
sector (see Sect. 4.4).
For the practical calculation of the effective potential we go to the Eu-
clidean sector of the spacetime. Let the spacetime be a compact four–
dimensional sphere S4 with the volume
V =
∫
d4xg1/2 = 24
(
4π
R
)2
, (R > 0), (4.151)
and the Euler characteristic
χ =
1
32π2
∫
d4xg1/2R∗R∗ = 2. (4.152)
In present section we will always use the Euclidean action that differs only by
sign from the pseudo–Euclidean one, (4.49). All the formulas of the previous
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sections remain valid by changing the sign of the action S, the extremal
εi = S,i and the effective action Γ.
On De Sitter background (4.149) the classical Euclidean action takes the
form
S(R) = 24(4π)2
{
1
6
(
ǫ− 1
ν2
)
− 1
x
+ 2λ
1
x2
}
, (4.153)
where x ≡ Rk2 and λ = Λk2. For λ > 0 it has a minimum on the mass shell,
R = 4Λ, (x = 4λ), (4.150), that reads
Son−shell = (4π)2
{
4
(
ǫ− 1
ν2
)
− 3
λ
}
. (4.154)
Our aim is to obtain the effective value of the De Sitter curvature R from
the full effective equations
∂Γ(R)
∂R
= 0. (4.155)
Several problems appear on this way: the dependence of the effective ac-
tion and, therefore, the effective equations on the gauge condition and the
parametrization of the quantum field, validity of the one–loop approximation
etc. [61].
First of all, we make a change of field variables hµν
hµν = h¯
⊥
µν +
1
4
gµνϕ+ 2∇(µεν), (4.156)
ϕ = h− σ, h = gµνhµν , (4.157)
εµ = ε
⊥
µ +
1
2
∇µσ, (4.158)
where the new variables, h¯⊥µν and ε
⊥
µ , satisfy the differential constraints
∇µh¯⊥µν = 0, h¯⊥µνgµν = 0, (4.159)
∇µε⊥µ = 0. (4.160)
In the following we will call the initial field variables hµν , without any restric-
tions imposed on, the ‘unconstrained’ fields and the fields h¯⊥µν and ε
⊥
µ , which
satisfy the differential conditions (4.159) and (4.160), the ‘constrained’ ones.
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When the unconstrained field is transformed under the gauge transfor-
mations with parameters ξµ, (4.43), (4.44),
δhµν = 2∇(µξν), ξµ = ξ⊥µ +∇µξ, (4.161)
the constrained fields transform in the following way
δh¯⊥µν = 0, δϕ = 0, (4.162)
δε⊥µ = ξ
⊥
µ , δσ = 2ξ. (4.163)
Therefore, the transverse traceless tensor field h¯⊥µν and the conformal field
ϕ are the physical gauge–invariant components of the field hµν , whereas ε
⊥
µ
and σ are pure gauge non–physical ones.
Let us write down the second variation of the Euclidean action on De
Sitter background
S2(g + h) ≡ 1
2
hiS,ikh
k
=
∫
d4x g1/2
{
1
4f 2
h¯⊥
[
∆2
(
m22 +
f 2 + ν2
3ν2
R
)
∆2
(
R
6
)
+
1
2
m22(R− 4Λ)
]
h¯⊥
− 3
32ν2
[
ϕ
(
∆0(m
2
0)∆0
(
−R
3
)
+
1
3
m20(R− 4Λ)
)
ϕ
−2
3
m20(R− 4Λ)ϕ∆0(0)σ −
2
3
m20(R− 4Λ)σ∆0(0)∆0
(
−R
2
)
σ
]
+
1
4k2
(R− 4Λ)ε⊥∆1
(
−R
4
)
ε⊥
}
, (4.164)
where
m22 =
f 2
k2
, m20 =
ν2
k2
,
and
∆s(X) = − +X (4.165)
are the constrained differential operators acting on the constrained fields of
spin s = 0, 1, 2.
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When going to the mass shell, (4.150), the dependence of S2, (4.164), on
the non–physical fields ε⊥ and σ disappears and (4.164) takes the form
S2(g + h)
∣∣∣
on−shell =
∫
d4xg1/2
{
1
4f 2
h¯⊥∆2
(
m22 +
4
3
(f 2 + ν2)
ν2
Λ
)
∆2
(
2
3
Λ
)
h¯⊥
− 3
32ν2
ϕ∆0(m
2
0)∆0
(
−4
3
Λ
)
ϕ
}
. (4.166)
Herefrom it follows, in particular, the gauge invariance of the second varia-
tion, (4.164), on the mass shell, (4.150),
δS2(g + h)
∣∣∣
on−shell = 0. (4.167)
The eigenvalues λn of the constrained d’Alambert operator ∆s(0) = −
and their multiplicities dn are [61]
λn = ρ
2λ¯n, λ¯n = n
2 + 3n− s, ρ2 = R
12
,
dn =
1
6
(2s+ 1)(n+ 1− s)(n+ 2+ s)(2n+ 3), n = s, s+ 1, . . . . (4.168)
Thus the condition of stability of the De Sitter background (4.149),
S2(g + h)
∣∣∣
on−shell > 0, (4.169)
imposes the following restrictions (for λ > 0): in the tensor sector
f 2 > 0, − 1
f 2
− 1
3ν2
<
1
4λ
, (4.170)
and in the conformal sector
ν2 < 0,
1
4λ
< − 1
3ν2
. (4.171)
However, even in the case when these conditions are fulfilled there are still left
five zero modes of the operator ∆0
(
−4
3
Λ
)
in the conformal sector, (4.166).
Along these conformal directions, ϕ1, in the configuration space the Euclidean
action does not grow
S2(g + ϕ1)
∣∣∣
on−shell = 0. (4.172)
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This means that, in fact, the De Sitter background (4.149) does not give
the absolute minimum of the positive definite Euclidean action. This can be
verified by calculating the next terms in the expansion of S(g+ϕ1). However,
in the one–loop approximation these terms do not matter.
To calculate the effective action one has to find the Jacobian of the change
of variables (4.156)–(4.158). Using the simple equations
∫
d4xg1/2h2µν =
∫
d4xg1/2
{
h¯⊥2 + 2ε⊥∆1
(
−R
4
)
ε⊥
+
3
4
σ∆0(0)∆0
(
−R
3
)
σ +
1
4
h2
}
, (4.173)
∫
d4xg1/2ε2µ =
∫
d4xg1/2
{
ε⊥2 +
1
4
σ∆0(0)σ
}
, (4.173)
we obtain
dhµν = dh¯
⊥ dε⊥ dσ dϕ (det J2)
1/2 ,
dεµ = dε
⊥ dσ (det J1)
1/2 , (4.174)
where
J2 = ∆1
(
−R
4
)
⊗∆0
(
−R
3
)
⊗∆0(0),
J1 = ∆0(0).
Let us calculate the effective action (4.12) in De Witt gauge (4.57). The
ghost operator F , (4.16), in this gauge equals the operator N , (4.48). On De
Sitter background (4.149) it has the form
Fµν = Nµν = 2g
1/2
{
gµν
(
− −R
4
)
+
1
2
(κ− 1)∇µ∇ν
}
δ(x, y). (4.175)
The operator of ‘averaging over the gauges’ H , (4.58), and the gauge fixing
term have the form
Hµν =
1
4α2
g−1/2
{
gµν
(
− +R + P
4
)
+ β∇µ∇ν
}
δ(x, y), (4.176)
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Sgauge ≡ 1
2
χµH
µνχν =
∫
d4xg1/2
1
2α2
{
ε⊥∆1
(
R + P
4
)
∆21
(
−R
4
)
ε⊥
+
1
16
(1− β)
[
κ2ϕ∆0(P
′)∆0(0)ϕ
−2κ(κ− 3)ϕ∆0(P ′)∆0
(
R
κ− 3
)
∆0(0)σ
+(κ− 3)2σ∆0(P ′)∆20
(
R
κ− 3
)
∆0(0)σ
]}
, (4.177)
where
P = gµνP
µν = (p1 + 4p2)R + 4p3
1
k2
, P ′ ≡ P
1− β .
Using the equation∫
d4xg1/2εµ {gµν (− +X) + γ∇µ∇ν} εν =
∫
d4xg1/2
{
ε⊥∆1(X)ε⊥ +
1− γ
4
σ∆0
(
X − R
4
1− γ
)
∆0(0)σ
}
, (4.178)
we find the determinants of the ghost operators (4.175) and (4.176)
detF = det∆1
(
−R
4
)
det∆0
(
R
κ− 3
)
,
detH = det∆1
(
R + P
4
)
det∆0 (P
′) . (4.179)
For the operators F and H to be positive definite we assume β < 1 and
κ < 3.
Thus using the determinants of the ghost operators, (4.179), and the
Jacobian of the change of variables, (4.174), and integrating exp(−S2−Sgauge)
we obtain the one–loop effective action off mass shell in De Witt gauge (4.57)
with arbitrary gauge parameters κ, α, β and P
Γ(1) = I(2) + I(1) + I(0), (4.180)
Chapter 4. Higher–derivative quantum gravity 130
where
I(2) =
1
2
log det
[
∆2
(
R
6
)
∆2
(
m22 +
f 2 + ν2
3ν2
R
)
+
1
2
m22(R− 4Λ)
]
, (4.181)
I(1) =
1
2
log
det
[
∆1
(
−R
4
)
∆1
(
R+P
4
)
+ 1
2
α2
k2
(R− 4Λ)
]
(
det∆1
(
−R
4
))2
det∆1
(
R+P
4
) , (4.182)
I(0) =
1
2
log
det
[
∆20
(
R
κ−3
)
∆0 (P
′)∆0 (m20) +D
(
Λ− R
4
)
+ C
(
Λ− R
4
)2]
(
det∆0
(
R
κ−3
))2
det∆0 (P ′)
,
(4.183)
D = 4m20
κ2 − 3
(κ− 3)2∆0
(
R
κ2 − 3
)
∆0 (P
′)
− 8α
2
k2(1− β)(κ− 3)2∆0
(
m20
)
∆0
(
−R
2
)
, (4.184)
C = 16 α
2ν2
k4(1− β)(κ− 3)2 .
The quantity I(2) describes the contribution of two tensor fields, I(1) gives
the contribution of the vector ghost and I(0) is the contribution of the scalar
conformal field off mass shell. The contribution of the tensor fields I(2),
(4.181), does not depend on the gauge, the contribution of the vector ghost
I(1), (4.182), depends on the parameters α and P and the contribution of the
scalar field I(0), (4.183), (4.184), depends on all gauge parameters κ, α, β
and P .
The expressions for I(1) and I(0), (4.182), (4.183), are simplified in some
particular gauges
I(1)
∣∣∣
α=0
= −1
2
log det∆1
(
−R
4
)
, (4.185)
I(0)
∣∣∣∣∣
α=0
κ=0
= I(0)
∣∣∣∣∣
β=−∞
κ=0
=
1
2
log
det
[
∆0
(
−R
3
)
∆0 (m
2
0) +
1
3
m20(R− 4Λ)
]
det∆0
(
−R
3
) ,
(4.186)
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I(0)
∣∣∣∣∣
α=0
κ=1
= I(0)
∣∣∣∣∣
β=−∞
κ=1
=
1
2
log
det
[
∆0
(
−R
2
)
∆0 (m
2
0) +
1
2
m20(R− 4Λ)
]
det∆0
(
−R
2
) ,
(4.187)
I(0)
∣∣∣
κ=−∞ =
1
2
log
det [∆0(0)∆0 (m
2
0)−m20(R− 4Λ)]
det∆0(0)
, (4.188)
Let us also calculate the gauge–independent and reparametrization–inva-
riant unique effective action, (4.21), on De Sitter background in the orthog-
onal gauge, (4.36), (4.38). In the one–loop approximation, (4.40), it differs
from the standard effective action in De Witt gauge, (4.14), (4.56), (4.58),
with α = 0 only by an extra term in the operator ∆˜, (4.41), due to the
Christoffel connection of the configuration space, (4.27), (4.47). Therefore,
the unique effective action, (4.38), (4.40), can be obtained from the standard
one, (4.12), (4.14), in De Witt gauge, (4.56), (4.58), for α = 0 by substituting
the operator DiDkS, (4.41), for the operator S,ik, i.e., by the replacing the
quadratic part of the action S2(g + h), (4.164), by
S˜2(g + h) = S2(g + h)− 1
2
hi
{
j
ik
}
εjh
k,
hi
{
j
ik
}
εjh
k = −1
4
(κ−1 − 1) 1
k2
(R− 4Λ)
∫
d4xg1/2
(
h2µν −
1
4
h4
)
= −1
4
(κ−1 − 1) 1
k2
(R− 4Λ)
∫
d4xg1/2
{
h¯⊥ 2
+2ε⊥∆1
(
−R
4
)
ε⊥ +
3
4
σ∆0(0)∆0
(
−R
3
)
σ
}
, (4.189)
where κ is the parameter of the configuration space metric that is given,
according to the paper [45], by the formula (4.108). Let us note that in
the Einstein gravity one obtains for the parameter κ the value κ = 1 [45,
46]. Therefore, the additional contribution of the connection (4.189) vanishes
and the unique effective action on De Sitter background coincides with the
standard one computed in De Witt gauge, (4.56), (4.58), with α = 0 and
κ = 1 (i.e., in the harmonic De Donder–Fock–Landau gauge (4.60)).
Taking into account the Jacobian of the change of variables (4.174) and
the ghosts determinant (4.179) the functional measure in the constrained
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variables takes the form
dhµνδ(Riµh
i) detN = dh¯⊥ dε⊥ dϕ dσ δ(ε⊥)
×δ
[
κϕ− (κ− 3)∆0
(
R
κ− 3
)
σ
]
det∆0
(
R
κ− 3
)
×
[
det∆1
(
−R
4
)
det∆0
(
−R
3
)]1/2
. (4.190)
Integrating exp(−S˜2) we obtain the one–loop unique effective action
Γ˜(1) = I˜(2) + I˜(1) + I˜(0), (4.191)
where
I˜(2) =
1
2
log det
[
∆2
(
R
6
)
∆2
(
m22 +
f 2 + ν2
3ν2
R
)
+
1
2κ
m22(R− 4Λ)
]
,
(4.192)
I˜(1) = −1
2
log det∆1
(
−R
4
)
, (4.193)
I˜(0) =
1
2
log
det
[
∆0
(
R
κ−3
)
∆0 (m
2
0)− 1κ−3m20(R− 4Λ)
]
det∆0
(
R
κ−3
) . (4.194)
The eqs. (4.191)–(4.194) for κ = 1 do coincide indeed with the standard
effective action in the gauge α = 0, κ = 1, (4.180), (4.181), (4.185), (4.187).
However, to obtain the unique effective action in our case one has to put in
(4.191)–(4.194) κ = 3f 2/(f 2 + 2ν2), (4.108).
On the mass shell (4.150) the dependence on the gauge disappears and
we have
Ion−shell(2) =
1
2
log det∆2
(
2
3
Λ
)
+
1
2
log det∆2
(
m22 +
4
3
· (f
2 + ν2)
ν2
Λ
)
,
(4.195)
Ion−shell(1) = −
1
2
log det∆1 (−Λ) , (4.196)
Ion−shell(0) =
1
2
log det∆0(m
2
0). (4.197)
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Herefrom one sees immediately the spectrum of the physical excitations
of the theory: one massive tensor field of spin 2 (5 degrees of freedom), one
massive scalar field (1 degree of freedom) and the Einstein graviton, i.e., the
massless tensor field of spin 2 (5 − 3 = 2 degrees of freedom). Altogether
the higher-derivative quantum gravity (4.49) has 5 + 2 + 1 = 8 degrees of
freedom.
To calculate the functional determinants of the differential operators we
will use the technique of the generalized ζ–function [55, 61, 64, 79, 80, 115,
116]. Let us define the ζ–function by the functional trace of the complex
power of the differential operator of order 2k, ∆(k),
ζs
(
p; ∆(k)/µ2k
)
≡ tr
(
∆(k)/µ2k
)−p
, (4.198)
where
∆(k) = Pk(− ), (4.199)
Pk(x) is a polynomial of order k, µ is a dimensionful mass parameter and s
denotes the spin of the field, the operator ∆(k) is acting on.
For Re p > 2/k the ζ–function is determined by the convergent series
over the eigenvalues (4.168)
ζs
(
p; ∆(k)/µ2k
)
=
∑
n
dn
(
Pk(λn)/µ
2k
)−p
, (4.200)
where the summation runs over all modes of the d’Alambert operator, (4.168),
with positive multiplicities, dn > 0, including the negative and zero modes
of the operator ∆(k). The zero modes give an infinite constant that should
be simply subtracted, whereas the negative modes lead to an imaginary part
indicating to the instability [61]. For Re p ≤ 2/k the analytical continuation
of (4.200) defines a meromorphic function with poles on the real axis. It is
important, that the ζ–function is analytic at the point p = 0. Therefore, one
can define the finite values of the total number of modes of the operator ∆(k)
(taking each mode k times) and its functional determinant
k tr 1 = B(∆(k)), (4.201)
log det
(
∆(k)/µ2k
)
= −ζ ′s(0), (4.202)
where
B(∆(k)) = kζs(0),
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ζ ′s(p) =
d
dp
ζs(p). (4.203)
Under the change of the scale parameter µ the functional determinant
behaves as follows
ζ ′s
(
0;∆(k)/µ2k
)
= −B(∆(k)) log ρ
2
µ2
+ ζ ′s
(
0;∆(k)/ρ2k
)
. (4.204)
Using the spectrum of the d’Alambert operator (4.168) we rewrite (4.200)
in the form
ζs
(
p; ∆(k)/ρ2k
)
=
2s+ 1
3
∑
ν≥s+ 3
2
, ∆ν=1
ν(ν2 − j2)
[
Pk
(
ρ2
(
ν2 − 9
4
− s
))]−p
,
(4.205)
where
ρ2 =
R
12
, j = s+
1
2
.
The sum (4.205) can be calculated for Re p > 2
k
by means of the Abel–
Plan summation formula [168]
∑
ν≥ 1
2
f(ν) =
∑
1
2
≤ν≤k− 1
2
f(ν) +
∞∫
k+ε
dt f(t)
+
∞∫
0
dt
e2pit + 1
[if(k + ε− it)− if(k + ε+ it)] , (4.206)
where the integer k should be chosen in such a way that for Re ν > k the
function f(ν) is analytic, i.e., it does not have any poles. The infinitesimal
parameter ε > 0 shows the way how to get around the poles (if any) at
Re ν = k. The formula (4.206) is valid for the functions f(ν) that fall off
sufficiently rapidly at the infinity:
f(ν)
∣∣∣|ν|→∞ ∼ |ν|−q, Re q > 1. (4.207)
When applying the formula (4.206) to (4.205) the second integral in (4.206)
gives an analytic function of the variable p. All the poles of the ζ–function
are contained in the first integral. By using the analytical continuation and
integrating by parts one can calculate both ζ(0) and ζ ′(0).
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As a result we obtain for the operator of second order,
∆s(X) = − +X, (4.208)
and for the operator of forth order,
∆(2)s (X, Y ) =
2 − 2X +Y, (4.209)
the finite values of the total number of modes (4.201) and the determinant
(4.202)
B(∆s(X)) =
2s+ 1
12
{
(b2 + j2)2 − 2
3
j2 +
1
30
}
, (4.210)
B
(
∆(2)s (X, Y )
)
= 2 · 2s+ 1
12
{
(b2 + j2)2 − 2
3
j2 +
1
30
− a2
}
, (4.211)
ζ ′s(0;∆s(X)/ρ
2) =
2s+ 1
3
F (0)s (X¯), (4.212)
ζ ′s(0;∆
(2)
s (X, Y )/ρ
4) =
2s+ 1
3
F (2)s (X¯, Y¯ ), (4.213)
where
b2 = X¯ − s− 9
4
, X¯ =
X
ρ2
,
a2 = Y¯ − X¯2, Y¯ = Y
ρ4
,
and
F (0)s (X¯) = −
1
4
b2(b2 + 2j2) log b2 +
1
2
j2b2 +
3
8
b4
+2
∞∫
0
dt t
e2pit + 1
(t2 + j2) log |b2 − t2|
+
∑
1
2
≤ν≤s− 1
2
ν(ν2 − j2) log(ν2 + b2), (4.214)
F (2)s (X¯, Y¯ ) =
1
4
(a2 − b4 − 2j2b2) log(b4 + a2)
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−a(b2 + j2)
[
arctan
(
b2
a
)
− π
2
]
− 1
4
a2 +
3
4
b4 + j2b2
+2
∞∫
0
dt t
e2pit + 1
(t2 + j2) log
[
(b2 − t2)2 + a2
]
+
∑
1
2
≤ν≤s− 1
2
ν(ν2 − j2) log
[
(ν2 + b2)2 + a2
]
. (4.215)
The introduced functions, (4.214) and (4.215), are related by the equation
F (0)s (X¯) + F
(0)
s (Y¯ ) = F
(2)
s
(
X¯ + Y¯
2
; X¯Y¯
)
. (4.216)
In complete analogy one can obtain the functional determinants of the
operators of higher orders and even non–local, i.e., integro–differential, op-
erators.
Using the technique of the generalized ζ–function and separating the de-
pendence on the renormalization parameter µ we get the one–loop effective
action, (4.180)–(4.184),
Γ(1) =
1
2
Btot log
R
12µ2
+ Γ(1) ren, (4.217)
where
Γ(1) ren = Γ(1)
∣∣∣
µ2=ρ2= R
12
. (4.218)
For the study of the effective action one should calculate, first of all,
the coefficient Btot. To calculate the contributions of the tensor, (4.181),
and vector, (4.182), fields in Btot it suffices to use the formulas (4.210) and
(4.211) for the operators of the second and the forth order. Although the
contribution of the scalar field in arbitrary gauge, (4.183), (4.184), contains
an operator of eighth order, it is not needed to calculate the coefficient B
for the operator of the eighth order. Noting that on mass shell, (4.150), the
contribution of the scalar field (4.197) contains only a second order operator,
one can expand the contribution of the scalar field off mass shell in the
extremal, i.e., in (R− 4Λ), limiting oneself only to linear terms.
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One should note, that the differential change of the variables (4.156)–
(4.158) brings some new zero modes that were not present in the non–
constrained operators. Therefore, when calculating the total number of
modes (i.e., the coefficient Btot) one should subtract the number of zero
modes of the Jacobian of the change of variables (4.174):
Btot =
∑
i
B(∆i)−N (J). (4.219)
Using the number of zero modes of the operators entering the Jacobians,
(4.174),
N (∆0(0)) = 1, N
(
∆0
(
−R
3
))
= 5, N
(
∆1
(
−R
4
))
= 10,
(4.220)
we obtain
N (J) = 2× 15− 1 = 29. (4.221)
Thus we obtain the coefficient Btot
Btot =
20
3
f 4
ν4
+ 20
f 2
ν2
− 634
45
+ 24γ
1
x
+16
[
3
4
(ν4 + 5f 4) + λ
(
10
f 4
ν2
+ 15f 2 − ν2 − 6γ
)]
1
x2
,(4.222)
where x = Rk2 and the coefficient γ is given by the formula (4.97).
The unique effective action (4.191) has the same form, (4.217), with the
coefficient B˜tot of the form (4.222) but with the change γ → γ˜, where γ˜ is
given by the formula (4.114).
On the other hand, the coefficient Btot can be obtained from the gen-
eral expression for the divergences of the effective action (4.71) on De Sitter
background (4.149),
Btot = 4β1 + 24β3 + 24γ
1
x
+ 16
(
3
2
β4 − 6γλ
)
1
x2
, (4.223)
where the coefficients β1, β3 and β4 are given by the formulas (4.72)–(4.74),
and the coefficient γ is given by the formula (4.97) for standard effective ac-
tion in arbitrary gauge and by the expression (4.114) for the unique effective
action.
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Comparing the expressions (4.222) and (4.223) we convince ourselves that
our result for the coefficient β3, (4.73), that differs from the results of other
authors [152–155] (see Sect. 4.2), and our results for the divergences of the
effective action in arbitrary gauge, (4.97), and for the divergences of the
unique effective action, (4.114), are correct.
On mass shell (4.150) the coefficient (4.222) does not depend on the gauge
and we have a single–valued expression
Bon−shelltot =
20
3
f 4
ν4
+ 20
f 2
ν2
− 634
45
+
(
10
f 4
ν2
+ 15f 2 − ν2
)
1
λ
+
3
4
(ν4 + 5f 4)
1
λ2
. (4.224)
Let us also calculate the finite part of the effective action (4.218). Since
it depends essentially on the gauge, (4.180)–(4.184), we limit ourselves to the
case of the unique effective action, (4.191)–(4.194). Using the results (4.202)
and (4.212)–(4.215) we obtain
Γ˜(1)ren = −1
6
{
5F
(2)
2 (Z1, Z2)− 3F (0)1 (−3)
+F
(2)
0 (Z3, Z4)− F (0)0
(
−2f
2
ν2
− 4
)}
, (4.225)
where
Z1 = 6f
2 1
x
+ 2
f 2
ν2
+ 3,
Z2 = −96(f 2 + 2ν2)λ 1
x2
+ 48(f 2 + ν2)
1
x
+ 8
f 2
ν2
+ 8, (4.226)
Z3 = 6ν
2 1
x
− f
2
ν2
− 2,
Z4 = −96(f 2 + 2ν2)λ 1
x2
,
F (k)s are the functions introduced above, (4.214), (4.215), and x = Rk
2.
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On mass shell (4.150) the effective action does not depend on the gauge
and has the form, (4.13), (4.154), (4.195)-(4.197), (4.217),
Γon−shell = (4π)2
{
4
(
ǫ− 1
ν2
)
− 3
λ
}
+h¯
{
1
2
Bon−shelltot log
λ
3µ2k2
+ Γon−shell(1)ren
}
+O(h¯2), (4.227)
where
Γon−shell(1)ren = −
1
6
{
5F
(0)
2
(
3
f 2
λ
+ 4
f 2
ν2
+ 4
)
+5F
(0)
2 (2)− 3F (0)1 (−3) + F (0)0
(
3
ν2
λ
)}
. (4.228)
The expression (4.227) gives the vacuum action on De Sitter background
with quantum corrections. It is real, since the operators in (4.195)–(4.197) do
not have any negative modes provided the conditions (4.170) and (4.171) are
fulfilled. Although the operator ∆0(m
2
0) has one negative mode, ϕ = const,
subject to the condition (4.171), it is non–physical, since it is just the zero
mode of the Jacobian of the change of variables (4.174). All other modes of
the operator ∆0(m
2
0) are positive subject to the condition (4.171) in spite of
the fact that m20 < 0. Depending on the value of De Sitter curvature R off
mass shell there can appear negative modes leading to an imaginary part of
the effective action.
Differentiating the effective action, (4.13), (4.153), (4.217), (4.222), (4.225),
we obtain the effective equation for the background field, i.e., the curvature
of De Sitter space,
1
h¯k2
∂Γ
∂R
=
1
h¯
24(4π)2 · x− 4λ
x3
+
1
2x
Btot(x)
+
1
2
B′tot(x) log
x
12µ2k2
+ Γ′(1)ren(x) +O(h¯) = 0, (4.229)
where
B′tot(x) =
∂Btot
∂x
= −32
x3
[
3
4
(ν4 + 5f 4)
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+λ
(
10
f 4
ν2
+ 15f 2 − ν2 − 6γ
)]
− 24γ 1
x2
,(4.230)
Γ′(1)ren(x) =
∂Γ(1)ren
∂x
, x = Rk2. (4.231)
The perturbative solution of the effective equation (4.229) has the form
Rk2 = 4λ− h¯ λ
2
3(4π)2
{
Bon−shelltot + 4λB
′
tot(4λ) log
λ
3µ2k2
+8λΓ′(1)ren(4λ)
}
+O(h¯2). (4.232)
It gives the corrected value of the curvature of De Sitter space with regard
to the quantum effects.
Perturbation theory near this solution is applicable for λ 6= 0 in the region
f 2 ∼ ν2 ∼ λ≪ 1. For λ ∼ 1, i.e., when Λ is of Planck mass order 1/k2, the
contributions of higher loops are essential and the perturbation theory is not
adequate anymore.
Apart from the perturbative solution (4.232) the equation (4.229) can
also have non-perturbative ones. In the special case λ = 0 non-perturbative
solution R 6= 0 means the spontaneous creation of De Sitter space from the
flat space due to quantum gravitational fluctuations. Therefore, it seems
quite possible that De Sitter space, needed in the inflational cosmological
scenarios of the evolution of the Universe [170], has quantum–gravitational
origin [169]. However, almost any non–perturbative solution has the order
Rk2 ∼ 1 and, therefore, is inapplicable in the one–loop approximation.
Chapter 5
Conclusion
The following main results are obtained in the present dissertation.
1. The methods for the covariant expansions of arbitrary fields in a curved
space with arbitrary connection in generalized Taylor series and the
Fourier integral in most general form are formulated.
2. A manifestly covariant technique for the calculation of De Witt coeffi-
cients on the basis of the method of covariant expansions is elaborated.
The corresponding diagrammatic formulation of this technique is given.
3. The De Witt coefficients a3 and a4 at coinciding points are calculated.
4. The renormalized one–loop effective action for the massive scalar, spinor
and vector fields in an external gravitational field up to the terms of
order 1/m4 is calculated.
5. Covariant methods for studying the non–local structure of the effective
action are developed.
6. The terms of first order in background fields in De Witt coefficients are
calculated. The summation of these terms is carried out and a non–
local covariant expression for the Green function at coinciding points
up to terms of second order in background fields is obtained. It is shown
that in the conformally invariant case the Green function at coinciding
points is finite in the first order in the background fields.
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7. The terms of second order in background fields in De Witt coefficients
are calculated. The summation of these terms is carried out and a man-
ifestly covariant non–local expression for the one–loop effective action
up to the terms of third order in background fields is obtained. All
formfactors, their asymptotics and imaginary parts (for standard def-
inition of the asymptotic regions, ground states and causal boundary
conditions) are calculated. A finite effective action in the conformally
invariant case of massless scalar field in two–dimensional space is ob-
tained.
8. The covariantly constant terms in De Witt coefficients for the case of
scalar field are calculated. It is shown that the corresponding Schwinger–
De Witt series diverges. The Borel summation of the covariantly con-
stant terms is carried out and an explicit non–analytic expression in
the background fields for the one–loop effective action up to the terms
with covariant derivatives of the background fields is obtained.
9. The off–shell one–loop divergences of the effective action in arbitrary
covariant gauge as well as those of the unique effective action in higher–
derivative quantum gravity are calculated.
10. The ultraviolet asymptotics of the coupling constants of the higher–
derivative quantum gravity are found. It is shown that in the ‘physical’
region of the coupling constants, that is characterized by the absence
of the tachyons on the flat background, the conformal sector has ‘zero–
charge’ behavior. Therefore, the higher–derivative quantum gravity
at higher energies goes beyond the limits of weak conformal coupling.
This conclusion does not depend on the presence of the matter fields
of low spins. In other words, the condition of the conformal stability of
the flat background, which is held usually as ‘physical’, is incompatible
with the asymptotic freedom in the conformal sector. Therefore, the
flat background cannot present the ground state of the theory in the
ultraviolet region.
11. It is shown, that the theory of gravity with a quadratic in the curva-
ture and positive definite Euclidean action possesses a stable non–flat
ground state and is asymptotically free both in the tensor sector and
the conformal one. A physical interpretation of the nontrivial ground
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state as a condensate of conformal excitations, that is formed as a result
of a phase transition, is proposed.
12. The effective potential, i.e., the off–shell one–loop effective action in
arbitrary covariant gauge, and the unique effective action in the higher–
derivative quantum gravity on De Sitter background, is calculated. The
determinants of the operators of second and forth orders are obtained
by means of the generalized ζ–function.
13. The gauge– and parametrization–independent ‘unique’ effective equa-
tions for the background field, i.e., for the curvature of De Sitter space,
are obtained. The perturbative solution of the effective equations, that
gives the corrected value of the curvature of De Sitter background space
due to quantum effects, is found.
In conclusion, I would like to thank my scientific supervisor, Prof. Dr.
V. R. Khalilov, for the general guidance, all–round help and many
pieces of good advice on all stages of my work. I am also much obliged
to A. O. Barvinsky for many valuable discussions and constant interest
in the work, to all members of the Department of Theoretical Physics,
Physics Faculty, of Moscow State University for the attention to my
work and friendly support, and to the chiefs of the scientific seminars,
where the results obtained in this dissertation were presented, Associate
Member of the USSR Academy of Sciences E. S. Fradkin, Academician
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