The capability of a unmanned aerial vehicle (UAV) to identify an obstacle in its path and go around (avoid) it is a critical requirement that must be met before introducing UAVs into the national airspace, especially in areas close to buildings and people. Furthermore, it is highly desirable that the obstacle avoidance capability be independent of GPS which could be unavailable or degraded. Therefore, developing reliable obstacle avoidance techniques in conjunction with solutions for autonomous navigation in the absence of or presence of degraded GPS is critical for operating UAVs in urban environments. The navigation problem can be solved in the framework of the Simultaneous Localization and Mapping (SLAM) problem. In the absence of GPS, the ability to solve the SLAM problem in real time using vision as the primary sensing mechanism onboard the UAV has been demonstrated. SLAM solutions involving just a single camera, referred to as monocular SLAM, have recently been proposed in literature. Monocular SLAM solutions are attractive in context of small UAVs with regard to meeting weight, cost and power constraints.
I. Introduction
avigation solutions based on integrating INS/GPS for UAVs have been well developed and available on several commercial UAV autopilot systems. However, navigation in GPS denied or degraded environments cannot be addressed by the existing navigation solutions for the main reason that GPS is required to arrest drift due to biases and noise in IMU (accelerometer and gyro) measurements. In case of rotorcraft systems, absence of GPS for even short durations of time can lead to attitude drift making it very difficult for an autonomous control system to control the vehicle. Similarly, drift in rotorcraft heading can occur because of magnetic interference when flying close to electric wires. A navigation solution robust to such disruptions is necessary to enable safe and reliable autonomous flight, especially if UAVs are to be deployed in areas close to buildings and people.
One of the critical problems in autonomous navigation of a UAV in uncertain environments (e.g. urban area) is obstacle avoidance in which the UAV is required to detect, track, and avoid obstacles in the flight path. Active sensors such as Lidar may fit for this purpose, but often introduce significant weight, cost and power consumption penalties to the UAV. Since most small UAVs are equipped with a monocular camera and an inertial measurement unit (IMU), use of these sensors for obstacle avoidance could result in a minimal impact on weight, cost and complexity. So flying in a scenario where GPS may be periodically lost requires an approach that can seamlessly incorporate information from IMU, vision and other aiding sensors. This paper concerns with the development of an inertially aided vision-based solution for obstacle detection and avoidance.
In many obstacle avoidance applications, information from optical flow such as flow field divergence, focus of expansion, and time-to-contact has been used as useful cues for avoidance. 1 However, optical-flow-based approaches usually just try to avoid regions of high optical flow, but they do not provide accurate vehicle location or mapping of the environment which is essential to autonomous navigation in the long run.
Approaches to incorporating sources of information about the environment for autonomous navigation have been available in literature for close to a decade now. These are typically referred to as approaches for Simultaneous Localization and Mapping (SLAM). SLAM refers to the problem of autonomous localization of a vehicle with minimal use of/without a priori information of its environment except for what the vehicle can sense about its environment. SLAM has been successfully implemented on ground robots and SLAM based commercial applications are available. Transitioning such solutions to airborne applications is however still a challenging problem. 2 A promising approach to vision-only SLAM known as MonoSLAM has been proposed by Davison et al. 3 A recent update of the MonoSLAM approach addresses the issue of feature initialization in a much more direct way (not relying on motion stereo or other delayed initialization techniques) relies on so-called inverse depth parameterization (IDP) of the feature points. 4 Using the IDP approach generally results in the filter implementation being simpler and feature tracking can proceed from the first step of the filter evolution. One important shortcoming of the MonoSLAM approach is that initial guess of the depth of a feature may introduce a bias in the scale of the map which the algorithm builds as time goes on. By integrating inertial sensor data into the IDP approach, the influence of the initial depth guess in the map scale can be reduced. 5 An attempt to use MonoSLAM for obstacle avoidance has been shown in [6] . Here, the author tested closed-loop obstacle avoidance by feeding-back estimates from the MonoSLAM solution into the vehicle guidance algorithm. One critical shortcoming of the conventional (point-feature-based) MonoSLAM approach from the point of beng useful in obstacle avoidance is that the SLAM solution results in only a sparse environmental map. The density of the map may be increased by adding more feature points to the SLAM filter. However, increasing the number of feature points also dramatically raises the computational burden of the SLAM algorithm. In order to resolve this issue, the author in [6] used only a limited number of feature points in the SLAM state vector, and designed a separate mapping method for obtaining a dense mapping solution. This paper claims that estimation of the 3-D locations of image points by itself is not sufficient to determine the presence of an obstacle. This paper proposes an obstacle avoidance method based on MonoSLAM and image segmentation. This paper shows how to combine the 6-DoF inertially-aided Monocular SLAM solution with image segmentation to identify an obstacle and construct a dense map around it. The main innovation of the approach lie in the way that image processing is combined with SLAM. We first segment a given image as a way to abstract the entire scene. Then, the outline of a segment is extracted and corner points of the segment in the outline are identified. Some corner points from the entire image are picked as feature points for the monoSLAM algorithm based on their spatial distribution. Note that we keep the points-based monoSLAM structure by using a limited number of points to produce fast and robust estimation as in [6] . To enhance the mapping solution from SLAM, we devise a separate process based on segments instead of points. The subtended angle of a distinct image segment (or a blob) corresponding to an obstacle in 3D world is extracted for further use. This paper shows how to enhance the estimation of obstacle position and size by using the subtended angle measurements and estimates from the SLAM solution. Since image segmentation increases the computational burden of the system, we use a fast segmentation algorithm.
The paper briefly introduces a simple avoidance approach to steer the vehicle to avoid collision with fixed obstacles. The approach is evaluated within a C/C++ and openGL based simulation environment developed specifically to investigate SLAM based obstacle avoidance techniques for UAVs operating in an unknown environment without GPS. This paper will provide details of the simulation environment and also include results from this evaluation study.
The remainder of this paper is organized as follows. Section II provides a brief overview of the monocular SLAM algorithm with the IDP approach, and Section III introduces the image processing algorithms. Section IV American Institute of Aeronautics and Astronautics DISTRIBUTION A. Approved for public release, distribution unlimited.(96ABW-2012-0194) 3 describes our obstacle avoidance strategy. Section V presents some simulation results. Finally, Section VI presents conclusions and possible future research.
II. 6-DoF Inertial-Aided Monocular SLAM
This section presents the equations and method used to build an Extended Kalman Filter (EKF) based Monocular SLAM filter incorporating sensor information from an IMU and a fixed monocular camera. A simplified 6DOF aircraft model with a 3D waypoint tracking controller is generated for simulation purposes. The state vector in the SLAM algorithm is given by
where v x denotes the vehicle state vector and i f y , denotes the state vector for the i-th detected feature point.
A. 6-DoF Vehicle State Space Model
The equations of motion (EOM) for the aircraft dynamics are given by: 
B. IDP for Monocular SLAM Filter
A simple pin-hole camera model, rigidly attached to the aircraft center of gravity (CG) with zero pan and tilt, is assumed to create noisy sensor measurements for input to the SLAM filter. The absence of a range measurement renders the feature initialization problem difficult. Furthermore, the estimation problem becomes even more nonlinear because the Jacobians cannot be readily computed. These difficulties motivated the formulation of the IDP method for construction of the SLAM filter. The idea behind the IDP parameterization is to parameterize the 3D feature point location in terms of an "inverse range" factor, which leads to a "more" linear form of the filter in absence of a range measurement, and theoretically improve the performance of the filter. Other benefits include a single-step initialization process (no delayed initialization as in earlier MonoSLAM approaches). 
III. Image Processing
We assume that a given image can be represented by multiple disjointed segments and image processing can simplify the complexity of a real-world image by reducing the image into these segments. This section presents the image processing algorithm to segment the entire image at a high computational speed. A segmented image is used as the input for corner detection for the SLAM algorithm and parameterization of a segment by using the subtended angle. We assume that a segment corresponding to an obstacle is assumed to have a consistent shape and spatial coherence over multiple frames.
D. Fast Geometric Active Contour Algorithm
Geometric active contours are deformable contours that can segment objects in a given image by automatically tracking the outline of them. 7, 8 Because of their ability to extract the complicated outline of an object, active contours have received much attention in visual tracking problems. In particular, Chen-Vese's model has been used in many tracking applications because this model does not depend on edge information and initial contour position. 9 Furthermore, several extensions of the model reported tremendous computational speeds fast enough to cover a broad range of real-time applications. We use Song-Chan's model because it can cover the entire image at a fast processing rate. 10 A brief description of the algorithm is given as follows. Consider the entire image is arbitrarily divided into two groups. The variation of energy when you change the label of one pixel from group 1 to group 2 is given as: c represent group 1 and 2 well, respectively. To speed up segmentation, the final segmentation in the previous frame is reused as the initial condition in the next frame. Refer to [10] for further details of this method.
E. Feature Detection and Tracking
To identify corner points, the outline of a segment is extracted. The curvature of the outline is assumed to be 90 degrees at the corner point. Some of the corner points obtained from the entire image are considered as feature points for the monoSLAM algorithm based on their spatial distribution in the image plane. Once a feature point is added, the SLAM algorithm systematically tracks the feature point in subsequent frames. The current approach compares a sub-image (21x21) centered at the feature point captured at the time of detection to sub-images around the predicted feature point in the current image and finds the best fit. We may combine segmentation results and systematic feature tracking by SLAM in the future.
We also extract multiple properties of a segment for further use such as the pixel positions of corner points and center points, and calculate the subtended angle. 11 The subtended angle information is saved to be used in the passive ranging method presented in the next section.
F. Passive Ranging by Subtended Angle Meausurements
The subtended angle measurements can be used in multiple different ways as described later in Section IV. This section presents the most basic algorithm. In [6] , a fast mapping method was used to process parts of the image that are not covered by the SLAM algorithm. The fast mapping method is based on image point information, which can be categorized as the traditional bearing-only range estimation problem. The traditional bearing-only range estimation method cannot determine a unique range without bearing changes. Here we present a passive ranging algorithm in which the vehicle does not require to change bearing to do range estimation. The related image processing algorithm concerns with segments instead of points. Each segment is parameterized by the subtended angle over every frame. In the passive ranging method with the subtended angle approach, the range 'r(t)' at time 't' can be calculated as, where 'd(t)' is the traveled distance available from the SLAM solution, and ' 1 a ' is half of the subtended angle. The graphical illustration is given in Figure 1 . To estimate the 'd(t)', the SLAM state solution ) (t x v is saved over a certain period of time (60 frames in our case). In other words, an estimate of the distance traveled over 60 frames can be given by
is an estimated value therefore it contains a certain amount of estimation error. The length of the segment corresponding to the subtended angle can be estimated as
Note that if r(t) is available we only need 2 a to get the length of the segment.
IV. Obstacle Avoidance Based on SLAM and Image Segmentation
We created a simple scenario to test our obstacle avoidance approach. An illustration of the approach is given in Figure 2 . The small green square represents a way point. The red cross denotes a feature point used by the SLAM algorithm. The red circle represents an estimated bounding sphere. The yellow rectangle denotes an obstacle. The original path goes from way point 1 to way point 2. The vehicle changes its course as image processing detects the presence of obstacles in the path way. Information of an obstacle are estimated based on the SLAM solution and the subtended angle measurements including the center position and the subtended size L(t). Then, a bounding sphere is built around the obstacle. We can estimate the center position and size L(t) of an obstacle in 3 different ways. The simplest way is in the case when multiple feature points belong to an obstacle. For example obstacle 1 in Figure 2 has two feature points on it. The center position of the obstacle can be estimated by evaluating the mean position of the 3D positions of the two feature points. The length of the obstacle can be approximated by the distance between the two 3D points. In practice, we could obtain a better estimation of the length of the obstacle by using the subtended angle between the two feature points by using Eq(5). Note that r(t) is available from the estimated 3D center position. In case there is only one feature point, we can use the range information from the vehicle to the feature point and subtended angle information. The estimation in this case will be less accurate than that from the first case if the range from the vehicle to the feature point differs significantly from the range to the other edge point. In case there is no feature point on an obstacle, we have to rely on the passive ranging method presented in the previous section. Once the bounding sphere for the obstacle is constructed, the UAV can be guided so as to steer away from the boundary of this sphere at all times. 
V. Experiments
The approach was evaluated within a C/C++ and openGL based simulation environment developed specifically to investigate SLAM based obstacle avoidance techniques for UAVs. For simulation tests, a user can create graphical objects at specified positions on the map by using openGL. The way point tracking algorithm gives a guidance command to the helicopter and the corresponding graphic model moves in simulation based on the 6-DoF aircraft dynamic model. A synthetic scene is generated based on the position and the attitude information of the vehicle, the camera model, and the locations of obstacles. The image processing algorithm segments the synthetic scene and provides inputs to the SLAM algorithm at every frame.
The IMU model updates at 40 Hz with the standard deviation of the accelerometer noise was set to 0.25 ft/s 2 and that of the gyroscope to 0.05 rad/s. Images were taken at 20 Hz (320 by 240 pixels). We put eight identical (1x1x2 ft^3) obstacles on the map. Figure3.a shows a screen shot (top-view) of the map, and 3.b shows 2D camera view of the scene. The red circles in the Figure denote features being tracked. The yellow crosses represent detected obstacles. Feature detection was done by image processing. The maximum number of features being tracked was kept to 18. We assumed that the color of the object is known to facilitate data association and the feature tracking process. Data association and feature tracking were systematically administrated by the SLAM algorithm. After feature tracking is completed by the SLAM algorithm, obstacle tracking was initiated. A segment corresponding to an obstacle with feature points on it is easy to track. A simple nearest neighbor algorithm was used to establish temporal correspondence of a segment which does not have any feature point on it. Figure 5 illustrates our simple avoidance method. In Figure 5 .(a) the gray line denotes the original path plan. The blue squares denote the original way points. The path plan was updated because of the presence of the obstacles. The red circles denote the bounding spheres estimated while the vehicle moves toward the way point 1. The most critical obstacle was evaluated by considering the probability of collision if the vehicle follows the original path plan. Based on these bounding spheres the vehicle created a new way point to avoid the detected obstacles. Figure 5.(b) shows the updated path and mapping until the vehicle arrived at the way point 2. The small black-square denotes the newly added way point. The sky-blue circles denote the bounding spheres estimated until the vehicle arrived at the new way point. The black circles denote the updated bounding spheres estimated until the vehicle arrived at the way point 2 from the new way point. 
VI. Conclusions and Future Work
This paper has shown how to combine a Monocular SLAM solution with image segmentation to identify an obstacle and construct a dense map around it. The SLAM algorithm could provide the UAV with fast and robust navigation solution with limited number of feature points. However, the mapping solution from the SLAM algorithm provided only a sparse map of the UAV environment. By using image segmentation, we could link feature points to obstacles. In some cases, multiple feature points are linked to an obstacle, and in other cases, no feature points are linked to an obstacle. Knowing the relationship between feature points and obstacles greatly helped to identify obstacles and to obtain useful information about these obstacles. In particular, we could estimate the center position and the length of an obstacle by using the subtended angle measurement. In case of an obstacle without any feature point on it, we could use the passive ranging method to approximate the range from the vehicle to the obstacle by using temporal change of the subtended angle measurement and the vehicle position estimates from the SLAM. A bounding sphere around an obstacle was built to steer the UAV around the obstacle. Then, the vehicle and feature point state estimates from SLAM are fed to the control and guidance algorithm.
Currently the authors are testing the performance of this filter on a wide range of real video data sets to evaluate the benefit of the approach. Accurate segmentation for complicated real-data set might not always be possible. However, knowing the relationship between feature points and segments in images helps to build a dense map. As an extension of this work, we will research line-based or sub-tended-angle-based SLAM algorithms to magnify the benefit of using image segmentation.
