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This paper discusses the problem of wave reﬂection from the ﬁctitious boundary, with particular regard
to the higher harmonic modes. This problem occurs when solving the wave equation in exterior domains
using an asymptotic local low-order Dirichlet-to-Neumann (DtN) map for computational procedures
applied to a ﬁnite domain. We demonstrate that the amplitudes of the reﬂected ﬁctitious harmonics depend
on the wave number, the location of the ﬁctitious boundary, as well as on the local DtN operator used in
the computations. Moreover, we show that a constant value of the asymptotic local low-order operator
cannot suﬃciently eliminate the amplitudes of all reﬂected waves, and that the results are poor especially
for higher harmonics. We propose therefore an iterative method, which varies the tangential dependence of
the local operator in each computational step. We only discuss some logical and interesting choices for the
operators although this method permits several possibilities on how to vary the operator. The method is
simple to apply and the presented examples demonstrate that the accuracy is considerably improved by
iterations.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In exterior problems of time-harmonic wave propagation, such as in acoustic, electromagnetics
and soil dynamics, it is necessary to impose the radiation condition––the boundary condition
at inﬁnity. Physically this condition implies that asymptotically no energy is transported to-
wards the origin of the excitation. The standard radiation condition for the bounded obstacle is* Corresponding author. Tel.: +386-2-2294-347; fax: +386-2-2524-179.
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case of inhomogeneity it is often unclear how to formulate an appropriate radiation condition.
However, we will consider only those cases where there is no wave reﬂection outside of the
considered domain.
It is more convenient, or feasible, for several wave motion problems in inﬁnite domains to solve
the problem only in a ﬁnite computational domain analytically or numerically by ﬁnite diﬀerence,
ﬁnite element or ﬁnite volume methods. To obtain the ﬁnite computational domain (Xf ) the in-
ﬁnite domain must be truncated by introducing a ﬁctitious ﬁnite boundary (b), see Fig. 1a and b.
On the ﬁctitious boundary boundary-conditions must be imposed, which assure that the ra-
diation condition at inﬁnity is fulﬁlled. The simplest and most frequently used one is the condition
representing the classical plane-wave (PW) damperunðrÞ ¼ ouon ðrÞ ¼ ikuðrÞ on b: ð1Þ
In Eq. (1), uðrÞ is the unknown displacement ﬁeld, and n is the outward normal on the ﬁctitious
boundary, while k is the wave number. This condition is in the same form as Sommerfelds ra-
diation condition, which is completely correct when imposed at inﬁnity but only approximately
correct when imposed on a ﬁctitious boundary b located at a ﬁnite distance from the source of
excitation. In this case the consequences are spurious reﬂections of waves from b. In order to
diminish these spurious reﬂections, various authors have devised improved local boundary con-
ditions on b. Engquist and Majda [1] have expressed un exactly as a pseudodiﬀerential operator
applied to u on b, and then they approximated it by the so-called local diﬀerential operators. Feng
[2] obtained an exact non-local condition involving an integral over b of u multiplied by a Greens
function. Then he approximated it by various local conditions. However, all these local boundary
conditions still lead to spurious reﬂection.
Another idea is to use the Dirichlet-to-Neumann (DtN) map on the ﬁctitious boundary using an
approximation by a series of Hankel functions. Bayliss and Turkel [3] used an asymptotic ex-
pansion of u valid for the ﬁeld far from the ﬁctitious boundary. It yielded similar results to the
approximate local boundary conditions. Keller and Givoli [4] and Givoli and Keller [5] obtained
exact non-reﬂecting boundary conditions on b, which totally eliminate all reﬂections. Porat and
Givoli [6] obtained solutions of the Helmholtz equation in elliptic coordinates by involving the
Mathieu functions. This approach is applicable when choosing elliptic ﬁctitious boundaries.
Givoli and Patlashenko [7] developed a systematic way of deriving the optimal local non-reﬂecting
boundary condition (NRBC) of the given order. The optimal NRBC may be of low order but still(a) (b)
Fig. 1. (a) Exterior boundary value problem. (b) Interior boundary value problem.
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elements for exterior problems of wave propagation [8,9]. Givoli [10] presents a state-of-the-art
review of the standard DtN methods. He concentrates on two recent major advances: (a) the
extension of the DtN ﬁnite element method to non-linear elliptic and hyperbolic problems; (b)
procedures for localizing the non-local DtN map leading to a family of ﬁnite element schemes
with local artiﬁcial boundary conditions. Pinsky and Thompson [11] developed asymptotic local
high-order radiation boundary conditions as the extension of the plane-wave approximation from
[3] in order to solve two-dimensional time-dependent structural acoustic problems. They provide
increasing accuracy with higher modes, allowing, in principle, the computational region to be
reduced to a minimum. The accuracy of the operators depends essentially on the parameter kr.
Thompson and Pinsky [12] presented new local time-dependent non-reﬂecting boundary condi-
tions which are exact for the ﬁrst N spherical wave harmonics of the three-dimensional wave
equation. The development of these boundary conditions begins from the truncated non-local
DtN map in the frequency domain. In all standard DtN methods the Dirichlet to Neumann op-
erator is introduced into the ﬁnite element formulation on the ﬁctitious ﬁnite boundary. The
consequence is that diﬃculties with continuity between ﬁnite elements on the ﬁctitious boundary
may occur when high-order local operators are used.
Hohage et al. [13] presented a new eﬃcient algorithm for the solution of direct time-harmonic
scattering problems based on the Laplace transform. The starting point in this method is an al-
ternative characterization of outgoing waves called the pole condition, which is equivalent to
Sommerfelds radiation condition for problems with radially symmetric potentials. Extended
representations of the formula based on the pole condition are presented in [14].
Aiello et al. [15] presented a new iterative procedure for solving electrostatic problems in inﬁnite
domains. They usedGreens function to obtain various Dirichlet andNeumann boundary conditions.
Present ﬁnite and boundary element solutions require extremely large numbers of ﬁeld variables
when modelling wave problems containing waves with short wavelength. Therefore, signiﬁcant
theoretical eﬀort is paid to develop numerical methods that would eﬃciently treat these waves.
Debain et al. [16] developed the theory of special boundary elements which incorporate wave
shapes into the boundary element shape function. The boundary elements are applied to the
classical problem of plane waves scattered by a circular cylinder.
The aim of this paper is to reduce the amplitudes of the computed ﬁctitious reﬂected higher
harmonic modes when the solution is obtained by using an asymptotic local DtN map on the
inserted ﬁctitious ﬁnite boundary. We demonstrate the problem of higher harmonics by em-
ploying low-order radiation boundary conditions. Firstly, in Section 2, we discuss the solution of
wave motion in a full-space, where the solution using the standard DtN method is obtained
analytically. In Section 3, the idea for an improved solution is presented achieved by an iterative
variation of the asymptotic local low-order DtN operator. Numerical examples are given in
Section 4.2. Problem of higher harmonics when using the asymptotic local DtN map
The aim of this section is to present the problem of the higher harmonics reﬂection if the so-
lution of the wave equation is obtained by the asymptotic local DtN map on the ﬁctitious
Fig. 2. Space with a hole.
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circular hole, having a radius a (Fig. 2).
Wave motion in the considered inﬁnite domain is described by a diﬀerential equation of the
Helmholtz typer2uþ k2u ¼ 0; ð2Þ
where k is the wave number. We presume that we have prescribed harmonic Dirichlet boundary
conditions on the boundary of the hole (r ¼ a) consisting of N  1 harmonics all having equal
amplitude u0uðkaÞ ¼
X
u0  cosmu; m ¼ 0; 1; . . . ;N  1: ð3Þ2.1. Exact solution
It is not diﬃcult to obtain the exact solution of the above problem. It is presented in several





 cosmu; ð4Þwhere N is the total number of the considered harmonics and H ð2Þm ðkrÞ are Hankel functions of the
second kind and order m according to the independent value kr. This solution is used to verify
approximate solutions in further texts.
2.2. Approximate solution obtained by the standard DtN method
When we solve the problem of wave motion in inﬁnite domain analytically or numerically by
the standard DtN method, then a ﬁctitious ﬁnite boundary b on a distance R from the origin must
be introduced. A halfspace outside the inserted ﬁctitious boundary is approximated by the DtN
mapou
on
¼ DtN  u on b: ð5ÞAn exact DtN operator is the normal derivative of the displacements on the ﬁctitious boundary
providing that the displacements exactly satisfy the radiation conditions. Thus, the operator yields
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mann boundary conditions. The radiation condition is completely satisﬁed when an exact oper-
ator is used. If the exact formulation of the operator cannot be represented in an explicit
analytical form but only in an integral form, and if it is not simple enough to be used in the ﬁnite
element formulation on the ﬁctitious boundary, then we use the local operator which usually only
approximates the non-local one.
To obtain local operators, some asymptotic expressions for Hankel functions must be intro-
duced with respect to the independent variable kR. Consequently, the accuracy of operators de-
pends on the location of the ﬁctitious boundary, deﬁned by R, as well as on the considered wave
number (k). Second-order asymptotic local operators obtained by Bayliss and Turkel [3], also
regarded as low-order operators, are expressed in the following forms, starting from the most
crude approximation to the more exact onesS3=4 ¼ i  k; ð6Þ
S1 ¼ S3=4  1
2R
; ð7Þ






S3 ¼ S1 þ 2R
46 73ikRþ 16k2R2  16ik3R3
529þ 1568k2R2 þ 256k4R4
 
þ 69 98ikRþ 48k
2R2  322ik3R3





 D; D ¼ o
2
ou2
: ð9ÞThe simplest operator S3=4 is called Sommerfelds operator. The operator S1 is the axial symmetric
operator, which does not depend on the tangential coordinate (u), while the non-symmetric
operators S2 and S3 depend on u because they involve the Laplace–Beltrami operator (D).
Approximate solution of Eq. (2) for the prescribed boundary conditions appointed by Eq. (3)








: ð10ÞThe constants A1m and A2m are the amplitudes of the waves propagating inwards and outwards of
the considered domain, respectively. They depend on the prescribed boundary conditions and on
the selected asymptotic local DtN operator (SN ). As the asymptotic local operators are not exact,
spurious reﬂections appear from the ﬁctitious boundary. The absolute values of the constants A1m
(m ¼ 1; . . . ;N  1) are the amplitudes of the reﬂected harmonics. Fig. 3a and b show them as
functions of kR, using diﬀerent local low-order operators (SN ). The excitation is given by the ﬁrst
four harmonics with the unit amplitude.
It is evident from Fig. 3a and b that, in general, we have problems with the higher modes (m ¼ 2
and m ¼ 3) because the amplitudes of the reﬂected waves of higher modes are not negligible. This
is logical, because the asymptotic local low-order operators from Eqs. (7) and (8) are used to
Fig. 3. (a) Abs A1m obtained by S1 operator. (b) Abs A1m obtained by S2 operator, D ¼  cosmu, u ¼ p=3.
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Hankel functions are not accurate enough, especially for smaller kR. As a consequence bigger
locations (R) of the inserted ﬁctitious boundary must be employed to obtain accurate results by a
constant wave number (k). Better results for the ﬁrst non-symmetric harmonic (m ¼ 1), can be
obtained by introducing a non-symmetric term in the form D ¼  cosmu into operators, but then
as a consequence, the results for the ﬁrst harmonic (m ¼ 0), presented in Fig. 3b, are not so ac-
curate as in Fig. 3a.
The aim of our research work in this ﬁeld was oriented to reduce somehow the reﬂections of all
harmonics, with special attention to the higher ones, when relatively small ﬁnite computational
domain (Xf ) is used. In this sense we are interested in obtaining reasonably accurate results also
for the location of the ﬁctitious boundary closer to the origin of excitation. It is evident from Fig.
3a and b that there is no need in the computational procedure to use greater R for lower har-
monics (m ¼ 0, m ¼ 1) because the results are already good enough by a smaller one. The ac-
curacy of the obtained results, especially by non-symmetric modes, depends evidently on the
selected asymptotic local DtN operator. Thus, in the following method we decided not to use the
DtN operator in the standard DtN map by Eq. (5), but we proposed an iterative procedure for
satisfying a radiation condition. As a consequence, we assured the possibility of changing the
operators systematically during the iterations.3. Iterative DtN method
In the presented method an iterative procedure for solving the wave equation (2) in the ﬁnite
domain is proposed. The ﬁnite computational domain Xf is subjected in each iteration to actual
(the same) boundary conditions on C and to various ones on the ﬁctitious boundary (Dirichlet or
Neumann). The modiﬁed wave equation (2) and the starting boundary conditions are, in the ﬁrst
computational step, in the form ofr2uþ k2u ¼ 0 in Xf ;
u ¼ uðkaÞ on C; u ¼ u1 ¼ FDBC on b:
ð11Þ
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conditions may be chosen completely arbitrarily. We used the simplest one, that of zero dis-
placements (FDBC¼ 0). However, the method needs fewer computing steps when choosing
FDBC, which are similar to radiation conditions. Some presentations can be found in Premrov
and Spacapan [18]. The solution of Eq. (11) yields the normal derivatives on b. It is presented in
the analytic form by Eq. (12)ou
on













 H ð2Þm ðkRÞ þ k  H ð2Þm1ðkRÞ
i
 cosmu: ð12ÞThe solution is practically in the same form as in Eq. (10) with a distinction, that both the
constants also depend on the employed FDBC. This solution is presented symbolically on the
graph (Fig. 4) by the ‘‘point’’ P1ðu1; un1Þ.
After that, in the second computational step, we compute the second point P2ðu2; un2Þ of the
ﬁrst line. For this purpose we choose a ou=onðu; r ¼ RÞ ¼ un2 ¼ FNBC, noting that the excitation
uðu; r ¼ aÞ is prescribed and is always the same, and solve the wave equation on the displacement
u2. The solution is computed with the aid of Eq. (13)uðu; r ¼ RÞ ¼ u2 ¼
XN1
m¼0
B1m  H ð1Þm ðkRÞ
 þ B2m  H ð2Þm ðkRÞ  cosmu: ð13ÞThe equivalent comment as for the FDBC mentioned above applies for the choice of these
boundary conditions. Of course, the ﬁnite computational domain and the exciting conditions are
















Fig. 4. Symbolic presentation of the iterative procedure.
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boundary a pair of values consisting of obtained derivatives and displacements, the pairs (P1 and
P2). In the graph, with the displacements on the abscissa and the derivatives on the ordinate axis,
we present them symbolically as a single point (Fig. 4). It is worth noting that the ‘‘point’’ is
complex.
In the third step of the ith iteration the two above computed ‘‘points’’ yield a line yðiÞ (Fig. 4) of
the interior boundary value problemyðiÞ ¼ c  ðu u1Þ þ un1; c ¼ un2  un1u2  u1 on b ð14ÞThe DtN operator, which is usually in the asymptotic local form, is symbolically presented by








) yðiÞ ¼ SN  u on b ð15Þwe obtain from Eqs. (14) and (15) the solution for the displacement (uðiÞA ) and the derivatives (u
ðiÞ
nA)
in the ith iterationuðiÞA ¼
un1  c  u1
SN  c ; u
ðiÞ
nA ¼ SN  uðiÞA on b: ð16ÞPoint AðiÞðuðiÞA ; uðiÞnAÞ symbolically presents the solution of both lines. This completes the ith itera-
tion, which yields new FDBC and FNBC to start the next oneFDBCðiþ1Þ ¼ uðiÞA ; ð17aÞ
FNBCðiþ1Þ ¼ uðiÞnA ¼ SN  FDBCðiþ1Þ: ð17bÞ
Clearly, all the lines yðiÞ and the points AðiÞ in the ith iteration in Fig. 4 are only a symbolic graphic
presentation of equations and their solutions in each iteration, bearing in mind that the arguments
are complex functions, or complex vectors in case of FEM. The operator SN is complex and is
simply the proportionality factor between the normal derivative and the displacement. It can be
considered formally as a tangent function of a complex angle. Thus the graph suggests the idea of
the method only symbolically.
Such a method has several advantages:
• As it is iterative, the iterations render the possibility of changing the operator in each step of the
iteration in order to eliminate various harmonics comprised in the waves reﬂected from the ﬁc-
titious boundary. Although the iterations require more computations, they improve the results
at the same time. However, we can already achieve considerable accuracy of results in a couple
of iterations providing we start with values on the ﬁctitious boundary, which at least poorly
approximate the outgoing waves.
• The method does not include the DtN operator into the dynamic stiﬀness matrix, unlike the
standard DtN methods. The advantage is that the problem of the continuity conditions, which
may occur in the standard DtN method between ﬁnite elements by using high-order asymptotic
local operators, is completely absent. Consequently, in the proposed method there is no need
for special ﬁnite elements on the ﬁctitious boundary.
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ﬁnite element methods. It only requires some additional simple mathematical manipulations,
which are, in principle, simple to integrate into the computer program.4. Numerical examples
4.1. Consider two harmonics
Let us discuss the computational problem described in Section 2. First we consider the case
where the excitation is given by only the ﬁrst two harmonics, N ¼ 2, each having the unit am-
plitude.
Suppose that the wave number and the location of the excitation boundary is given by k ¼ 1:0
and a ¼ 1:0, respectively. An essential demand for the method to be eﬀective when using FE is
that the computational domain is small. Thus, we show an example where the ﬁctitious boundary
is located close to the origin (R ¼ 2:0), rendering the computational domain considerably small.
An instructive insight into the accuracy of the obtained results is to present the amplitudes of the
reﬂected ﬁctitious harmonics separately for each of both harmonics. So, in Table 1 we present
the absolute values of the computed constants A10 and A11, according to Eq. (12). We commenced
the iterations with the most simple conditions on the ﬁctitious boundary, that is with the trivial
FDBC¼FNBC¼ 0. The operator S2 used in the iterations is in the form presented by Eq. (8). As
can be observed in Table 1, employed two kinds of tangential dependence D of the operator, but
for now it is constant in all iterations. In the last row of the table the results, obtained by the
standard DtN method with D ¼ 0 in the S2 operator, are also presented.
It is evident from Table 1 that by using the symmetric form of the operator (D ¼ 0) there are
problems with the second (non-symmetric) harmonic. So the computed results are practically theTable 1
Absolute values of the constants A10 and A11 (D¼ const.)
A10 A11
2.iteration
D ¼ 0 8.680E)3 0.0811
D ¼  cos 1u 0.0374 0.0380
3.iteration
D ¼ 0 5.644E)4 0.0631
D ¼  cos 1u 0.0352 0.0175
4.iteration
D ¼ 0 1.223E)3 0.0637
D ¼  cos 1u 0.0312 0.0117
5.iteration
D ¼ 0 1.557E)3 0.0637
D ¼  cos 1u 0.0312 0.0123
Standard DtN method (D ¼ 0) 1.489E)3 0.0636
Table 2
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operator in the chosen form, D ¼  cos 1u, the accuracy of the second harmonic is considerably
improved, but then the reﬂections of the ﬁrst (symmetric) harmonic are greater.
We expose in Section 3 that the advantage of the iterative method is that we can change the
operator in each iteration. Thus in Table 2 we present the results for the same case as in Table 1,
but the employed tangential dependence of the operator and the succession of the variation is as
follows:
• D ¼ 0 in each odd iteration––symmetric form,
• D ¼  cos 1u in each even iteration––non-symmetric form.
The results in the second iteration are, of course, the same as in the previous example, because
in the both cases we use D ¼ 0. The results are considerably accurate for the amplitudes of the
reﬂected ﬁrst harmonic (A10) in each even iteration. This is due to the symmetric form of D used in
the previous iteration. Analogous, the reﬂected second harmonic amplitude (A11) in each odd-
numbered iteration is considerably accurate. When comparing the results in Tables 1 and 2,
changing D during the iterations ultimately yields, in general, the most improved results.
Some of the discussed results are also presented by graphs in Fig. 5 but, however, in a diﬀerent
way. The normal solid curve presents the solutions for the real and the imaginary part of the
normal derivative on the ﬁctitious boundary. They are obtained by the iterative method using a
variable D, which is in the form described above. The results presented by the dotted curve areFig. 5. Solutions for the real and imaginary part of the normal derivative on R ¼ 2:0; N ¼ 2.
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operator S2 presented by (Eq. (8)). The bold solid curve presents the exact solutions.
It is evident that the results obtained by each of these methods are similarly accurate. However,
closer scrutiny of the graphs reveals that the iterative method yields slightly better ones. We can
conclude therefore, that, when regarding only the lower harmonics, both of the alternative
methods are considerably accurate. The advantages of the methods become evident only when
higher harmonics are present, and this problem is discussed below.
4.2. Consider four harmonics
Let us consider the excitation, which consists of the ﬁrst four harmonics, N ¼ 4, and where the
problem of higher harmonics is involved, in our case it is the third and the fourth ones. We have
already noted, see Section 2, that this problem is urgent only when the ﬁctitious boundary is
located close to the origin (Fig. 1). Table 3 presents the computed absolute values of the constants
A1m according to Eq. (12). Two kinds of tangential dependence of the selected S2 operator from
Eq. (8) are used for comparison while for the time being the operators themselves are constant
during the iterations. The results obtained by the standard DtN method using the same operator
S2 are also presented for discussion.
The problem of higher harmonics, m ¼ 2 and m ¼ 3, is evident as the amplitudes of the reﬂected
higher harmonic waves are not small enough. However, a better solution is obtained by the it-
erative variation of the tangential dependence (D) of the selected operator, which is in the fol-
lowing form (Form 1 in Table 4):
• D ¼  cos 1u in each odd iteration––ﬁrst non-symmetric mode,
• D ¼  cos 3u in each even iteration––last non-symmetric mode.
The results are presented in Table 4 in the rows marked by D¼ (Form 1).Table 3
Absolute values of the constants A1m (D¼ const.)
A10 A11 A12 A13
2.iteration
D ¼ 0 0.0272 0.0606 0.3374 0.9169
D ¼  cos 1u 0.0501 0.0359 0.2943 0.8917
3.iteration
D ¼ 0 0.0153 0.0724 0.2274 0.4515
D ¼  cos 1u 0.0395 0.0165 0.1767 0.4108
4.iteration
D ¼ 0 6.881E)3 0.0637 0.2200 0.4170
D ¼  cos 1u 0.0314 0.0278 0.1723 0.3830
Standard DtN
method (D ¼ 0)
1.489E)3 0.0636 0.2140 0.4370
Table 4
Absolute values of the constants A1m (variable D)
A10 A11 A12 A13
2.iteration
D¼ (Form 1) 0.0501 0.0359 0.2943 0.8917
D¼ (Form 2) 0.0272 0.0606 0.3374 0.9169
3.iteration
D¼ (Form 1) 0.0192 0.0365 0.1782 0.4865
D¼ (Form 2) 0.0245 0.0217 0.1906 0.3983
4.iteration
D¼ (Form 1) 0.0220 0.0282 0.1682 0.2794
D¼ (Form 2) 0.0281 0.0375 0.1683 0.3737
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Table 4 also presents an interesting option where simultaneous variation in the following form is
employed:
• 1.iteration: D ¼ 0;
• 2.iteration: D ¼  cos 1u;
• 3.iteration: D ¼  cos 2u;
• 4.iteration: D ¼  cos 3u.
The results are presented in Table 4 in the rows marked by D¼ (Form 2).
In the fourth iteration, where we stopped the iteration procedure, the results in Table 4 are, in
general, more accurate than those in Table 3. We can observe that the accuracy of the lower
harmonics, m ¼ 0 and m ¼ 1, is considerably accurate in both tables. On the other hand, the
accuracy of the higher harmonics, m ¼ 2 and m ¼ 3, is poorer than for the lower ones, but it is still
better in Table 4 than in Table 3. This distinction becomes more important when we bear in mind,
that the excitation in general consists of several harmonics, and it is not exactly clear whichFig. 6. Solutions for the real and imaginary part of the normal derivative on R ¼ 2:0; N ¼ 4.
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employing an iterative variation of an operator is the most reliable way to get acceptable accu-
racy. The two-presented choices, in our opinion, are just as eﬃcient choices. Other numerical
cases, which we performed and not presented here, yielded similar, but a slightly worse results.
The results obtained in the fourth iteration by D¼Form 1 are also presented graphically in Fig.
6, where they are compared to the results obtained by the standard DtN method with the constant
value of D ¼  cos 1u.
It is easy to see that the iterative variation of the tangential dependence (D) yields better results
than those obtained by the standard DtN method. The advantage is more evident in the imaginary
part of the solution.5. Conclusions
In Section 2 we outlined and demonstrated the diﬃculties with the reﬂection of higher har-
monics, which may occur in computational methods based on DtN map when the asymptotic
local low-order operators are employed to satisfy the radiation boundary condition. In this case
the asymptotic expressions for Hankel functions, which are used to obtain local operators, are
insuﬃciently accurate. The approximation of the operator is especially poor if the ﬁctitious
boundary is located close to the origin of excitation. The problem of radiation can be solved by
developing new DtN operators, which satisfy the radiation conditions more accurately also for
higher harmonics––see [7,11,12], but considerable diﬃculties with continuity on the ﬁctitious
boundary may occur when high-order local operators are used.
We propose another way of solving the problem by the iterative variation of a tangential de-
pendence in low-order local operators. This possibility is presented in Sections 3 and 4. We show
that by using only a constant value of the operator an accurate solution for all harmonics cannot
be obtained. Thus we employed the variation of the tangential dependence during the iterations.
This permits several possibilities for how to vary the operator, however the presented cases all
yield good results. The most accurate results are obtained by the variant with iterative changing
between the ﬁrst and the last non-symmetric modes. It is worth noting that the results, obtained
by the standard DtN method by employing the same asymptotic local operators yield poorer
accuracy. The advantage of the advocated iterative method is even more signiﬁcant if the artiﬁcial
boundary is located close to the origin and when the problem of higher harmonics is urgent.References
[1] B. Engquist, A. Majda, Absorbing boundary conditions for the numerical simulations, Math. Comp. 31 (139)
(1977) 629–651.
[2] K. Feng, Finite element method and natural boundary reduction, in: Proceedings of the International Congress of
Mathematicians, Warszava, 16–24 August 1983.
[3] A. Bayliss, E. Turkel, Radiation boundary conditions for wave-like equations, Comm. Pure Appl. Math. XXXIII
(1980) 707–725.
[4] J.B. Keller, D. Givoli, Exact non-reﬂecting boundary conditions, J. Comput. Phys. 82 (1989) 172–192.
[5] D. Givoli, J.B. Keller, Non-reﬂecting boundary conditions for elastic waves, Wave Motion 12 (1990) 261–279.
304 M. Premrov, I. Spacapan / Appl. Math. Modelling 28 (2004) 291–304[6] G.B. Porat, D. Givoli, Solution of unbounded domain problems using elliptic artiﬁcial boundaries, Commun.
Numer. Methods Eng. 11 (1995) 735–741.
[7] D. Givoli, I. Patlashenko, Optimal local non-reﬂecting boundary conditions, Appl. Numer. Math. 27 (4) (1998)
367–384.
[8] D. Givoli, I. Harari, Exterior problems of wave propagation, Comput. Methods Appl. Mech. Engrg. 164 (1–2)
(1998).
[9] J. Astley, K. Gerdes, D. Givoli, I. Harari, Finite elements for wave problems, J. Comput. Acoust. 8 (1) (2000)
(special issue).
[10] D. Givoli, Recent advances in the DtN FE method, Arch. Comput. Methods Eng. 6 (2) (1999) 71–116.
[11] P.M. Pinsky, L.L. Thompson, Local high-order radiation boundary conditions for the two-dimensional time-
dependent structural acoustics problem, J. Acoust. Soc. Am. 91 (3) (1992) 1320–1335.
[12] L.L. Thompson, P.M. Pinsky, New space-time ﬁnite element methods for ﬂuid-structure interaction in exterior
domains, Computational Methods for Fluid/Structure Interaction, AMD, ASME 178 (1993) 101–120.
[13] T. Hohage, F. Schmidt, L. Zschiedrich, A new method for the solution of scattering problems, in: B. Michielsen, F.
Decavele (Eds.), Proceedings of the JEE02 Symposium, ONERA, Toulouse, 2002, pp. 251–256.
[14] T. Hohage, F. Schmidt, L. Zschiedrich, Solving time-harmonic scattering problems based on the pole condition:
theory, ZIB-Report 01-01, Zuse Institut, Berlin, 2001.
[15] G. Aiello, S. Alfonzetti, S. Coco, Charge iteration: a procedure for the ﬁnite element computation of unbounded
electrical ﬁelds, International Journal for Numerical Methods in Engineering 37 (1994) 4147–4166.
[16] E.P. Debain, J. Trevelyan, P. Bettes, New special boundary elements for short wave problems, Communications in
Numerical Methods in Engineering 18 (2002) 259–268.
[17] I. Harari, T.J.R. Hughes, Galerkin/least-squares ﬁnite element methods for the reduced wave equation with non-
reﬂecting boundary conditions in unbounded domains, Comput. Methods Appl. Mech. Eng. 98 (1992) 411–454.
[18] M. Premrov, I. Spacapan, Wave problems in inﬁnite domains, in: Proceedings of the Eighth International
Conference on Civil and Structural Engineering Computing, Eisenstadt, Vienna, 19–21 September 2001.
