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Kurzfassung
Diese Arbeit ist Teil einer Kooperation innerhalb des von der Deutschen
Forschungsgemeinschaft geförderten Graduiertenkollegs 615. Die Koopera-
tion ist der Simulation von mikroelektromechanischen Systemen gewidmet,
wobei die speziﬁschen Untersuchungen und Simulationen am Beispiel das
elektrostatischen Kraftmikroskops (EFM) erfolgen.
Die Funktionsweise mikroelektromechnischer Systeme basiert auf dem ver-
koppelten Wirken elektrischer und mechanischer Phänomene. So dient beim
Messprozess des EFM die durch die elektrostatische Kraft bewirkte me-
chanische Auslenkung als Messgröße. Die Auslenkung wird hierfür in eine
Spannung gewandelt und im Allgemeinen in eine graﬁsche Darstellung des
Probenproﬁls umgesetzt. Die Genauigkeit der Messung hängt davon ab, in
welchem Maße Störungen erkannt und aus den gemessenen Daten heraus-
geﬁltert werden können. Hierfür wird im Rahmen dieser Arbeit ein Simula-
tionsmodell entwickelt und implementiert. Dieses zeichnet sich im Vergleich
zu anderen in der Literatur beschriebenen Modellen durch seine hohe Ge-
nauigkeit der physikalischen Modellierung aus. So wird bewusst auf das Zu-
sammenfassen von räumlich verteilten Eﬀekten in konzentrierten Elementen
verzichtet. Die Modellierung erfolgt auf Basis der zugrundeliegenden parti-
ellen Diﬀerentialgleichungen. So können Störeﬀekte wie der Einﬂuss des Fe-
derbalkens auch im Modell erkannt und beurteilt werden. Nach Deﬁnition
des physikalischen Modells erfolgt die numerische Umsetzung. Hier kommt
für die Berechnung der elektrostatischen Felder ein Galerkinverfahren zum
Einsatz, wobei die Methode der ﬁniten Elemente mit speziellen Ansatzfunk-
tionen im Bereich der Spitze des EFM gekoppelt wird. Bei der folgenden
Berechung der elektrostatischen Kräfte ist es wichtig, die Eigenschaften der
im vorigen Schritt berechneten numerischen Feldlösung zu beachten, da sich
durch die Numerik eingebrachte Fehler stark bemerkbar machen. So ist bei
der Kraftberechnug mit Hilfe des Maxwellschen Spannungstensors die rich-
tige Wahl des Integrationspfades wichtig. Die Kraftberechnung wird sowohl
über den Maxwellschen Spannungstensor als auch die Methode der virtuel-
len Verschiebung realisiert. Anschließend werden die Ergebnisse beider Me-
thoden miteinander verglichen. Die Berechnung der elektrostatischen Felder
und Kräfte wird erfolgreich auf verschiedene Testanordnungen angewendet.
Hierbei werden die Ergebnisse sowohl mit Hilfe analytischer Berechnungen
als auch anderer numerischer Verfahren veriﬁziert. Den Abschluss der Ar-
beit bildet die Simulation des EFM mit Hilfe der entwickelten Methoden.
Schlagwörter: MEMS, EFM, FEM
Abstract
This work is in cooperation with Graduiertenkolleg 615 which is sponsored
by Deutsche Forschungsgemeinschaft. The cooperation is dedicated to the
simulation of microelectromechanical systems applied to an electrostatic for-
ce microscope (EFM).
The working principle of microelectromechanical systems is based on the
coupled action of electric and mechanic phenomena. During the process of
measurement the EFM is mechanically deﬂected due to the electrostatic
force. The deﬂection is transformed to an electric voltage which is used to
generate a graphic image of the sample under investigation. The accuracy
of the measurement depends on to what extent sources of error are known
and can be ﬁltered out from the measured data. For this purpose a simula-
tion model is developed and implemented within this work. In comparison
to other models found in literature the model is characterized by a high
physical accuracy. Therefore, the use of lumped elements for the descrip-
tion of spacially distributed eﬀects is avoided and the modeling is directly
based on partial diﬀerential equations. Hence, parasitic eﬀects such as the
inﬂuence of the cantilever can be detected and rated in the simulation. In
the subsequent numerical implementation of the model, a Galerkin method
is used in which the ﬁnite element method is coupled with special ansatz
functions near the tip of the EFM. The properties of the numerical ﬁeld
solution should be considered in the calculation of the forces, since numeri-
cal errors may have noticeable impact. Hence, use of the correct integration
path for the application of the Maxwell stress tensor is fundamental. The
force calculation is realized by using the Maxwell stress tensor as well as the
principle of virtual work. The results of both methods are compared. The
calculation of electrostatic ﬁelds and forces is successfully applied to various
test set-ups. The results are veriﬁed by using analytic calculations as well
as other numerical methods. At last the developed methods are applied to
simulate the EFM.
Catchwords: MEMS, EFM, FEM
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Einleitung
In den letzten Jahrzehnten sind mikroelektromechanische Systeme (MEMS)
zu einem wichtigen Bestandteil moderner technischer Anwendungen gewor-
den. Ihre geringe Größe und die damit verbundenen Vorteile wie Platzer-
sparnis, geringer Stromverbrauch und preisgünstige Massenproduktion ver-
sprechen sie zu einer Schlüsseltechnologie des 21. Jahrhunderts zu machen.
Bereits heute kommen MEMS in verschiedensten Bereichen zum Einsatz.
So basieren die Druckköpfe handelsüblicher Tintenstrahldrucker auf MEMS-
Technologie. Auch im Bereich Medizintechnik ermöglichen auf MEMS ba-
sierende Geräte vollkommen neue Methoden der Diagnostik und Therapie.
Hierbei müssen die in vielen Fällen bereits in größerem Maßstab vorhande-
nen Technologien neu überdacht werden. So funktionieren Motoren größerer
Bauweise zumeist auf Basis magnetischer Eﬀekte. Bei Motoren im Mikrobe-
reich ist jedoch die Ausnutzung elektrostatischer Eﬀekte bei hohen Spannun-
gen zweckmäßiger, da hier die durch Stromﬂuss verursachte Verlustwärme
zu schwer beherrschbaren Problemen führen würde.
Auch im Bereich der Messtechnik eröﬀnen MEMS vollkommen neue Möglich-
keiten. So können mit Hilfe des Atomkraftmikroskops (AFM) Oberﬂächen
mit nahezu atomarer Genauigkeit analysiert werden. Seine Entwicklung und
die darauf basierenden Spezialausführungen haben den Vormarsch der Na-
notechnologie in den letzten Jahren erst möglich gemacht.
Die Entwicklung von MEMS erfolgt vielfach noch durch Versuche am Proto-
typen. Aufgrund des hohen Zeitaufwands und der damit verbundenen Kos-
ten gewinnt die numerische Simulation hier zunehmend an Bedeutung. Die
Basis einer solchen numerischen Simulation bildet ein geeignetes physikali-
sches Modell, für dessen Entwicklung ein breites physikalisches Wissen be-
nötigt wird. Während sich viele technische Anwendungen sehr gut auf einen
physikalischen Teilbereich reduzieren lassen, ist dies bei MEMS nicht ohne
Weiteres möglich. So wird das Verhalten eines MEMS immer sowohl durch
elektrische und mechanische Eﬀekte als auch ihre Verkopplung bestimmt.
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Des Weiteren kann je nach spezieller Ausführung die Berücksichtigung ther-
mischer oder sogar atomarer bzw. quantenmechanischer Eﬀekte sinnvoll sein.
Diese Multiphysikalität macht die Entwicklung eines geeigneten physikali-
schen Modells zu einer komplexen Aufgabe. Unter Verwendung stark ver-
einfachender physikalischer Modelle ist es zuweilen möglich, analytische Be-
rechnungen durchzuführen. Aufgrund der geringen Auﬂösung dieser Modelle
können aber meist keine hohen Anforderungen an die Genauigkeit der Ergeb-
nisse gestellt werden. Bei Verwendung genauerer Modelle stoßen analytische
Berechnungsverfahren rasch an ihre Grenzen. Hier kommen meist numeri-
sche Verfahren zum Einsatz. Neben dem im Allgemeinen höheren Imple-
mentierungsaufwand ergeben sich hierdurch neue Schwierigkeiten. So müs-
sen oft sogenannte Multiskaleneﬀekte berücksichtigt werden, die bei großen
Dimensionsunterschieden innerhalb des Modells auftreten. Auch müssen die
Ergebnisse der numerischen Simulation sehr kritisch hinterfragt werden, da
diese die realen Verhältnisse nur näherungsweise wiedergeben. Aufgrund die-
ser Eigenschaft sind die Ergebnisse numerischer Simulationen in den meisten
Fällen unphysikalisch. Es liegt dann am Benutzer zu beurteilen, ob die Er-
gebnisse der Simulation die Physik für seine Anwendung ausreichend genau
abbilden. Neben rein analytischen oder rein numerischen Verfahren kann in
einigen Fällen auch der Einsatz gemischt numerisch-analytischer Verfahren
vorteilhaft sein.
Diese Arbeit ist Teil einer Kooperation, deren Ziel es ist, ein elektromecha-
nisches Simulationsmodell eines MEMS zu erstellen. Als Beispiel dient ein
elektrostatisches Kraftmikroskop (EFM), für das mit Hilfe der Simulation
Störeinﬂüsse erkannt und aus der Messung herausgeﬁltert werden können.
Hierfür wird ein physikalisches Modell erstellt, anhand dessen ein nume-
risches Berechnungsverfahren unter Berücksichtigung der oben genannten
Aspekte entwickelt und implementiert wird. Zur Durchführung der Simula-
tion soll ein geeignetes elektromechanisches Modell erstellt werden. Dabei
werden die mechanischen und elektrischen Aspekte zunächst getrennt von-
einander modelliert und während der Simulation über eine Schnittstelle ge-
koppelt. Während der mechanische Teil die Auslenkung des Messinstruments
berechnet, soll der elektrische Teil die hierfür benötigte Kräfteberechnung
zur Verfügung stellen.
Die vorliegende Arbeit beschäftigt sich mit dem elektrischen Teil. Es soll
ein numerisches Verfahren zur Berechnung der innerhalb des EFM auftre-
tenden elektrostatischen Felder erarbeitet und implementiert werden. Aus
diesen Feldern sind durch Anwendung geeigneter Methoden die resultieren-
den elektrostatischen Kräfte zu ermitteln. Hierfür werden in Kapitel 2 die
physikalischen Grundlagen zu MEMS und dem EFM gelegt, wobei auf die
im EFM wirkenden Kraftmechanismen besonders eingegangen wird. Darauf
aufbauend erfolgt in Kapitel 3 die Entwicklung des pysikalischen Gerüsts für
die elektrostatische Feld- und Kraftberechnung. Auf dieser Grundlage wird
in den Kapiteln 4 und 5 die numerische Umsetzung der Feldberechnung und
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der darauf aufsetzenden Kraftberechnung beschrieben, wobei die Methoden
anhand verschiedener Testbeipiele veriﬁziert werden. Die Anwendung der




2.1 Grundlagen und Anwendungen
Prinzipiell lassen sich MEMS in zwei Gruppen unterteilen. Die erste Grup-
pe stellt hierbei die Sensoren. Diese kommen in Bereichen zum Einsatz in
denen mechanische Größen elektrisch erfasst werden sollen. Hier wird ein
mechanisches Eingangssignal in ein elektrisches Ausgangssignal umgewan-
delt. Typische Beispiele hierfür sind Sensoren zur Beschleunigungsmessung,
die beispielsweise Bestandteil jedes Airbag-Systemes sind. Des Weiteren gibt
es Sensoren zur Bestimmung von Strömungsgeschwindigeiten oder zur Mes-
sung mechanischer Spannungen. Auch das elektrostatische Kraftmikroskop
(EFM) gehört in die Gruppe der Sensoren. Die zweite Gruppe sind die Akto-
ren, deren Aktionsrichtung in umgekehrter Richtung erfolgt. Ein elektrisches
Eingangssignal wird in ein mechanisches Ausgangssignal umgewandelt, wie
dies zum Beispiel bei den Mikrospiegeln in Projektoren der Fall ist. Auch
die Druckköpfe in den Patronen eines Tintenstrahldrucker sind ein typisches
Beispiel für MEMS. In [53] wird der Einsatz von Mikoraktoren zur Verrin-
gerung von Turbulenzen und damit zur Senkung des Luftwiderstandes und
des Lärmpegels in Überschallﬂugzeugen untersucht.
Die Funktion eines MEMS wird durch die Wechselwirkung mechanischer
und elektrischer Phänomene bestimmt. Je nach Ausführung können weitere
physikalische Aspekte für ihre Funktion relevant sein. In Abbildung 2.1 ist
der Aufbau eines Beschleunigungssensors zur Messung vertikaler Beschleu-
nigungen zu sehen [11].
2.2. Modellierung und Simulation 5
E l e k t r o d e
S c h w i n g m a s s e
Abbildung 2.1: Beschleunigungssensor
Das Kernstück bildet eine an zwei Federbalken befestigte Masse, die zugleich
die Elektrode eines elektrischen Kondensators ist. Aufgrund der auf die Mas-
se wirkenden Beschleunigungskräfte wird der Federbalken verformt. Die sich
dadurch ergebende Änderung der elektrischen Kapazität kann damit zur
Messung der Beschleunigung verwendet werden. Eine weitere Anwendung
für MEMS sind optische Schalter, bei denen Lichtsignale mit Hilfe kleiner
Spiegel geschaltet werden [11]. Im Gegensatz zu den bisher noch meist ver-
wendeten elektro-optischen Schaltern muss das optische Signal hier nicht in
ein elektrisches umgewandelt werden. Neben den Wärmeverlusten werden
hierdurch die Laufzeiten durch den Schalter erheblich reduziert. Auf einem
ähnlichen Funktionsprinzip basieren die von Texas Instruments entwickelten
Mikrospiegelarrays, die in Projektoren in DLP Bauweise für den Bildaufbau
sorgen. Die einzeln elektronisch ansteuerbaren Mikrospiegel sorgen für eine
wesentlich höhere Bildqualität bei verbesserter Helligkeit im Vergleich zu
LCD Projektoren.
2.2 Modellierung und Simulation
Bei der Entwicklung mikroelektromechanischer Systeme spielt die numeri-
sche Simulation eine tragende Rolle, da mit ihrer Hilfe sowohl Entwicklungs-
zeit als auch Kosten gespart werden können. Die Simulation hat die Aufgabe
vor der Fertigung eines Prototyps das Verhalten eines MEMS durch Be-
rechnung vorherzusagen. Der Lagrange-Formalismus bietet einen sehr guten
Ansatzpunkt für die Berechnung gekoppelter elektromechanischer Systeme.
Hierbei können über einen allgemeinen Energieansatz die mechanischen und
elektrischen Phänomene und ihre Verkopplung sehr elegant gemeinsam mo-
delliert werden. Zur Einführung dieses Formalismus wird das MEMS als ein
energetisch abgeschlossenes System betrachtet. Aus den im System vorhan-
denen kinetischen EnergienWK und den potenziellen EnergienWP kann die
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Lagrangefunktion
L (q1, q2, .., qn, q˙1, q˙2, .., q˙n, t) =WK (q˙1, q˙2, .., q˙n, t)−WP (q1, q2, .., qn, t)
(2.1)
berechnet werden [100]. Hierbei ist zu beachten, dass sowohl die kineti-
sche als auch die potenzielle Energie über die Mechanik hinaus zu deﬁnie-
ren sind. So sind im Rahmen der Elektrotechnik magnetische Phänomene
der kinetischen Energie zuzuordnen, während in der potenziellen Energie
die elektrostatischen Aspekte berücksichtigt werden. Die verallgemeinerten
Koordinaten qi und ihre Zeitableitungen q˙i sind als die mechanischen und
elektrischen Freiheitsgrade des Systems zu verstehen. Aus der Lagrangefunk-
tion lassen sich unter der Voraussetzung linearer Unabhängigkeit der qi die
















zusammengefasst werden, wobei qm die mechanischen und qe die elektri-
schen Freiheitsgrade sind [95]. Das Hamiltonsche Prinzip besagt, dass ein
physikalischer Prozess immer so abläuft, dass das zeitliche Integral der La-
grangefunktion (2.1) minimal ist. Da dann die erste Ableitung nach den
Freiheitsgraden des Systems verschwindet, kommt dies durch
δ
∫
L (q1, q2, ..qn, q˙1, q˙2, ..q˙n, t) dt = 0 (2.4)
zum Ausdruck. Unter allen möglichen Verhaltensweisen eines Systems ist
also nur diejenige physikalisch richtig, für die die Variation des Wirkungs-
integrals von L verschwindet. Bei statischen Systemen entfällt die zeitliche
Integration und es ergibt sich
δL (q1, q2, ..qn) = 0. (2.5)
In der Praxis erweist sich die geschlossene Lösung elektromechanischer Sys-
teme mit Hilfe der Lagrangeformulierung oft als sehr kompliziert. Eine Al-
ternative ist die Aufteilung des Gesamtsystems in seine mechanischen und
elektrischen Eigenschaften (Abb. 2.2). Auf der mechanischen Seite muss hier-
bei der Einﬂuss des elektrischen Teils durch zusätzliche Terme berücksichtigt
werden. So kann die Kraftwirkung zwischen den Platten eines elektrischen
Kondensators als zusätzliche Feder im mechanischen System wirken. In [95]
wird die Aufteilung eines elektromechanischen Systems beschrieben. Es wird
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gezeigt, dass die gesamte und die getrennte Lagrangelösung zu identischen
Ergebnissen führen.
mL
m e c h a n i s c h
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G e s a m t s y s t e m
K o p p l u n g
Abbildung 2.2: Zerlegung des Gesamtsystems
Dieser getrennte Ansatz für den mechanischen und den elektrischen Teil
des Systems kam auch im Rahmen dieser Arbeit zum Einsatz. Als Kopp-
lungsgrößen zwischen beiden Teilsystemen wurden die elektrischen Kräfte
und die mechanischen Formänderungen verwendet (Abb. 2.3). So dienen die
vom elektrischen Teil berechneten Kräfte dem mechanischen Teil als Ein-
gangsgrößen zur Berechnung der Formänderung. Umgekehrt verwendet der
elektrische Teil die vom mechanischen Teil berechnete Form als Eingabe zur
Bestimmung der elektrischen Felder (Abb. 2.3). Da sich während der mecha-
nischen Simulation im Allgemeinen eine Änderung der Geometrie und damit
veränderte Randbedingungen für die elektrische Berechnung ergeben, muss
die gesamte Simulation oft iterativ ausgeführt werden. Neben der Handha-
bung hat die Aufteilung in einen mechanischen und einen elektrischen Teil
den Vorteil, dass, je nach Anforderung, Deﬁnition und Verfeinerung beider
Teile unabhängig voneinander erfolgen können. Im Rahmen der Kooperati-
on in der diese Arbeit entstanden ist wurde der mechanische Teil [51] vom
Institut für Baumechanik und numerische Mechanik Hannover (ibnm) und
der elektrische Teil vom Institut für theoretische Elektrotechnik Hannover
(TET) in Zusammenarbeit mit dem Institut für angewandte Mathematik
Hannover (IfaM) bearbeitet. Die Aufgabenteilung zwischen den Instituten
ist in Abb. 2.3 durch eine graﬁsche Hinterlegung veranschaulicht. Das Simu-
lationsmodell für den elektrischen Teil, speziell die Berechnung der elektri-
schen Felder, ist wiederum als Zusammenarbeit mit [6] entstanden. Darüber
hinaus ist die Berechnung der Kräfte aus den elektrischen Feldern Teil der
vorliegenden Arbeit.










Abbildung 2.3: Grundlegendes Simulationsprinzip für MEMS
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2.3 Kraftmikroskopie
Die Grundlage für die Kraftmikroskopie wurde 1981 mit der Erﬁndung des
Rastertunnelmikroskops (RTM)(Abb. 2.4) durch Binning und Rohrer [13]
gelegt. Bei diesem Mikroskop wird zwischen der zu untersuchenden, leit-
fähigen Probe und der leitfähigen Messspitze eine Spannung U angelegt.
Während der Messung wird die Messspitze kontaktlos in sehr kleinem Ab-
stand über die Probe geführt. Trotz des sehr hohen Widerstandes kommt
es zwischen Spitze und Probe zu einem Tunnelstrom. Dieser extrem emp-
ﬁndliche Eﬀekt ermöglicht eine sehr genaue Messung der Abstandsänderung
zwischen Spitze und Probe, da er stark mit dem Abstand variiert. Während
der Messung wird der Tunnelstrom durch Variation der Höhe der Messspitze
konstant gehalten, wodurch vertikale Auﬂösungen im einstelligen Pikome-
terbereich erreicht werden können.
U TI
Abbildung 2.4: Funktionsprinzip des Rastertunnelmikroskops
Aufbauend auf dem Prinzip des RTM meldeten Binning, Quate und Gerber
im Jahre 1986 das Rasterkraftmikroskop (engl. AFM) (Abb. 2.5) zum Patent
an.
P r o b e
F e d e r b a l k e n
S p i t z e
L a s e r
P h o t o d i o d e
Abbildung 2.5: Funktionsprinzip des Rasterkraftmikroskops
Anders als beim RTM wird hierbei nicht mehr der Tunnelstrom, sondern di-
rekt die Auslenkung der Messspitze gemessen. Hierfür wird ein Laserstrahl
auf der Rückseite des Federbalkens in Richtung einer viersegmentigen Photo-
diode reﬂektiert. Damit steht die Ausgangsspannung der Dioden in direktem
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Zusammenhang mit der Auslenkung der Messspitze. Mit der Erﬁndung des
AFM konnten nun auch die Oberﬂächen nicht leitender Proben mit zum
RTM vergleichbarer Auﬂösung gemessen werden. Dem vordergründig sim-
plen Messprinzip liegt bei diesem Mikroskop eine äußerst komplizierte Phy-
sik zugrunde. Dies ist darin begründet, dass zum Verständnis der Wechsel-
wirkung zwischen Probe und Messspitze zunächst die Art der Kraftwirkung
ermittelt werden muss. Je nach Anwendung des AFM wird der Messprozess
durch verschiedenste Kräfte dominiert. So existieren verschiedene Messmo-
di [34] wie z.B. der so genannte Kontaktmodus (Abb. 2.6), bei dem die
Messspitze während der Messung im Kontakt über die Probe kratzt. Die-
ser Messmodus eignet sich jedoch nur für harte und stabile Proben, da es
bei weichen Materialien leicht zu Beschädigungen der Oberﬂächenstruktur
kommt.
Abbildung 2.6: Kontakt-Modus
Zur Messung weicher Proben wurde der so genannte Tapping-Modus (Abb.
2.7) entwickelt, bei dem die Spitze oszilliert und während der Messung auf
die Probe klopft [22].
Abbildung 2.7: Tapping-Modus
Neben den genannten Messmodi, bei denen die Spitze zumindest zeitweise
im Kontakt mit der Probe ist, existieren auch kontaktlose Messmodi. Hier-
bei kann während der Messung entweder der Abstand oder die Kraftwirkung
zwischen Spitze und Probe konstant gehalten werden. Auch bei den kontakt-
losen Messmethoden kann der Federbalken wieder im Liftmodus (Abb. 2.8)
in Ruhe sein oder im Oszillationsmodus (Abb. 2.9) schwingen. Während im
schwingungslosen Modus die Auslenkung des Federbalkens als Maß für die
Kraftwirkung zwischen Spitze und Probe ausgewertet wird, werden beim





Es ist sicherlich keine Übertreibung, dass die Entwicklung des Rasterkraftmi-
kroskops den rasanten Vormarsch der Nanotechnologie erst ermöglicht hat.
Aufgrund seiner Vielfältigkeit können mit seiner Hilfe Messungen verschie-
denster Materialeigenschaften mit bis zu atomarer Auﬂösung durchgeführt
werden. Dennoch bereitet die Interpretation der Messergebnisse zuweilen
Schwierigkeiten, da Vergleichsmöglichkeiten fehlen. Es hat sich daher eta-
bliert die Messungen anhand theoretischer Berechnungen zu veriﬁzieren, wo-
bei die Art der verwendeten Modelle vielfältig ist. Aufgrund der begrenzten
zur Verfügung stehenden Rechenleistung werden hier oft stark vereinfachte
Modelle zugrunde gelegt. So werden die mechanischen Eigenschaften von
Federbalken und Spitze oft durch ein gedämpftes Feder-Masse-System mo-
delliert. Auch werden die elektrischen Eigenschaften in vielen Modellen mit
Hilfe konzentrierter Elemente zusammengefasst. Solche vereinfachten Mo-
delle haben den Vorteil, dass ihr Bedarf an Rechenleistung relativ gering ist.
Dies wird aber durch den Nachteil bereits im Modell enthaltener physikali-
scher Fehler erkauft.
Seit einigen Jahren ist zu der Verwendung des AFM als Messinstrument
die Anwendung als Hilfsmittel zur Produktion von Transistoren [38] und
Schreib- und Lesegerät in hochkompakten Speichermedien hinzugekommen
[27]. Im Rahmen dieser Arbeit wird der Messprozess eines elektrostatischen
Kraftmikroskops betrachtet. Basierend auf dem AFM wird bei diesem Mi-
kroskop die elektrisch leitfähige Spitze in einem gewissen Abstand zur Probe
gehalten. Auf diese Weise kann die elektrische Kraftwirkung zwischen Spitze
und Probe gemessen werden.
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2.4 Kraftwirkung im Nanobereich
Im Rahmen dieser Arbeit wird ein Simulationsmodell eines elektrostatischen
Kraftmikroskops (engl. EFM) erstellt. Ein solches Modell umfasst die Wech-
selwirkung zwischen Spitze, Federbalken und Probe. Diese wird anhand der
Kräfte im Folgenden genauer beschrieben.
Es ist unmittelbar einsichtig, dass es bei Verringerung des Abstandes zwi-
schen Messspitze und Probe irgendwann zumKontakt zwischen beiden kommt.
So sorgt die abstoßende Kontaktkraft zwischen einem Tisch und einem dar-
auf abgestellten Glas dafür, dass das Glas nicht durch den Tisch fällt. Wäh-
rend dieser Umstand makroskopisch und intuitiv betrachtet trivial erschei-
nen mag, muss für das Verständnis atomar auﬂösender Messprozesse nach
der physikalischen Natur dieser Kontaktkraft gefragt werden. Makroskopisch
betrachtet kann das Glas entweder im Kontakt mit dem Tisch sein oder
nicht. Nur im Kontaktfall gibt es zwischen beiden eine abstoßende Wechsel-
wirkung. Der Kontakt tritt also bei verschwindendem Abstand plötzlich ein.
Auf atomarer Ebene ﬁndet dieser Übergang stetig, jedoch mit sehr großem
Gradienten statt. Bei genauerer Untersuchung zeigt sich, dass klassische Ef-
fekte zur Erklärung dieser Kraftwirkung nicht in Frage kommen. Vielmehr
wird diese extrem starke Kraft dem quantenmechanischen Pauli Prinzip zu-
geordnet [58] [114]. Wenn zwei Atome sehr nah zusammenkommen sind die
energetischen Zustände der äußeren Elektronen nicht mehr alleine von ei-
nem der Atomkerne abhängig, vielmehr bilden sich Mischzustände aus. Da
Elektronen Fermiteilchen sind, können nicht zwei Elektronen in dem selben
Zustand sein und müssen sich dementsprechend verteilen. Ist die Energie
dieser Mischzustände nun geringer als die Energie der Zustände der getrenn-
ten Atome, so entsteht eine sehr starke, die so genannte kovalente Bindung.
Hat der Mischzustand jedoch eine höhere Energie als die getrennten Atome,
so kommt es zu einer sehr stark abstoßenden Kraft, die exponentiell vom
Abstand der Atome abhängt. Aufgrund der sehr geringen Reichweite dieser
Kraft spielt sie beim AFM nur bei der Wechselwirkung zwischen dem vor-
dersten Teil der Messspitze und der Probe im Kontaktfall eine Rolle [80].
Im Idealfall ist dies ein einzelnes Atom am Ende der Spitze.
Wird die Messspitze weiter von der Probe entfernt, so wird eine anziehende
Kraft zwischen Probe und Spitze zunehmend dominant. Dies ist die van der
Waals Kraft, die auf die Dipolwirkung der Atome zurückzuführen ist. Wie
die Elektronenverteilung innerhalb eines Atoms besitzt auch seine gesam-
te Ladungsverteilung eine Unschärfe. Mit einer gewissen Wahrscheinlichkeit
bildet ein Atom zu einem Zeitpunkt einen Dipol. Durch seinen Einﬂuss steigt
dann die Wahrscheinlichkeit, dass die umliegenden Atome ebenfalls Dipole
ausbilden. Die genaue Berechnung der resultierenden Dipolkräfte ist jedoch
aufgrund der beschriebenen Wechselwirkung äußerst schwer durchzuführen.
Die zwischen zwei einzelnen Atomen wirkende van der Waals Kraft wird
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meist als mit r−7 abnehmend modelliert. Bei Abständen die größer als 5nm
sind müssen für eine genaue Berechnung die Laufzeiten der Wechselwirkun-
gen berücksichtigt werden, was einen abschwächenden Eﬀekt bewirkt. Daher
ergibt sich ab Abständen größer als 5nm eine schneller abklingende Kraft












werden die Pauli und van der Waals Eﬀekte zusammengefasst, wobei sich

















Hierbei bezeichnet r0 den Abstand bei dem beide Kräfte im Gleichgewicht









geht der Pauli-Anteil exponentiell ein, was physikalisch die genauere Formu-
lierung ist. Dennoch wird in den meisten Modellen, aufgrund der besseren
Handhabung, die Formel nach Lennard-Jones zugrunde gelegt.
Beim Übergang zur Berechnung der Wechselwirkung zwischen Körpern kommt
das bereits oben genannte Problem der gegenseitigen Beeinﬂussung benach-
barter Atome hinzu. Daher ist eine genaue Berechnung der Lennard-Jones
Kraft zwischen Körpern äußerst aufwändig. Die Theory nach Hamaker ver-
nachlässigt diesen Eﬀekt und ermöglicht eine Abschätzung [119] [2]. Das




































folgt [11] [80]. Da die Reichweite der durch das Lennard Jones Potenzial
bewirkten Kraft relativ gering ist, reicht es bei ihrer Berechnung meist nur
den vorderen Teil der Spitze und die Probe in unmittelbarer Umgebung der
Spitze zu berücksichtigen [80].
Wird zwischen der Spitze und der Probe eine Spannung angelegt oder sind
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in der Probe isolierte Ladungen vorhanden, so tritt als weitere Interakti-
on die Coulombkraft auf. Das zugehörige Coulombpotenzial zwischen zwei





gegeben. Da die Coulombkraft wesentlich langsamer mit dem Abstand ab-
fällt als die Kraft nach Lennard Jones, dominiert die Coulombkraft die In-
teraktion zwischen Probe und Spitze bei größeren Abständen (Abb. 2.10)
[47] [109] [64] [9].
F
r
L e n n a r d - J o n e s  K r a f t
e l e k t r o s t a t i s c h e  K r a f t
Abbildung 2.10: Qualitativer Vergleich der Lennard-Jones Kraft und der
elektrostatischen Kraft zwischen zwei Teilchen
So fällt für eine Kugel im Nahbereich über einer leitenden Fläche die van
der Waals Kraft quadratisch mit dem Abstand, während in diesem Fall die
Coulombkraft nur linear vom Abstand abhängt [21]. Unter Ausnutzung die-
ser Tatsache können mit Hilfe der elektrostatischen Kraftmikroskopie die
zwischen Kraftmikroskop und Probe wirkenden elektrostatischen Kräfte ge-
messen werden. Eine Trennung der elektrostatischen Kraft von der van der
Waals Kraft gestaltet sich bei der Messung dennoch als schwierig [103] [74],
da zum Erreichen hoher Auﬂösungen möglichst nah an der Probe gemessen
werden muss und die elektrostatische Kraft im Nahbereich von einer starken
van der Waals Kraft überlagert wird. Zwar ergibt eine Vergleichsrechnung
für eine Kugel über einer Fläche in [94] bereits für Abstände im Bereich
zwischen 15nm und 20nm eine ungefähr zehnmal größere elektrostatische
Kraft im Vergleich zur van der Waals Kraft, jedoch ist der Vergleich beider
Kraftwirkungen im Allgemeinen schwierig, da sie auch im Experiment nur
schwer zu trennen sind. Während für die van der Waals Kraft die beteiligten
Materialien eine große Rolle spielen, wird die elektrostatische Kraftwirkung
in erster Linie durch isolierte Ladungen oder die zwischen Spitze und Pro-
be anliegende Spannung bestimmt. Diese Abhängigkeit gibt dem Benutzer
des EFM die Möglichkeit die elektrische Kraftwirkung durch Regelung der
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Spannung in gewissen Grenzen zu verändern und damit einen besseren Kon-
trast zur van der Waals Kraft herzustellen.
Als letzte Kraft soll hier die magnetische Kraftwirkung erwähnt sein, deren
Bestimmung die magnetische Kraftmikroskopie zum Ziel hat [83]. Die Quel-
le der zugehörigen magnetischen Felder stellen bewegte Ladungen dar, die
entweder als makroskopische Ströme oder in magnetisierten Materialien als
quantenmechanische Eﬀekte auftreten können. Da beide Eﬀekte innerhalb
des EFM gegenüber den durch elektrostatische Ladungen hervorgerufenen
Eﬀekten vernachlässigbar sind, werden sie auch in den im Rahmen dieser
Arbeit verwendeten Modellen nicht berücksichtigt.
Wie beschrieben ist das AFM in seinen verschiedenen Varianten an Vielfäl-
tigkeit als Messinstrument kaum zu übertreﬀen. Jedoch macht auch genau
diese Eigenschaft seine Anwendung kompliziert, da bei der Messung einer
bestimmten Kraft, z.B. der Coulombkraft, die Störung durch andere Kräfte
berücksichtigt und gering gehalten werden sollte. Hinzu kommt, dass auf-
grund der mangelnden Auﬂösung anderer Messinstrumente, im Allgemeinen
keine Vergleichsmessungen gemacht werden können. Außerdem können pa-
rasitäre Eﬀekte, wie die Kraftwirkung zwischen Federbalken und Probe, zu
fehlerhaften Messergebnissen führen [113] [54]. Die Simulation kann hier hel-
fen den Messprozess besser zu verstehen und dadurch die Genauigkeit der
Messung wesentlich zu verbessern. Auch kann die Simulation zur eﬃzien-
ten und zielgerichteten Entwicklung von elektrostatischen Kraftmikroskopen
eingesetzt werden [48].
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2.5 Das elektrostatische Kraftmikroskop (EFM)
Wie im vorigen Kapitel beschrieben wurde, dominiert bei Einhaltung ei-
nes größeren Abstandes die elektrostatische Kraft die Interaktion zwischen
Spitze und Probe. Ein in dieser Weise eingesetztes AFM wird als elektrosta-
tisches Kraftmikroskop (engl. EFM) bezeichnet. Anwendungsbereiche sind
z.B. die Fehlerdetektion in hochintegrierten Schaltungen [16] [36], die Cha-
rakterisierung von Transistorgrößen [90] oder die Messung von Dopantproﬁ-
len in Halbleitern [81] [52]. Der Messprozess setzt sich dabei aus zwei Schrit-
ten zusammen [64] [120]. Im ersten Schritt wird im Kontakt- oder Tapping-
modus die Struktur der Oberﬂäche erfasst. Erst im zweiten Schritt erfolgt
die eigentliche Messung der elektrischen Felder im kontaktlosen Modus. Im
Allgemeinen beträgt der Abstand zwischen Spitze und Probe hierbei 50 bis
100 nm [64].
Während bei anderen Messmodi die Kraft nach Lennard Jones die haupt-
sächliche Messgröße darstellt, ist sie bei der kontaktlosen Messung elektro-
statischer Felder als Störeinﬂuss zu betrachten und sollte aus diesem Grun-
de möglichst gering gehalten werden. Wie bereits erwähnt kann dies durch
Einhaltung eines gewissen Abstandes zwischen Spitze und Probe erreicht
werden. Wenn die Möglichkeit besteht die elektrische Spannung zwischen
Spitze und Probe mit Hilfe einer Spannungsquelle einzustellen, ist auch dies
eine Möglichkeit, die elektrostatische Kraft zu vergrößern und damit ande-
re störende Einﬂüsse im Verhältnis zu verringern. Je nach Relevanz kann
es dennoch sinnvoll sein, bei einer theoretischen Untersuchung verschiede-
ne Störeinﬂüsse mit einzubeziehen. Derartige theoretische Betrachtungen
werden im Allgemeinen für die Interpretation von Messungen herangezo-
gen. Den Ausgangspunkt hierfür bildet die Erstellung eines physikalischen
Modells anhand dessen der Messprozess mit ausreichender Genauigkeit be-
schrieben werden kann. Hauptsächliches Ziel ist es, mit Hilfe des Modells aus
den der Messung zugänglichen Daten auf die zu untersuchenden Größen zu
schließen. So muss beim EFM aus der messbaren Diodenspannung die Kraft-
wirkung auf die Spitze berechnet werden. Da ein hierfür geeignetes Modell
stets von der Messmethode abhängt, ist für seine Erstellung eine gewisse
Kenntnis des Messprozesses nötig. Im folgenden Kapitel werden die wich-
tigsten Messverfahren und deren Modellierung grundlegend beschrieben.
2.6 Messprinzip und Modellierung des EFM
Als Spezialfall eines MEMS kann auch das EFM in seine mechanischen und
elektrischen Aspekte aufgeteilt werden. Ein gängiges, aber stark vereinfach-
tes Modell für die Mechanik ist in Abbildung 2.11 dargstellt.






Abbildung 2.11: Mechanisches Ersatzmodell des EFM
Hierbei sind m die eﬀektive Masse, k die eﬀektive Federkonstante und d die
eﬀektive Dämpfung des Federbalkens [3] [94]. Die Kraft F ist die eﬀektive
auf den Federbalken wirkende Gesamtkraft. Neben der Wechselwirkungs-
kraft FS zwischen Spitze und Probe ist in ihr die den Federbalken im Oszil-








+ kz = F (2.12)













Da zunächst der Lift-Modus ohne Oszillation betrachtet werde soll (vgl.
Abb. 2.8), gilt für die folgenden Ausführungen F0 = 0. Des Weiteren wird
für die Kraftwirkung zwischen Spitze und Probe eine nicht lineare Beziehung




Abbildung 2.12: Kraftwirkung zwischen Spitze und Probe
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Die Auslenkung z des Federbalkens wird derart gewählt, dass sie für FS = 0
verschwindet. Weiterhin soll vereinfachend angenommen werden, dass die
Kraftwirkung zum Zeitpunkt t = 0 eingeschaltet wird. Aufgrund der dann
einsetzenden Kraft FS wird die Masse in z-Richtung beschleunigt, wobei mit
wachsender Auslenkung eine größer werdende Federkraft FF entgegenwirkt.
Es ergibt sich eine gedämpfte Schwingung, wobei für t→∞ FS = FF gelten




Abbildung 2.13: Gleichgewichtszustand z0
Da die linearisierte Anordnung regelungstechnisch betrachtet einem PT2-
Glied entspricht, ergibt sich ein der PT2-Sprungantwort ähnlicher zeitlicher
Verlauf der Auslenkung (Abb. 2.14) [75]. Aufgrund der nicht linearen Kraft-
kurve wird sich jedoch in der Praxis eine leichte Abweichung von der darge-
stellten Sprungantwort ergeben. Im Rahmen der hier gemachten prinzipiel-





Die Steigung von FF in Abb. 2.13 entspricht der Federkonstanten k. Damit
kann aus der Abbildung unmittelbar entnommen werden, dass bei einer zu
geringen Federsteiﬁgkeit kein Schnittpunkt existiert. Es ergibt sich ein insta-
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biles System, bei dem die Auslenkung z erst durch den Kontakt mit der Pro-
be begrenzt wird. Ähnliches Verhalten ist zu erwarten wenn die Auslenkung
z den Wert z1 übersteigt, da jenseits von z1 die durch die Probe bewirkte
Kraft größer als die Federkraft ist. Dieser Eﬀekt wird in der Kraftsonden-
mikroskopie mit dem englischen Begriﬀ jump to contact bezeichnet.
Bei Betrieb des EFM im Oszillationsmodus (Abb. 2.9) wird der Federbal-
ken zusätzlich mit einer Kraft F0 = A0 sin (ωt) angeregt (Abb. 2.11). Es soll
der stationäre Schwingvorgang ohne Berücksichtigung der Einschwingphase
untersucht werden. Hierfür wird zunächst die Kraftfunktion (Abb. 2.12) in
eine Taylorreihe entwickelt [75]. Des Weiteren wird angenommen, dass die
Schwingungsamplitude derart klein ist, dass die Reihe ohne großen Fehler
nach dem ersten Term abgebrochen werden kann. Im Arbeitspunkt zA gilt
damit





(z − zA) = FS (zA)− kS (z − zA) , (2.14)




Abbildung 2.15: Linearisierung im Arbeitspunkt
Einsetzen von (2.14) in (2.12) und Herausstreichen der konstanten Terme



















Unter Vernachlässigung der Dämpfung d und durch Entwicklung der Wurzel
in eine Reihe, wobei nach dem zweiten Term abgebrochen wird, folgt die



















des ungedämpften und unbelasteten Schwingers [64]. Durch die Wechselwir-
kungskraft zwischen Spitze und Probe ergibt sich also eine zum unbelasteten
Fall verschobene Resonanzfrequenz, was auch durch die Ersatzanordnung in






Abbildung 2.16: Ersatzanordnung des belasteten EFM
Aus den Gleichungen (2.16) bzw. (2.17) und (2.14) folgt, dass durch Auswer-
tung der Resonanzfrequenz nicht die Kraft selber, sondern nur ihr Gradient
im Punkt zA ermittelt werden kann [11] [80]. Im Gegensatz zum unbewegten
kontaktlosen Modus, bei dem die Messgröße die Auslenkung ist, kann bei
Messung der Resonanzfrequenz im Oszillationsmodus also nicht direkt auf
die Größe der Kraft geschlossen werden.
Auf die Berücksichtigung des nicht linearen Funktionsverlaufs FS (z) soll im
Rahmen dieser grundlegenden Beschreibung der Funktionsweise nicht näher
eingegangen werden. Es sei aber erwähnt, dass dies die Schwingungsanalyse
wesentlich verkompliziert, da nicht mehr von sinusförmigen Schwingungen
ausgegangen werden kann [80] [92].
Neben der zuvor beschriebenen Messung des Kraftgradienten hat sich in den
letzten Jahren eine weitere Messmethode etabliert, die eine sehr genaue Be-
stimmung des Oberﬂächenpotenzials ermöglicht. Bei der sogenannten Kelvin
Kraft Mikroskopie wird zwischen Federbalken und einem Bezugspunkt auf
der Probe eine Spannung
U = Udc + Uac cos (ωt) (2.19)
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angelegt. Mit dem Spannungsabfall US innerhalb der Probe ist die Spannung
zwischen der Spitze und dem ihr nächsten Punkt auf der Probe durch
USP = Udc + Uac cos (ωt)− US (2.20)








wobei C (z) die abstandsabhängige Kapazität ist [64] [60]. Durch Einsetzen
der Spannung (2.19) in (2.21) ergeben sich für die Kraft ein zeitlich kon-
stanter, ein mit ω und ein mit 2ω zeitlich veränderlicher Term. Im Rahmen




(Udc − Us)Uac (2.22)
ausgewertet. Während der Messung wird durch Regelung der Spannungsam-
plitude Udc diese Kraft zum Verschwinden gebracht. Aus (2.22) folgt, dass
dann der Spannungsabfall US in der Probe der anliegenden Gleichspannung
Udc entsprechen muss. Mit Hilfe dieser Messmethode lassen sich Oberﬂä-
chenpotenziale mit großer Genauigkeit bestimmen, da die Messung nicht
indirekt über den Kraftgradienten erfolgt.
Die zuvor erläuterten Modelle beschreiben das Verhalten des EFM auf Basis
konzentrierter Elemente. Aufgrund ihrer guten Handhabung kommen derar-
tige Modelle oft zum Einsatz [11] [80]. Für eine genauere Analyse sind sie je-
doch im Allgemeinen zu ungenau. So ist eine quantitative Untersuchung des
Einﬂusses des Federbalkens auf die Messung kaum möglich, da hierfür An-
sätze benötigt werden welche eine örtliche Auﬂösung ermöglichen. Zu einer
besseren Auﬂösung gelangt man durch Einsatz feinerer Modelle [65]. So kann
der Federbalken mit Hilfe der Balkentheorie modelliert werden [117]. Die-
ser Ansatz ermöglicht die Beschreibung ortsabhängiger Auslenkungen und
Kraftverteilungen (Abb. 2.17), wobei durch Erweiterung des Balkenmodells
neben der Auslenkung des Balkens auch seine Torsion berücksichtigt werden
kann.
Abbildung 2.17: EFM als Balkenmodell
Eine weitere Verfeinerung des Modells ergibt sich durch die dreidimensio-
nale kontinuumsmechanische Beschreibung des Federbalkens und der Spit-
ze [30]. Der Nachteil dieser Modelle ist der im Vergleich zum Modell der
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konzentrierten Elemente teilweise erheblich höhere Rechenaufwand. Je nach
Anwendungsfall muss der Benutzer entscheiden welches Modell für ihn am
geeignetsten ist. Spätestens beim Einsatz kontinuumsmechanischer Modelle
ist eine analytische Berechung nicht mehr möglich. In der Praxis müssen da-
her numerische Verfahren verwendet werden, wobei hier meist die Methode
der ﬁniten Elemente (FEM) zum Einsatz kommt [89] [117].
Im Rahmen der Kooperation, in der diese Arbeit entstanden ist, wurde vom
Institut für Baumechanik und numerische Mechanik (ibnm), Hannover, ein
mechanisches Modell des EFM entwickelt und implementiert [51]. Dieses
Modell verwendet für die mechanische Beschreibung des Bereichs der Spitze
und des vorderen Teils des Federbalkens eine kontinuumsmechanische Be-
schreibung. Für den Hauptteil des Federbalkens werden Balkenelemente mit
einem zusätzlichem Torsionsfreiheitsgrad verwendet. Zur numerischen Lö-
sung kommt in beiden Bereichen die FEM zum Einsatz.
Auch auf elektrischer Seite hat die Zusammenfassung der elektrischen Ei-
genschaften in einer Kapazität ∂C(z)
∂z
den Nachteil, dass die Berücksichtigung
räumlich verteilter Störeinﬂüsse kompliziert ist. Mit derartigen Modellen
kann daher die direkte Kopplung zwischen Federbalken und Probe nur un-
genau aus der Messung extrahiert werden [9]. Ähnlich verhält es sich bei dem
in [19] beschriebenen Modell eines elektromechanischen Oszillators. Obwohl
die elektrische Kapazität hier nicht explizit in den Rechnungen enthalten ist
wird dennoch angenommen, dass sich das elektrische Feld innerhalb der An-
ordnung wie das Feld innerhalb eines idealen Plattenkondensators verhält.
Diese Näherung ist sicherlich nur für kleine Oszillationsamplituden und aus-
reichend große Elektroden gültig. Dies gilt auch für das in [23] beschriebene
Modell eines elektromechanischen Aktors. Bei einem EFM ist zu erwarten,
dass sowohl aufgrund der Unebenheit der Probe als auch ungleichmäßiger
Potenzial- und Ladungsverteilungen die Annahme derart idealisierter Bedin-
gungen zu großen Fehlern führen würde. Da dies ein prinzipielles Problem
der ordnungsreduzierten Modellierung des EFM ist, kann eine Verbesserung
nur durch Darstellung des EFM als räumliches Modell erfolgen, was einer Be-
schreibung des Verhaltens mit Hilfe der zugrunde liegenden partiellen Diﬀe-
rentialgleichungen entspricht. Zwar muss auch hier im Verlauf der Rechnung
eine Ordnungsreduktion durchgeführt werden, jedoch erfolgt diese nicht zu
Beginn der Analyse durch die Wahl des Modells. Im Rahmen dieser Arbeit
wird ein solches Modell entwickelt und implementiert. Zur Berechnung der
elektrostatischen Kräfte wird dabei zunächst das elektrische Feld innerhalb
der Anordnung bestimmt. Da der größte Teil der Wechselwirkung zwischen
Probe und EFM über die Spitze statt ﬁndet, soll das Modell hier beson-
ders fein aufgelöst werden. Auch kann aufgrund der hohen Feldstärken nicht
lineares Materialverhalten einen Einﬂuss haben. Daher wird für diesen Be-
reich die Methode der ﬁniten Elemente (FEM) verwendet. Da sich die Maße
der Spitze und des Federbalkens im Allgemeinen um viele Größenordnungen
unterscheiden, handelt es sich bei dem gesamten EFM um ein typisches Mul-
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tiskalenproblem. Aus diesem Grund wird zur numerischen Berechnung die
FEM mit der Methode der Randelemente gekoppelt. Hierdurch lassen sich
die verschiedenen Größenordnungen und oﬀenen Ränder gut einbeziehen.
Da die Berechnung der elektrostatischen Felder und Kräfte zentrale Thema
dieser Arbeit sind und für ihre Beschreibung einige theoretische Grundla-
gen benötigt werden, soll an dieser Stelle auf eine genauere Beschreibung
des elektrostatischen Modells verzichtet werden. Vielmehr werden im Ver-
lauf der nächsten Kapitel zunächst die theoretischen Grundlagen behandelt.






Wie in Kapitel 2 beschrieben wurde dient der elektrische Teil des in dieser
Arbeit verwendeten Modells für das EFM der Berechnung elektrostatischer
Kräfte. Historisch wurden die ersten quantitativen Aussagen zur Kraftwir-
kung im elektrostatischen Feld von Coulomb gemacht. Er fand heraus, dass
zwei Ladungen Q1 und Q2 an den Orten r1 und r2 aufeinander die Kraft
F =
Q1Q2 (r2 − r1)
4πε0‖r2 − r1‖3
(3.1)
ausüben, wobei sich Ladungen gleichen Vorzeichens abstoßen, während sie
sich bei entgegengesetztem Vorzeichen anziehen. Hierbei ist ε0 die Dielektri-
zitätskonstante des Vakuums. Die von Coulomb beschriebene Kraftwirkung
macht keinerlei Aussage über den Übertragungsweg. Daher wird diese Be-
trachtungsweise auch als das Fernwirkungsprinzip bezeichnet [101] [71]. Aus
der Kraftwirkung
dF =
dQ1dQ2 (r2 − r1)
4πε0‖r2 − r1‖3
=
ρ (r1) ρ (r2) (r2 − r1) dV˜1dV˜2
4πε0‖r2 − r1‖3
(3.2)







ρ (r1) ρ (r2) (r2 − r1) dV˜1dV˜2
4πε0‖r2 − r1‖3
(3.3)
zwischen zwei geladenen Volumen V1 und V2 [12]. Dies ist skizzenhaft in
Abbildung 3.1 dargestellt. Bei elektrisch leitfähigen Materialien ist die La-
dungsverteilung jedoch im Allgemeinen nicht bekannt. Aufgrund der Leit-
fähigkeit können die Ladungsträger wandern und werden sich je nach den
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wirkenden elektrostatischen Kräften positionieren. Daher ist eine Beschrei-
bung der Kraftwirkung des EFM über die Ladungen oft nicht zweckmäßig.
Abbildung 3.1: Skizze der Ladungsverteilung im EFM
Durch Normierung der Kraftwirkung (3.1) auf die LadungQ2 ergibt sich eine





die als eine von Q1 im gesamten Raum erzeugte elektrische Feldverteilung
gedeutet werden kann [71]. Hiermit ergibt sich die Kraftwirkung auf eine
Ladung q am Ort r nach Gleichung (3.1) zu
Fq = qE (r) . (3.5)
Da für das elektrostatische Feld (3.4)
rot E (r) = ∇×E (r) = 0 (3.6)
gilt, kann es auch über den Gradienten eines Potenzialfeldes
E (r) = − grad ϕ (r) = −∇ϕ (r) (3.7)





wobei angenommen wurde, dass das Potenzial im Unendlichen verschwin-
det. Da innerhalb des leitfähigen Federbalkens keine elektrostatische Kraft
existiert, muss das Potenzial dort konstant sein. Außerdem kann mit Hilfe
der Maxwellschen Gleichung [99]
ρ (r) = divD (r) = ∇ ·D (r) = ∇ · [ε (r)E (r)] (3.9)
eine von der Ladungsverteilung ρ (r) abhängige elektrische Erregung D des
Raumes deﬁniert werden. Das elektrische Feld folgt jetzt also nicht mehr aus
der vom Aufpunkt entfernten Ladung, sondern aus der elektrischen Erregung
am selben Ort. Daher wird diese Anschauung auch als Nahwirkungsprinzip
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bezeichnet [71]. Mit Hilfe der Beziehungen (3.7) und (3.9) ergibt sich die
Grundgleichung für das elektrostatische Potenzial
∇ [ε (r)∇ϕ (r)] = −ρ (r) . (3.10)
Ähnlich wie beim Federbalken können auch die Ladungen in der Probe durch
Vorgaben des Potenzials ersetzt werden. Damit wird in unserem Modell
ρ (r) ≡ 0. Die eigentlichen Ursachen des Feldes, die Ladungen, können also
hinter den Vorgaben für das Potenzial versteckt werden. Es ergibt sich das
Modell des EFM nach Abbildung 3.2. Hierbei müssen auf dem gesamten
Rand des Berechnungsbereichs Vorgaben für das Potenzial gemacht werden.
Grundsätzlich gibt es zwei Arten solcher Randbedingungen. Die erste Art,
die Dirichletrandbedingung (durchgezogene Linien in Abb. 3.2), gibt das Po-
tenzial auf dem Rand ΓD vor. Die zweite Art, die Neumannrandbedingung
(gestrichelte Linien in Abb. 3.2), legt die Ableitung in Richtung der Nor-
malen des Randes ΓN fest. Ein elektrostatisches Problem ist also durch die
Ladungsverteilung ρ (r) im Berechnungsbereich und die Randbedingungen




:= n∇ϕ (r) = h (r) , r auf ΓN (3.12)
festgelegt. Die Berechnung des Potenzials kann durch Lösung der Poisson-
gleichung (3.10) unter Berücksichtigung der Randbedingungen erfolgen [59]
[71] [99] [8] [118].




Abbildung 3.2: Skizze der Potenzialverteilung im EFM
Es sei noch angemerkt, dass die Anwendung der Poissongleichung zur Lösung
eines elektrotechnischen Problems immer eine Approximation ist. So kann
(3.10) aus den vollständigen Maxwellschen Gleichungen unter Verwendung
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der elektrostatischen Näherung abgeleitet werden [71]. Hierbei stellt sich die
Frage nach der Gültigkeit für die im Rahmen dieser Arbeit untersuchten
Phänomene. Zunächst mag es verwunderlich erscheinen, dass elektrostati-
sche Verhältnisse zu Grunde gelegt werden, da der Federbalken des betrach-
teten EFM-Modells je nach Anwendung Schwingungen mit bis zu 100 kHz
vollführt. Wendet man auf diese Anordnung die vollständigen Maxwellschen
Gleichungen an, ergeben sich bei jeder Bewegung des Federbalkens Aus-
gleichsvorgänge, die sich mit endlicher Geschwindigkeit, der Lichtgeschwin-
digkeit, ausbreiten. Da diese Ausgleichsvorgänge jedoch in sehr viel kürzerer
Zeit ablaufen als sich der Federbalken nennenswert bewegt, kann die Bewe-
gung des Federbalkens bei der Berechnung des elektromagnetischen Feldes
vernachlässigt werden. Diese elektrostatische Näherung entspricht der An-
nahme, dass die elektromagnetischen Ausgleichsvorgänge in unendlich kur-
zer Zeit stattﬁnden. Aufgrund der Verhältnisse kann davon ausgegangen
werden, dass hierdurch kein nennenswerter Fehler gemacht wird.
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3.2 Energie im elektrostatischen Feld
Zur Herleitung eines Ausdrucks für die in einer Anordnung von n Punktla-
dungen gepeicherte Energie geht man zunächst vom ladungsfreien und damit
energiefreien Raum aus. Nacheinander werden dann die Ladungen Qi an die
Orte ri gebracht [8]. Zum Transport von Q1 nach r1 ist keine Arbeit er-
forderlich, da sich noch keine andere Ladung im Raum beﬁndet und damit


















Hierbei drückt das negative Vorzeichen aus, dass die mechanische Kraft F
























wobei beim letzten Ausdruck Gleichung (3.8) verwendet wurde, um die Po-
tenziale ϕi der bereits im Raum beﬁndlichen Ladungen zu berechnen. Durch
den Faktor 1/2 wird berücksichtigt, dass beim Einbringen einer Ladung nur
die bereits im Raum beﬁndlichen Ladungen eine Kraft bewirken. Beim Über-
gang zu inﬁnitesimal kleinen Ladungen dQ = ρ dV wird die Energie [88] einer






ρ (r)ϕ (r) dV˜ . (3.16)
Unter Verwendung der Maxwellschen Beziehung (3.9) und der Gleichung






∇ · [ε (r)∇ϕ (r)]ϕ (r) dV˜ , (3.17)












ε (r)ϕ (r)∇ϕ (r) dA˜ (3.18)
umformen lässt. Da (3.16) die Ausgangsgleichung für die Herleitung war,
muss das Volumentintegral alle Ladungen beinhalten. Durch Ausdehnung
des Integrals über den unendlichen Raum kann das Oberﬂächenintegral über
A zum Verschwinden gebracht werden. Die im elekrostatischen Feld gespei-
















ED dV˜ . (3.19)
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3.3 Die Lagrangefunktion der Elektrostatik
In der Mechanik gehören Energieprinzipien zu den Standards [37]. Sie ermög-
lichen eine sehr anschauliche Lösung von Problemen über das Prinzip der
virtuellen Verschiebung. Hierfür müssen die bei einer virtuellen Verschiebung
auftretenden Energieänderungen und die verrichteten Arbeiten der von au-
ßen angreifenden Kräften bilanziert werden. Leider ist diese Anschaulichkeit
nicht auf die Elektrostatik übertragbar, da hier zum Abbilden der Rand-
bedingungen Ladungen außerhalb des Berechnungsraumes benötigt werden.
Aus diesem Grunde ist das physikalisch anschauliche Aufstellen einer Ener-
giebilanz schwierig. Daher sind aus der elektrostatischen Energie abgeleitete
Variationsformulierungen der Elektrostatik in der Literatur schwer zu ﬁn-
den. Statt dessen wird oft die Methode des gewichteten Residuums [70] [56]
verwendet, die zwar zu den gleichen Ergebnissen kommt, aber aufgrund ihrer
mathematischen Prägung keinen direkten Bezug zur Systemenergie herstellt.
In anderen Büchern wird zwar die Minimierung eines Energiefunktionals zu
Grunde gelegt [59], aber auch hier wird meist auf seinen Zusammenhang
mit der Energie nicht oder nur am Rande eingegangen. In anderen, ma-
thematisch geprägten Veröﬀentlichungen [79] kann zwar die Herleitung des
verwendeten Funktionals gefunden werden, jedoch wird auch hier naturge-
mäß nicht physikalisch argumentiert. Im Folgenden wird aus der elektro-
statischen Energie ein Lagrangefunktional abgeleitet aus dem im weiteren
Verlauf mit Hilfe des Hamiltonschen Prinzips (2.5) ein Variationsansatz für
die Elektrostatik hergeleitet wird. Ein Vorteil dieses physikalischen Ansatzes
ist seine größere Nähe zum Erfahrungsbereich des im Allgemeinen physika-
lisch denkenden Ingenieurs. Auch ermöglicht der Ansatz auf direktem Wege
eine physikalische Bewertung numerisch berechneter Lösungen, da bekannt
ist, dass das Lagrangefunktional für die exakte Lösung seinen minimalen
Wert annimmt.
Die Lagrangefunktion der Elektrostatik folgt durch Verwendung der poten-
ziellen elektrostatischen Energie (3.16) in (2.1). Da die kinetische Energie
WK für den elektrostatischen Fall verschwindet, ergibt sich





ρ (r)ϕ (r) dV˜ . (3.20)
Durch Einsetzen der Poissongleichung (3.10) gelangt man zum Ausdruck















was der Formulierung in [79] entspricht. Zur Einbindung der Randbedingun-
gen (3.11) und (3.12) wird angenommen, dass eine weitere Funktion ϕ0 (r)
existiert, die sowohl die Dirichletschen als auch die Neumannschen Randbe-
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dingungen erfüllt. Hiermit lässt sich eine Funktion
v (r) = ϕ (r)− ϕ0 (r) (3.22)
deﬁnieren, welche nach den Vorraussetzungen auf ΓD verschwinden muss.
Laut (2.5) muss zusätzlich die Variation von (3.21) verschwinden, wenn die
exakte Lösung eingesetzt wird. Die Lösung kann daher durch Variation von
v gefunden werden, wobei ϕ0 konstant gehalten werden soll. Da die Funktion
v ein elektrostatisches Problem beschreibt, muss
−∇ (ε∇v) = ρv (3.23)
mit
ρv = ρ+∇ (ε∇ϕ0) (3.24)
gelten. Damit ist die Lagrangefunktion von v auf dem Berechnungsgebiet Ω





∇ (ε∇v) v dΩ −
∫
Ω
vρv dΩ = −
1
2
〈∇ (ε∇v) , v〉 − 〈ρv, v〉 .
(3.25)





eingeführt. Durch Einsetzen von (3.22) und (3.24) und Trennung von ϕ und
ϕ0 erhält man
L (ϕ,ϕ0) = −
1
2
〈∇ (ε∇ϕ) , ϕ〉 − 〈ϕ, ρ〉+
1
2




〈∇ (ε∇ϕ0) , ϕ〉+ 〈ϕ0, ρ〉+
1
2
〈∇ (ε∇ϕ0) , ϕ0〉 ,
wobei mit Hilfe des Gaußschen Satzes
1
2
〈∇ (ε∇ϕ) , ϕ0〉 −
1
2

















gesetzt werden kann. Auf ΓD sind die Werte der Funktionen ϕ und ϕ0 be-
kannt, während auf ΓN ihre Normalenableitungen gegeben sind. Daher ist es
sinnvoll, das Randintegral in die beiden Anteile über ΓD und ΓN zu zerlegen.
Damit geht das Randintegral (3.28) durch Einsetzen der Randbedingungen


















(ϕ0εh− ϕεh) dΓ (3.29)
über. Die Verwendung von (3.29) in (3.27) führt schließlich auf den Ausdruck
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Da laut der oben gemachten Voraussetzung ϕ0 während der Variation kon-
stant gehalten wird, bleiben auch die letzten vier Summenterme in (3.30)
konstant und müssen daher zur Minimierung des Funktionals (3.25) nicht
weiter betrachtet werden. Die Lösung der Poissongleichung mit Randbedin-
gungen kann also durch Minimierung des neuen Funktionals


















erfolgen. Aufgrund der im Allgemeinen unbekannten konstanten Anteile in
(3.30) kann von J (ϕ) aber nicht auf den tatsächlichen Wert des Lagrange-


















Die Verwendung von (3.32) in (3.31) und Einsetzen der Randbedingungen













wobei sich die Randintegrale auf ΓD gegenseitig auslöschen während sie sich
auf ΓN verstärken. Es fällt auf, dass die Dirichletschen Randbedingungen
aus der Formulierung verschwunden sind. Daher darf die Lösungsfunktion ϕ
nur in der Menge der Funktionen, die die Dirichletschen Randbedingungen
erfüllen, gesucht werden. Damit sind die Dirichletschen Randbedingungen
immer exakt erfüllt und werden daher auch als erzwungene Randbedingun-
gen bezeichnet. Dagegen sind die Neumannschen als sogenannte natürliche
Randbedingnungen des Funktionals noch in der Formulierung enthalten. Aus
diesem Grunde dürfen bei der Suche nach der Lösungsfunktion ϕ auch Funk-
tionen zugelassen werden, die die Neumannschen Randbedingungen nicht
zwingend erfüllen. Dies hat insbesondere bei der numerischen Anwendung
der Gleichung (3.33) zur Bestimmung von ϕ die Folge, dass die Neumman-
schen Randbedingungen im Allgemeinen nur näherungsweise erfüllt werden.
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3.4 Das Prinzip der virtuellen Verschiebung
Die Erhaltung der Energie und des Impulses gehören zu den grundlegenden
Prinzipien der Physik. Innerhalb eines Systems, über dessen Grenzen weder
Energie noch Impuls transportiert werden, bleiben sowohl die Energie als
auch der Impuls konstant. Innerhalb des Systems können aber Wechselwir-
kungen stattﬁnden, indem verschiedene Arten von Energie beziehungsweise
Impuls ineinander umgewandelt werden. Da in mikroelektromechanischen
Systemen mechanische Phänomene mit elektrischen wechselwirken, müssen
zunächst sowohl mechanische als auch elektrische Energien und Impulse be-
rücksichtigt werden. Aufgrund des wegen der vergleichsweisen Langsamkeit
der mechanischen Vorgänge vernachlässigbaren Impulses des elektromagne-
tischen Feldes, kann hier jedoch eine elektrostatische Näherung verwendet
werden (vgl. Kap. 3.1). Die Energieänderung [31] eines Systems von n gela-
denen Körpern, die über ihr Feld wechselwirken, wird damit zu
δW = v1δp1+v2δp2+ ...+vnδpn−F1δs1−F2δs2− ...−Fnδsn = 0, (3.34)
wobei vi die Geschwindigkeiten der Körper, Fi die auf sie wirkenden Feld-
kräfte, δpi ihre Impulsänderungen und δsi ihre örtlichen Verschiebungen
sind. Die Summe der viδpi stellt die Bewegungsenergie dar, während die
Summe der Fiδsi als Verschiebungsenergie bezeichnet wird. Wie bereits in
Kapitel 2.2 beschrieben wurde, erfolgt die MEMS-Modellierung im Rahmen
dieser Arbeit durch getrennte Betrachtung des elektrischen und des mecha-
nischen Teils. Der Vektor Fi in (3.34) ist die auf den i-ten Körper wirkende
Gesamtkraft. Durch Aufteilung der Gesamtenergieänderung δW in einen me-
chanischen Anteil δWm und einen elektrischen Anteil δWe kann auch (3.34)
in einen mechanischen und einen elektrischen Anteil zerlegt werden. Da die
Bewegungsenergie wegen der statischen Näherung (vi = 0) verschwindet,
ergibt sich für den elektrischen Anteil
δWe = −F1δs1 − F
eδs2 − ...− Fnδsn. (3.35)
Sind die δsi voneinander unabhängig, lässt sich jeder Körper einzeln ver-
schieben, während alle anderen Körper ﬁxiert sind. Damit ergibt sich für
den i-ten Körper
δW = −Fiδsi, (3.36)
wobei zur Vereinfachung der Schreibweise auf den Index e verzichtet wurde,
da ab jetzt ausschließlich die elektrischen Energien und Kräfte betrachtet
werden. Die Gleichung (3.36) soll nun zur Berechnung der Kraftwirkung auf
die Spitze eines EFM angewendet werden (vgl. Abbildung 3.3).
3.4. Das Prinzip der virtuellen Verschiebung 33
Us
Abbildung 3.3: Spitze eines EFM über Probe
Nach dem Anlegen der Spannung U zwischen Spitze und Probe wird hierfür
zunächst der Schalter geöﬀnet. Hierdurch wird verhindert, dass bei Verschie-
bung der Spitze ein Ladungsaustausch und damit ein Energieaustausch mit
der Quelle stattﬁndet. Daher entspricht die gesamte Änderung der elektri-
schen Energie δW der Energieänderung des elektrischen Feldes. Die gesamte











wobei Q die Ladung auf der Spitze und C die Kapazität der Anordnung ist.
Da die Ladung auf der Spitze bei der Verschiebung konstant ist, wird die


















wobei bei der letzten Umformung die Änderung der Kapazität linearisiert
wurde, was bei genügend kleinem δs eine gute Approximation ist. Durch








als Kraftwirkung in Richtung s. Da die Verschiebung δs in (3.39) nicht mehr
enthalten ist, muss zur Kraftberechnung keine wirkliche Verschiebung ange-
setzt werden. Daher wird sie auch als virtuelle Verschiebung bezeichnet.
Nun soll die Kraftwirkung auf die Spitze in der Anordnung bei geschlosse-
nem Schalter berechnet werden. Da das elektrische Feld zwischen Spitze und
Probe identisch mit dem bei geöﬀneten Schalter ist, muss auch die Kraft-
wirkung unverändert sein. Bei der Anwendung des Prinzips der virtuellen
Verschiebung muss aber nun die von der Quelle aufgebrachte Energie





3.4. Das Prinzip der virtuellen Verschiebung 34
berücksichtigt werden, wobei
Q = CU (3.41)
verwendet wurde [71]. Da bei der virtuellen Verschiebung nun die Span-











Die Energie der Quelle wird bei der Verschiebung um (3.40) verringert. So
ist die Änderung der gesamten Systemenergie






womit durch Einsetzen in (3.36) und Herauskürzen der virtuellen Verschie-







wird. Durch Anwendung von (3.41) kann (3.44) leicht in (3.39) überführt
werden. Wie erwartet ergibt sich also mit geöﬀnetem und geschlossenem
Schalter die gleiche Kraft auf die Spitze. Bemerkenswert ist auch, dass bei
konstanter Spannung nach (3.43) die virtuelle Energieänderung der Quel-
le immer genau doppelt so groß ist wie die des Feldes. Daher kann zur
Berechnung der Kraftwirkung auf die Auswertung der Änderung der Quel-
lenenergie verzichtet werden. Hierbei muss beachtet werden, dass in (3.36)
das negative Vorzeichen entfällt. Für die Kraftberechnung mit anliegender
Spannungsquelle kann also auch
δWC = Fδs (3.45)
verwendet werden, wobei die Energie der Quelle implizit berücksichtigt wird.
Dieser physikalisch wichtige Aspekt bleibt bei der Anwendung von (3.45)
meist unerwähnt [24] [25] [67]. Einige Autoren führen an dieser Stelle neben
der Energie den Begriﬀ der Co-Energie ein [49]. Dies kann leicht zu Ver-
wirrung führen, da der Zusammenhang zwischen Energie und Co-Energie
hierbei oft nur ungenau dargelegt wird. Bei angeschlossenen Quellen wird
dann für die Kraftberechung die Co-Energie verwendet, wodurch der oben
beschriebene Vorzeichenwechsel bei der Kraftberechnung bewirkt wird. Hier-
bei bleibt jedoch der eigentliche Zweck ihrer Einführung, nämlich die Berück-
sichtigung im Modell vorhandener Quellen, meist unerwähnt.
Da in den oben gemachten Ausführungen keine spezielle Funktion C (s)
angenommen wurde, gelten die hergeleiteten Gleichungen für beliebige An-
ordnungen, die sich durch eine Spannung beschreiben lassen. Oft stellt sich
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aber das Problem, dass für C (s) kein analytischer Ausdruck gefunden wer-
den kann. In diesen Fällen muss mit Näherungen gearbeitet werden. Ein
weiteres Problem ist, dass die beschriebene Vorgehensweise nur zur Berech-
nung globaler Kräfte geeignet ist. Zur Erweiterung auf lokale Kräfte wird
im folgenden Kapitel eine Formel für die Kraftdichte im elektrostatischen
Feld entwickelt.
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3.5 Kraftdichte im elektrostatischen Feld
Die Anwendung von (3.36) auf ein inﬁnitesimal kleines Volumenelement dV˜ ,
das virtuell um den inﬁnitesimal kleinen Vektor δs (r˜) verschoben wird, führt
auf die virtuelle Energieänderung
d (δW ) = −f (r˜) δs (r˜) dV˜ . (3.46)
Zur Berechnung der gesamten Energieänderung im Volumen V muss (3.46)




f (r˜) δs (r˜) dV˜ , (3.47)
was einer Erweiterung der Gleichung (3.35) auf kontinuierliche Verteilungen
entspricht [8]. Gelingt es nun die Änderung der elektrichen Feldenergie auf
der linken Seite in die Form der rechten Seite zu bringen, so kann durch
Vergleich beider Seiten auf die Kraftdichte f (r˜) geschlossen werden. Durch







ε (r)E2 (r) dV˜ = −
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Da die Grenzen des Volumenintegrals von der virtuellen Verschiebung un-
abhängig sind, kann es durch Hereinziehen des δ-Operators und Anwendung



















umgeformt werden. Mit Hilfe von (3.7), (3.9) und der Produktregel kann
der erste Term
EδD = −∇ϕδD = ϕ∇δD−∇ · (ϕδD) = ϕδρ−∇ · (ϕδD) (3.51)














fδs dV˜ , (3.52)
wobei das über die unendlich ferne Fläche auszuführende Oberﬂächeninte-
gral verschwindet, da der Integrand im Unendlichen mit mindestens r−3
abnimmt. Auf beiden Seiten der Gleichung steht jetzt ein Volumenintegral
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über V . Zum Vergleich beider Seiten müssen jedoch noch δǫ und δρ durch




= −∇ · j (r) = −∇ · (ρ (r)v (r)) (3.53)
beschriebene zeitliche Änderung der Ladungsdichte mit der Stromdichte j (r)
und der Transportgeschwindigkeit v (r) der Ladungsdichte. Durch Multipli-
kation mit δt gelangt man zu
δρ (r) = −∇ · (ρ (r)v (r)) δt = −∇ · (ρ (r) δs (r)) , (3.54)
was das physikalische Grundprinzip der Ladungserhaltung ausdrückt. Bei
der Herleitung wird die zeitliche Änderung als eine reine Hilfsgröße verwen-
det, die im letzten Ausdruck wieder herausfällt. Dies muss auch so sein, da
die virtuelle Verschiebung δs (r) kein zeitlicher Prozess ist und damit keine
zugehörige Zeitspanne δt angegeben werden kann. Unter der Annahme, dass




δ̺ (r) = −
dε
d̺
∇ · (̺ (r) δs (r)) (3.55)
geschrieben werden. Beim Ausdruck auf der rechten Seite wurde analog zu
den Überlegungen für die Ladungsdichte in (3.54) die Änderung der Mas-















fδs dV˜ . (3.56)





























wobei das Oberﬂächenintegral aus der Anwendung des Gaußschen Satzes
resultiert. Da die virtuelle Verschiebung im Unendlichen verschwinden muss,
liefert das Oberﬂächenintegral wiederum keinen Beitrag. Durch Vergleich der
Integranden beider Seiten folgt die Kraftdichte







̺ (r)−∇ϕ (r) ρ (r) . (3.58)
Unter Verwendung des Prinzips der virtuellen Verschiebung gelingt es also
tatsächlich, einen Ausdruck für die Kraftdichte im elektrostatischen Feld
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herzuleiten. Zur genaueren Untersuchung der in (3.58) auftretenden Anteile
wird der Gradient des elektrischen Potenzials mit Hilfe von (3.7) durch das











































und ∇̺ kann in (3.60) erstetzt werden. Als ﬁnaler Ausdruck für die Kraft-
dichte ergibt sich












Der erste Anteil ist hierbei die bereits aus Gleichung (3.5) bekannte Kraft-
wirkung auf freie Ladung. Der zweite Anteil ist neu und beschreibt die Kraft-
wirkung auf ein inhomogenes Dielektrikum. So erklärt er z.B. die Kraftwir-
kung auf die Dielektrikumsschichten in einem geschichteten Kondensator.
Der dritte Term beschreibt eine Kraft, die bestrebt ist, die Dichte eines Di-
elektrikums zu verändern.
Wie bereits bei der Berechnung der Kraftwirkung auf die EFM-Spitze muss
die Berücksichtigung vorhandener Quellen zu dem gleichen Ergebnis für die
Kraftdichte kommen. Daher ist der Ausdruck für die Kraftdichte auch bei
Anordnungen mit Quellen gültig.
Unter der Voraussetzung, dass E und ρ endlich bleiben, ist die Auswer-
tung des ersten Terms der Kraftdichte unproblematisch. Da das elektrische
Feld und die Ladungsdichte jedoch an Ecken und Kanten singulär werden,
kommt es an diesen Stellen auch zu singulären Werten der Kraftdichte, was
zu Problemen führen kann. Der zweite Term des Kraftausdrucks wird bei
sprunghaften Änderungen der Dielektrizitätskonstanten singulär. Dies ist
bei der Kraftberechnung auf eine Grenzﬂäche zwischen zwei Materialien der
Fall. Aus diesen Gründen ist Gleichung (3.62) zur Berechnung der elektri-
schen Kraftwirkung nur bedingt geeignet, da sie insbesondere bei numeri-
schen Berechnungen zu großen Fehlern führen kann. Abhilfe schaﬀen hier
die Ausführugen im nächsten Kapitel.
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3.6 Der Maxwellsche Spannungstensor
Bereits auf Maxwell geht die Vorstellung zurück, dass die elektrostatische
Kraftdichte nach (3.62) aus einer mechanischen Verspannung des felderfüll-
ten Raumes resultiert. In diesem aus der Kontinuumsmechanik bekannten
Modell wird der Spannungszustand des Raumes durch den sogenannten
Spannungstensor [30] beschrieben, der in kartesischer Darstellung die Form
σ (r) =










hat. In Abbildung 3.4 sind die in ihm enthaltenen neun Spannungsgrößen
an einem Würfel dargestellt, wobei aus Gründen der Übersichtlichkeit nur







Abbildung 3.4: Spannungszustand in kartesischer Darstellung
Da der Spannungstensor (3.63) ein Funktion von r ist, muss man sich den
Würfel jeweils auf einen Punkt zusammengezogen denken. Der erste Index
der Spannungsgrößen gibt die Richtung des Normalenvektors der Schnitt-
ﬂäche an, während der zweite Index die Richtung der an ihr angreifenden
Spannung beschreibt. Zur Veranschaulichung sind in Abbildung 3.5 zwei
kugelförmige Körper in einem Medium dargestellt.




Abbildung 3.5: mechanischer Spannungszustand σ zwischen zwei Körpern
Aufgrund der auf den rechten Körper wirkenden Kraft F1 bildet sich im Me-
dium ein mechanischer Spannungszustand σ aus. Unter der Voraussetzung
der Stationarität muss dieser Spannungszustand innerhalb jedes beliebigen
Volumens mit den von außen angreifenden Kräften im Gleichgewicht sein.
Daher gilt für das gestrichelt eingezeichnete Volumen V und seine Oberﬂä-
che A die Bedingung∮
A
σ (r) dA˜ =
∫
V








die durch die mechanische Spannung bewirkte Volumenkraftdichte und F2
die auf den linken Körper wirkende Kraft sind. Unter Verwendung des Gauß-
schen Satzes erhält man

























die Divergenz des Spannungstensors ist [96]. Aufgrund des Momentengleich-
gewichts gilt für σ (r) außerdem die Symmetriebedingung
σ (r) = σT (r) . (3.68)
3.6. Der Maxwellsche Spannungstensor 41
Die Gleichungen (3.66) und (3.68) sind charakteristisch für ein mechanisches
Spannungsfeld. Da der durch die elektrostatischen Felder erzeugte Span-
nungszustand T (r) mechanischer Natur sein soll, muss er ebenfalls diese
Gleichgewichtsbedingungen erfüllen. In Abbildung 3.6 ist der Spannungszu-
stand für zwei ungleichnamige Ladungen im Vakuum skizziert.
e lF
T
Abbildung 3.6: mechanischer Spannungszustand T zwischen zwei Ladungen
Analog zu (3.66) ergibt sich mit der elektrostatischen Kraftdichte f die
Gleichgewichtsbedingung
divT (r) = f (r) . (3.69)
Es muss also aus der elektrischen Feldstärke ein wegen (3.68) symmetrischer
Tensor T (r) berechnet werden, der für die Kraftdichte (3.62) die Gleichung
(3.69) erfüllt. Bei komponentenweiser Betrachtung ergibt sich beispielsweise
für die in x-Richtung wirkende elektrische Kraftdichte










Der in Richtung der x-Komponente wirkende Spannungsvektor Tx muss also


























Da der letzte Summenterm bereits als Ableitung in x gegeben ist, kann er
sofort Txx zugeordnet werden und zur Vereinfachung der folgenden Ausfüh-
rungen kann
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deﬁniert werden. Mit Ausnutzung der Rotationsfreiheit (3.6) des elektrosta-




















Unter Verwendung von (3.9) und
Ex∇ ·D = ∇ · (ExD)−D∇Ex (3.74)









































































A = 0, B = εEz , C = −εEy (3.80)


















Wendet man diese Überlegungen auf alle drei Komponenten der Kraftdichte
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der den mechanischen Spannungszustand im elektrischen Feld beschreibt.
Analog zum aus der Kontinuumsmechanik bekannten Spannungstensor ent-
sprechen die Diagonalelemente in (3.82) den Zug- und Druckspannungen,
während die anderen Elemente als Schubspannungen bezeichnet werden. Im
























Aufgrund seiner Symmetrie kann T diagonalisiert werden. Der Spannungs-
zustand in jedem Punkt kann also durch eine geeignete Koordinatentrans-
formation auf einen reinen Zug- und Druckspannungszustand zurückgeführt
werden.





f (r˜) dV˜ =
∫
V
divT (r˜) dV˜ =
∮
A
T (r˜) dA˜. (3.84)
Zur Berechnung der elektrostatischen Kraft muss nun nicht mehr ein Vo-
lumenintegral über die Kraftdichte ausgewertet werden. Vielmehr kann die
Kraftberechnung auch durch Integration des Maxwellschen Spannungsten-
sors T (r˜) über eine beliebige die Kraftquelle oder -senke umschließende
Oberﬂäche erfolgen [55]. Dies hat im Vergleich zur Kraftdichteformulierung
(3.56) unter Anderem den Vorteil, dass um Bereiche singulärer Kraftdichte
herum integriert werden kann.
Der Maxwellsche Spannungstensor ist, im Gegensatz zum kontinuumsmecha-
nischen Spannungstensor, eine reine Modellgröße. Während die mechanische
Spannung einen tatsächlich vorhandenen Zustand des im Raum verteilten
Materials darstellt, stellt sich bei den Maxwellschen Spannungen im Vaku-
um die Frage nach dem Träger der Verspannung.
Zur Veranschaulichung des Maxwellschen Spannungstensors kann gesagt
werden, dass die mechanischen Spannungen im elektrischen Feld stets so
gerichtet sind, dass sie die elektrischen Feldlinien zu verkürzen und ihren
Abstand voneinander zu vergrößern bestrebt sind [99]. Anhand des Beispiels
in Abbildung 3.7 kann jedoch gesehen werden, dass der Kraftﬂuss schon bei
dieser sehr einfachen Anordnung schwer intuitiv zu erfassen ist. Für diese
Anordnung ist in Abbildung 3.8 a) der Kraftﬂuss zweier ungleichnamiger
auf der z-Achse angebrachten Ladungen dargestellt. Die Ladungen ziehen
sich an, wobei das Maximum des Kraftﬂusses zwischen den Ladungen of-
fensichtlich auf direktem Wege erfolgt. In Abbildung 3.8 b) stoßen sich die
gleichnamigen Ladungen ab. Hier ist jedoch zu erkennen, dass auf direktem
Wege keine Interaktion stattﬁndet, während das Maximum auf einem Kreis
um den Ursprung auftritt. Das alleinige Ändern des Vorzeichens der Ladun-
gen zueinander bewirkt also ein völlig anderes Übertragungsverhalten. Dies
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Abbildung 3.7: Zwei Ladungen symmetrisch zur xy-Ebene
(a) Q1 = −Q2 (b) Q1 = Q2




4.1 Näherungsweise Lösung elektrostatischer Pro-
bleme
Nach Kapitel 3.1 ist das elektrostatische Feld innerhalb eines Gebietes Ω
durch die Ladungsverteilung ρ(r) in Ω und die Randbedingungen (3.11)
bzw. (3.12) eindeutig festgelegt. Die Feldverteilung in Ω kann dann durch
Lösung der Poissongleichung (3.10) berechnet werden. Äquivalent hierzu ist
die durch (2.5) beschriebene Minimierung des Lagrangefunktionals L, wo-
bei für L das Ersatzfunktional J (3.33) verwendet werden kann. Während
sich jedoch die durch (2.5) beschriebene Anordnung der n punktförmigen
Massen problemlos mit Hilfe einer endlichen Anzahl von Freiheitsgraden er-
fassen lässt, ist dies bei der durch (3.33) beschriebene Potenzialverteilung
im Allgemeinen nicht ohne Weiteres möglich. Für eine exakte Darstellung
müssen hier unendlich viele Freiheitsgrade angesetzt werden. Da dies jedoch
eine numerische Rechnung unmöglich machen würde, soll eine Darstellung
gefunden werden, die mit einer endlichen Anzahl von Freiheitsgraden die ex-
akte Potenzialverteilung gut approximiert. Zum besseren Verständnis wird
der Begriﬀ der guten Approximation zunächst an einem analogen Beispiel
aus der Vektorrechnung erläutert. Die hierbei gewonnenen Erkenntnisse wer-
den dann auf kontinuierliche Feldverteilungen erweitert.
Es soll eine gute Approximation des Vektors v als Linearkombination
v ≈ v˜ = a1b1 + a2b2 (4.1)
der Vektorbasis (b1,b2) gefunden werden. Eine exakte Darstellung ist nur
möglich, wenn v in der durch b1 und b2 aufgespannten Ebene liegt. Die
Deﬁnition einer Vektornorm des Fehlers
e = ‖e‖ =
√
e2x + e2y + e2z = ‖v− v˜‖ = ‖v− (a1b1 + a2b2) ‖ (4.2)
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ermöglicht jedoch die Beurteilung der Qualität einer Approximation. Durch
Minimierung dieser Norm ergibt sich, dass die beste Approximation in die-
sem Fall die Projektion des Vektors v in die von b1 und b2 aufgespannte
Ebene ist. Auch kann eine eindeutige Lösung für a1 und a2 nur gefunden
werden, wenn b1 und b2 linear unabhängig sind, also die Gleichung
a1b1 + a2b2 = 0 (4.3)
nur durch a1 = a2 = 0 erfüllt werden kann.
Während die beste Approximation des Vektors v durch den minimalen Wert
von (4.2) charakterisiert war, wird der besten Approximation des Potenzials
ϕ (r) der minimale Wert des Lagrangefunktionals (3.33) zugeordnet. Auch





einer linear unabhängigen Funktionenbasis (ψ1, ψ2, .., ψN ) erfolgen. Äquiva-
lent zu (4.3) bedeutet lineare Unabhängigkeit hier, dass
N∑
j=1
ajψj (r) = 0 ∀ r (4.5)
nur durch den trivialen Fall a1 = a2 = ... = aN = 0 erfüllt wird. Das
im folgenden Kapitel beschriebene Ritz-Galerkin-Verfahren verwendet den
Ansatz (4.4) zur Approximation der exakten Lösung.
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4.2 Das Ritz-Galerkin-Verfahren
Beim Ritz-Galerkin-Verfahren wird eine Näherungslösung in Form der im




ajψj (r) , (4.6)
angesetzt, wobei die aj die unbekannten Freiheitsgrade und die ψj (r) line-
ar unabhängige, vor der Lösung festzulegende Ansatzfunktionen sind. Die
Struktur der Potenzialverteilung wird zur Bestimmung der Lösung also vor-
gegeben und auf N Freiheitsgrade beschränkt. Durch Anwendung von (3.7)
folgt näherungsweise das elektrische Feld
E˜ (r) = −
N∑
j=1
aj∇ψj (r) . (4.7)
Einsetzen von (4.6) in das Funktional (3.33) führt auf den Ausdruck































welcher zur Lösung nach den unbekannten Koeﬃzienten ai minimiert werden
soll. Aufgrund der vorausgesetzten linearen Unabhängigkeit der Ansatzfunk-
tionen (4.5) kann die Minimierung einzeln in Richtung jeder Unbekannten


















hεψi dΓ = 0. (4.10)
Im Gegensatz zur Poissongleichung (3.10) ist die Gleichung (4.10) keine
Forderung an jeden Raumpunkt. Vielmehr sind nur noch Integrale in der
Formulierung enthalten. Das Herausziehen der Summe über die unbekannten












hεψi dΓ, i = 1..N, (4.11)
das sich auch in Matrixform
Ka = b (4.12)












schreiben lässt. Die Berechnung der Matrixeinträge Kij beinhaltet eine In-
tegration über den Gradienten der Formfunktionen ψi. Daher müssen die
Funktionen ψi auf Ω in jede Raumrichtung mindestens einmal schwach dif-
ferenzierbar und damit Teil des Sobolew-Raumes H1 sein [63].
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4.3 Konvergenz des Ritz-Galerkinverfahrens





ε [∇ (ϕ− ϕ˜n)]
2 dΩ = a (ϕ− ϕ˜n, ϕ− ϕ˜n) (4.14)
aus, wobei die Abkürzung




verwendet wurde. Eine Auswertung des Ausdrucks (4.14) ist leider nur für
die wenigen Fälle möglich, bei denen die analytische Lösung ϕ (r) bekannt
ist. Für eine darüber hinaus gehende Untersuchung der Konvergenz überfüh-
ren wir Gleichung (4.14) durch Ausmultiplizieren, Subtraktion von 2a (ϕ,ϕ)−
2a (ϕ,ϕ) und Zusammenfassen des gemischten Terms zunächst in
Fn = a (ϕ˜n, ϕ˜n)− a (ϕ,ϕ) + 2a (ϕ,ϕ− ϕ˜n) , (4.16)
was mit Hilfe der Galerkinschen Variationsgleichung








Fn = a (ϕ˜n, ϕ˜n)− a (ϕ,ϕ) + 2l (ϕ− ϕ˜n) = 2J (ϕ˜n)− 2J (ϕ) (4.18)
wird. Hierbei ist h = h (r) die Neumannsche Randbedingung nach Gleichung




a (u, u)− l (u) (4.19)
für die exakte Lösung u = ϕ seinen minimalen Wert annimmt, daher muss
wegen J (ϕ˜n) ≥ J (ϕ) auch Fn ≥ 0 gelten. Dies folgt auch direkt aus (4.14),
da a (ϕ− ϕ˜n, ϕ− ϕ˜n) eine quadratische Form ist. Außerdem muss für ei-
ne in der Energienorm (4.14) konvergierende Lösung eine Konvergenz des
Energiefunktionals J (ϕ˜n) gegen J (ϕ) erkennbar sein. Da jedoch die exak-
te Lösung im Allgemeinen nicht bekannt ist, ist auch ihr Funktional J (ϕ)
nicht zugänglich. Es kann aber eine gegen J (ϕ) konvergierende Reihe der
Jn = J (ϕ˜n) berechnet werden. Hierfür wird die Anzahl der Freiheitsgrade
in jedem Berechnungsdurchlauf erhöht. Mit Hilfe der Konvergenzbeschleu-





Jn+1 − 2Jn + Jn−1
(4.20)
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berechnet werden, der wesentlich schneller als Jn gegen J (ϕ) konvergiert.
Bei der Anwendung der Konvergenzbeschleunigungsformel wird davon aus-
gegangen, dass der letzte berechenbare Wert von Sn = Snmax eine sehr gute
Näherung für J (ϕ) darstellt. Zur Bestimmung des Fehlers einer numerischen
Lösung ϕ˜n wird dieser als exakter Wert zugrunde gelegt. Gleichung (4.18)
geht damit in den Fehler
Fn = 2Jn − 2Snmax (4.21)
über, der für wachsendes n gegen Null konvergieren muss.
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4.4 Die Methode der ﬁniten Elemente (FEM)
Die Methode der ﬁniten Elemente (FEM) basiert auf dem Galerkinverfah-
ren. Es wird eine Näherungslösung nach Gleichung (4.6) angesetzt, wobei
die Ansatzfunktionen ψi (x) stückweise auf Teilgebieten deﬁniert werden.
Diese Teilgebiete werden auch ﬁnite Elemente genannt, können von nahezu
beliebiger Form sein und verleihen der Methode ihren Namen. Im Rahmen
dieser Arbeit wurden für den zweidimensionalen Ansatz Dreieckselemente
verwendet, während für den dreidimensionalen Fall Tetraederelemente zum
Einsatz kamen. Diese Elementformen haben den Vorteil, dass sie auf ma-
thematisch unaufwändige Weise große Flexibilität bei der Zerlegung auch
geometrisch komplexer Berechnungsgebiete bieten. Da die graﬁsche Darstel-
lung der Gebietszerlegung für den dreidimensionalen Fall sehr unübersicht-
lich wäre, beschränken sich die nachfolgenden Abbildungen auf den ein- und
den zweidimensionalen Fall.
Die beispielhafte Unterteilung eines Berechnungsgebietes Ω (Abb. 4.1 bzw.
Abb. 4.2) in ﬁnite Elemente ist jeweils für 1D und 2D in den Abbildungen
4.3 bzw. 4.4 dargestellt.
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Abbildung 4.1: 1D Berechnungsgebiet Ω
W
G
Abbildung 4.2: 2D Berechnungsgebiet Ω
Abbildung 4.3: 1D Finite Element Zerlegung von Ω
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Abbildung 4.4: 2D Finite Elemente Zerlegung von Ω
Jedem Knoten ist eine Ansatzfunktion ψi (x) zugeordnet, an dem sie den
Wert Eins hat. Von dort fällt sie linear auf den Wert Null an den umliegen-
den Knoten ab. Die einem Knoten zugeordnete Ansatzfunktion hat also nur
in den an den Knoten angrenzenden Elementen einen Wert ungleich Null.
Damit ergeben sich für den eindimensionalen Ansatz die in Abbildung 4.5
dargestellten Hutfunktionen, während in 2D mit pyramidenförmigen An-
satzfunktionen approximiert wird (Abb. 4.6).
i
Abbildung 4.5: 1D Ansatzfunktion ψi (x)
i
Abbildung 4.6: 2D Ansatzfunktion ψi (x)
In den Abbildungen 4.7 und 4.8 ist die Zuordnung der Ansatzfunktion zu
den Knoten dargestellt. Hierbei sind die Funktionen bereits mit den Koeﬃzi-
enten ui gewichtet, was einem Verändern der Spitzenhöhe bei gleichzeitigem
Festhalten an den umliegenden Knoten auf dem Wert Null entspricht.
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i1-i 1+i2-i 2+i




Abbildung 4.8: Gewichtete 2D Ansatzfunktionen ψi−1 (x) bis ψi+1 (x)
Die resultierende Approximationsfunktion ergibt sich nach (4.6) als gewich-
tete Summe der einzelnen Ansatzfunktionen (Abb. 4.9 bzw. Abb. 4.10). Sie
nimmt oﬀensichtlich an den Knoten i den Wert des zugeordneten Potenzi-
alkoeﬃzienten ui an. Ihr Verlauf zwischen den Knoten, also innerhalb der
Elemente, ist linear. Sowohl die einzelnen Ansatzfunktionen als auch ihre
gewichtetete Summe sind Elemente des Sobolew-Raumes H1.
i1-i 1+i2-i 2+i
Abbildung 4.9: 1D Approximationsfunktion als Überlagerung




Abbildung 4.10: 2D Approximationsfunktion als Überlagerung
Nur in den wenigsten Fällen wird die gesuchte Lösungsfunktion einen derart
linearen Verlauf aufweisen. Das auf diese Weise dargestellte Potenzial kann
also meist nur eine Approximation des exakten Potenzialverlaufs sein. Insbe-
sondere sind die Gradienten der verwendeten Ansatzfunktionen in orthogo-
naler Richtung zu den Elementgrenzen an den Elementübergängen unstetig.
Daher springt die Normalkomponente En der elektrischen Feldstärke E˜ (x)
zwischen den Elementen, während ihre Tangentialkomponente Et einen ste-
tigen Verlauf aufweist. Da wegen der Stetigkeitsbedingungen [99]
ε1E1,n − ε2E2,n = σ, E1,t − E2,t = 0 (4.22)
auch das exakte elektrische Feld ein solches Verhalten an Materialübergän-
gen zeigt, ist der oben beschriebene Ansatz für die Approximationsfunktio-
nen sinnvoll [70]. Mit diesem Ansatz können jedoch durch die numerische
Lösung auch in eigentlich ladungsfreien und homogenen Materialien Ladun-
gen suggeriert werden.
Um die Potenzialvorgabe am Dirichletrand des Berechnungsgebietes zu er-
füllen, werden die zugehörigen Potenzialkoeﬃzienten ui vorgegeben. Hier-
durch entfallen in (4.10) die Gleichungen, die aus den Ableitungen in Rich-
tung der zugehörigen Potenzialkoeﬃzienten entstehen. Außerdem können
die bekannten Knotenpotenziale auf die rechte Seite der Gleichung gebracht
werden. Das resultierende Gleichungssystem ist quadratisch und hat die Di-
mension
n = N −ND, (4.23)
wobei N die Anzahl aller Knoten und ND die Anzahl aller Knoten mit
Dirichletbedingung sind. Die zugehörige Matrix K ist symmetrisch, positiv
deﬁnit, schwach besetzt und diagonaldominant. Diese Matrixstruktur ist ein
großer Vorteil des Verfahrens der ﬁniten Elemente, da solche Systeme mit
Hilfe spezieller Verfahren sehr eﬃzient gelöst werden können [84].
Das Aufstellen des Gleichungssystems erfolgt elementweise. Hierfür müssen
die den Knoten zugeordneten Ansatzfunktionen ψi (r) auf die anliegenden
Elemente aufgeteilt werden. Der Übergang zu den lokalen Koordinaten ξ, η
und ζ der Elemente ermöglicht eine von der Elementgeometrie unabhängige
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Formulierung. Jeder Knoten bekommt hierfür, neben seiner globalen Num-
mer, eine lokale Nummer innerhalb des Elements. Damit können die Knoten
durch Angabe der Elementnummer und der lokalen Knotennummer identiﬁ-
ziert werden. Der Zusammenhang der lokalen mit den globalen Koordinaten
x = (x, y, z) ist für den eindimensionalen Fall (Abb. 4.11) durch
x = x1 + (x2 − x1) ξ, 0 ≤ ξ ≤ 1, (4.24)
für 2D (Abb. 4.12) mit
x = x1 + (x2 − x1) ξ + (x3 − x1) η, 0 ≤ ξ + η ≤ 1 (4.25)
und beim dreidimensionalen Ansatz (Abb. 4.13) durch
x = x1+(x2 − x1) ξ+(x3 − x1) η+(x4 − x1) ζ, 0 ≤ ξ+ η+ ζ ≤ 1 (4.26)
gegeben, wobei x1 bis x4 die Ortsvektoren zu den Eckpunkten des betrach-
teten Elements sind. Es ist zu beachten, dass die Ortsvektoren nur bei erfüll-
ter Nebenbedingung für die lokalen Koordinaten innerhalb des betrachteten
Elements liegen.
10 ££ x1x 2x
Abbildung 4.11: Lokale Linienelementskoordinaten (1D)
Abbildung 4.12: Lokale Dreieckselementskoordinaten (2D)
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Abbildung 4.13: Lokale Tetraederkoordinaten (3D)
Damit werden die lokalen Ansatzfunktionen innerhalb der Elemente in 1D,
2D und 3D zu
ψ1 (ξ) = 1− ξ, ψ2 (ξ) = ξ (4.27)
ψ1 (ξ, η) = 1− ξ − η, ψ2 (ξ) = ξ, ψ3 (ξ) = η (4.28)
ψ1 (ξ, η, ζ) = 1− ξ − η − ζ, ψ2 (ξ) = ξ, ψ3 (ξ) = η, ψ4 (ξ) = ζ, (4.29)
wobei die Indizes der Funktionen jetzt nicht mehr die globale, sondern die
lokale Knotennummer innerhalb eines Elements angeben. Die auf die Knoten
bezogenen Ansatzfunktionen ψi in (4.6) werden also stückweise aus lokal
innerhalb der Elemente deﬁnierten Funktionen zusammengesetzt.
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4.5 Die Behandlung von Feldsingularitäten mit der
FEM
4.5.1 Ein stückweiser Ansatz
Die in Kapitel 4.4 beschriebene Methode der ﬁniten Elemente mit linearen
Approximationsfunktionen ist aufgrund ihrer Vielseitigkeit bei verhältnis-
mäßig unaufwändiger Implementierung sehr populär. Für eine erfolgreiche
Anwendung muss aber vorausgesetzt werden, dass der Lösungsverlauf inner-
halb der Elemente durch lineare Funktionen approximiert werden kann. Im
Bereich von Ecken oder Kanten des Berechnungsgebietes weicht die Potenzi-
alverteilung jedoch stark vom linearen Verlauf ab. In solchen Fällen kann es
sinnvoll sein, die linearen Ansatzfunktionen mit Hilfe spezieller Formfunktio-
nen zu erweitern. Verschiedene Ansätze hierfür sind in der mathematischen
Literatur zu ﬁnden [106] [123]. Die Implementierung ist jedoch meist nur
ungenau dokumentiert.
Der prinzipielle Feldverlauf in der direkten Umgebung einer Spitze (Abb.







Damit kann bei Betrachtung eines genügend kleinen Bereiches um die Spitze
der Lösungsverlauf gut durch das Potenzial der Spitze ϕ0 und eine gewichtete
Summe













einer unendlich ausgedehnten Spitze repräsentiert werden [59]. Man beach-
te, dass ihr Gradient für k = 1 und β < π am Ort der Spitze (r = 0)
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singulär wird. Aus diesem Grunde werden die verwendeten Ansatzfunktio-
nen im Folgenden auch Singulärfunktionen genannt. Da sich im Nahbereich
außerhalb der Spitze des EFM im Allgemeinen keine Ladung beﬁndet, wird
Ladungsfreiheit im Berechnungsgebiet vorausgesetzt. Die gesamte Appro-
xiamtionslösung ϕ˜ (x) wird stückweise für Ω1 und Ω2 (Abb. 4.15) deﬁniert
ϕ˜ (x) =
{
ϕ˜S (x) , xǫΩ1
ϕ˜F (x) , xǫΩ2
, (4.32)
wobei ϕ˜F (x) durch Gleichung (4.6) mit den Ansatzfunktionen ψj nach (4.28)
und den lokalen Koordinaten nach (4.25) gegeben ist. Es ist zu beachten,




Um einen stetigen Übergang des Potenzials an den Knoten des Kopplungs-
randes zu gewährleisten, werden mit Hilfe der Beziehung (4.30) die Kno-
tenpotenziale auf dem Kopplungsrand durch die Koeﬃzienten der Singulär-
funktionen ck ersetzt [123]. Die Berechnung des Gleichungssystems (4.10)







































wobei R der Radius des Raumbereiches Ω1 ist und ε als konstant ange-
nommen wurde (s. Anhang C). Mit Hilfe der Beziehungen (4.6) und (4.30)




























∇ψj (x) . (4.37)
Hierbei ist jeweils die erste Summe n1 über alle Knoten innerhalb Ω2 mit
Ausnahme der Kopplungsknoten auszuführen, während die zweite Summe
nc über alle Kopplungsknoten zwischen den beiden Gebieten läuft. Unter




















Die auftretenden Ableitungen von∇ϕ˜2 (x) nach den Koeﬃzienten sind durch
∂∇ϕ˜2
∂ϕi







fi (xj)∇ψj (x) (4.41)
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wobei die Steiﬁgkeitsmatrix in vier Anteile und der Vektor der rechten Seite
in zwei Anteile aufgeteilt werden. Die Matrix A verknüpft die Knotenpoten-
ziale der FEM, während durchD die Koeﬃzienten der Singulärfunktionen in
Verbindung gesetzt werden. Die Kopplung dieser beiden Anteile wird durch





















































Aufgrund der überlappenden Integrationsgebiete entsteht bei der Auswer-
tung der Integrale ein Fehler, der durch Vergrößerung der Anzahl der Kopp-
lungsknoten verringert werden kann. Da die beiden Berechnungsgebiete in
der beschriebenen Methode ausschließlich über das Potenzial an den Kopp-
lungsknoten gekoppelt sind, ist der Potenzialübergang zwischen den Kopp-
lungsknoten im Allgemeinen unstetig. Auch ist das elektrische Feld am
Kopplungsrand unstetig (Abb. 4.17). Außerdem ist eine starke Abhängig-
keit der Lösung von der Wahl des Radius R zu beobachten. Da jedoch R
ein allein durch die Numerik eingebrachter Parameter ist und somit nichts
mit der physikalischen Beschreibung des Problems zu tun hat, lässt dies auf
eine Instabilität der Lösung schließen. In Tabelle 4.1 und in Abb. 4.18 ist
das Konvergenzverhalten des Funktionals JN und des Fehlers FN für eine
Singulärfunktion dargestellt.
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N n J1(uN ) FN,1
1 30 1,6099 0,5033
2 137 1,4212 0,3146
3 497 1,2917 0,1851
4 1889 1,2269 0,1203
5 7361 1,1802 0,0736
Tabelle 4.1: Konvergenzstudie des lokalen Ansatzes mit einer Singulärfunk-
tion
Abbildung 4.16: Elektrostatisches Potenzial
Abbildung 4.17: Elektrostatisches Feld
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F N , 1
0 , 0 1
0 , 1
1
3 0 1 3 7 4 9 7 1 8 8 9 7 3 6 1
F N , 1
Abbildung 4.18: Fehler in Energienorm
4.5.2 Ein globaler Ansatz
Zur Verbesserung des im vorigen Kapitel beschriebenen Ansatzes soll die Me-
thode dahingehend modiﬁziert werden, dass das Potenzial im Nahbereich der
Singularität nicht mehr alleine durch die Singulärfunktionen approximiert
wird. Vielmehr wird eine Kombination der Singulärfunktionen und der linea-
ren Formfunktionen der ﬁniten Elemente verwendet. Im Gegensatz zum im
vorigen Kapitel beschriebenen stückweisen Ansatz soll die Potenzialvorga-
be an der Spitze jetzt durch Vorgabe der Knotenpotenziale erreicht werden.









angesetzt, wobei die sogenannte Abschneidefunktion G (r) bei Vergrößerung
des Abstandes zur Spitze ein Ausblenden der Singulärfunktionen aus der
















, R2 < r < R
0, sonst
(4.52)
gewählt (Abb. 4.5.2). Hierbei ermöglicht die spezielle Form der Abschneide-
funktion einen glatten Übergang zwischen den einzelnen Bereichen und da-
mit eine gute Konvergenz der Methode. Als Singulärfunktionen fk (r) werden
wieder die analytischen Lösungsbasen der Spitze (4.31) verwendet. Einsetzen















ε (∇Gfk +G∇fk)∇ψi dΩ (4.53)




















ε (∇Gfk +G∇fk) (∇Gfi +G∇fi) dΩ.
Durch Aufteilung der Steiﬁgkeitsmatrix K in Anteile der linearen und der
























ε (∇Gfk +G∇fk) (∇Gfi +G∇fi) dΩ. (4.59)
Die linearen Formfunktionen ψi sind stückweise auf den Elementen des Git-
ters der ﬁniten Elemente deﬁniert. Daher müssen alle Integrale die die ψi
enthalten numerisch auf dem FE Gitter gelöst werden. Die in A auftreten-
den Integrale enthalten nur die linearen Formfunktionen. Weil damit die
auftretenden Integranden konstant über jedem Element sind, ist bereits ein
Integrationspunkt ausreichend um zu einem exakten Ergebnis zu gelangen.
Die Berechnung von B und C ist aufwändiger, da die Integranden keine po-
lynomialen Funktionen und daher mit dem Verfahren nach Gauß Legendre
nicht exakt zu integrieren sind. Bei Erhöhung der Anzahl von Integrations-
punkten konvergiert jedoch die numerische Lösung gegen den exakten Wert
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des Integrals. Leider existieren keine Formeln zur direkten Berechnung von
beliebig vielen Integrationspunkten auf Dreiecken. Es können jedoch für die
Gauß Legendre Integration beliebig viele Stützstellen auf dem Standardqua-
drat berechnet werden. Daher müssen die Integrale zunächst, wie in Anhang
B beschrieben, auf das Standardquadrat transformiert werden. Hierfür wird
das Integral in (4.57) in die Einzelintegrale über die Elemente aufgeteilt∫
Ωe































die Ableitungen nach den Koordinaten der Singulariät und den lokalen Ele-
mentskoordinaten zusammengefasst sind. Die Jacobimatrix Je der ﬁniten
Elemente ist in (A.3) angegeben. Die Form des Integrals (4.60) entspricht
nun schon fast dem in Anhang B besprochenen Ausdruck. Zur Anwendung
des in Anhang B beschriebenen Integrationsverfaherens müssen noch die
Funktionen G und fk in globale Koordinaten transformiert und die Jaco-





2 + (y − yS)
2 (4.63)














Abbildung 4.20: Zusammenhang der Koordinatensysteme
Hierbei ermöglicht die Funktion arctan2 eine eineindeutige Zuordnung zwi-
schen den Koordinatensystemen. Mit den Transformationsvorschriften wer-














− sin(φ+ φ0) cos(φ+ φ0)






− sin(φ+ φ0) cos(φ+ φ0)/r
cos(φ+ φ0) − sin(φ+ φ0)/r
)
. (4.67)
Damit lässt sich die Gauß Legendre Integration (Anhang B) auf das Inte-
gral (4.60) anwenden. Aufgrund der Symmetrie des Gleichungssystems gilt
C = BT und (4.58) muss nicht explizit berechnet werden. Das Integral in
(4.59) enthält ausschließlich die Singulärfunktionen und kann daher unab-
hängig vom FE Gitter berechnet werden. Hierfür ist es hilfreich das Integra-
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Da bei r ≥ R für die Abschneidefunktion G(r) ≡ 0 gilt, verschwindet das
Integral über M3. In M1 ist r ≤ R2 und G (r) ≡ 1. Bei Annahme eines





















Die zugehörige Rechnung ist in Anhang C zu ﬁnden. InnerhalbM2 muss die
Integration numerisch erfolgen, was mit Hilfe der Gleichung (B.2) in Anhang
B unter Verwendung von JT = JS erfolgt. Die Besetzung der resultierenden
Steiﬁgkeitsmatrix ist in Abbildung 4.22 skizziert. Sowohl die Teilmatrix der
linearen Formfunktionen A als auch die Kopplungsmatrizen B und C sind
schwach besetzt. Die Teilmatrix D ist aufgrund der Orthogonalität der Spit-
zenfunktionen diagonal. Die Gesamtmatrix ist symmetrisch, positiv deﬁnit,
schwach besetzt und diagonaldominant.
Das Simulationsverfahren wurde auf das Testbeispiel in Abb. 4.23 angewen-
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Abbildung 4.24: elektrisches Potenzial und elektrisches Feld
Bei der Konvergenzstudie (s. Kapitel 4.3) wurde das Gitter wie in den Ab-
bildungen 4.25 und 4.26 dargestellt systematisch verfeinert.
Abbildung 4.25: Elementverfeinerung
Das Konvergenzverhalten der Methode ist der Tabelle 4.2 zu entnehmen
[46]. Hierbei ist n die Anzahl der Knoten und J0 (un) ist das Funktional
Jn für die lineare FEM ohne Singulärfunktionen. J1 (un) und J3 (un) sind
jeweils die Werte des Funktionals Jn für eine und drei Singulärfunktionen.
Aufgrund der Symmetrie der Anordnung ergibt die Hinzunahme der un-
symmetrischen zweiten Singulärfunktion keine Verbesserung. Daher wurde
in der Tabelle auf J2 (un) verzichtet. An den zugehörigen Energiefehlern
FN,0, FN,1 und FN,3 ist erkennbar, dass sich die Konvergenz der FEM bei
Hinzunahme der ersten Singulärfunktion merklich verbessert, während das
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(a) N=2 (b) N=3
(c) N=4
Abbildung 4.26: Gitterverfeinerung
N n J0(uN ) FN,0 J1(uN ) FN,1 J3(uN ) FN,3
1 27 1,5733 0,46667 1,5422 0,43551 1,5416 0,43494
2 111 1,3912 0,28453 1,3821 0,27545 1,3821 0,27540
3 447 1,2844 0,1777 1,2787 0,17199 1,2784 0,17177
4 1791 1,2199 0,11321 1,2143 0,10764 1,2141 0,10744
5 7167 1,1798 0,07311 1,1740 0,06730 1,1738 0,06709
6 28671 1,1544 0,04768 1,1482 0,04156 1,1480 0,04135
7 114687 1,1380 0,03131 1,1318 0,02508 1,1316 0,02489
8 458751 1,1274 0,02069 1,1214 0,01469 1,1212 0,01453
9 1835007 1,1204 0,01376 1,1151 0,00840 1,1150 0,00829
Tabelle 4.2: Konvergenzstudie der FEM ohne und mit Singulärfunktionen
zusätzliche Hinzufügen der dritten Singulärfunktion nur noch zu einer ge-
ringfügigen Verbesserung führt (Abb. 4.27). Zur Erzielung guter Ergebnisse
muss bei der Auswertung der die Singulärfunktionen enthaltenden Integrale
mit sehr vielen Integrationspunkten gearbeitet werden, so wurden im Rah-
men dieser Arbeit bis zu 100 Integrationspunkte pro Element verwendet.
Dies bedeutet einen wesentlich höheren Rechenaufwand als bei der linearen
FEM, die mit einem Integrationspunkt pro Element auskommt. Aufgrund
dieses stark erhöhten Rechenaufwandes wird der Einsatz der linearen FEM
mit besonders feiner Vernetzung im Bereich der Spitze in vielen Fällen bei
vergleichbarer Genauigkeit eﬃzienter sein. Es kann angenommen werden,
dass sich dieses Verhalten bei der dreidimensionalen Implementierung ver-
stärkt. Außerdem ist mit einem störenden Einﬂuss des sich nicht mit dem
Spitzenrand überdeckenden Gitters zu rechnen. Aus diesen Gründen wurde
auf eine Implementierung für den dreidimensionalen Fall verzichtet.
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In Abschnitt 3 wurden verschiedene Methoden zur Kraftberechnung im elek-
trostatischen Feld beschrieben. Die erste dieser Methoden war die Berech-
nung nach Coulomb (3.1) beziehungsweise die sich aus der Einführung des
elektrischen Feldes ergebende Kraft (3.5). Des Weiteren wurden aus der
Methode der virtuellen Verschiebung eine Kraftdichte im elektrostatischen
Feld und der Maxwellsche Spannungstensor hergeleitet. Alle genannten Me-
thoden führen bei Anwendung auf analytisch exakte Ladungs- oder Feld-
verteilungen auf die exakte Kraftwirkung. In der numerischen Anwendung
ist jedoch zu beachten, dass das numerisch berechnete elektrostatische Feld
(4.7) nur eine Approximation der exakten Feldstärke E (r) ist. In Abb. 5.1































Abbildung 5.1: Eine FEM-Approximationslösung
Man erkennt deutlich, dass die Gesamtfunktion aus aneinander gesetzten
Dreiecken besteht, die an den Ecken und Kanten verbunden sind (s. Kapitel
4.4). So folgt aus (4.6), (4.25) und (4.28), dass das Potenzial innerhalb eines
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jeden Elements durch eine Funktion der Form
ϕ˜e (r) = ae + bex+ cey (5.1)
approximiert wird, wobei die Parameter ae, be und ce für jedes Element
andere Werte haben. Obwohl das hieraus folgende elektrische Feld






ebenfalls eine Approximation ist, erfüllt es zumindest innerhalb der Ele-
mente die zugrunde liegenden Maxwellschen Gleichungen (3.6) und (3.9) bei
Ladungsfreiheit. Wie verhält sich dies nun an den Grenzen der Elemente?
Die Anwendung von (3.7) auf die Potenzialfunktion in Abb. 5.1 ergibt ein
elektrisches Feld, das in Richtung der Kante beim Übergang zwischen den
Elementen stetig ist. Durch Anwendung des Satzes von Stokes folgt hieraus,
dass (3.6) erfüllt ist [99]. Anders verhält es sich mit dem elektrischen Feld in
Normalenrichtung der Elementkanten, da die Lösungsfunktion an den Kan-
ten einen Knick aufweist. Mit Anwendung des Gaußschen Satzes auf (3.9)
lässt sich zeigen, dass ein solches Verhalten bei einem Sprung der Dielektri-
zitätskonstanten ε (r) oder einem Ladungsbelag auf der Kante auftritt. Da
aber das Springen der Normalkomponente der elektrischen Feldstärke im
Gegensatz zu einer nicht verschwindenden Rotation des elektrischen Feldes
immerhin physikalisch ist, eignen sich die hier verwendeten linearen Kno-
tenelemente gut zur Beschreibung elektrostatischer Felder. Weil die Lösung
jetzt aber im eigentlich ladungsfreien Raum Ladungsverteilungen auf den
Kanten suggeriert, kann es bei der weiteren Auswertung des elektrischen
Feldes zu Problemen kommen. Aufgrund der besseren Anschaulichkeit wur-
de die Problematik für den 2D-Fall erläutert, die Ausführungen lassen sich
jedoch ohne Weiteres auf den 3D-Fall übertragen.
Zunächst soll die Anwendung der Coulombkraft (3.3) zur Berechnung der
Kraftwirkung auf einen Körper skizziert werden, wobei zuerst aus dem nach
Kapitel 4 berechneten elektrostatischen Feld die Ladungsverteilung auf den
Rändern berechnet werden muss. Zur Berechnung der im Volumen V be-




ρ (r) dV˜ =
∮
A
[ε (r)E (r)] dA˜, (5.3)
wobei der Gaußsche Satz zur Umformung des Volumenintegrals auf der rech-
ten Seite verwendet wurde. In Abb. 5.2 ist die Anwendung auf ein Teilstück
einer Grenzﬂäche skizziert. Da der äußere Raum ladungsfrei ist, kann das
Oberﬂächenintegral bei exakter Feldverteilung über jede die betrachtete La-
dung umschließende Hülle ausgeführt werden. Die daraus folgende Ladungs-
verteilung kann in (3.3) zur Kraftberechnung verwendet werden. Probleme
können sich bei der Anwendung auf numerische Feldlösungen ergeben, da
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(a) Integrationspfad 1
(b) Integrationspfad 2
Abbildung 5.2: Analytisch äquivalente Integrationspfade
die numerische Lösung physikalisch nicht vorhandene Ladungen im Raum
suggeriert und das Oberﬂächenintegral damit nicht mehr wegunabhängig ist.
Auch ist die Kraftberechnung wegen des über alle Ladungen auszuführende
Doppelintegrals aufwändig.
Die zweite Möglichkeit der Kraftberechnung, die sich aus der Anwendung
von (3.5) ergibt, soll hier nur mit Worten skizziert werden. Genau wie bei
der Formel nach Coulomb ist hier zunächst die Ladung zu berechnen. Dazu
wird das elektrische Feld am Ort der Ladung benötigt. Die erste Möglichkeit
hierfür ist die direkte Verwendung der numerischen Feldwerte. Leider weisen
diese im Allgemeinen am Rand der Elemente höhere Fehler als in der Ele-
mentmitte auf. Daher muss bei dieser Vorgehensweise mit systematischen
Fehlern gerechnet werden.
Eine weitere Möglichkeit ist die Berechnung der D-Feldstärke über die zuvor
bestimmte Ladung, wobei zur Vermeidung einer singulären Kraft die Ladung
ﬂächenhaft verteilt werden muss. Aus der hieraus berechneten E-Feldstärke
und dem Normalenvektor kann der Kraftvektor berechnet werden, da an den
in unserem Fall vorliegenden Randbedingungen die Kraft senkrecht auf der
Oberﬂäche stehen muss. Dies macht jedoch die Kraftberechnung an Ecken
und Kanten kompliziert, da hier die Oberﬂäche keinen eindeutigen Norma-
lenvektor besitzt. Aus dem selben Grund wie bei der zuvor beschriebenen
Methode besteht auch hier die Gefahr systematischer Fehler.
Die dritte Möglichkeit der Kraftberechnung ist die Verwendung der elek-
trostatischen Kraftdichte (3.62), die jedoch bei Anwendung auf numerisch
berechnete Feldwerte ebenfalls zu großen Fehlern führt, da auch hier die
Feldwerte am Rande des Berechnungsgebietes benötigt werden. Außerdem
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wird sie bei in der Elektrostatik oft auftretenden Materialsprüngen singulär.
Zwei weitere Möglichkeiten der Kraftberechnung ergeben sich aus dem Prin-
zip der virtuellen Verschiebung (3.45) und der Anwendung des Maxwell-
schen Spannungstensors (3.84). Beide haben sich in den letzten Jahren als
die weitaus gebräuchlichsten Methoden zur Kraftberechnung in elektrischen
und magnetischen Feldern etabliert. Im Gegensatz zu den vorher beschriebe-
nen Methoden basieren diese beiden Ansätze nicht auf der Auswertung der
Feldstärke an einzelnen Punkten der Oberﬂäche. Vielmehr tritt die Feldstär-
ke nur innerhalb von Integralen auf, was unter anderem den Vorteil hat, dass
singuläre Kraftdichten an Ecken und Kanten in den Integralen berücksich-
tigt werden können ohne numerische Probleme zu verursachen. Auch ent-
stehen aufgrund der integralen Formulierung, im Gegensatz zu den anderen
Methoden, keine systematischen Fehler. Die Literatur zum Thema Kraftbe-
rechnung in elektromagnetischen Feldern ist äußerst vielseitig. Da die Im-
plementierung der Kraftberechnung mit dem Maxwellschen Spannungsten-
sor recht aufwändig ist, wird oft das Prinzip der virtuellen Verschiebung
bevorzugt. Zu Veriﬁkationszwecken werden im Rahmen dieser Arbeit beide
Methoden angewendet. Ihre Implementierung ist in den folgenden Kapiteln
beschrieben.
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5.1 Numerische Anwendung des Prinzips der vir-
tuellen Verschiebung
Da der Federbalken des EFM mit Hilfe einer Quelle auf konstantem Poten-
zial gehalten wird, muss bei der Kraftberechnug mit der Methode der vir-
tuellen Verschiebung die Quellenenergie berücksichtigt werden (Kap. 3.4).
Dies kann durch Anwendung von (3.45) implizit erreicht werden. Die nahe-
liegendste Idee der numerischen Implementierung des Prinzips der virtuellen
Verschiebung ist vermutlich die Annäherung der eigentlich inﬁnitesimal klei-
nen Verschiebung durch zwei Simulationen [25]. Die Kraft in Richtung der





der EnergiediﬀerenzW1−W0 und der Wegdiﬀerenz s1−s0 angenähert. Die-
se Vorgehensweise erweist sich jedoch als äußerst unpraktikabel, da für die
Berechnung dreier Kraftkomponenten mindestens vier Simulationen benö-
tigt werden. Außerdem führt die Auswertung von (5.4) zu stark fehlerhaften
Ergebnissen [25].
Eine bessere Möglichkeit der Kraftberechnung mit der Methode der virtu-
ellen Verschiebung ergibt sich unter Ausnutzung der Lösungsstruktur. Den
Ansatz hierfür bildet (3.47), wobei zur Berücksichtigung der vorhandenen
Quellen das negative Vorzeichen auf der rechten Seite entfällt (vgl. Kap.
3.4). Durch Darstellung der Kraftdichte
f (r˜) =





und der virtuellen Verschiebung
δs (r˜) =









(fx (r˜) δsx (r˜) + fy (r˜) δsy (r˜) + fz (r˜) δsz (r˜)) dV˜ . (5.7)





fx (r˜) δsx (r˜) dV˜ , (5.8)









fz (r˜) δsz (r˜) dV˜ (5.10)
aufgeteilt werden. Zur numerischen Auswertung muss die virtuelle Verschie-
bung δs mit Hilfe endlich vieler Freiheitsgrade beschrieben werden. Ähn-






angesetzt, wobei N die Anzahl der Knoten auf der betrachteten Oberﬂä-
che ist. Die virtuelle Verschiebung δsx soll aus dreiecksförmigen Elementen
zusammengesetzt werden. Damit entspricht die Form der virtuellen Ver-
schiebung der Form der linearen FEM Approximationsfunktion in 2D. Im
Rahmen dieser Arbeit werden Flächenkräfte auf Oberﬂächen berechnet. Da
















fF,x (r˜)ψx,j (r˜) dA˜
(5.12)
umgewandelt werden, wobei fF,x die x-Komponente der Flächenkraftdichte
ist und die konstanten Koeﬃzienten δsx,j vor das Integral gezogen wurden.





fF,x (r˜)ψx,j (r˜) dA˜ (5.13)
zerlegt werden. Da die ψx,j (r˜) außerhalb ihrer Bereiche verschwinden, lie-
fert hier das Integral keinen Anteil. Daher muss das Oberﬂächenintegral
jeweils nur über den Bereich Aj der Funktion ψj ausgeführt werden. Un-








fF,x (r˜)ψx,j (r˜) dA˜ (5.14)
deﬁniert werden. Die vorangegangenen Überlegungen lassen sich äquivalent
auf die beiden anderen Kraftkomponenten übertragen. Damit wird die ge-
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Nach der numerischen Umsetzung der rechten Seite von (3.47) muss nun die
linke Seite in eine numerisch berechenbare Form gebracht werden. Durch
Einsetzen der elektrostatischen Feldenergie (3.19) gelangt man zu








wobei Fj die Knotenkraft nach (5.15) und
δsj (r˜) =





die virtuelle Verschiebung sind. Zur Berechnung aller Knotenkräfte muss
(5.16) einzeln auf jeden Knoten angewendet werden. Wie bereits erwähnt,
erfolgt die virtuelle Verschiebung des Knotens j bei konstantem Potenzial.
Außerdem wird angenommen, dass sowohl die Potenziale als auch die Posi-
tionen der umliegenden Knoten bei inﬁnitesimal kleiner virtueller Verschie-
bung unveränderlich bleiben. Daher ﬁndet eine Änderung der Feldenergie
nur in den direkt am Knoten j anliegenden Elementen statt und die Inte-













Hierbei wurde das Gesamtintegral als die Summe der Einzelintegrale über
die Elemente ausgedrückt. Die Darstellung des Integrals in lokalen Koordi-












wobei Je die Determinante der Jacobimatrix des Elements ist. Da in der
lokalen Darstellung die Integrationsgrenzen bei der virtuellen Verschiebung
unverändert bleiben, kann der δ-Operator in das Integral hineingezogen wer-




































wird. Die Gesamtkraft setzt sich aus der Summe zweier Anteile zusammen.
Der erste Anteil folgt aus der sich mit der Verschiebung verändernden Feld-
stärke, während der zweite Anteil die Volumenänderung der beteiligten Ele-
mente berücksichtigt. Mit den Knotenpotenzialen ϕj wird die Änderung der
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elektrischen Feldstärke (4.7) in lokalen Elementskoordinaten zu








 = −δ (J−1e )
Ne∑
j=1













gilt. Die Auswertung von (5.22) ist wegen des auf die Inverse der Jacobima-
trix angewendeten δ-Operators sehr aufwändig. Zur Umformung kann unter
Ausnutzung der Konstanz der Einheitsmatrix I bei der virtuellen Verschie-
bung

















folgt. Einsetzen in (5.22) führt auf







ϕj∇lψj (rl) , (5.26)
wobei die δ-Operation jetzt nur noch auf die Jacobimatrix, nicht auf ihre
Inverse wirkt. Bei Verwendung von (5.26) in (5.21) werden neben der Jaco-





Ihre Berechnung ist in Anhang A beschrieben.
Die numerische Implementierung des Prinzips der virtuellen Verschiebung
basiert darauf, dass die Änderung der Lösung, die durch Verschiebung eines
Knotens auftritt, aus der numerischen Lösung der Feldverteilung berechnet
werden kann. Wie dies für die FEM mit lokalen Ansatzfunktionen funktio-
niert, wurde oben beschrieben. Die Umsetzung auf die mit Singulärfunktio-
nen angereicherte FEM (s. Kap. 4.5.2) scheitert jedoch daran, dass nicht
bekannt ist, wie sich die virtuelle Feldänderung auf die linearen und die
singulären Ansatzfunktionen verteilt. Für die Berechnung der Kräfte aus ei-
ner mit Hilfe der angereicherten Methode der ﬁniten Elemente berechneten
Feldlösung ist das Prinzip der virtuellen Verschiebung daher nicht geeignet.
Im Rahmen dieser Arbeit werden bewegte Strukturen betrachtet. Mit Hil-
fe einer ALE-Formulierung (arbitrary Lagrangian Eulerian) wird dabei die
Form des FE-Berechnungsgitters der Formänderung angepasst [6]. Hierbei
werden die Koordinaten der Knotenpunkte angepasst, nicht jedoch der Zu-
sammenhang der Elemente. Anschaulich ergibt sich die dabei auftretende
Verformung des Gitters wie die eines elastischen und masselosen Mediums,
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das durch die sich verändernde Geometrie des Berechnungsraumes gedehnt
und gestaucht wird. Die Kraftberechnung benötigt die Knoten auf denen
Kräfte berechnet werden und die an diesen anliegenden Elemente. Da sich
diese wegen der ALE-Formulierung trotz des veränderlichen Gitters nicht
ändern, kann die Extraktion dieser Informationen aus dem FE-Gitter vor
der Simulation erfolgen und muss nicht in jedem Berechungsschritt wieder-
holt werden. Daher wurde die Kraftberechnung in zwei Schritte unterteilt.
Der erste Schritt ist die Extraktion der zur Kraftberechnug benötigten Kno-
ten und Elemente vor der Simulation. Da dieser rechenaufwändige Schritt
dann nicht mehr während der Simulation erfolgen muss, kann die eigentli-
che Kraftberechnnug im zweiten Schritt eﬃzient arbeiten. Die für die In-
itialisierung und die Kraftberechnung implementierten Funktionen heißen
VW_KraftInit und VW_GetKnotenKraft.
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5.2 Numerische Anwendung des Maxwellschen Span-
nungstensors
In Kapitel 5 wurde erläutert, dass numerisch berechnete Felder bei der Kraft-
berechnung zu Problemen führen können, weil in der numerischen Lösung
auch im eigentlich ladungsfreien Raum zwischen den Elementen implizit La-
dungsverteilungen enthalten sind. Bei Anwendung des Maxwellschen Span-
nungstensors hat dies zur Folge, dass für eine solche Näherungslösung das
Integral (3.84) nicht mehr unabhängig vom Integrationsweg ist. Aufgrund
dieser Problematik kommt es leicht zu Unsicherheiten bei der Anwendung
des Maxwellschen Spannungstensors, was auch ein Grund für die Bevorzu-
gung des Prinzips der virtuellen Verschiebung sein kann. Ein Vorteil des
Maxwellschen Spannungstensors ist jedoch, dass zu seiner Berechnung aus-
schließlich die zuvor berechneten Feldwerte benötigt werden. Er kann daher
auf die Ergebnisse beliebiger numerischer Verfahren angewendet werden, da,
im Gegensatz zur Methode der virtuellen Verschiebung, die Darstellungs-
form der Felder unerheblich ist. Daher ist auch die Anwendung auf die in
Kapitel 4.5.2 beschriebene mit Singulärfunktionen angereicherte FEM mög-
lich.
Für die Anwendung des Maxwellschen Spannungstensors zur Kraftberech-
nung muss zunächst ein Integrationsweg festgelegt werden (vgl. Kap. 3.6).
Hierbei wird das Hüllenintegral innerhalb des leitenden Materials geschlos-
sen, wo der Maxwellsche Tensor wegen E = 0 verschwindet (Abb. 5.3).
Abbildung 5.3: Integrationsweg zur analytischen Kraftberechnung in 2D
Aus diesem Grunde muss nur im Außenraum integriert werden. Dabei sollten
Integrationen entlang oder in der Nähe von Elementübergängen vermieden
werden, da die Feldwerte hier die größten Fehler aufweisen [107]. In Abb. 5.4
sind der im Rahmen dieser Arbeit gewählte Verlauf des Integrationsweges
und die zugehörigen Normalenvektoren innerhalb eines Elements in 2D zu
sehen.
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Abbildung 5.4: Integrationsweg und Normalenvektoren zur numerischen
Kraftberechnung in 2D
Er verbindet den Elementmittelpunkt mit den Mittelpunkten der Element-
kanten. Die weitere Berechnung für den zweidimensionalen Fall erfolgt am




Abbildung 5.5: Mittelpunktsberechnung in 2D
Es soll die Kraft auf den Knoten xk berechnet werden. Der Mittelpunkt des












, i = 1, 2. (5.28)
Hieraus können Streckenvektoren der einzelnen Integrationsabschnitte
si =m− ki, i = 1, 2 (5.29)
berechnet werden. Die Normalenvektoren ni werden durch Vertauschen und






ni, i = 1, 2 (5.30)
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größer Null, so zeigt der betrachtete Normalenvektor nach außen. Andern-
falls muss seine Richtung umgekehrt werden.
In 3D wird der Integrationspfad entprechend aus Dreiecksﬂächen zwischen
dem Mittelpunkt des Tetraederelements, einem Seitenﬂächenmittelpunkt





Abbildung 5.6: Mittelpunktsberechnung in 3D
Diese Vorgehensweise gewährleistet das lückenlose Anknüpfen der Integra-
tionspfade nebeneinanderliegender Knoten. Nur so wird bei der Berechnung
von Kräften auf zusammenhängenden Oberﬂächen die gesamte Fläche be-
rücksichtigt. Analog zu der Vorgehensweise in 2D erfolgt die Berechnung des








Genauso werden die Seitenﬂächenmittelpunkte und die Kantenmittelpunkte











, i = 1, 2, 3 (5.33)
berechnet. Die Integrationsﬂächen werden durch die Normalenvektoren
An =
(di −m)× (kj −m)
2
, i = 1, 2, 3 j = 1, 2, 3 j 6= i (5.34)
mit allen Permutationen i, j mit i 6= j gebildet. Die Integration innerhalb
eines Elements wird also als Summe von sechs Integralen über ebene Flächen





An, n = 1, 2, .., 6 (5.35)
5.2. Numerische Anwendung des Maxwellschen Spannungstensors 82
wird geprüft, ob der jeweilige Normalenvektor nach außen zeigt. Eine typi-


























Abbildung 5.7: Intergrationsoberﬂäche für eine Knotenkraft in 3D
Hier lässt sich die wesentlich aufwändigere Implementierung im Vergleich
zum Prinzip der virtuellen Verschiebung erahnen, da für jede Teilﬂäche die
Normalenvektoren berechnet und gespeichert werden müssen. In Abbildung
5.8 ist eine Integrationsoberﬂäche für die Berechnnug einer Knotenkraft auf
einer Kugel zu sehen. Die Abbildung 5.9 zeigt die Lage der Integrationso-
berﬂäche innerhalb der Elemente der FEM.
Abbildung 5.8: Integrationsoberﬂäche auf Kugel
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Abbildung 5.9: Verlauf der Integrationsoberﬂäche innerhalb der Elemente
Ähnlich wie bei der Implementierung der Methode der virtuellen Verschie-
bung wurden die Initialisierung und die eigentliche Kraftberechnung zur
Reduzierung des Rechenaufwandes in zwei Teile unterteilt. Die Initialisie-
rung wird dabei nur einmal vor Beginn der Simulation aufgerufen. Hierauf
aufbauend wird dann die Kraftberechnung in jedem Rechenschritt nach der
Berechnung der elektrischen Felder durchgeführt. Dies erfolgt mit Hilfe der
Funktionen MST_KraftInit und MST_GetKnotenKraft.
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5.3 Vergleichbarkeit beider Kraftberechnungsme-
thoden
Zum Zweck der Kontrolle wurden für die Kraftberechnung sowohl das Prin-
zip der virtuellen Verschiebung als auch die Berechnung über den Maxwell-
schen Tensor implementiert. Hierfür muss sicher gestellt sein, dass beide
Methoden bei richtiger Implementierung auf die gleichen Knotenkräfte füh-
ren. Aus den Ausführungen der Kapitel 5.1 und 5.2 geht hervor, dass es
sich bei den Knotenkräften nicht um in der Realität vorhandene Kräfte
handelt. Vielmehr sind in ihnen die auf die umliegenden Bereiche verteil-
ten Kraftdichten zusammengefasst. Ein Vergleich ist nur möglich, wenn dies
bei beiden Methoden in gleicher Weise geschieht. Im Folgenden soll dies für
die im Rahmen dieser Arbeit durchgeführten Implementierungen untersucht
werden.
Da bei der virtuellen Verschiebung eines Knotens alle anderen Knoten unver-
ändert bleiben, ergibt sich für einen dreieckigen Teilbereich der Kraftﬂäche
die in Abbildung 5.10 dargestellte Situation.
rd
Abbildung 5.10: Virtuelle Verschiebung eines Knotens
Wegen der innerhalb eines Elements konstanten Feldstärke ist auch die Flä-
chenkraftdichte über die Angriﬀsﬂäche homogen verteilt. Durch Herauszie-
hen der Flächenkraftdichte fF,x aus dem Integral wird die x-Komponente




ψx,j (r˜) dA˜, (5.36)









ψi (ξ, η) JDdξ dη (5.37)
ergibt. Hierbei ist die Determinante JD der Jacobimatrix des Teilbereichs
durch die Determinante der Jacobimatrix (A.3) gegeben. Die Erweiterung
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Dabei ist der Wert des Integrals und damit die Knotenkraft vom Index j
der Formfunktion ψj (ξ, η) unabhängig. Die gesamte auf den dreieckförmigen
Oberﬂächenauschnitt wirkende Kraft FD wird also beim im Rahmen dieser
Arbeit implementierten Prinzip der virtuellen Verschiebung gleichmäßig auf
die drei anliegenden Knoten verteilt.
Zur Untersuchung der Kraftverteilung bei Anwendung des Maxwellschen
Spannungstensors wird der in Abbildung 5.11 dargestellte Teil einer Oberﬂä-
che betrachtet. Aufgrund der in Kapitel 5.2 beschriebenen Integrationspfade
werden an den Knotenpunkten jeweils die Kraftdichteverteilungen innerhalb
der sie umschließenden schraﬃerten Flächen zusammengefasst.
Abbildung 5.11: Verteilung der Kraftdichte auf die Knoten mit dem Max-
wellschen Spannungstensor








Abbildung 5.12: Teilﬂäche eines Elements
Mit den Vektoren x1 bis x3 zu den Eckpunkten des Dreiecks wird sein Mit-
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telpunkt (5.32) zu
d =
x1 + x2 + x3
3
. (5.39)


























(x2 − x1)× (x3 − x1)
2
, (5.42)
was genau einem Drittel der Gesamtﬂäche des Dreiecks entspricht. Da die
Kraftdichte innerhalb des Dreiecks konstant ist, wird dem Knoten x1 die
Kraft




zugeordnet, was genau einem Drittel der gesamten auf das Dreieck wirken-
den Kraft entspricht. Da keine Forderungen an die Geometrie des Dreiecks
gestellt wurden, muss die Rechnung für jeden der drei Knoten zu dem sel-
ben Ergebnis kommen. Hieraus ergibt sich unmittelbar, dass die Gesamtkraft
wie bei der virtuellen Verschiebung gleichmäßig auf alle drei Knoten verteilt
wird.
Es sei an dieser Stelle angemerkt, dass der Mittelpunkt eines Dreiecks auf
verschiedene Arten deﬁniert werden kann. Der Schnittpunkt der Winkelhal-
bierenden oder der Mittelsenkrechten sind nur zwei Beispiele. Jedoch führt
nur die Deﬁnition nach (5.32) zu einer gleichmäßigen Aufteilung der Kraft
auf die Knoten.
Es wurde gezeigt, dass beide im Rahmen dieser Arbeit implementierten
Kraftberechnungsmethoden theoretisch zu exakt identischen Knotenkräf-
ten führen. Da die Untersuchung des zweidimensionalen Falles trivial ist,
wurden die Ausführungen in diesem Kapitel auf den dreidimensionalen Fall
beschränkt. Aufgrund der festgestellten direkten Vergleichbarkeit konnten
beide Methoden gut veriﬁziert werden. Es ergab sich auch bei den auf nume-
rische Feldwerte angewendeten Kraftberechnungsmethoden in allen Fällen
eine exakte Übereinstimmung der Knotenkräfte.
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5.4 Test der numerischen Kraftberechnung
In diesem Kapitel werden die durchgeführten Implementierungen des Prin-
zips der virtuellen Verschiebung und des Maxwellschen Spannungstensors
anhand analytisch berechenbarer Beispielen in 2D und 3D getestet. Zunächst
werden dabei Modelle verwendet, die nur Dirichlet- und verschwindende
Neumannrandbedingungen enthalten, da sich derartige Randbedingungen
auch bei einer reinen FEM-Formulierung ohne Ankopplung der Methode
der Randelemente (BEM) berücksichtigen lassen. Aus diesem Grunde eig-
nen sich diese Modelle gut zur ersten Erprobung der Kraftberechung. Wei-
tere Testbeispiele, die bereits als vereinfachte Modelle der Spitze des EFM
verwendet werden können, beinhalten oﬀene Randbedingungen. Hier kommt
teilweise die FEM / BEM Formulierung zum Einsatz [7] [6].
5.4.1 Das Segment eines Zylinderkondensators in 2D
Als erste Testanordnung für 2D wird ein Viertel eines idealen Zylinderkon-
densators der Länge l betrachtet (Abb. 5.13). Die vorgegebenen Potenziale
auf den Elektroden werden als Dirichletbedingungen ins Modell eingebracht,
während die verschwindende Normalenkomponente des elektrischen Feldes







Abbildung 5.13: Zylinderkondensator in 2D
Das elektrische Potenzial ϕ (r, φ), die elektrische Feldstärke E (r, φ) und
die auf die innere Elektrode wirkende Flächenkraftdichte fF (r = Ri, φ) sind
analytisch durch
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und













gegeben. Damit ergibt sich die gesamte auf die innere Elektrode wirkende













Mit l = l0 = Ri = 1, Ra = 3, U0 = 1V wird die exakte Kraft zu Fx =
Fy = 3, 668 pN . In Abbildung 5.14 ist die x-Komponente der numerisch be-
rechneten Gesamtkraft für verschiedene Berechnungsgitter über der Anzahl
der Gitterknoten aufgetragen. Während der Fehler bei 45 Knotenpunkten
noch ungefähr bei 20% liegt, beträgt er bei 6872 Knotenpunkten nur noch
0, 8%. Mit feiner werdender Diskretisierung konvergiert die Kraft also sehr
gut gegen den exakten Wert. Da sich die y-Komponente der Kraft praktisch















F x  a n a l y t i s c h
F x  n u m e r i s c h
Abbildung 5.14: Kraftwirkung in Abhängigkeit der Knotenanzahl
5.4.2 Das Segment eines Kugelkondensators in 3D
Im zweiten Testbeispiel soll die dreidimensionale Kraftberechnung veriﬁziert
werden. Hierfür wird ein Segment eines Kugelkondensators (Abb. 5.15) be-
trachtet.





Abbildung 5.15: Segment eines Kugelkondensators
Die analytischen Ausdrücke für das elektrische Potenzial ϕ (r, φ), das elek-
trische Feld E (r, φ) und die auf die innere Elektrode wirkende Flächenkraft-
dichte fF (r = Ri, φ) sind







































Mit Ri = 1, Ra = 3, U0 = 1V wird die exakte Kraft Fx = Fy = −Fz =
7, 823 pN . In Abbildung 5.16 ist die x-Komponente der numerisch berech-
neten Gesamtkraft für verschiedene Berechnungsgitter über der Anzahl der
Gitterknoten aufgetragen. Auch hier ist eine gute Konvergenz erkennbar, wo-
bei der Fehler beim gröbsten Gitter nun bei ca. 40% liegt und mit feinerer
Vernetzung auf 3, 5% zurückgeht.











F x  a n a l y t i s c h
F x  n u m e r i s c h
Abbildung 5.16: Kraftwirkung in Abhängigkeit der Knotenanzahl
5.4.3 Ein EFM-Spitzenmodell in 2D
Im dritten Testbeispiel (Abb. 5.17) wird die Kraftwirkung auf den unendlich




Abbildung 5.17: Zylinder über unendlich ausgedehnter Fläche in 2D
Dies kann bereits als einfaches zweidimensionales Modell der Spitze eines
EFM verwendet werden. Mit Hilfe der Spielgelungsmethode erhält man die
exakten Ausdrücke für das elektrostatische Potenzial und das elektrische
Feld
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Zur Berechnung dieses Beispiels mit der unverkoppeleten FEM wird das
Modell mit Neumannrandbedingungen begrenzt werden. Es zeigt sich eine
sehr starke Abhängigkeit der berechneten Kraft von den gewählten Rand-
bedingungen. So wird das elektrische Feld oberhalb des Zylinders durch die
Neumannbedingungen geschwächt, wodurch die in diesem Bereich wirken-
de Zugspannung geringer wird. Auf Grunde dieses systematischen Fehlers
sind die mit der FEM berechneten Werte für die Kraft zwischen Zylinder
und Grundplatte deutlich zu groß. Dieses Problem kann durch Einsatz der
gekoppelten FEM / BEM behoben werden [6]. So kann der Fehler der mit
diesem Ansatz berechneten Kraft auf 1, 7% bei 7210 Freiheitsgraden redu-
ziert werden.
5.4.4 Ein EFM-Spitzenmodell in 3D
Für das vierte Testbeispiel wird der Zylinder des vorigen Beispiels durch




Abbildung 5.18: Kugel über unendlich ausgedehnter Fläche in 3D
Hierbei handelt es sich bereits um ein geläuﬁges dreidimensionales Modell
für die Spitze eines EFM über einer ebenen und leitfähigen Probenoberﬂä-
che. Mit Hilfe der Spiegelungsmethode lassen sich das Potenzial und das
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4 (d+ zn) + 2D
(5.59)
































































2 (d+ zn) +D
(5.65)
verwendet werden, was dem in [29] gegebenen Ausdruck entspricht. Hierbei
ist interessant, dass die Audrücke 5.61 und 5.62 nur für den Fall unendlich
vieler Summenglieder identische Werte für die Kraft liefern. Der Grund hie-
für ist, dass die Äquipotenzialﬂäche U0 (5.62) der Ersatzanordnung nur für
unendlich viele Ladungen exakt der gewünschten Kugelform entspricht. Da
die kn aber sehr schnell gegen Null konvergieren, können die Reihen bereits
nach wenigen Termen abgebrochen werden, ohne dass dabei ein großer Feh-
ler entsteht. Die Gesamtkraft ergibt sich mit U0 = 1V , D = 40 und d = 20
zu 13, 426 pN . In Abbildung 5.19 ist die analytisch berechnete Kraftdichte-
verteilung auf der Kugel zu sehen.
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Abbildung 5.19: Analytische Kraftdichteverteilung
Aufgrund der Rotationssymmetrie ist die Kraftdichte unabhängig vom Azi-
mutwinkel φ. Das Minimum des Betrags der Kraftdichte tritt auf der von
der Probe abgewandten Seite (θ = 0) auf, während das Maximum auf der
der Probe zugewandten Seite (θ = π) erreicht wird.
Aus den numerische berechneten Knotenkräften (Abb. 5.20) kann durch In-
terpolation eine Kraftdichteverteilung (Abb. 5.21) berechnet werden.
Abbildung 5.20: Numerische Knotenkräfte
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Abbildung 5.21: Numerische Kraftdichteverteilung
Es ist deutlich zu sehen, dass der numerisch berechnete Kraftdichteverlauf
nicht rotationssymmetrisch ist, da das Gitter der FEM keine Rotations-
symmetrie aufweist. Dennoch scheinen die prinzipielle Verteilung und die
Größenordnung mit den analytisch berechneten Werten (Abb. 5.19) über-
einzustimmen. In Abbildung 5.22 ist jeweils der Verlauf der z-Komponente
der analytisch und der numerisch berechneten Kraftdichte vom oberen Pol
( θ
π
= 0) bis zum unteren Pol ( θ
π
= 1) dargestellt. Hierbei wurde die Kraft-
dichte aus der Mittelung entlang eines Streifens in azimutaler Richtung be-
stimmt. Da die Kraftdichte orthogonal zur Kugeloberﬂäche wirkt, ergibt
ihr Integral über die obere Kugelhälfte eine in positive z-Richtung wirken-
de Kraft, während die resultierende Kraft auf der unteren Kugelhälfte in
negative z-Richtung wirkt. Aufgrund der Rotationssymmetrie verschwinden
die anderen Kraftkomponenten. In Abbildung 5.24 ist die Gesamtkraft, die
auf eine Teilkugel bis zum Winkel θ wirkt, zu sehen. Hier wird deutlich,
dass bei Vernachlässigung der auf die obere Kugelhälfte wirkende Kraft-
dichte bei der Berechnung der Gesamtkraft ein Fehler von ungefähr 60%
gemacht werden würde. Vergleichsrechungen mit der ungekoppelten FEM
und Neumannrandbedingungen in Kugelnähe bestätigen diesen Wert, da
hier Kraftwerte berechnet wurden die mehr als 50% zu groß waren. Dieser
Fehler konnte klar auf die Neumannrandbedingungen zurückgeführt werden,
da er auch bei feinerem Gitter erhalten blieb. Bei ausreichendem Abstand
zu den Rändern und der Verwendung von 6180 Knoten wird die Kraft zu
14, 25 pN berechnet. Dies entspricht einem Fehler von 6%.
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Abbildung 5.23: Numerische Kraftdichte in Abhängigkeit des Winkels Θ
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In diesem Kapitel werden die im Rahmen dieser Arbeit implementierten Me-
thoden auf die Berechnung der an einem EFM wirkenden Kräfte angewendet.
Zum Zweck des Vergleichs werden dabei zunächst einige Beispiele aus der
Literatur verwendet. Da die Literatur im Allgemeinen den Einﬂuss des Fe-
derbalkens vernachlässigt, beschränken sich die Berechnungen zunächst auf
die Spitze des EFM. Im letzten Beispiel wird der Federbalken in die Berech-
nung einbezogen.
In [54] wird ein analytischer Ausdruck für die Kraft zwischen einer Elek-
trode und einer unendlich ausgedehnten Ebene hergeleitet. Hierbei wird die
Näherung verwendet, dass die elektrischen Feldlinen kreisförmig verlaufen
und sich das Feld zwischen jeweils zwei Punkten auf der Spitze und der Pro-
be wie innerhalb eines idealen Plattenkondensators verhält. Zur Validierung
wird das Modell an dem auch in Kapitel 5.4.4 dieser Arbeit beschriebenen
analytisch berechenbaren Beispiel einer Kugel über einer unendlich ausge-
dehnten leitenden Fläche getestet. Die mit Hilfe des vereinfachten Modells
berechnete Kraftwirkung stimmt sehr gut mit der analytisch exakten Kraft
überein. Hieraus schließen die Autoren, dass das Modell auch für eine ko-
nusförmige Spitze über einer unendlich ausgedehnten Ebene gute Ergebnisse
bringt, was durch Vergleich mit anderen Veröﬀentlichungen validiert wird.
Da das Modell jedoch Rotationssysmmetrie voraussetzt, kann mit ihm nicht
der Einﬂuss des Federbalkens berechnet werden. Im Rahmen dieser Arbeit
wird das Modell der konusförmigen Spitze (Abb. 6.1) über der unendlich
ausgedehnten leitenden Ebene verwendet, um die implementierten numeri-
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schen Verfahren zu veriﬁzieren. Hierbei wurde
U = 1V, H = 20µm, h = 100nm, θ = 15◦ (6.1)
gewählt, wobei θ der halbe Öﬀnungswinkel der Spitze ist. Die berechnete
Kraft betrug 29, 6 pN was im Vergleich zu der in [54] angegebenen Nähe-




Abbildung 6.1: Konische EFM Spitze über leitender Ebene
In [9] wird die elektrostatische Kraftwirkung bei verschiedenen Spitzengeo-
metrien untersucht. Die Spitzen werden hierbei mit den in Abbildung 6.2
gegebenen Parametern charakterisiert. Im Rahmen dieser Arbeit wurden
die Geometrien nach Tabelle 6.1 bei d = 50nm, d = 100nm und d = 1µm
untersucht, wobei zwischen Spitze und Probe die Spannung U0 = 1V ange-
nommen wurde.
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Spitze R/nm θ/◦ L/µm
A1 10 10 4
A2 20 10 4
B1 50 35 4







Die in [9] angegebenen Kraftwirkungen ließen sich mit Hilfe der Methode der
Ersatzladungen gut reproduzieren. Die Ersatzladungen qi := q (ri) wurden
dabei mit größer werdendem Abstand entlang der Spitzenachse angeordnet,
während die Vorgabe des Potenzials am Rand der Spitze (ϕn := ϕ (rn))
erfolgte (Abb. 6.3).
Abbildung 6.3: Mit der Ersatzladungsmethode berechnete Potenzialvertei-
lung für die Spitze A1
6. Simulation des elektrostatischen Kraftmikroskops 99
Spitze d = 50nm d = 100nm d = 1µm
A1 19, 1 pN 14, 2 pN 3, 7 pN
A2 22, 7 pN 20 pN 3, 8 pN
B1 74, 6 pN 56 pN 15, 8 pN
B2 107, 6 pN 63, 6 pN 20, 6 pN
Tabelle 6.2: Mit der Ersatzladungsmethode berechnete Kräfte
Hieraus folgt für jede Potenzialvorgabe eine Gleichung












Aus diesem Gleichungsystem können die Koeﬃzienten ki bestimmt werden





gilt. Hier wird die Nähe zur Spiegelungsmethode (Kap. 5.4) deutlich. Ein ent-
scheidender Unterschied ist jedoch, dass bei der Methode der Ersatzladungen
zum Erhalt der Koeﬃzienten ki zunächst ein lineares Gleichungssystem ge-
löst werden muss. Auch ergeben sich im Gegensatz zur Spiegelungsmethode
keine exakten Ausdrücke oder konvergierenden Reihen für das Potenzial [71]
[122]. Außerdem werden die Vorgaben für das Potenzial nur in Punkten rn,
nicht auf der gesamten Spitze erfüllt. Dies erschwert die Handhabung der
Methode, da besonders bei Spitzen mit großem Öﬀnungswinkel und vielen
Koeﬃzienten ki das Gleichungssystem (6.2) schlecht konditioniert sein kann.
Dennoch konnten die in [9] gegebenen Kräfte für die in Tabelle 6.1 aufge-
listeten Spitzen sehr gut reproduziert werden (Tabelle 6.2). Mit Hilfe der
Methode der virtuellen Verschiebung bzw. des Maxwellschen Spannungs-
tensors wurden die in Abbildung 6.4 dargestellten Knotenkräfte berechnet.
Die Anwendung auf die in Tabelle 6.1 aufgelisteten Spitzen führt auf die
Kräfte in Tabelle 6.3.
Abbildung 6.4: Numerisch berechnete Knotenkräfte für die Spitze A1
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Spitze d = 50nm d = 100nm d = 1µm
A1 20, 2 pN 15, 0 pN 3, 7 pN
A2 24, 1 pN 18.8 pN 4 pN
B1 70, 3 pN 59, 7 pN 16, 1 pN
B2 116, 8 pN 68, 8 pN 18, 1 pN
Tabelle 6.3: Numerisch berechnete Kräfte
Für alle Spitzen zeigt sich eine sehr gute Übereinstimmung zwischen der
Berechnung mit der FEM und der Methode der Ersatzladungen (Tab. 6.2).
Der maximale Fehler der Kraftberechnung liegt bei knapp 9% bei der Spitze
B2 im Abstand 50nm. Bemerkenswert ist auch, dass die berechneten Kräfte,
besonders bei den Spitzen mit kleinem Rundungsradius, bereits bei geringer
Dichte des FE Gitters sehr gut sind. Auch kann die in [9] getroﬀene Aussa-
ge, dass der Einﬂuss des Spitzenendes bei kleinem Rundungsradius geringer
wird, bestätigt werden. Im Gegensatz zur reinen Atomkraftmikroskopie wird
also die Genauigkeit der Messung unter Verwendung einer besonders schar-
fe Spitze nicht unbedingt besser, da dann der Einﬂuss des weiter entfernt
liegenden Spitzenteils und des Federbalkens im Verhältnis größer werden.
Als letztes Beispiel werden die implementierten Berechnungsverfahren auf
den in Abbildung 6.5 dargestellten vorderen Teil des EFM angewendet. Es
ergibt sich die in Abb. 6.6 dargestellte Knotenkraftverteilung.
Abbildung 6.5: FEM-Teil des EFM-Modells
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Abbildung 6.6: Kraftwirkung auf das EFM
Wie bereits in den vorangegangenen Beispielen kann auch hier aus den ge-
zeigten Knotenkräfte nicht direkt auf die Kraftdichteverteilung geschlossen
werden, da die Größe der Kraftﬂächen um die Knoten berücksichtigt werden
müssen. Dennoch ist deutlich zu erkennen, dass die größte Knotenkraft an
der Spitze auftritt. In der Literatur wird immer wieder auf den Einﬂuss des
Federbalkens auf die Messung hingewiesen [9] [113]. Dies wird auch durch
die Kraftverteilung in Abb. 6.6 bestätigt. Oﬀensichtlich spielen die Kräfte
an den Ecken und Kanten des Federbalkens hierbei eine entscheidene Rol-
le. Die in [51] durchgeführte gekoppelte mechanisch-elektrische Berechnung
führt auf die in Abb. 6.7 gezeigten Verformungen.





Diese Arbeit ist Teil einer im Rahmen des Graduiertenkollegs geführten Ko-
operation zwischen dem Institut für theoretische Elektrotechnik (TET), dem
Institut für Baumechanik und numerische Mechanik (IBNM) an der Leibniz
Universität Hannover. Ziel der Zusammenarbeit ist die Entwicklung und Im-
plementierung eines Simulationsmodells für mikroelektromechanische Syste-
me, wobei als Beispiel ein elektrostatisches Kraftmikroskop (EFM) dient.
Das EFM ermöglicht die Messung elektrischer Felder und Kräfte mit extrem
hoher Auﬂösung. Zur Auswertung wird die Auslenkung eines Federbalkens in
eine elektrische Spannung umgesetzt und im Allgemeinen als graﬁsche Dar-
stellung des Probenproﬁls ausgegeben. Die Genauigkeit der Messung hängt
hierbei nicht unwesentlich davon ab, in welchem Maße Störeﬀekte erkannt
und aus den Messdaten herausgeﬁltert werden können. So werden die Mes-
sungen üblicherweise durch physikalische Modelle des Messprozesses veriﬁ-
ziert. Die erreichbare Genauigkeit steht damit im direkten Zusammenhang
mit den verwendeten Modellen. Da die Funktion des EFM auf dem verkop-
pelten Wirken mechanischer und elektrischer Phänomene beruht, bestehen
im Allgemeinen auch die Modelle aus einem elektrischen und einem mecha-
nischen Teil. Üblicherweise werden bei ihrer Modellierung starke Vereinfa-
chungen getroﬀen. So wird im elektrischen Modell meist nur die Wechsel-
wirkung der Spitze mit der Probe, nicht aber der Einﬂuss des Federbalkens,
berücksichtigt. Vielfach wird hierbei sowohl das mechanische als auch das
elektrische Verhalten mit Hilfe von konzentrierten Elementen beschrieben.
Das im Rahmen dieser Arbeit entwickelte Simulationsmodell beschreibt den
Messprozess sehr genau, da das EFM durch die zugrunde liegenden parti-
ellen Diﬀerentialgleichungen beschrieben wird, wobei auf elektrischer Seite
die elektrostatische Näherung verwendet wird. Zur Berechnung der Feldver-
teilung wird ein auf das Problem angepasstes Galerkinverfahren verwendet.
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Hierfür wurde in der vorliegenden Arbeit ein Ansatz untersucht, mit dem der
nicht lineare Verlauf des elektrischen Potenzials und der Feldstärke im Be-
reich der extrem scharfen Spitze besser numerisch dargestellt werden kann.
Das Verfahren kombiniert lineare Formfunktionen im überwiegenden Teil
des Berechnungsgebietes mit speziellen Ansatzfunktionen in Spitzennähe.
Durch eine Wichtungsfunktion werden die Spitzenfunktionen mit wachsen-
der Entfernung zur Spitze aus der Lösung ausgeblendet. Mit diesem Ansatz
konnte für den zweidimensionalen Fall eine Verbesserung der Genauigkeit
und der Konvergenz im Vergleich zur rein linearen FEM erreicht werden.
Aufgrund der wesentlich höheren benötigten Rechenleistung wurde jedoch
auf eine Implementierung für den dreidimensionalen Fall verzichtet.
Die mechnischen und elektrischen Aspekte des EFM werden im Rahmen
der Kooperation getrennt modelliert und durch eine Schnittstelle gekoppelt.
Über diese Schnittstelle werden die vom elektrischen Teil berechneten Kräf-
te an den mechanischen Teil übergeben. Während in der Literatur vielfach
nur eine am Ende der Spitze angreifende Kraft berücksichtigt wird, berech-
net das im Rahmen dieser Arbeit erstellte elektrische Simulationsmodell die
Kraftverteilung auf dem gesamten EFM. Basierend auf dem physikalischen
Grundprinzip der Energieerhaltung wurde hierfür die Entwicklung zweier
Methoden zur Berechnung elektrostatischer Kraftverteilungen aus numeri-
schen Feldlösungen aufgezeigt. Sowohl bei der Anwendung der Methode der
virtuellen Verschiebung als auch bei der Integration des Maxwellschen Span-
nungstensors müssen hierbei die speziellen Eigenschaften des Verfahrens zur
numerischen Feldberechnung beachtet werden. So werden die Maxwellschen
Gleichungen durch die Galerkinmethode nur näherungsweise erfüllt. Dies
hat unter anderem zur Folge, dass das Integral des Maxwellschen Span-
nungstensors nicht mehr, wie im analytischen Fall, vom Weg unabhängig
ist. Aus diesem Grund wird vielfach die Methode der virtuellen Verschie-
bung bevorzugt. Während jedoch die numerische Formulierung der Methode
der virtuellen Verschiebung speziell auf die FEM angepasst ist, funktioniert
die Kraftberechnung über den Maxwellschen Spannungstensors weitestge-
hend unabhängig von der numerischen Methode der Feldberechnung. Daher
ist sie gut auf die im Rahmen dieser Arbeit verwendeten Kombination von
linearen und speziellen Ansatzfunktionen in Spitzennähe anwendbar. Da es
jedoch an lückenlosen Beschreibungen zur Vorgehensweise bei der numeri-
schen Kraftberechung mit dem Maxwellschen Spannungstensor mangelt und
die richtige Anwendung Gegenstand zahlreicher Diskussionen ist, wurde im
Rahmen dieser Arbeit parallel das Prinzip der virtuellen Verschiebung im-
plementiert. Hierbei gelang es die Ergebnisse beider Verfahren zur Deckung
zu bringen. Weitere Kontrollen der Kraftberechnung erfolgten durch Ver-
gleich mit analytischen und numerischen Berechnungen an verschiedenen
Testanordnungen. Sie ergaben in allen Fällen eine sehr gute Übereinstim-
mung. Mit der Untersuchung und Ausführung der genannten Aspekte ist
die vorliegende Arbeit ein wichtiger Teil der Kooperation zur Simulation
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des EFM.
Nachdem die Ergebnisse dieser Arbeit erfolgreich mit Hilfe analytischer
Rechnungen und Angaben aus der bekannten Literatur veriﬁziert wurden,
wäre im Rahmen weiterführender Arbeiten eine Anwendung auf den prakti-
schen Messprozess des EFM sinnvoll. So ist es denkbar, für zunächst einfache
Anordnungen, wie das EFM über einer möglichst ebenen leitenden Fläche
die Messung mit der Simulation zu vergleichen. In weiteren Schritten wäre
dann eine Erweiterung auf kompliziertere Probenstrukturen möglich. Eine
Erhöhung der Genauigkeit der im Rahmen dieser Arbeit als Prototypen auf
der Basis von Matlab implementierten Programme könnte hierfür durch eine
Umsetzung in eine Hardware nähere Sprache wie C erreicht werden.
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Anhang A
Die Jacobimatrix der FEM
und ihre virtuelle Änderung
Bei der Methode der ﬁniten Elemente müssen Transformationen zwischen
den globalen Koordinaten und den lokalen Elementskoordinaten durchge-
führt werden. Für den zweidimensionalen Fall (Abb. A.1) gilt








Abbildung A.1: Lokale und globale Koordinaten in 2D
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Analog ergibt sich für die Jacobimatrix in 3D
Je =

 x2 − x1 y2 − y1 z2 − z1x3 − x1 y3 − y1 z3 − z1
x4 − x1 y4 − y1 z4 − z1

 = ( X Y Z ) , (A.4)
Im Rahmen der numerischen Implementierung der Methode der virtuellen












































































Mit der Determinante der Jacobimatrix
Je = X [Y× Z] = Y [X× Z] = Z [X×Y] (A.9)
























Für die im Rahmen dieser Arbeit durchgeführten Integrationen wurde die
Gauß-Legendre Quadratur verwendet. Dieses Verfahren basiert auf der Ap-
proximation eines Integrals durch eine Summe∫ ξ1
ξ0
g (ξ) dξ =
∫ 1
−1
g (ξ (s))JT ds ≈
∑
i
wig (ξ (si))JT =
∑
i
wig (ξi) JT ,
(B.1)
wobei der Zwischenschritt der Transformation des Integrals auf die Gauß
Legendre Standardform mit den Grenzen −1 und 1 und der Jacobimatrix
JT entspricht. Die Wichtungsfaktoren an den Stützstellen i ergeben sich
dabei aus den Nullstellen der Legendrepolynome und werden mit Hilfe des
in [26] gegebenen Algorithmus berechnet. Die Methode ist für polynomiale
Integranden bis maximal zum Grad der Anzahl der Stützstellen bzw. Sum-
menterme minus Eins exakt. Für anders geartete Funktionen ergibt sich ein
Fehler, der mit zunehmender Anzahl der Stützstellen geringer wird. Daher
muss für die Integration nicht-polynomialer Funktionen auf die Verwendung
einer ausreichenden Anzahl von Stützstellen geachtet werden. Die Erweite-















wijg (ξij , ηij)JT
mit
wij = wiwj . (B.3)
Zur Anwendung der Gleichung (B.2) muss zunächst die Matrix JT berechnet
werden. In den Kapiteln 4.5 und 5.2 werden Integrale von Funktionen auf
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g (ξ, η) Je dξ dη, (B.4)
wobei im rechten Ausdruck die globalen Koordinaten durch die lokalen (Abb.





Abbildung B.1: Dreieckförmiger Integrationsbereich in lokalen Koordinaten
Zur Transformation auf den quadratischen Standardbereich der Gauß Le-
gendre Integration in Abb. B.2 muss
ξ =


























Abbildung B.2: Quadratischer Integrationsbereich
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wijg (ξ (sij, tij) , η (tij))JeJT .
(B.7)
Um anschaulich zu verstehen, was bei der Transformation zwischen Dreieck
und Quadrat passiert, ist es hilfreich zu verfolgen, wie sich die Seiten des
Dreiecks auf das Quadrat transformieren. Hierbei stellt man fest, dass die
ξ-Achse auf die Quadratkante s = −1..1, t = −1, die η-Achse auf die Kante
s = −1, −1 ≤ t ≤ 1 und die dritte Dreiecksseite auf die Kante s = 1, −1 ≤
t ≤ 1 abgebildet wird. Der Knoten x3 des Dreiecks wird auf die gesamte












∇fi (r, φ)∇fj (r, φ) r dφ dr (C.1)
mit den Singulärfunktionen








, k = 1, 2, 3, ... (C.2)









































































wobei der Faktor vor dem Integral zunächst nicht beachtet wurde. Mit Hilfe










β, i = j
0, sonst
(C.6)
















In Kapitel 5.3 wurde gezeigt, dass mit der im Rahmen der Anwendung des
Maxwellschen Spannungstensors durchgeführten Teilung eines Dreiecks nach
(5.32) zu drei Teilen gleicher Fläche führt. Tatsächlich kann (5.32) aus der
Forderung nach drei identisch großen Teilﬂächen der geteilten Gesamtﬂä-














= 2a × c. (D.1)
Die beiden schraﬃerten Flächen A1und A2 können
A1 =
a × b+ b× c
2
=





e× c+ e× d
2
=
(b− 2c) × a
2
(D.3)
D. Drittelung einer Dreiecksﬂäche 112
berechnet werden. Aus der Bedingung der Drittelung der Gesamtﬂäche fol-










Eine weitere Bedingung für die Restﬂäche führt zu einer linear abhängi-
gen Gleichung und kann daher entfallen. Da der gesuchte Vektor b in der
Dreiecksebene liegen muss, kann er als Linearkombination
b = baa + bcc (D.6)
mit den unbekannten Koeﬃzienten ba und bc angesetzt werden. Damit wer-
den (D.4) und (D.5) zu
3 (ba + bc)a × c = 4a × c (D.7)
und
(6− 3bc)a × c = 4a × c. (D.8)
Da a und c nicht parallel und ihre Längen größer Null sind, gilt a × c 6= 0.
Damit können (D.7) und (D.8) auf ihren skalaren Faktor reduziert werden.
Es ergeben sich die Gleichungen
3 (ba + bc) = 4 (D.9)
und
(6− 3bc) = 4 (D.10)
und damit die Lösung









für den Vektor b. Hieraus folgt für den Vektor d vom Koordinatenursprung
zum Mittelpunkt in Abhängigkeit der Knotenvektoren x1, x2 und x3 die
Beziehung
d = x1 + b = x1 +
x2 − x1 + x3 − x1
3
=
x1 + x2 + x3
3
, (D.13)
was dem Ausdruck (5.32) enstpricht.
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Anhang E
Energie, Impuls und Kraft
im elektromagnetischen Feld
Im Rahmen der Arbeit wurde der Maxwellsche Spannungstensor zur Be-
rechnungen von Kräften innerhalb statischer Felder angewendet. Darüber
hinausgehend stellt sich die Frage, ob die verwendete Kraftberechnung auch
für schnell veränderliche elektromagnetische Felder funktioniert, oder ob sie
gegebenenfalls modiﬁziert werden müsste. Zur Beantwortung dieser Frage
wird in diesem Abschnitt der Maxwellsche Spannungstensor innerhalb der
Energie- und Impulserhaltung im elektromagnetischen Feld skizziert. Die
Ausführungen sind dabei sehr kurz gehalten. Für eine ausführliche Darstel-
lung sei auf [17] verwiesen.
Der typischerweise im Rahmen der relativistischen Elektrodynamik auftre-
























S = E×B (E.3)
und den Maxwellschen Spannungstensor


















































zusammen. Sowohl die Energiedichte als auch der Maxwellsche Spannungs-
tensor wurden im Vergleich zum elektrostatischen Fall um einen magne-
tischen Anteil erweitert. Man beachte, dass bei Verschwinden des magne-
tischen Feldes (B = 0) die entsprechenden elektrostatischen Ausdrücke
aus (E.2) und (E.4) hervorgehen. So verschwindet der magnetische An-
teil des Maxwellschen Spannungstensors Tm bei B = 0. Die Komponenten













Die Anwendung auf die Nullkomponente, also die erste Zeile des Energie-




wem −∇ · S. (E.8)
Da hier nur das Prinzip dargestellt werden soll und eine genauere Betrach-
tung des Terms k0 diesen Rahmen sprengen würde, soll Quellenfreiheit ange-










wobei das Oberﬂächenintegral aus der Anwendung des Satzes von Gauß
resultiert. Die linke Seite der Gleichung lässt sich sofort als die zeitliche
Änderung der im Volumen V gespeicherten Feldenergie identiﬁzieren. Damit
kann die rechte Seite als Energieﬂuss in das Volumen interpretiert werden.
Für i = 0 entspricht (E.7) also einer Energiebilanz im elektromagnetischen
Feld.
Die Anwendung von (E.7) auf die Komponenten 1 bis 3 des Energie-Impuls-







Hier wurde bereits berücksichtigt, dass die Komponenten 1 bis 3 der Minkowski-
Kraftdichte der mechanischen Kraftdichte f entsprechen. Die Integration
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wobei auf die rechte Seite wiederum der Satz von Gauß angewendet wurde.





kann die linke Seite als zeitliche Änderung des im Volumen V vorhandenen
Impulses interpretiert werden. Es folgt
d
dt






















Oﬀensichtlich beschreibt (E.15) die zeitliche Impulsänderung des elektroma-
gnetischen Feldes im Volumen V . Zur Veranschaulichung ist in Abb. E.1 der
Impulsﬂuss zwischen zwei Ladungen durch Pfeile skizziert.
Abbildung E.1: Impulsﬂuss bei festgehaltener Ladung
Von der negativen Ladung ﬂießt Impuls über die gestrichelte Begrenzung
zur positiven Ladung. Der gesamte der positiven Ladung zugeführte Im-
puls ﬂießt jedoch wieder über die Festhaltevorrichtung ab. Hierdurch bleibt
der gesamte Impuls innerhalb des die positive Ladung umschließenden Vo-
lumens erhalten. Wird die Festhaltevorrichtung der positiven Ladung ent-
fernt, so ergibt sich die in Abb. E.2 skizzierte Situation. Die positive Ladung
wird beschleunigt. Unter der Voraussetzung, dass sie eine Masse besitzt er-
höht sich damit ihr mechanischer Impuls. Des Weiteren kommt es durch die
Ladungsbewegung zu einem veränderlichen elektromagnetischen Feld und
E. Energie, Impuls und Kraft im elektromagnetischen Feld 116





d p e m
Abbildung E.2: Impulsﬂuss bei loser Ladung
Abschließend lässt sich feststellen, dass die Anwendung des Maxwellschen
Spannungstensors dem Aufstellen einer Impulsbilanz unter Berücksichtigung
des mechanischen und des elektromagnetischen Impulses entspricht. In sta-
tischen oder stationären Feldern gilt d
dt
pem = 0. Bei der Kraftberechung
in schnell veränderlichen elektromagnetischen Feldern gilt d
dt
pem = 0 nicht
mehr. In diesem Fall muss bei der Kraftberechnung die zeitliche Änderung
des elektromagnetischen Impulses (E.15) berücksichtigt werden.
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q˙i zeitliche Ableitung der verallgemeinerten Koordinaten













Tx, Ty, Tz Zeilenvektoren des Maxwellschen Spannungstensors T
X, Y, Z Spaltenvektoren der Jacobimatrix J
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E˜ Näherung für das elektrische Feld E
ϕ˜ Näherung für das elektrische Potenzial ϕ
ε Dielektrizitätskonstante
ε0 Dielektrizitätskonstante des Vakuums
ϕ elektrisches Potenzial
̺ Massendichte
ξ, η, ζ lokale Koordinaten

















N Gesamtanzahl der Gitterknoten










W Energie oder Potenzial
W0 Gleichgewichtspotenzial zweier Atome nach Lennard-Jones
WB Buckingham-Potenzial zweier Atome
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