[1] The real-time forecasts of ozone (O 3 ) from seven air quality forecast models (AQFMs) are statistically evaluated against observations collected during July and August of 2004 (53 days) through the Aerometric Information Retrieval Now (AIRNow) network at roughly 340 monitoring stations throughout the eastern United States and southern Canada. One of the first ever real-time ensemble O 3 forecasts, created by combining the seven separate forecasts with equal weighting, is also evaluated in terms of standard statistical measures, threshold statistics, and variance analysis. The ensemble based on the mean of the seven models and the ensemble based on the median are found to have significantly more temporal correlation to the observed daily maximum 1-hour average and maximum 8-hour average O 3 concentrations than any individual model. However, root-mean-square errors (RMSE) and skill scores show that the usefulness of the uncorrected ensembles is limited by positive O 3 biases in all of the AQFMs. The ensembles and AQFM statistical measures are reevaluated using two simple bias correction algorithms for forecasts at each monitor location: subtraction of the mean bias and a multiplicative ratio adjustment, where corrections are based on the full 53 days of available comparisons. The impact the two bias correction techniques have on RMSE, threshold statistics, and temporal variance is presented. For the threshold statistics a preferred bias correction technique is found to be model dependent and related to whether the model overpredicts or underpredicts observed temporal O 3 variance. All statistical measures of the ensemble mean forecast, and particularly the bias-corrected ensemble forecast, are found to be insensitive to the results of any particular model. The higher correlation coefficients, low RMSE, and better threshold statistics for the ensembles compared to any individual model point to their preference as a real-time O 3 forecast. 
Introduction
[2] Real-time forecasts of surface level O 3 have been available from regional-scale air quality models (AQFMs) for several years (CHRONOS, 2001 , see description below) [Grell et al., 2002; McHenry et al., 2004; Vaughan et al., 2004; Delle Monache et al., 2004] . As part of the International Consortium for Atmospheric Research on Transport and Transformation/New England Air Quality Study (ICARTT/NEAQS) field study conducted over New England during the summer of 2004, six operational and research institutions contributed their real-time forecast results to a central facility (the National Oceanic and Atmospheric Administration (NOAA) Aeronomy Laboratory). The NOAA Forecast Systems Laboratory Weather Research and Forecast model/Chemistry version (WRF/Chem) model provided three independent forecasts, though only one forecast is considered in this study. The Meteorological Services of Canada provided results from both their Canadian Hemispheric and Regional Ozone and NO x System (CHRONOS) and A Unified Regional Air-Quality Modeling System (AURAMS) models. Also included are O 3 forecasts from the National Weather Service/National Centers for Environmental Prediction (NWS/NCEP) Community Multi-scale Air Quality Model/Eta (CMAQ/Eta) model, which are publicly available through the NWS/NCEP Internet based data archive facility. The Baron Advanced Meteorological System, Inc. (Baron AMS), corporation provided four AQ forecasts at three horizontal grid lengths (45, 15, and 5 km) with results from the 45 and 15 km models considered here. Forecasts from the University of Iowa 12 km horizontal grid spaced Sulfur Transport and Emissions Model-2003 (STEM-2K3) AQ model complete the ensemble of seven models that are utilized in this study.
[3] As part of a collective, informal model verification project within the ICARTT/NEAQS-2004 study, forecasts of several key meteorological, radiation, and gas-phase atmospheric constituents were gathered in near real time (typically 4-to 10-hour computational delay) from the nine AQFMs, and graphically compared with corresponding real-time measurements from various surface, upper-air, and ship-based platforms associated with ICARTT/NEAQS. The day-to-day time series of these comparisons, as collected in real time, can be viewed at the NOAA Environmental Technology Laboratory (ETL) Internet Web address http://www.etl.noaa.gov/programs/2004/neaqs/verification/. Although the focus of the NEAQS-2004 program and its model verification study is the northeast U.S. urban corridor, the majority of AQ forecasts predict surface O 3 concentrations over a much larger region of North America. The AIRNow O 3 monitoring network (http://www.epa.gov/ airnow) provides real-time hourly average O 3 measurements at hundreds of stations in the eastern United States and Canada, allowing excellent spatial coverage for model O 3 forecast evaluations. The work presented here is limited to comparisons of O 3 from the real-time data collected through the AIRNow network. It should be noted that official, published 2004 AIRNow measurements might differ at particular locations from the real-time values used here through quality assurance/control (QA/QC) processing. Previous experience, however, based on real-time and final AIRNow data from 2002 suggest the influence of AIRNow QA/QC on the statistics of large samples of data is negligible.
[4] The cooperative efforts of the various forecast groups also allowed a unique opportunity to present one of the first ever real-time ensemble forecasts, as well as the bias-corrected ensemble forecasts, of surface O 3 at 13 locations in the northeast United States and southern Canada. These ensemble forecasts were also posted and can be viewed at the above-mentioned NOAA/ETL web address. Ensemble techniques are commonly used to improve the forecast ability of weather models [e.g., Kalnay, 2003] , and have successfully been applied to dispersion forecasts of radionuclides and inert tracers [Galmarini et al., 2004 , and references therein]. The application of ensemble techniques to air quality forecasts is very recent, and usually available only in a retrospective sense for a few sites [Delle Monache and Stull, 2003 ]. The multimodel real-time O 3 forecasts presented here, and the ensemble O 3 forecasts of Delle Monache et al. [2004] for the summer of 2004 over the northwest United States and southwest British Columbia are probably the first ever documented attempts at real-time ensemble O 3 forecasts. The major intent of this study is to critically examine the veracity and usefulness of the ensemble forecast relative to its individual members, and to provide a reference and some guidance for future real-time AQ ensemble forecasts.
[5] A couple caveats accompany the analysis presented in this paper. First, model results are based solely on the forecasts collected in real time during the summer of 2004. All of the AQFMs have undergone modifications in numerical formulation or emissions that supersede the models used in this analysis. The model evaluations therefore represent a snapshot in time of the rapidly evolving field of air quality forecasting, and the relative performance of current modeling systems cannot be inferred from the results presented here. Second, the summer of 2004 exhibited very few occurrences of pollution episodes because of unseasonably cool weather associated with continental polar air masses during July and the influence of several hurricanes during August. An analysis of surface O 3 along the eastern U.S. coastline during the summer of 2002 shows more than a factor 10 increase in the 85 ppbv average 8-hour maximum, and 125 ppbv 1-hour maximum threshold exceedances compared to the summer of 2004. The model statistics presented here are therefore specific to the summer of 2004 and probably not climatologically representative.
Air Quality Forecast Models (AQFMs)
[6] Of the nine AQFMs displayed in real time, eight models provided nearly continuous forecasts of the eastern United States and southeastern Canada between 6 July and 30 August 2004. The domains of these models are shown in Figure 1a . The region of overlap for all of the models shown in Figure 1b includes the combination of the two Baron Advanced Meteorological System 15 km grid spaced models (hereafter referred to as BAMS-15 km), which accounts for the seven models referred within this work. The region of model overlap is determined by the STEM-12 km and BAMS-15 km model domain limits. The locations of the 358 AIRNow monitors used in the analysis are also shown in Figure 1b .
[7] It is beyond the scope of this work to describe the numerical details of all the AQFMs used here. Instead, a brief description of each AQFM with journal and Webbased references is provided for additional information. Table 1 summarizes some basic features (grid spacing, chemical mechanism, base year of the anthropogenic emissions inventory), and the Web address corresponding to each AQFM that links to further references, real-time forecast products, or ICARTT applications. The following AQFM descriptions provide a more detailed account of the basic meteorological framework, photochemical mechanism, and emissions of anthropogenic and biogenic O 3 precursors in order to highlight the model differences for these important O 3 forcing factors.
NOAA/FSL WRF/Chem
[8] The Weather Research and Forecasting (WRF) Chemical model is based upon the nonhydrostatic WRF community model developed at National Center for Atmospheric Research (NCAR; http://www.mmm.ucar.edu/wrf/users). Details of WRF/Chem are given by Grell et al. [2005] . This model is an extension of the earlier MM5/Chem [Grell et al., 2000] regional-scale chemical transport model to the WRF architecture, and real-time forecasts can be found at Internet Web address http://www-frd.fsl.noaa.gov/ aq/wrf. This model system is ''online'' in the sense that all processes affecting the gas phase and aerosol species are calculated in lock step with the meteorological dynamics. Meteorological initial conditions are taken from the Rapid Update Cycle (RUC) model analysis fields generated at NOAA/FSL, and lateral boundary conditions from the NCEP Eta model forecast. Hourly output from WRF/Chem 36-hour forecasts are started at 0000 and 1200 UT of each day using a horizontal grid spacing of 27 km. Gas-phase chemistry is based upon the RADM2 mechanism of Stockwell et al. [1990] with updates to the original mechanism [Stockwell et al., 1995] . Lateral boundary conditions for O 3 and its precursors are prescribed identically to those given by McKeen et al. [2002] and are based on averages of midlatitude aircraft profiles from several field studies over the eastern Pacific.
[9] Anthropogenic emissions are treated similar to that of McKeen et al. [2002] with updates to the April 2002 release of the EPA NET-96 inventory version 3.12 [U.S. Environmental Protection Agency, 1998 ]. Hourly temporal allocation, VOC speciation, and spatial partitioning within a specified county are based on the older, yet detailed information within the National Acid Precipitation Assessment Program (NAPAP) emissions database [U.S. Environmental Protection Agency, 1989] . Canadian emissions are also taken directly from the NAPAP modeler's inventory. In order to adhere to the RADM2 mechanism, reactivity weighting of the various NAPAPlumped VOC species is used to derive the emissions of the RADM2-lumped species according to Stockwell et al. [1990 Stockwell et al. [ , 1997 . [10] Biogenic emissions of isoprene, monoterpenes, other VOC (OVOC), and nitrogen emissions by the soil are specified at reference temperature and photosynthetic active radiation (PAR) according to Guenther et al. [1994] for deciduous, coniferous and mixed forest, and from Schoenemeyer et al. [1997] for agricultural and grassland. Temperature and light dependence of isoprene emissions are taken from Guenther et al. [1995] , while the temperature dependence of monoterpenes, soil NO and OVOC are that of Simpson et al. [1995] . Emissions are applied over a surface grid according to the single WRF land use category assigned to that grid, and the temperature dependence of the emissions is tied to the surface temperature. Similar to the anthropogenic sources, the emissions of monoterpenes and OVOC are disaggregated into the RADM2 species classes.
Meteorological Service of Canada CHRONOS and AURAMS Models
[11] Canadian Hemispheric and Regional Ozone and NO x System (CHRONOS) is the original Canadian national AQFM designed for O 3 forecasts that has been operational in real time since 2001 and is based upon the chemical transport model of Pudykiewicz et al. [1997] . Real-time forecasts and limited information about this model can be found at Internet address http://www.msc-smc.ec.gc.ca/ aq_smog/chronos_e.cfm. CHRONOS is an offline model, which is currently driven by meteorological fields (at hourly intervals) calculated by the regional version of the Global Environmental Model (GEM), the operational weather prediction model of the Meteorological Service of Canada [Côté et al., 1998a [Côté et al., , 1998b . Hourly output is obtained from 48-hour forecasts at a horizontal grid spacing of 21 km started at 0000 and 1200 UT of each day. CHRONOS uses the Acid Deposition and Oxidant Model-2 (ADOM-II) chemical mechanism, which is based upon the lumped approach of Lurmann et al. [1986] with updates to kinetic rates and reaction pathways from Atkinson et al. [1992] .
[12] Anthropogenic emissions are prepared with the Canadian Emission Processing System (CEPS) [Moran et al., 1997] for spatial and temporal allocations and chemical speciation. The emission fields are based on the 1990 Canadian and U.S. national criteria air contaminant inventories projected to 1995 and 1996 levels, respectively. Biogenic emissions are processed in line and based on the Biogenic Emissions Inventory System-2 (BEIS2) and the Biogenic Emissions Land-use Database (BELD), version 3, surface vegetation characterization described by Pierce et al. [1998] .
[13] The AURAMS model is similar to CHRONOS in that it was built upon the CHRONOS AQFM. It was designed as an episodic, regional particulate matter modeling system. AURAMS employs the same ADOM II gasphase chemical mechanism but, in addition, has a full, size-resolved and chemically resolved, representation of aerosol microphysics and gas-aerosol interaction processes [Gong et al., 2003] . AURAMS is also an off-line model and is driven by the meteorological fields (at 15-minute intervals) from the limited-area version of GEM, which is in turn driven by the regional GEM forecast. One 48-hour forecast from AURAMS starts at 0000 UT of each day using a horizontal grid spacing of 42 km. The anthropogenic emissions of gaseous precursors are identical to that of CHRONOS. The biogenic emission processing in AURAMS currently uses the BEIS2 emission assignments between vegetative categories and specific biogenic VOC, but unlike CHRONOS the surface vegetation types are those of BEIS1 [e.g., Lamb et al., 1993] . Primary PM emissions are also included in AURAMS on the basis of the bulk primary PM emissions included in the 1990 Canadian and U.S. national inventories, chemically and size segregated within AURAMS according to the primary source stream.
Baron AMS MAQSIP-RT Models
[14] Multiscale Air Quality Simulation Platform -RealTime (MAQSIP-RT) [McHenry et al., 2004] is an off-line chemical transport model that been applied for real-time ozone forecasting since 1998 [McHenry et al., 1999] . MAQSIP-RT relies upon the MM5 (version 3.6) mesoscale model [Grell et al., 1994] for meteorological information. MM5 forecasts of near-surface meteorology are also used to compute all emissions components that are meteorologically modulated within the Sparse Matrix Operator Kernel Emissions (SMOKE), version 1.4-RT, emissions processing/modeling system [Coats, 1996] . These include all biogenic emissions, point source plume rise, and all mobile source emissions, and evaporative VOC emissions from stationary (fuel storage tank) sources. During summer 2004, twice-daily forecasts were provided for the two 15-km domains and the 45-km domain shown in Figure 1a . The MM5 meteorological forecasts include customized physics for improved boundary layer, land surface, and explicit moisture treatments. MM5 initial and boundary conditions are derived from either NCEP's operational Eta or GFS models depending upon circumstance; initial and boundary conditions were switched from Eta to GFS on 19 August 2004 to account for more accurate tropical cyclone initialization in the GFS analysis fields. MAQSIP-RT is configured with a modified Carbon Bond 4 (CBM-4) chemistry mechanism [Gery et al., 1989] , which includes updated kinetic data for the CO + OH reaction [DeMore et al., 1994] , PAN chemistry [Chang et al., 1996] , an updated condensed isoprene chemical mechanism based on Carter [1996] , and modifications to the chemical pathways of the universal peroxy radical operators (XO 2 and XO 2 N) used in CBM-4, as discussed by Kasibhatla et al. [1997] . Upgrades to the actinic flux cloud interaction submodel [McHenry and Coats, 2003] are also incorporated in the forecasts.
[15] In preparation for summer 2004 significant effort was undertaken to update the foundational emissions inventories and data sets underlying the SMOKE V1.4-RT system. First, migration to the EPA NEI Version 3 (2001) point, area, and nonroad anthropogenic emission inventories was completed (U.S. EPA, Interstate air quality rule: Notice of data availability, 40 CFR Parts 51, 7, 73, 74, 77, 78, and 96, CAIR docket OAR-2003-0053, 2004 , available at http://www.epa.gov/oar/interstateairquality/ rule.html). This was augmented by application of major NO x point source reduction factors based on U.S. Department of Energy (DOE) fuel use data trends for electric generating units obtained from EPA [Pouliot, 2005] chief/emch/models/ index.html) modeling system for estimating motor vehicle emissions, which was implemented with updated year 2002 vehicle miles traveled (VMT) and VMT-mix for seven Highway Performance Monitoring System roadway classes (interstate freeway, urban freeway, principal arterial, minor arterial, major collector, minor collector, and locals). Mobile source modeling also incorporates the ancillary data updates (spatial, speciation and temporal profiles) mentioned above, resulting in improved spatial allocation of mobile sources (e.g., location of recently constructed segments of major interstates and arteries). Biogenic emissions modeling utilized the Biogenic Emissions Inventory System (BEIS) version 3.9 with land use obtained from the Biogenic Emissions Land-use Database version 3 (BELD3) [Pierce et al., 1998 ].
University of Iowa STEM-2K3 Model
[16] The University of Iowa Sulfur Transport and Deposition Model (STEM model) was initially developed for simulating sulfur dioxide (SO 2 ) transport and transformation [Carmichael et al., 1986] , and more recently adapted into a general regional air quality model [Tang et al., 2003; Carmichael et al., 2003] . STEM-2K3 is the latest version of this model, which employs the SAPRC-99 gas-phase mechanism [Carter, 2000] , detailed treatment of aerosol thermodynamics and growth [Tang et al., 2004] and an online treatment of photolysis rates and radiation that explicitly accounts for the influence of aerosols and clouds [Tang et al., 2003] . During the ICARTT experiment, STEM-2K3 provided a multiscale forecast, including a primary domain with 60 km horizontal grid spacing covering the continental United States, southern Canada, and northern Mexico, the nested 12 km domain covering the northeast United States shown in Figure 1a , and an additional 4 km model domain for the New England region. Daily 48-hour forecasts from these three models for the summer of 2004 can be found at the Web address listed in Table 1 . Off-line meteorological fields (1-hour resolution) from the Penn State/NCAR MM5 meteorological model are calculated using one-way nesting from larger to smaller domains for meteorological, photochemical and aerosol variables. The time-varying lateral and top boundary conditions of the 60 km grid spaced domain were provided by forecasts of the MOZART-2 global chemical transport model [Horowitz et al., 2003] .
[ for July 1990 average emissions. The 0.5°latitude Â0.5°longitude inventory values are interpolated onto the various model grids, and daily invariant, diurnal profiles are assigned to each biogenic VOC.
NWS/NCEP CMAQ/Eta Model
[18] Surface O 3 forecasts from the CMAQ/Eta model are based on the off-line photochemical transport CMAQ model [Byun and Ching, 1999] , meteorological fields derived from the NWS/NCEP Eta forecasts, and emissions processing also based on Eta forecast meteorological fields [McQueen et al., 2004] . An interface component, PREMAQ, that facilitates the transformation of Eta-derived meteorological fields to conform with the CMAQ grid structure, coordinate system, and input data format has been developed. Since both the Eta and CMAQ models use significantly different coordinate systems and grid structures, the interface component has been carefully designed to minimize effects associated with horizontal and vertical interpolation of dynamical fields in this initial implementation. Details on the methods employed and impacts of assumptions invoked are given by Otte et al. [2005] . For the 2004 ICARTT/ NEAQS study, two 48-hour forecasts (beginning at 0600 and 1200 UT) from the 12 km resolution experimental domain, designed for the northeast United States, are used in the comparisons. The CMAQ model and its emissions processing are coupled to 12-km horizontal grid spaced Eta forecast data fields at hourly intervals, and a 6-hour Eta initialization cycle. Lateral boundary conditions for O 3 are based on an ozonesonde climatology for altitudes below 400 hPa, and NCEP's Global Forecast System (GFS) forecast O 3 fields for altitudes between 100 and 400 hPa. The CBM-4 mechanism is used in the photochemical calculations, which includes several improvements and additions to the original Gery et al. [1989] formulation mentioned previously and detailed by Byun and Ching [1999] . Additional aspects of the CMAQ model configuration used in the 2004 forecast applications are summarized by Mathur et al. [2004] (available at http://www.cmascenter. org/html/2004_workshop/abstracts_presentations.html).
[19] The emission processing and incorporation of both anthropogenic and biogenic emissions into the CMAQ model is based on the Sparse Matrix Operator Kernel Emissions (SMOKE) system, which is also used with the Baron AMS MAQSIP-RT model described above. The primary differences are that the mobile emissions are based on the MOBILE6 emissions model (U.S. EPA, EPA Clearinghouse for Inventories and Emissions Factors: Emissions models, 2004, available at http://www. epa.gov/ttn/chief/emch/models/index.html) and that the meteorologically dependent components of the SMOKE emissions modeling system have been incorporated into the single interface program PREMAQ, and use the Eta forecast fields to determine the meteorologically modulated emissions. The emission inventories used by the CMAQ-Eta system were updated to represent the 2004 forecast period. NO x emissions from point sources were projected to 2004 (relative to a 2001 base inventory) using estimates derived from the annual energy outlook by the Department of Energy (http://www.eia.doe.gov/ oiaf/aeo/index.html). Since MOBILE6 is computationally expensive and inefficient for real-time applications, mobile source emissions were estimated using approximations to the MOBILE6 model. In this approach MO-BILE6 was used to create retrospective emissions over an eight-week period over the air quality forecast grid using the 1999 Vehicle Miles VMT data and 2004 vehicle fleet information. Least squares regressions relating the emissions to variations in temperature were then developed for each grid cell at each hour of the week and for each emitted species [Pouliot, 2005] . Consequently, mobile emissions could then be readily estimated in the forecast system using the temperature fields from the Eta model. Area source emissions were based on the 2001 National Emissions Inventory, version 3, while BEIS3.12 was used to estimate the biogenic emissions. Additional details on the emissions processing system for the CMAQ/Eta model and evaluation of the mobile and point source emission estimates developed for 2004 are given by Pouliot [2005] .
Observations and Details of Analysis
[20] Real-time, hourly updated O 3 data were provided by Sonoma Technology, Inc., to NOAA/FSL for display within the NOAA FX-NET weather information network. The location of the 358 stations within the domain of model overlap is shown in Figure 1b along with some information on surrounding population. Although hourly AIRNow data are available, the statistical analyses presented here are based on the daily maximum 1-hour O 3 levels and daily maximum 8-hour O 3 levels. The reported values from Sonoma Technology are used for these quantities, rather than recalculating maximums from the hourly data. The AIRNow procedure for accepting a 1-hour or 8-hour maximum concentration is quite rigorous. If more than 2 hourly averages are missing within a 24-hour period a missing value for that day is reported. Sixteen stations within Figure 1b failed to have more than 30 daily maximum values available for the sampling period considered, and are eliminated from the statistical comparisons, leaving 342 stations within the sample region.
[21] The 56-day period between 0000 UT, 6 July 2004, and 0000 UT, 30 August 2004, is the sampling period used in this analysis. The statistical evaluation is only for results from the first 28 hours of the 0000 UT forecasts. Daily values of maximum 8-hour average and maximum 1-hour average O 3 are calculated from the 0000 UT forecasts between 0400 UT and 28 hours into the 0000 UT forecast to match the definition of daily maximums used by Sonoma Tech. In the case of CMAQ/Eta (no 0000 UT forecast, instead starting at 0600 UT), the maximums are determined over the 22-hour period from 0600 to 0400 UT the next day. Three days are removed from the analysis because of one or more missing 0000 UT forecasts (1, 5, and 9 August) in one of the seven models, leaving 53 days with coincident and ensemble results.
[22] Latitudes and longitudes of 342 AIRNow O 3 monitoring stations falling within the domain of model overlap are mapped into the grid coordinates of each model. Comparisons with observations assume that model values are uniform over a model grid, and observed O 3 values are compared with model grid values that contain each monitor. Thus no spatial interpolation is performed on the models, but depending on model resolution, O 3 observations from several monitors could be evaluated against results from only one model grid. Results from the two 15-km grid spaced BAMS models are combined into one model. Because the larger domain provides more spatial coverage, the BAMS-15 km model used in this study takes results of the mid-Atlantic, larger domain model when and where data from that model is available; otherwise the results of the smaller, northeast U.S. domain are used.
[23] The AIRNow observations are reported as hourly averages centered on the half hour, and some temporal averaging of model results is necessary to allow for consistent comparisons. The CMAQ/Eta model provides results already averaged over these hourly periods. The WRF, STEM, CHRONOS, and AURAMS model results come as snapshots at the top of each hour. For these models the hourly average centered at the half hour is taken as the average of the two adjacent hourly snapshots. The BAMS results come as half-hourly snapshots, so hourly averages based on area weight (1/4, 1/2, 1/4) centered on the half hour are calculated in this case.
[24] Two ensemble model data sets are constructed from the results of the seven AQFMs on this common time base for each monitor location. The ensemble mean O 3 is calculated by taking the linear average of all seven model hourly O 3 forecasts, and this ensemble mean is the focus of much of the following analysis. The second ensemble is determined from the median value of the seven AQFM results for each monitor location and at each hour. The ensemble median should filter model forecasts that are significant outliers, and is often used in radionuclide and inert tracer dispersion studies [e.g., Galmarini et al., 2004] . The benefits of ensemble median relative to the ensemble mean for air quality forecasts are a point of interest, and are therefore examined within the context of this ICARTT/NEAQS-2K4 evaluation study. Alternative ensemble formulations are possible, such as the approach presented by Pagowski et al. [2005] , which uses the same model forecasts and AIRNow data set reported here. In that study the ensemble is constructed by a weighted sum of the seven AQFMs, where weights to each model are determined by a least squares minimization of ensemble error for a highly overdetermined set of linear equations.
Standard Statistics for the Models and Ensemble
[25] Standard statistical measures [see, e.g., Tilmes et al., 2002] representing overall median conditions for the domain of model overlap are given in Figure 2, where i refers to O 3 monitor i (i = 1 to 342), N days refers to number of observing days at each site, ''obs'' refers to observed, and ''modl'' refers to model values. These three quantities are shown for the seven AQFMs, the ensemble mean and ensemble median for both the maximum 1-hour average O 3 and the maximum 8-hour average O 3 . First, the statistical measures between the 1-hour average and 8-hour average O 3 data are relatively similar from model to model. Further analysis is therefore restricted to the set of maximum 8-hour average O 3 data. The correlation coefficient for the ensemble mean (0.76) and ensemble median (0.74) are significantly larger than that of the nearest individual model (0.68). The square of the correlation coefficient is often considered a measure of the observed temporal variance that is described by a model. Under this definition the ensemble forecasts can explain more than half the temporal variance of the observations at more than half of the monitors, which cannot be said of any individual AQFM. However, the ensemble mean has a 10 ppbv bias, which is representative of the average of the median biases of the 7 individual models. Three models show relatively large model bias (median > 15 ppbv), while 3 models show much smaller positive bias (median < 5 ppbv). The ensemble median shows somewhat reduced biases (median 8 ppbv) compared to the ensemble mean. Finally, the median root-mean-square errors are directly proportional to the median biases, showing the expected importance of [26] Data from the aggregate of all 53 days and 342 monitor comparisons are used in a simple analysis of the confidence intervals and significance tests of the maximum 8-hour average O 3 ensemble r coefficient. For the aggregate statistics (16,487 comparison points) the r coefficient is 0.733 for the ensemble mean, 0.719 for the ensemble median, and 0.670 for the next highest model (BAMS-15 km). Standard statistical evaluations of the 99.9% confidence intervals [e.g., Johnson and Leone, 1977] for these three r coefficients yields a range between 0.721 and 0.745 for the ensemble mean r coefficient, 0.706 and 0.731 for the ensemble median, and 0.656 to 0.684 for the BAMS-15 km model. The improvement in r coefficients for both the ensemble mean and median are therefore highly significant for the aggregate of all possible comparisons, and the correlation for the ensemble mean is also statistically higher than for the ensemble median at the 99.9% confidence level. The limitation of the ensemble results as a forecast tool relative to any other model is due to the high bias and resulting high RMSE values.
[27] Though the ensembles show statistical improvement in temporal correlation, the ensemble is only a ''quick fix'' to providing a better forecast. Identifying and eliminating sources of model O 3 biases and errors in each individual AQFM is the subject of ongoing research, requiring improved treatments of emission estimates and various meteorological and chemical processes. No attempt is made here to diagnose or speculate on possible causes of bias or other imperfections within each of the individual models. The ensemble, on the other hand, represents a collective model perspective in which errors and biases result from a collective misrepresentation of the system. The spatial distribution of r correlation coefficients, mean bias and RMSE that comprise the ensemble mean results in Figure 2 are shown in Figure 3 . For the r correlation coefficients a distinct spatial pattern emerges; a region that straddles the Ohio River Valley has lower r correlation coefficients than regions north of Lake Erie or along the U.S. coastline. Mean biases show a similar pattern with higher biases associated with proximity to the Ohio River Valley and lower biases to the north and northwest. This northwest to southeast gradient in O 3 bias also correlates with gradients in agricultural versus forested land use patterns. Analogous to the mean statistics shown in Figure 2 , the RMSE values correspond spatially and proportionally to patterns of mean bias. The same spatial patterns of these three quantities are also observed in the individual models, albeit with varying degrees of magnitude. These patterns suggest that the search for the source of model biases should be focused on the Ohio River Valley region. O 3 production in this region is expected to be highly dependent on what the models assume for emissions of anthropogenic sources of NO x (e.g., urban activity and large point sources from electrical generating units) and biogenic volatile organic carbon emissions from natural vegetation [Ryerson et al., 2001] , as well as the transport and intermixing of these two O 3 precursors [Gillani and Pleim, 1996] .
[28] The ensemble models can also be diagnosed according to the designation by the AIRNow program of the surrounding population in order to look for systematic differences between the urban, suburban, or rural monitor locations that are differentiated in Figure 1b . Table 2 gives the same median statistics shown in Figure 2 for both ensemble results, for all data, and the three distinct location types. Most monitor types are designated either rural or suburban, and both the ensemble models have slightly higher biases and RMSE for the suburban locations compared to the rural location values, or for all data combined. However, the differences in median statistics between urban, suburban and rural are small, demonstrating that the ensemble statistics shown in Figure 2 are representative of all three monitor classifications, and by extension, independent of the local population density.
Bias Correction Techniques
[29] It is difficult to justify the analysis of bias-corrected statistics on the basis of trying to gain additional insight into model deficiencies or performance. However, from an operational forecast viewpoint, if a simple bias correction can lead to significantly improved forecasts, this is useful information. For the ensemble model there are two basic bias correction strategies from which to choose: bias correct each model at each hour before generating the ensemble, or generate the ensemble from the original models, and resulting average 1-hour or 8-hour maximum values, before applying bias correction. The analysis performed here is based on the latter approach, leaving a comparison to results based on the former approach for future study. Additionally, there are several numerical means by which bias correction can be applied. In this study we examine the effects of two bias correction approaches that are applied to each O 3 monitor site, an additive correction: Both of these corrections force the mean bias at each O 3 monitor to zero. It should also be noted that r correlation coefficients are independent of any linear transformation of the original set of model O 3 , and therefore the r coefficients in Figure 2 are unaffected by either of these bias correction approaches. The first approach, hereafter referred to as ''mean subtraction,'' is the standard, and most often used bias correction in meteorological analysis. The second approach, hereafter referred to as ''ratio adjusted,'' is an alternative correction that may be more applicable to O 3 since corrected mixing ratios will always be nonnegative. This is not always guaranteed with the mean bias subtraction. Bias corrections based on linear combinations of equations (4) and (5) are also possible, but the intercept and slope coefficients determined from least square fitting depend on the metric chosen to minimize (RMSE, distance from 1-to-1 line, . . ., etc). We choose to focus the analysis on the two simplest one-parameter correction schemes to illustrate the basic effect of an additive versus multiplicative correction. Another important simplification is that bias corrections are calculated from comparisons over the entire 56-day period. Statistical evaluations for bias corrections based on training periods from one to tens of days are given elsewhere [Pagowski et al., 2005; J. M. Wilczak et al., manuscript in preparation, 2005] .
[30] Figure 4a shows the effect of the two bias correction strategies on median RMSE for the set of maximum 8-hour average O 3 comparisons. Also overlaid in Figure 4a is the RMSE determined by persistence. This persistence forecast is based only on the observations, and assumes that the forecast for any given O 3 monitor on any day is just the observations at that monitor from the previous day. The fractional number of sites having lower RMSE than the persistence forecast can be used as a measure of skill, and models having 50% or more points with lower RMSE compared to persistence are considered to have some skill. Model comparisons for this quantity are shown in Figure 4b , and are approximately inversely proportional to the RMSE values in Figure 4a . Under all cases, the skill score increases (RMSE decreases) when bias correction is applied. When the bias corrections are applied to the ensemble mean, the forecast goes from having no skill to more than a 90% skill score, but only slightly higher than the bias-corrected scores for three of the AQFMs. The ensemble median shows a small degree of skill without any bias correction, but nearly identical skill as the ensemble mean for the two bias correction cases. The ratio adjusted bias correction improves skill even further compared to the mean subtraction correction, especially for the three models with highest mean bias shown in Figure 2 . As discussed further in section 7 below, these three models also display high O 3 variance compared to observed O 3 variance, and a ratioadjusted bias correction reduces their variance to more closely match observed levels, while the mean subtraction correction has no affect on variance. One would naturally expect the bias correction that more closely reproduces observed O 3 variance to also have better bulk statistical scores.
[31] A general, valid question related to O 3 forecasting is: What fraction of O 3 forecast errors is due to limitations in describing the dynamic meteorology as opposed to uncertainties related to O 3 photochemistry and precursor emissions? Separating out these two broad categories of errors for any particular model is difficult because of the nonlinear dependence of O 3 formation on precursors and hence the PBL dynamics, meteorology, and coupled photochemistry that determine precursor distributions. However, the ensemble errors in Figure 4a are not particular to any given model, and can be generalized as a limitation of our collective understanding based on seven independent model representations. Figure 4a shows the median, uncorrected ensemble mean RMSE to be 14 ppbv, and an apparent minimum median RMSE of about 9 ppbv regardless of model configuration or bias correction. Simplistically, one can attribute the 9 ppbv RMSE that is independent of bias correction to be an upper limit of errors due to random or meteorological noise. This value is an upper limit since additional errors originating from fundamental model formulations such as grid resolution, physical and chemical parameterizations, and numerical approximations contribute to some unknown degree. The remaining 5 ppbv of the median, uncorrected ensemble mean RMSE would then be attributed to biases that could presumably be eliminated with proper adjustment of anthropogenic and biogenic O 3 precursor emissions. From this highly simplified ensemble perspective a 64% upper limit of O 3 forecast errors would be attributed to meteorological uncertainty and the remaining 36% a lower limit associated with O 3 precursors and photochemistry.
Threshold Statistics for the Models and Ensembles
[32] Figures 2 -4 provide an analysis of median or bulk conditions for O 3 over the 2004 summer time period. However, a main justification for real-time O 3 forecasts is the information they provide for public pollution exposure and health advisories [e.g., Dabberdt et al., 2004] . For health-related issues the useful information is not contained in the bulk statistics, but rather in the occurrence of maximum average O 3 values greater than a particular threshold value. Two threshold values that have previously been considered are the 125 ppbv maximum 1-hour average O 3 limit, and the 85 ppbv maximum 8-hour average O 3 limit [McHenry et al., 2004; Kang et al., 2005] . There were no exceedances of the maximum 1-hour average 125 ppbv O 3 threshold for the period and stations used in this analysis, so only threshold statistics for the 85 ppbv maximum 8-hour averages are presented.
[33] Figure 5 shows the ensemble mean model versus observations of the daily maximum 8-hour average O 3 with an 85 ppbv threshold limit superimposed on both axes. The number of model-measurement comparison points that lie within the four quadrants of the figure define four quantities that are used in the threshold statistical analysis; probability of detection (POD), false alarm rate (FAR), critical success index (CSI), and the bias ratio. For a perfect model the POD would be 100%, FAR would be zero, CSI would be 100%, and the bias ratio would be unity. Bias removal from the ensemble mean forecasts would tend to move the entire group of points vertically along the y axis, giving preference to either a high POD or low FAR at the expense of the other. The CSI represents a balanced measure of the combined FAR and POD if the importance of model and observed exceedances are equally weighted. The bias ratio represents a bulk measure of the model threshold exceedance ratio relative to the observed ratio. It should be noted that only 87 observations in Figure 5 exceed the 85 ppbv maximum 8-hour average threshold (out of 16,487 total points), and thus the threshold analysis is for a relatively small sample at the very tail of the observed O 3 population distribution.
[34] The threshold statistics for the seven AQFMs, the ensembles, and the impact of the two bias correction techniques are shown in Figure 6a . The relative variation of POD values between the various model cases is nearly identical to that of the bias ratios. Both of these quantities are reduced to varying degrees by the mean subtraction bias correction. This decrease is even more pronounced for the case of ratio adjusted bias correction, with the degree of additional decrease related to the magnitude of bias correction associated with each model. Though bias corrections detrimentally influence the POD of each model, the FAR values all show beneficial reductions. The ensemble models yield the largest decrease in FAR with mean subtraction bias correction, which is probably due to the better overall correlation coefficient of the ensembles shown in Figure 2 . The CSI values show an increase with the mean subtraction bias correction for all models except CMAQ/Eta and the ensemble median, while the ratio adjusted bias correction has a mixed effect. For the four models with the highest bias corrections (CHRONOS, CMAQ/Eta, STEM and WRF/Chem) there is a tendency for a particular model configuration to have a higher CSI when the bias ratio is closest to 1. For the ensemble mean model in particular a mean subtraction bias correction provides an optimal balance between POD and FAR. The ratio adjusted bias correction degrades bias ratio, POD and CSI substantially for both ensembles.
[35] It is difficult to assign a statistical significance to the POD, FAR, and CSI differences between models shown in Figure 6a since no average or median is calculated, and an extrapolation to a larger sample population is not assumed. Applying a sampling uncertainty of 1/ ffiffiffiffi N p , where N is number of observations above the 85 ppbv threshold, yields a value of $11% with the sampling uncertainty for the model results even higher for bias ratios less than 1. We therefore test the veracity of the CSI results in Figure 6a by changing the threshold value, and recompute the sensitivity of the threshold measures. Figure 6b shows the CSI values of the various models and their bias correction cases when the maximum 8-hour average O 3 threshold is reduced to 80 ppbv (209 observations above the 80 ppbv threshold). POD and FAR values are less than 5% different than the corresponding values for a 85 ppbv threshold for all model cases, and are thus not shown. Figure 6b shows that with this lower threshold all CSI values (even for persistence) increase a couple percent, and two model cases increase as much as 6%. The relative patterns of the different model cases are nonetheless very similar to those for CSI in Figure 6a . Therefore the higher CSI values for the ensemble mean with mean subtraction bias correction in Figure 6a does not appear to be an artifact of low-population statistics.
Relationship Between O 3 Variance and Threshold Statistics
[36] Though the threshold statistics, specifically the CSI response, to the two bias correction techniques in Figure 6a are somewhat confusing, there is another quantity to consider that helps explain each model's sensitivity. We define the variance at a given monitor to be the square of the standard deviation about the average O 3 :
where O 3 can either be observed or model daily maximum average O 3 . This quantity is chosen because it represents the power of the O 3 signal about the mean from a purely signal processing point of view. Variance histograms (in fraction of monitor sites) for the observations, two AQFMs and the ensembles are shown in Figure 7 . It is important to note that this variance quantity is unaffected by a mean subtraction bias correction. In contrast the variance can be very sensitive to ratio adjusted bias corrections, since the Figure 6a . A summary of the maximum 8-hour average O 3 threshold statistics referred to in Figure 5 for the uncorrected and the two bias-corrected cases, using a maximum 8-hour average O 3 threshold value of 85 ppbv. The dashed lines are results derived from the persistence forecasts.
resulting model variance from this correction is equal to the original model variance multiplied by the square of the multiplicative correction factor (the C(i) term in equation (5)). For the dominant case of positive model bias this correction term is less than 1, resulting in reduced model variance.
[37] The variance histogram in Figure 7 for the observations resembles a Gaussian profile centered at $180 ppbv 2 , corresponding to a median standard deviation for the observations of 13.3 ppbv. The variance histogram for the uncorrected or mean-subtraction-bias-corrected BAMS-15 km model is skewed toward lower values compared to the histogram for the observations. Since little bias correction is needed for this model, the histogram corresponding to the ratio-adjusted correction is nearly identical and is not shown. The variance histogram for WRF/Chem shows this model has too much variance relative to the observations without bias correction or with the mean subtraction correction. The ratio adjusted bias correction brings the histogram into better agreement with the observations, but still somewhat skewed to the high end. The variance histogram for the ensemble mean with mean subtraction correction (or no correction) appears to match the observed histogram rather well with no obvious skew to the high or low sides. When the ratio adjusted bias correction is applied to the ensemble, variance is reduced significantly and the histogram is skewed too far to the low end. Figure 7 suggests that the median variance within each histogram may be a useful quantity for comparing the models' variance with that of the observations.
[38] Figure 8 shows the median values of O 3 variance for the various bias correction cases of the seven AQFMs and the ensembles along with the median variance from the observations. With mean subtraction correction (or no correction) the seven models are divided between 4 that have too much variance and three that have too little. The ensemble mean model variance represents a balance between the various models, and the fact that the ensemble mean matches the observed variance appears to be a result of compensation, since none of the models match the observations as well. This good match is probably fortuitous, and may not generally apply to the ensemble of an arbitrary set of forecasts.
[39] The median variance values shown in Figure 8 help to explain the sensitivity of the threshold statistics shown in Figure 6a to changes in the bias correction method. In general the closer the model variance matches observed variance the closer the bias ratio in Figure 6a is to 1. This is expected, since the number of model forecasts exceeding the threshold intuitively should be correlated with model noise or variance. The CMAQ/Eta and ensemble median models are the only models in Figure 6a to show a decrease in CSI when the mean subtraction bias correction is applied to the uncorrected forecast. However, these models are unique in that they have significant bias, but have lower Figure 6b . Critical success index (CSI) as in Figure 6a , except the threshold value of the maximum 8-hour average O 3 is taken to be 80 ppbv instead of 85 ppbv. The meaning of the bar shading and dashed line is the same as in Figure 6a . ) for the observations (gray shaded) and three models (unshaded). The case of no bias correction, which is the same as the case with mean subtraction correction, is in black. The ratio-adjusted bias correction case is in red. The ratio-adjusted case for the BAMS-15 km model is not shown since low biases make it nearly the same as the other case. The collection intervals are chosen so that 18 bins (square root of monitor number) cover the variance range of each model. variance compared to the observations and the other models. Removal of the mean bias makes their bias ratios much less than 1, as expected from the low variance, which in turn seriously affects POD. Also, in Figures 6a and 6b the CSI values of all models tend to be higher the closer the corresponding median variance in Figure 8 is to the observations. However, the STEM model is a clear exception to this pattern and the WRF/Chem model shows only slight improvement in CSI with a large decrease in variance. The ratio adjusted bias correction is obviously affecting populations of points to the left or right of the 85 ppbv threshold in Figure 5 differently for each model. Further analysis of results for the particular monitors and episodes when observed O 3 exceeded the threshold is needed in order to examine model response differences further.
Sensitivity of the Ensemble to Each Model
[40] The contribution of each model to the statistics of the seven-model ensemble mean can be assessed by eliminating each model from the ensemble separately, and comparing statistics for the resulting six-member ensembles. The previous analysis suggests that there are clear advantages to the mean subtracted bias correction of the ensemble mean forecast. An analysis is therefore also done for the case where a model is removed from the ensemble mean, and the mean subtraction bias correction is applied to the resulting six-member ensemble.
[41] Figure 9 shows the resulting mean bias, RMSE, and skill measures for the various six-member ensembles along with the seven-model ensemble mean results overlaid as straight lines. It is important to note that the model name on the abscissa corresponds to the model removed from the seven-model ensemble, and therefore a decrease in model bias when a model is removed corresponds to a model with higher than average bias. When the model with highest mean bias in Figure 2 is removed from the uncorrected ensemble, the mean bias is reduced $25%, but the resulting 7.5 ppbv bias is still appreciable, and the associated RMSE only decreases $10%. As expected, for the uncorrected ensemble the sensitivity of RMSE and the skill measure correlate directly with individual model bias, and the removal of any given model has a minor effect compared to the bias correction itself. For the bias-corrected case, the removal of any particular model has very little effect on the resulting RMSE or skill measure compared to the uncorrected case. It therefore appears the combined effects of ensemble averaging and bias removal tend to diminish the influence of a particular model more than just the ensemble averaging operation itself.
[42] Figure 10 shows the threshold statistics for the various threshold scores in a manner similar to Figure 9 . For both bias-corrected and uncorrected ensemble mean cases the only quantity that is somewhat sensitive to model removal is the bias ratio. Yet despite factor of two type . Median values of the six-member ensemble mean for the (top) r correlation coefficient, (middle) mean bias in ppbv, and (bottom) root-mean-square error in ppbv when each model is removed individually from the ensemble mean (model removed is on the x axis). Shortdashed lines are median values of the seven-model ensemble mean with no bias correction, and the longdashed lines are the seven-model ensemble mean with mean subtraction as the bias correction. Unshaded bars correspond to the case with no bias correction, and shaded bars correspond to the bias-corrected case. changes in the bias ratio, false alarm rates are particularly insensitive to removal of any particular model. It is interesting that for the bias-corrected ensemble mean FARs do not decrease if any model is removed, and likewise CSI values do not increase if any model is removed. For the bias-corrected case one model appears to have a disproportionately positive influence on CSI, but the significance of this influence is on the edge of the 4 to 6% uncertainty assigned to CSI from the threshold sensitivity calculations previously discussed in connection with Figures 6a and 6b.
Conclusions
[43] As part of the NEAQS-2004 model verification project, daily observations of surface O 3 from the AIRNow network are used to assess forecasts from a mean ensemble and a median ensemble, both determined from results of 7 real-time air quality models. Several statistical measures for the ensembles and individual models are evaluated, and include r correlation coefficients, mean bias, and RMSE. For median conditions over 342 O 3 monitors in the eastern United States and southern Canada, r correlation coefficients are significantly higher for the model ensembles than for any individual model. Because all of the models exhibit positive O 3 bias, the ensembles also possess significant positive bias. This large bias directly accounts for high RMSE values and low model skill for forecast daily maximum O 3 . The sources of persistent positive model bias requires further analysis and could be due to a number of factors such as a common overestimate of O 3 precursor emissions or high O 3 boundary conditions during the relatively low O 3 summer of 2004. There are spatial patterns associated with r correlation coefficients, mean bias, and RMSE that show the ensembles perform much better along the eastern U.S. corridor, New England and southern Canada in comparison to a broad region that straddles the Ohio River Valley. The statistical analysis for maximum 8-hour average O 3 is reapplied to the model and ensemble forecasts using two bias correction techniques: a mean bias subtraction, and a multiplicative type ratio adjustment. Bias correction from both methods reduces RMSE and increases skill, but the ratio-adjusted method provides additional improvement over the mean subtraction method, particularly for the three AQFMs with the highest biases.
[44] Threshold statistics for 85 ppbv maximum 8-hour average O 3 limits are also presented for the uncorrected and bias-corrected ensemble and individual model results. These statistical scores are also related directly to O 3 bias for the uncorrected models. For the AQFMs with significant model bias, as well as the ensembles, the method of bias correction has a large impact on the threshold statistics. Somewhat surprisingly, the ratio-adjusted bias correction improves the bulk statistical scores under all cases but adversely affects the threshold statistics for most cases. The response of the threshold statistics to a particular bias correction method appears to be related to the degree to which a particular model's O 3 variance matches the observed variance. The ratio-adjusted bias correction always decreases model O 3 variance for the case of positive model bias, as well as the POD (probability of detection) statistic compared to a mean subtraction correction. Thus threshold statistics for uncorrected models that have too little O 3 variance, or variance that matches observations, are adversely affected by a ratioadjusted correction. The O 3 variance of the ensemble mean model with a mean subtraction bias correction, or with no correction, matches observed O 3 variance well, and appears to represent a compensating balance between 3 AQFMs with too little O 3 variance and 4 AQFMs with too much variance.
[45] If one contrasts the standard statistical measures of r correlation coefficient, mean bias, and RMSE against the threshold statistics for the individual AQFMs, there is no preferred AQFM that stands out as best in both categories regardless of bias correction or not. Though the sevenmodel ensembles with mean subtraction bias correction have relatively low PODs ($20%) compared to some individual models, their false alarm rates (FAR) are the lowest of all models, giving them the highest value of the critical success index (CSI) threshold statistic, which is a balanced measure between FAR and POD. The ensemble median forecast without bias correction shows better bulk and threshold statistics for all measures except RMSE, RMSE related skill score, and POD compared to any uncorrected individual model, and the bias-corrected ensemble mean forecast shows better performance for all statistical measures except POD compared to any other Figure 10 . Median values of the six-member ensemble mean for the threshold statistics POD, FAR, CSI, and bias ratio when each model is removed individually from the ensemble mean (model removed is on the x axis). The meaning of short-dashed and long-dashed lines and shaded versus unshaded bars is the same as in Figure 9 . model case. The results of this study clearly points to the preference of the ensemble cases as a forecast over any individual forecast model. A simple model removal analysis shows that the statistics of the bias-corrected ensemble mean are quite insensitive to the removal of any particular AQFM, and that the mean subtraction bias correction improves all statistical measures (except for bias-correlated POD) much more than removing any AQFM from the uncorrected ensemble.
[46] Since the primary value of real-time O 3 forecasts is their guidance for issuing health advisories and alerts, it can be argued that the threshold statistics, rather than mean bias and associated RMSE, are the most important quantities to consider. The analysis presented here illustrates that matching observed O 3 variance, along with the elimination of model bias, are both necessary for useful real-time O 3 forecasts.
[47] It is important to note that all the forecast models presented here have undergone revisions that make any statistical inferences about a particular model obsolete. The focus is on establishing the utility of the O 3 ensemble, and the bias corrections required to yield significant statistical improvement over any single model forecast. The models used in the ensemble were chosen on the basis of their availability within a broader cooperative model evaluation project of the ICARTT/NEAQS-2K4 study. A better ensemble forecast could possibly be devised from forecasts designed for ensemble inclusion. For example the effects of older, less reliable emissions inventories would be eliminated if all ensemble elements used the most recent emission estimates available, but maintain a diverse set of meteorological foundations. Alternatively, an ensemble of model forecasts that explicitly reflect known uncertainties in O 3 precursor emissions all contained within the ''best'' possible meteorological framework may provide the optimum combination. Additional investigation into optimum ensemble design within a set of all possible combinations and permutations of AQFM configurations is obviously needed to address conceptual issues such as this. Likewise, the practical implementation of ensemble O 3 forecasts within an operational setting is not addressed here. One obvious issue is computational expense, which in this case was shared by seven individual institutions. This study has also taken advantage of a full season's data to derive bias correction terms, and thus represents a limiting case where biases are well characterized. However, this same sevenmodel data set has been used for further statistical evaluation of alternative ensemble strategies, training period requirements, and bias correction applications that are more applicable to an operational ensemble framework [Pagowski et al., 2005; J. M. Wilczak et al., manuscript in preparation 2005] .
