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Abstract
Numerical solution of linear integral equations by means of the Sinc collocation method based on the double
exponential transformation, abbreviated the DE transformation, is considered. We ﬁrst apply the method to the
Volterra integral equation of the second kind and then to the Volterra equation of the ﬁrst kind. This method is also
applied to the Fredholm integral equation of the second kind. For theVolterra equations we employed a formula for
numerical indeﬁnite integration developed by Muhammad and Mori obtained by applying the DE transformation
incorporated into the Sinc expansion of the integrand,while for the Fredholm equationwe employed the conventional
DE transformation for deﬁnite integrals. An error analysis of the method is given and in every case a convergence
rate of O(exp(−cN/ logN)) for the error is established where N is a parameter representing the number of terms
of the Sinc expansion. Also, the condition of the matrix of the main system of linear equations is watched through
an estimate of the condition number returned by the program. Numerical examples show the convergence rate
mentioned above and conﬁrm the high efﬁciency of the present method.
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1. Introduction
Since the double exponential transformation, abbreviated as the DE transformation, was proposed in
[10] in 1974 it has becomewidely used as one of themost efﬁcient transformation for numerical evaluation
of deﬁnite integrals of analytic functions, in particular of functions with end point singularity. See [5] and
[1], for example. Recently, it has turned out that the DE transformation is also useful for other various
kinds of numerical methods. Indeed, it has been demonstrated in [9] that the use of the Sinc method
based on the DE transformation gives highly efﬁcient numerical method for the solution of boundary
value problems of second order differential equation. Also, recently Muhammad and Mori established
a method of numerical indeﬁnite integration based on the DE transformation incorporated into the Sinc
expansion of the integrand which gives results with high efﬁciency [6].
Themain purpose of the present paper is to developmethods for numerical solution of integral equations
based on the DE transformation. First we consider the linear Volterra integral equation of the second
kind. We apply the formula for indeﬁnite integration developed by Muhammad and Mori based on the
DE transformation to the kernel integral of the Volterra equation because this formula is shown to be
optimal from Sugihara’s theorem [6,8]. Next we consider the linear Volterra equation of the ﬁrst kind. In
many cases this equation can be reduced to an equation of the second kind which enables us to use the
same method as above. Finally, we consider the linear Fredholm integral equation of the second kind.
Since the kernel integral is deﬁnite in this case, we apply the conventional DE transformation for deﬁnite
integrals to this kernel integral. Although the equations which we are going to deal with in the present
paper are linear, it is not difﬁcult to extend our methods to nonlinear equations. In a succeeding paper we
will give a report of applications of the present method to the nonlinear equation and also to the system
of equations.
Methods of numerical solution of integral equations have been studied bymany authors so far [2]. They
usually use techniques based on an expansion in terms of some basis functions or use some quadrature
formulas, and the convergence rate of these methods are usually of polynomial order with respect to
N, where N represents the number of terms of the expansion or the number of points of the quadrature
formula. On the other hand, in [7] it is shown that if we use the Sinc method the convergence rate is
O(exp(−c√N)) with some c > 0. Although this convergence rate is much faster than that of polynomial
order, it is still not optimal because this convergence rate is based on the single exponential transformation.
In the present paper, on the other hand, we employ the DE transformation which is optimal instead of the
single one and show that the convergence rate of O(exp(−cN/ logN)) is attained.
After we give some preliminaries in Section 2 we propose formulas for numerical solution of the
integral equations in Section 3 together with an error analysis of the formulas. Finally, in Section 4, we
give numerical examples to conﬁrm our analysis given in the previous sections.
2. Preliminaries
To state the results precisely, we need a number of spaces of functions analytic in a strip region about
the real axis, which are characterized by the decay rate of their elements in the neighborhood of the
inﬁnity. Let Dd be the strip region of width 2d (d > 0), i.e.,
Dd ≡ {t ∈ C | |Im t |<d}. (2.1)
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Let z= (t) denote a conformal map of Dd onto a simply connected domain D with boundary D such
that ((−∞,∞))= (a, b) where (−∞)= a, (∞)= b. We denote −1 the inverse of . Let H1(Dd)
be the family of all functions g analytic in Dd such that
N1(g,Dd)= lim
→0
∫
Dd()
|g(t)|| dt |<∞,
Dd() = {t ∈ C ||Re t |< 1/, |Im t |<d(1− )}.
A function g is said to decay double exponentially if there exist positive constants  and C such that
|g(t)|C exp(− exp |t |) for t ∈ (−∞,∞), (2.2)
or a function f is said to decay double exponentially with respect to the conformal map  if there exists
positive constants  and C such that
|f ((t))′(t)|C exp(− exp |t |) for t ∈ (−∞,∞). (2.3)
In this sense satisfying (2.3) is called the DE transformation. LetK(Dd) denote the family of functions
f where f ((t))′(t) belongs to H1(Dd) and decays double exponentially with respect to  and with a
constant  as (2.3).
Incidentally, a function f is said to decay single exponentially with respect to the conformal map 1 if
there exists positive constants ′ and C′ such that
|f (1(t))′1(t)|C′ exp(−′|t |) for t ∈ (−∞,∞), (2.4)
and 1 satisfying (2.4) is called the single exponential transformation, abbreviated as the SE transforma-
tion.
Hereafter for  we consider speciﬁcally the DE transformation
x = (t)= (b − a)
2
tanh
(
2
sinh t
)
+ (b + a)
2
, (2.5)
′(t)= b − a
2
(/2) cosh t
cosh2((/2) sinh t)
. (2.6)
Assume that f is a functionwhich belongs toK(Dd)with respect to deﬁned by (2.5). Then the following
formula for a deﬁnite integral based on the DE transformation is known [10]:∫ b
a
f (x) dx = h
∞∑
j=−∞
f ((jh))′(jh)+ O
(
exp
(
−2d
h
))
. (2.7)
Similarly, the following formula for an indeﬁnite integral based on the DE transformation can be found
in [6]:∫ s
a
f (x) dx = h
∞∑
j=−∞
f ((jh))′(jh)
(
1
2
+ 1

Si
(

−1(s)
h
− j
))
+ O
(
h exp
(
−d
h
))
, (2.8)
272 M. Muhammad et al. / Journal of Computational and Applied Mathematics 177 (2005) 269–286
where Si(t) is the sine integral deﬁned by
Si(t)=
∫ t
0
sin 

d
which satisﬁes Si(t)=−Si(−t). If f (x) belongs to K(Dd) with respect to  then f ((t))′(t) can be
expanded in terms of the sinc cardinal series [7]
f ((t))′(t)=
∞∑
j=−∞
f ((jh))′(jh) sinc
(
t
h
− j
)
+ e(t, h, d), (2.9)
where sinc is the sinc function deﬁned by
sinc = sin 

(2.10)
and e(t, h, d) is the remainder term. If we substitute (2.9) into the indeﬁnite integral∫ s
a
f (x) dx =
∫ −1(s)
−∞
f ((t))′(t) dt
and carry out term-wise integration we have (2.8). See [6] for details.
The factor
h,j (s)=
(
1
2
+ 1

Si
(

−1(s)
h
− j
))
(2.11)
on the right-hand side of (2.8) is an analytic approximation to the cutoff step function at s = (jh)
corresponding to the upper bound x = s of the indeﬁnite integration.
We should mention here that there is a difference of factor 2 between the exponents in the error term of
(2.7) and that of (2.8). The reason is outlined as follows. The error term in (2.7) comes from the analyticity
of f ((t))′(t) inDd . In other words, the integrand f ((t))′(t) has singularities at t = ± id for some
real . The error term in (2.7), although not explicitly, includes linearly the residues of f ((t))′(t) at
t=±id [10]. On the other hand, we see that if wemultiply h,j ((t)) to every term in (2.7) we have (2.8).
Therefore, if we multiply the value of h,j ((t)) at t = ± id to the error term in (2.7) we have the error
term in (2.8). As t goes far from the real axis h,j ((t)) becomes large and attains a value approximately
as large as O(exp(d/h)) at t =  ± id. Consequently, if we multiply this factor O(exp(d/h)) to the
error term O(exp(−2d/h)) in (2.7) we eventually obtain the error O(exp(−d/h)) in (2.8).
Assume that f is a function such that f (x) = O({(x − a)(b − x)}−1+) for some > 0 as x → a, b.
Then from (2.6) we see that
f ((t))′(t)= O
(
exp
(
−(− )
2
exp |t |
))
, t ∈ (−∞,∞)
holds for arbitrary small > 0, so that f belongs to K(Dd) for  = ( − )/2 in this case. In actual
computation we can assume = 0. When we evaluate (2.7) we need to truncate the inﬁnite summation at
some j =±N . The truncation should be carried out as follows. Note that the discretization error due to
the replacement of the integral with the inﬁnite summation is approximately equal to exp(−2d/h) from
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(2.7), while the truncation error due to the truncation of the inﬁnite summation (2.7) is approximately
equal to exp(− expNh) from (2.3). The requirement that the discretization error be approximately equal
to the truncation error leads to
h= 1
N
log(2 dN/). (2.12)
When  = a at x = a is not equal to  = b at x = b, we can choose an intermediate value between a
and b, say = (a + b)/2, or =min(a, b)more safely. If we truncate (2.7) at j =±N in such a way
that N and the mesh size h satisfy (2.12) we have the DE formula for the deﬁnite integration of a function
f ∈ K(Dd) [10]
∫ b
a
f (x) dx = h
N∑
j=−N
f ((jh))′(jh)+ O
(
exp
(
− 2 dN
log(2 dN/)
))
. (2.13)
Similarly, if we truncate the inﬁnite summation in (2.8) at j =±N in such a way that N and the mesh
size h satisfy
h= 1
N
log( dN/), (2.14)
then we have the indeﬁnite integration formula based on the DE transformation for the function f ∈
K(Dd)
∫ s
a
f (x) dx = h
N∑
j=−N
f ((jh))′(jh)
(
1
2
+ 1

Si
(

−1(s)
h
− j
))
+ O
(
logN
N
exp
(
−  dN
log( dN/)
))
(2.15)
which holds uniformly for all s ∈ [a, b].
3. Formulas for numerical solution and error analysis
In this sectionwe derive formulas for numerical solution of integral equations and give an error analysis.
3.1. Volterra integral equation of the second kind
First we consider the linear Volterra integral equation of the second kind
u(x)− 
∫ x
a
K(x, 	)u(	) d	= g(x), a < x <b, (3.1)
where the constant  and the function g(x) are given and u(x) needs to be found. Formula (2.15) for
indeﬁnite integration can be directly applied to the second term on the left-hand side of (3.1). We assume
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here that the kernel K(x, 	) of the integral equation is analytic on a < 	<b but at the end point 	= a or
	= b it may have an integrable singularity. Application of (2.15) to the kernel integral in (3.1) gives
∫ x
a
K(x, 	)u(	) d	 ≈ h
N∑
j=−N
K(x, 	j )
′(jh)
(
1
2
+ 1

Si
(

−1(x)
h
− j
))
uj , (3.2)
where uj denotes an approximate value of u(xj ), and
	= ()= (b − a)
2
tanh
(
2
sinh 
)
+ (b + a)
2
, = −1(	),
x = (t), −∞< t−1(x),
	j = (jh), j =−N, . . . , N.
Hereafter we call xj = (jh), j =−N,−N + 1, . . . , N the Sinc points. If we replace the second term
on the left-hand side of (3.1) with the right-hand side of (3.2) we have
u(x)− h
N∑
j=−N
K(x, 	j )
′(jh)
(
1
2
+ 1

Si
(

−1(x)
h
− j
))
uj ≈ g(x). (3.3)
There are 2N+1 unknowns uj , j=−N,−N+1, . . . , N to be determined in (3.3). In order to determine
these 2N + 1 unknowns we employ the collocation method and as the collocation points we choose the
Sinc points
xk = (kh)= (b − a)2 tanh
(
2
sinh kh
)
+ (b + a)
2
, k =−N,−N + 1, . . . , N. (3.4)
Note that due to this choice the ﬁrst term −1(x)/h in the argument of Si reduces to −1(xk)/h= k.
Substituting xk=(kh) into x in (3.3) and applying the collocation to it, we eventually obtain the following
system of 2N + 1 linear equations with 2N + 1 unknowns uj , j =−N,−N + 1, . . . , N :
uk − h
N∑
j=−N
K(xk, 	j )
′(jh)
(
1
2
+ 1

Si((k − j))
)
uj = g(xk),
k =−N,−N + 1, . . . , N. (3.5)
Remember that h and N should satisfy (2.14).
If we solve this system of linear equations, we obtain an approximate solution uj , j = −N,−N +
1, . . . , N which corresponds to the exact solution u(xj ), j = −N,−N + 1, . . . , N at the Sinc points
xj = (jh).
In order to get an approximate value of u(x) at an arbitrary point x we can use some interpolation
formula based on the approximate values uj , j = −N,−N + 1, . . . , N obtained above. In the present
paper we employ a method similar to the Nyström’s idea for the Fredholm integral equation [7], i.e.,
we use
uN(x)= g(x)+ h
N∑
j=−N
K(x, 	j )
′(jh)
(
1
2
+ 1

Si
(

−1(x)
h
− j
))
uj (3.6)
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as an approximation to u(x) corresponding to (3.1) and (3.5). Note that this is an interpolation based on
the values uj , j =−N,−N + 1, . . . , N at x = xj because
uN(xj )= uj (3.7)
holds as seen from (3.5).
Now we proceed to an error analysis of formula (3.6). Using the notations
A= [K(xk, 	j )′(jh)
(−1)kj ],
u˜= (u−N, . . . , uN)T, g = (g(x−N), . . . , g(xN))T,
where [7]

(−1)kj =
(
1
2
+ 1

Si((k − j))
)
,
the system of linear equations (3.5) for unknown coefﬁcients {uj }Nj=−N can be expressed in a matrix form
(I − hA)u˜= g. (3.8)
When we solve the system of linear equations (3.8) it is important to consider about the condition of the
matrix I − hA. For that purpose and also for later convenience we hereafter assume that for each N
Eq. (3.8) has a unique solution and write
N = ‖(I − hA)−1‖. (3.9)
In order to derive a bound of |u(x)− uN(x)| in the maximum norm, we need to estimate the norm of
the vector (I − hA) u− g, where u is a vector deﬁned by
u= (u(x−N), . . . , u(xN))T
and u(xj ) is the value of the exact solution of the integral equation at the collocation point xj = (jh).
For this purpose, we prove the following lemma.
Lemma3.1. Letu(x) be the exact solution of the integral equation (3.1) and letK(x, ·) belong toK(Dd)
uniformly for all x ∈ (a, b). If u((t)) is analytic and bounded on Dd , then there exists a constant C1
independent of N such that
‖(I − hA)u− g‖ ||C1 logN√
N
exp
(
−  dN
log( dN/)
)
, (3.10)
for h and N satisfying
h= 1
N
log( dN/). (3.11)
Proof. We derive a bound of the kth component vk of the vector v= (I − hA)u− g. Using the formula
(2.8) with the optimal mesh size satisfying (3.11) and from the assumption on the kernel, we have the
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following estimate on vk:
|vk| = |{(I − hA)u− g}k|
=
∣∣∣∣∣∣u(xk)− h
N∑
j=−N
K(xk, 	j )
′(jh)
(−1)kj u(	j )− g(xk)
∣∣∣∣∣∣

∣∣∣∣∣∣h
∑
|j |>N
K(xk, 	j )
′(jh)
(−1)kj u(	j )
∣∣∣∣∣∣+ O(he−d/h)
 ||C logN
N
exp
(
−  dN
log( dN/)
)
.
Therefore, we have
‖(I − hA)u− g‖ =
(
N∑
k=−N
|vk|2
)1/2
 ||C1 logN√
N
exp
(
−  dN
log( dN/)
)
. 
From Lemma 3.1 we can bound the difference u(x)−uN(x) in the maximum norm, where u(x) is the
exact solution and uN(x) is the approximate solution (3.6). The result summarizes as follows.
Theorem3.2. Let the assumptions of Lemma 3.1 be satisﬁed and let uN(x) be the approximate solution of
Eq. (3.1) given by (3.6). Then, if the mesh size h and N satisfy (3.11), there exists a constant C independent
of N such that
sup
x∈(a,b)
|u(x)− uN(x)|(C
√
NN + C′)
logN
N
exp
(
−  dN
log( dN/)
)
, (3.12)
where N is deﬁned by (3.9).
Proof. From the assumptions and from (2.8) we have for ﬁxed x ∈ (a, b)
|u(x)− uN(x)| =
∣∣∣∣∣∣
∫ x
a
K(x, 	)u(	) d	− h
N∑
j=−N
K(x, 	j )
′(jh)h,j (x)uj
∣∣∣∣∣∣
 ||h
N∑
j=−N
|K(x, 	j )′(jh)h,j (x)||(u(	j )− uj )|
+ ||h
∑
|j |>N
|K(x, 	j )′(jh)h,j (x)u(	j )| + O(he−d/h)
=EN + E∞,
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where h,j (x) is deﬁned by (2.11) and
EN = ||h
N∑
j=−N
|K(x, 	j )′(jh)h,j (x)| |(u(	j )− uj )|,
E∞ = ||h
∑
|j |>N
|K(x, 	j )′(jh)h,j (x)u(	j )| + O(he−d/h).
Note that
h

 N∑
j=−N
|K(x, 	j )′(jh)h,j (x)|2


1/2
M
holds uniformly for x ∈ (a, b) from the assumption on the kernel. Then using the Schwarz inequality,
we get
EN ||h

 N∑
j=−N
|K(x, 	j )′(jh)h,j (x)|2


1/2
 N∑
j=−N
|u(	j )− uj |2


1/2
M||‖u− u˜‖.
Since from (3.8)
‖u− u˜‖ = ‖u− (I − hA)−1g‖
‖(I − hA)−1‖‖(I − hA)u− g‖
holds, we have from Lemma 3.1
ENC2||2N
logN√
N
exp
(
−  dN
log( dN/)
)
.
For E∞ it is evident that
E∞C3|| logN
N
exp
(
−  dN
log( dN/)
)
with the optimal step size satisfying (3.11). Therefore, summarizing the estimates on EN and E∞, we
conclude Theorem 3.2. 
We see that N = ‖(I − hA)−1‖ appears in the coefﬁcient of the error term (3.12). There are good
programs to solve a system of linear equations which returns an estimate of the condition number or an
estimate of N . If we use one of such programs when we actually solve (3.8) we can watch the change
of N and judge whether the numerical solution of (3.8) is reliable or not. See examples in Section 4.
The solution {uj }Nj=−N of the system of linear equations (3.5) at the Sinc points is of course useful
itself. Since (3.12) in Theorem 3.2 holds for x = xj= Sinc point, we immediately have, from (3.7), an
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error bound on uj
max−Nj N |u(xj )− uj |(C
√
NN + C′)
logN
N
exp
(
−  dN
log( dN/)
)
(3.13)
with the mesh size h and N satisfying (3.11).
3.2. Volterra integral equation of the ﬁrst kind
Next we consider the Volterra equation of the ﬁrst kind
−
∫ x
a
K(x, 	)u(	) d	= g(x), a < x <b. (3.14)
If K(x, x) = 0 this equation can be reduced to a Volterra integral equation of the second kind
u(x)−
∫ x
a
K1(x, 	)u(	) d	= g1(x), (3.15)
where
K1(x, 	)= −1
K(x, x)
K(x, 	)
x
, g1(x)=− g
′(x)
K(x, x)
.
When K(x, x) = 0, Eq. (3.15) is still a Volterra equation of the ﬁrst kind. If the new kernel satisﬁes
K(x, x)/x = 0, then one more differentiation will result in a Volterra equation of the second kind. If
these attempts fail, the method of solution will become more and more involved. Anyway, let us assume
that K(x, x) = 0 in (3.14) and start from Eq. (3.15) of the second kind. If we apply the same method as
in the previous subsection we have the following system of linear equations:
uk = − g
′(xk)
K(xk, xk)
− h
N∑
j=−N
1
K(xk, xk)
K(x, 	j )
x
∣∣∣∣
x=xk
′(jh)
(
1
2
+ 1

Si((k − j))
)
uj . (3.16)
From the solution uj , j = −N,−N + 1, . . . , N of this system of equations we have an approximate
solution of (3.14)
uN(x)= − g
′(x)
K(x, x)
− h
N∑
j=−N
1
K(x, x)
K(x, 	j )
x
′(jh)
×
(
1
2
+ 1

Si
(

−1(x)
h
− j
))
uj . (3.17)
Therefore, for numerical solution of the Volterra equation of the ﬁrst kind (3.14), we have the same
conclusion as Theorem 3.2.
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Theorem 3.3. Let u(x) be the exact solution of (3.14) and let uN(x) be the approximate solution of (3.14)
given by (3.17). LetK(x, x) = 0 and K(x, ·)/x belong toK(Dd). If u((t)) is analytic and bounded
on Dd , then there exists a constant C independent of N such that
sup
x∈(a,b)
|u(x)− uN(x)|(C
√
NN + C′)
logN
N
exp
(
−  dN
log( dN/)
)
(3.18)
if the mesh size h and N satisfy (3.11).
Since (3.18) in Theorem 3.3 holds for x = xj= Sinc point, we have an error bound on uj
max−Nj N |u(xj )− uj |(C
√
NN + C′)
logN
N
exp
(
−  dN
log( dN/)
)
(3.19)
with the mesh size h and N satisfying (3.11).
3.3. Fredholm integral equation of the second kind
Finally, we consider numerical solution of the Fredholm integral equation of the second kind
u(x)− 
∫ b
a
K(x, 	)u(	) d	= g(x), a < x <b. (3.20)
It is well known that the double exponential formula (2.13) proposed in [10] for numerical evaluation
of deﬁnite integrals is optimal [8] and normally gives a result of high accuracy with a small number of
function evaluations. Hence, it naturally leads us to use the double exponential formula for numerical
solution of the Fredholm integral equation. We apply the double exponential formula (2.13) to the kernel
integral of (3.20), employ the collocation method whose collocation points are the Sinc points, and obtain
the following system of linear equations:
uk − h
N∑
j=−N
K(xk, 	j )
′(jh)uj = g(xk), 	j = (jh), j =−N, . . . , N. (3.21)
From the solution of this system of linear equations we have an approximate solution of the Fredholm
equation of the second kind (3.20) also based on the Nyström’s idea
uN(x)= g(x)+ h
N∑
j=−N
K(x, 	j )
′(jh)uj . (3.22)
If the kernel of Eq. (3.20) satisﬁes the same condition as in Lemma 3.1, the convergence rate of the
approximate solution (3.21) will be guaranteed as follows.
Theorem 3.4. Let u(x) be the exact solution of (3.20) and let uN(x) be the approximate solution of (3.20)
given by (3.22). Let the kernelK(x, ·) belong toK(Dd). If u((t)) is analytic and bounded onDd , then
there exists a constant C independent of N such that
sup
x∈(a,b)
|u(x)− uN(x)|(C
√
NN + C′)
logN
N
exp
(
− 2 dN
log(2 dN/)
)
(3.23)
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if the mesh size h and N satisfy
h= 1
N
log(2 dN/). (3.24)
As in the case of the Volterra integral equation, the solution {uj }Nj=N of the system of linear equations
(3.21) gives an approximation to the exact solution u(x) of Eq. (3.20) at the collocation points xj=(jh).
Since (3.23) also holds for x = xj=Sinc point, we have from (3.23) an error bound on uj
max−Nj N |u(xj )− uj |(C
√
NN + C′)
logN
N
exp
(
− 2 dN
log(2 dN/)
)
(3.25)
with the mesh size h and N satisfying (3.24).
Note that, due to the difference between the error term in (2.7) and that in (2.8), the major part of the
exponent in the error term (3.23) for the Fredholm equation is 2 dN , while the one in the error term
(3.12) for the Volterra equation is  dN . Suppose that we want to solve a Volterra equation and to obtain
a result with a prescribed accuracy. Then, if we use (3.6) we need twice as large number N of the terms
compared with the case when we use (3.22). Therefore, when we solve a Volterra equation, it may be
another favorable option to ﬁx x = xk for each xk and apply formula for the Fredholm equation with the
upper bound b= xk . This method, however, requires to solve 2N + 1 systems of linear equations, while
we need to solve only one system of linear equations if we employ formula (3.6) for theVolterra equation.
Thus, we should examine these alternatives before we solve the speciﬁc integral equation.
4. Numerical examples
In this section we show the results of application of the methods proposed in the previous sections
to four examples off integral equation. In order to carry out computation efﬁciently we should carefully
investigate about analytic properties of the kernel of the integral equation. Themesh size h and the number
of terms N depend on d and , and it is desirable for us to know the values of these parameters in advance.
When it is difﬁcult to know the accurate values, we usually make some guess about the values instead. If
the kernel has no singularity except at the end points x = a or x = b we can choose /2 for d.
In the following examples, in order to observe the convergence behavior we solved each equation for
several values of N. Speciﬁcally, we chose N = 2, 4, 8, 16, . . .. To know the error
sup
x∈(a,b)
|u(x)− uN(x)| (4.1)
approximately we computed for each N the difference u(x) − uN(x) at 103 equally spaced points x ∈
(a, b). The error produced by the present method together with the error by the method based on the SE
transformation is shown in the following ﬁgures. In each ﬁgure the abscissa corresponds to N, while the
ordinate MAX ERROR corresponds to the maximum of the absolute value of the error u(x)− uN(x) in
logarithmic scale among the 103 points. The curve marked as DE is for the error by the method based on
the present DE transformation and the curve marked as SE is for the error by the method based on the SE
transformation. We used
x = (t)= b − a
2
tanh t + b + a
2
(4.2)
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for the SE transformation [6,4] and chose h and N in such a way that they satisfy
h=
√
d
N
. (4.3)
For the computation of Si(x), we evaluated it directly using the integral representation
Si(x)= 
2
− f1(x) cos x − f2(x) sin x, (4.4)
f1(x)=
∫ ∞
0
xe−	
	2 + x2 d	, f2(x)=
∫ ∞
0
	e−	
	2 + x2 d	. (4.5)
In order to integrate (4.5) we applied the double exponential formula based on the transformation
x = exp(t − exp(−t))
for the half inﬁnite interval (0,∞) proposed in [10].
In order to solve the system of linear equations (3.5) or (3.8) we used DECOMP and SOLVE from the
book byForsythe–Malcolm–Moler [3]. DECOMPcomputes ‖I−hA‖whichwe denoteANORMaswell
as an estimate of ‖(I − hA)−1‖ which we denote AINORM, and returns COND=ANORM∗AINORM
as an estimate of cond(I−hA). SinceAINORM gives an estimate of N in (3.9) we modiﬁed DECOMP
so that it also returns ANORM and AINORM. In each of the tables presented below we show the values
of ANORM, AINORM and COND returned by DECOMP when we solved the system of equations
corresponding to (3.8). We also show COND corresponding to the matrix when we solved the equation
by the SE transformation.
It should be pointed out that the matrix norm of an n× n matrix B used to deﬁne N in (3.9) and used
in the proof of Theorem 3.2 is ‖B‖ = ‖B‖2 induced by the vector norm ‖x‖2 =
√∑n
j=1 |xj |2, while the
matrix norm used in DECOMP is ‖B‖ = ‖B‖1 = max1j n(∑nk=1 |bkj |) induced by the vector norm‖x‖1 =∑nj=1 |xj | and cond(B) is deﬁned cond1(B) = ‖B‖1‖B−1‖1 in [3]. On the other hand, COND
returned by DECOMP is expected to possibly satisfy [3]
CONDcond1(B)nCOND, (4.6)
and AINORM also possibly satisﬁes
1√
n
AINORM‖B−1‖2
√
n3 AINORM (4.7)
since ‖B‖1/√n‖B‖2√n‖B‖1 holds. Therefore, when we discuss quantitatively about the magnitude
of the condition number or N we should take into consideration these differences of deﬁnition.
The solution of the following examples was computed with quadruple precision accuracy using Fujitsu
Fortran Compiler on a Pentium IV personal computer in order to explicitly show the convergence property
of the error term O(exp(−CN/ logN)) of the present method as N becomes large. We computed the
solution forN = 2, 4, 8, . . . up to someNmax where saturation of the error due to the accumulation of the
round-off error does not appear. Incidentally, the machine epsilon of the system we used is 9.63× 10−35
in quadruple precision arithmetic.
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Fig. 1. Max error of Example 4.1.
Example 4.1. The ﬁrst example is a Volterra integral equation of the second kind.
u(x)−
∫ x
0
[10e−(x−	) − 6e−2(x−	)]u(	) d	= g(x), g(x)= x2, 0x1,
where the exact solution is
u(x)= 15e
4x
112
+ 4e
−3x
189
− x
2
6
− 17
36
x − 67
432
.
In this example, since a = 0 and b = 1, we employed
x = (t)= 1
2
tanh
(
2
sinh t
)
+ 1
2
, xj = (jh), j =−N, . . . , N (4.8)
for the DE transformation. The approximate solution is given by (3.6). Note that the kernel belongs
to K/2 (Dd), Dd = {t ∈ C||Im t |<d}, with d = /2. Therefore, the optimal mesh size is given by
h = log(N)/N since d = /2 and  = /2 in this example. The error is shown in Fig. 1. The curve
marked as DE quadruple corresponds to the error by the DE transformation, while the curve marked as
SE corresponds to the error by the SE transformation with h= /√N . In this ﬁgure we observe that the
error by the DE transformation converges to zero as exp(−cN/ logN) as is expected from Theorem 3.2.
We solved the same problem using the DE transformation with double precision accuracy. Themachine
epsilon of the system we used is 1.11× 10−16 in double precision arithmetic. The curve marked as DE
double is the result. The curve coincides with the one obtained with quadruple precision accuracy for
N64, while we observe saturation of the error at around 10−15 for N > 64 due to the accumulation of
the round-off error. Since the situation is similar, we do not show the result of computation with double
precision accuracy in other examples.
In Table 1 we observe that as N becomes large AINORM as well as COND decreases, and hence we
can say that the matrix I − hA is quite stable in this example.
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Table 1
Condition of the matrix in Example 4.1
N DE SE
ANORM AINORM COND COND
2 6.22× 100 1.72× 102 1.07× 103 1.91× 102
4 7.94× 100 5.28× 101 4.20× 102 4.95× 102
8 1.04× 101 1.01× 102 1.06× 103 6.97× 102
16 1.28× 101 2.71× 101 3.46× 102 3.20× 102
32 1.50× 101 5.64× 100 8.46× 101 1.11× 102
64 1.72× 101 3.16× 100 5.43× 101 2.42× 102
128 1.93× 101 2.01× 100 3.89× 101 3.01× 102
SE
DE
N
100
10-10
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10-30
0 50 100 150
M
A
X
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RR
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R
Fig. 2. Max error of Example 4.2.
Example 4.2. Next example is a Volterra equation of the ﬁrst kind.∫ x
0
[
2− (x − 	)− 1
2
(x − 	)2
]
u(	) d	= g(x), g(x)= e−x sin 2x, 0x1,
where the exact solution is
u(x)= e
−x
68
(−23 sin 2x + 61 cos 2x)+ e
x
12
+ e
−x/2
51
.
It is clear thatK(x, x)= 2 = 0 and [K(x, 	)/x]∣∣	=x =−1 = 0.We used again the DE transformation
(4.8).The solution of the equation can be approximated by (3.17)with d=/2, =/2 andh=log(N)/N .
The error is shown in Fig. 2 together with the error by the SE transformation with h= /√N . From this
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Table 2
Condition of the matrix in Example 4.2
N DE SE
ANORM AINORM COND COND
2 1.94× 100 1.73× 100 3.35× 100 2.11× 100
4 2.38× 100 1.26× 100 3.00× 100 2.23× 100
8 2.81× 100 9.95× 10−1 2.80× 100 2.58× 100
16 3.34× 100 10.00× 10−1 3.34× 100 3.29× 100
32 3.79× 100 1.00× 100 3.79× 100 4.36× 100
64 4.21× 100 1.00× 100 4.21× 100 5.81× 100
128 4.63× 100 1.00× 100 4.63× 100 7.81× 100
SE
DE
N
100
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10-20
10-30
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RR
O
R
0 20 40 60
Fig. 3. Max error of Example 4.3.
ﬁgure we see that the approximate solution of the equation represents the expected convergence behavior
as described in Theorem 3.3.
From Table 2 we see that the matrix I − hA remains stable as N becomes large also in this example.
Example 4.3. Next example is a Fredholm integral equation of the second kind from [2].
u(x)−
∫ /2
0
(x	)3/2u(	) d	= g(x), g(x)= x1/2 − 
3
24
x3/2.
The exact solution is u(x) = x1/2. We employed the DE formula (2.13) based on (2.5) with a = 0 and
b= /2 and used (3.22) for the approximate solution with h= log(N)/N . The error is shown in Fig. 3
together with the error by the SE transformation with h=/√N .We see from Fig. 3 that the convergence
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Table 3
Condition of the matrix in Example 4.3
N DE SE
ANORM AINORM COND COND
2 3.49× 100 8.10× 100 2.82× 101 8.33× 100
4 4.76× 100 4.40× 100 2.09× 101 1.32× 101
8 7.53× 100 8.04× 100 6.05× 101 3.71× 101
16 9.65× 100 5.82× 100 5.61× 101 5.61× 101
32 1.16× 101 3.98× 100 4.63× 101 1.26× 102
50 1.28× 101 7.37× 100 9.47× 101 2.20× 102
SE
DE
N
100
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10-20
10-30
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RR
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0 20 40 503010
Fig. 4. Max error of Example 4.4.
rate of the present method based on the DE transformation is also as fast as exp(−cN/ logN) although
the kernel of the equation has a singularity at x = 0.
From Table 3 we see that COND is less than 100 and the stability of the matrix is still not so serious
in this example for those N we actually computed the solutions.
Example 4.4. The last example is also a Fredholm integral equation of the second kindwith a logarithmic
singularity at the end point.
u(x)−
∫ 1
0
log
(
1
x	
)3
u(	) d	= g(x), g(x)= x2 + log x − 1
3
.
The exact solution is u(x) = x2. We employed again the DE formula (2.13) based on (2.5) with a = 0
and b = 1.
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Table 4
Condition of the matrix in Example 4.4
N DE SE
ANORM AINORM COND COND
2 1.34× 100 1.36× 101 1.82× 101 2.38× 101
4 3.24× 100 2.90× 101 9.39× 101 5.51× 101
8 6.14× 100 5.60× 101 3.44× 102 1.49× 102
16 1.13× 101 1.07× 102 1.21× 103 4.23× 102
32 2.19× 101 2.05× 102 4.47× 103 1.54× 103
40 2.73× 101 2.53× 102 6.89× 103 2.35× 103
It should be mentioned that the integral kernel of the present example does not satisfy the assumptions
of Theorem 3.4 sinceK(x, ·) does not belong toK(Dd) because of the singularity at x=0. In spite of this
disadvantage, we solved this problem using (3.22) based on theDE transformationwith h=log(N/2)/N
and obtained a numerical solution whose error is shown in Fig. 4 together with the error by the SE
transformation with h = /√N . In this ﬁgure the convergence rate exp(−CN/ logN) mentioned in
Theorem 3.4 is observed. Instead, we see from Table 4 that bothAINORM and COND present a tendency
of increase. To investigate into the reason of this inconsistency is left to the future work.
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