Abstract. We define a general concept of a network of analogue modules connected by channels, processing data from a metric space A, and operating with respect to a global continuous clock T. The inputs and outputs of the network are continuous streams u : T → A, and the input-output behaviour of the network with system parameters from A is modelled by a function Φ :
Introduction
Let us take analogue computation to be computation by the application of experimental procedures, notably measurement, to physical, chemical or biological systems. Analogue computation is based on continuous data, such as real numbers and data streams. The systems are networks of components or modules that operate in continuous time.
Historically, in analogue computation as conceived by Kelvin [12] and Bush [1] , data are represented by measurable physical quantities such as length, voltage, etc., processed by networks of mechanical or electrical components. Currently, analogue computation can involve a much wider range of technologies, inspired, for example, by neural networks and cellular automata.
Digital computation, on the other hand, is fundamentally computation by algorithms on discrete data in discrete time. Starting in the 1930s, classical computability theory has matured into a comprehensive and mathematically deep theory of digital computation. Turing computability and its equivalents have become the standard for what we mean by computation. The subject continues to develop in new directions [4] . Of particular relevance is Computable Analysis, where it is applied to computable functions on real numbers, Banach spaces, and, more generally, metric and topological spaces.
The theory of analogue computation is less developed. The general purpose analog computer (GPAC) was introduced by Shannon [11] to model Bush's Differential Analyzer. Shannon discovered that a function can be generated by a GPAC if, and only if, it is differentially algebraic, but his proof was incomplete. Marian Pour-El [10] gave a characterisation of the analogue computable functions, focusing on the classic analogue systems built from adders, scalar multipliers and integrators. This yielded a new proof of Shannon's equivalence and a proof that these analogue models do not compute all algorithmically (or "digitally") computable functions on the reals.
Cristopher Moore [8] defined a system of schemes rather like Kleene's [6] , but with primitive recursion replaced by integration. Félix Costa and his colleagues [3, 7] have presented improved models extending GPAC.
We present two questions related to analogue technology:
1. What characteristics of data, physical components, transmissions, and system architecture, make up a suitable technology for analogue computation?
2. Given a technology that builds analogue systems from components, do these systems produce, by measurements, the same functions as those algorithmically computed?
Thanks to the work of Shannon, Pour-El, Moore and Costa, we have one possible precise formulation of question 1, and negative answer to question 2. Their models are based on the traditional components of analogue computing up to the 1960s (adders, integrators, etc.). However, even for the case of traditional analogue technologies, the conceptual basis is not sufficiently clear to answer (even) the first question fully. We begin, in Section 2, with a definition of an analogue network, with modules connected by channels, processing data from a metric space A, with a global continuous clock T modelled by the set of non-negative reals. Let C[T, A] be the set of all continuous streams u : T → A with the compact-open topology. The input-output behaviour of a network N with p input channels, q output channels and r parameters from A is modelled by a function Φ :
q . The module functions must satisfy an important physically motivated condition: causality. We give an equational specification for N .
In Section 3 we give a semantics for the equational specification of a network satisfying causality. This involves solving a fixed point equation over C[T, A] using a custom-made contraction principle, based on the fact that C[T, A] can be locally approximated by metric spaces. This extends the well-known Banach fixed point theorem for metric spaces [2] . We also derive continuity of Φ, assuming continuity of the module functions. This gives a mathematical model of computation by measurements on an analogue system.
In Section 4 we analyse in detail a case study of analogue computation with a mechanical system in which data are represented by displacement, velocity and acceleration.
In Section 5 we compare analogue and digital computation. For this we introduce a custom-made concrete (digital) computation theory over C [T, A] . This is an extension to the non-metric space C[T, A] of the theory of concrete computations on metric algebras [15] . We prove a soundness theorem for analogue, relative to concrete, computation:
Theorem. If the functions defined by the components of an analogue network are concretely computable, then so is the function defined by the whole network.
Settling a converse result, i.e. completeness of analogue with respect to digital computation, would be of great importance.
We have studied computation on discrete time streams in [14] , and networks that process discrete time streams in [13] .
Analogue Networks
An analogue network N consists of a number of modules and channels computing and communicating with data from a topological algebra A.
Data and Time
Assume we are working with data from a complete metric space (A, d). 
Modules
A module M has finitely many input channels, one output channel, and locations for some parameters. Associated with M is a function
Examples 2.2.1. Typical module operations (assuming A = IR) are the classical analogue processing units: (a) pointwise addition of two streams, (b) pointwise multiplication of a stream by a constant ("scalar"), (c) integration. There are parameters in (a) and (c), namely the scalar multiplier in (a), and the constant of integration in (c).
We will assume a causality property of the module functions, which states that the output is "causally" related to the inputs, in the sense that the output at any time depends only on the inputs up to that time. Precisely:
kM , c ∈ A lM and t ≥ 0:
)(t).
Note that this condition depends on an assumption of instantaneous response of the modules. All the common module operations (including those listed in 2.2.1) satisfy (Caus).
Network Architecture
Consider now (Figure 1) 
Fig. 1. A network
The network N itself has p input channels and q output channels (p, q ≤ m). We assume (for notational convenience) that the first p modules M 1 , . . . , M p are the identity module M I , and the p network input channels α 1 , . . . , α p are both the input and output channels for M I . The remaining (non-trivial) modules of the network are M p+1 , . . . , M m . For i = 1, . . . , m, the channel α i is the output channel for module M i . The q network output channels are β 1 , . . . , β q , where (say)
There are also locations for global or network parameters c = (c 1 , . . . , c r ) (r ≥ 0), which include the local parameters of all the modules in N . For each global parameter c i and module M j , it is specified which of the local parameters of M j are to be identified with c i .
We make an assumption of input determinacy :
There is a well-determined value for the stream on each input channel at all times.
Network Operation: The Model
Under the assumptions (InDet) and (Caus), we want to prove a network determinacy condition:
(NetDet): For certain input streams and parameter values, there is a well-determined value for the stream on each channel at all times.

This means that, at least for a certain set U ⊆ C[T, A]
p × A r of inputs and parameters, there is a well-determined tuple of total functions u i : T → A(i = 1, . . . , m) that describes the data on every channel α i .
Assuming (NetDet), there is associated with each module
From these module functions follows the existence of the network function
Network Operation: Algebraic Specification
Given the above assumptions, we can specify the model by the following system equations:
In the next section we will derive the existence and uniqueness of a solution of this specification as a fixed point of a certain function.
Solving Network Equations; Fixed Point Semantics
We are looking for an m-tuple of channel functions satisfying the equational specifications (2.2). First, we define some general concepts and give some results concerning stream spaces and stream transformations. Recall that (A, d) is a complete metric space.
Stream Spaces and Stream Transformations
Let 0 ≤ a < b, and let C[ [a, b] , A] be the set of continuous functions from
This makes C[ [a, b] , A] a complete metric space, with the uniform convergence
We will sometimes drop the superscript 'm' from d 
. ) of elements of C[T, A] is said to converge locally uniformly to the limit u ∈ C[T, A] if for all k there exists
. This is equivalent to the topology of local uniform convergence, which can be characterised as follows. Given a set X ⊆ C[T, A] and a point u ∈ C[T, A], u is in the closure of X if, and only if, there is a sequence of elements of X which converges locally uniformly to u.
This topology on C[T, A] can also be characterised as the inverse limit [2] of the family of topological spaces
is complete in the following sense. We must first define:
Lemma 3.1.2 (Completeness of C[T, A]). A locally uniform Cauchy sequence in C[T, A] converges locally uniformly to a limit.
We are interested in stream transformations f :
Definition 3.1.3 (Contracting stream transformations).
Remark 3.1.5. Hence if f ∈ Contr (κ, τ ), we can choose τ freely. We will henceforth write Contr (κ) instead of Contr (κ, τ ), and generally take τ = 1.
Theorem 1 (Fixed point of contracting stream transformation).
Suppose f ∈ Contr (κ) for some κ < 1. Then f has a unique fixed point, i.e., there is a unique
Proof. Uniqueness is an easy exercise. We prove existence by constructing a fixed point u of f as a limit of a locally uniformly convergent Cauchy sequence of stream tuples:
Define u 0 arbitrarily, and u n+1 = f (u n ). Then for all k, n, by induction on n:
The sequence (3.2) can then be seen to be a locally uniform Cauchy sequence, by choosing N (for a given k, in Definition 3.1.1) such that
Thus by Lemma 3.1.2, the sequence (3.2) converges locally uniformly to a limit u. Hence, also, the sequence
converges locally uniformly to f (u), since by the contraction property of f ,
Since (3.3) is the sequence (3.2) shifted by 1, it also converges to u, and so f (u) = u.
In Section 5, where we consider the computability of the fixed point u as a function of the inputs (x , c), we will need a stronger property of the sequence (3.2) than local uniform convergence, namely effective local uniform convergence.
We turn to apply the above theory to the network N .
Network Function
Recall the network function Φ N (2.1) and the specifications (2.2). Notice next that a stream tuple (u 1 , . . . , u m ) satisfying the specifications (2.2) can be characterised as a fixed point of the function
(where, on the r.h.s., u i , c i are the lists of input streams and local parameters associated with F i ) subject to the constraint (2.2b). Now by equation (2.2b), the first p components (u 1 , . . . , u p ) of the tuple (u 1 , . . . , u m ) on the left hand side are identical to x . Similarly, on the right hand side, for i = 1, . . . , p, F i is the identity function, with argument u i = x i , and so (3.4) can be rewritten as
Therefore Ψ N can be reformulated as a function only of the non-input streams u = (u p+1 , . . . , u m ), with the input streams x as further parameters, thus: We will give at least a partial solution to this, namely a sufficient condition for a fixed point, by applying the theory of contracting stream transformations developed above.
Solution of Fixed Point Equation
Recall Def. 3.1.3 and Remark 3.1.5. Part (a) is immediate from Theorem 1. We omit the proof of (b).
Definition 3.3.1 (Contracting condition for network). Given c ∈ A r , x ∈ C[T, A]
A Case Study
We apply the theory of Section 3 to an example from a standard text [5] .
4.1
The Physical System 
Equational Specification
Three forces act on the mass: the external force f , the spring force −Kx, and the damping force −Ddx/dt. By Newton's second law of motion, Ma+Dv+Kx = f , where v = dx/dt is the velocity, and a = dv/dt the acceleration.
Network
The analogue network N for this system is shown in Figure 3 . It is simplified from the one in [5] , by combining each scalar multiplier with the preceding or following module. There is also an extra "identity" module M 1 for the input stream f . 
The integration constants v 0 and x 0 represent initial velocity and displacement.
Network Semantics
The 
For changes δa, δv, δx in a, v, x, and corresponding changes δa , . . . in a , . . . :
Then (using the pseudonorm u = df sup {u(t) | T ≤ t ≤ T + τ }) from (4.1): 
Corollary. The system of Figure 2 has a well-determined solution (a(t), v(t), x(t)) for the acceleration, velocity and displacement as functions of time t ≥
Computability of the Solution
We want to show that the network function which solves the network specification (2.2) according to Theorem 2 is computable relative to the module functions; in other words, the output streams are computable from the input streams, parameters, and module functions. Hence if the module functions are computable, then so is the network function. 
Topological Algebra of Streams
Consider the 5-sorted topological algebra
where d : A 2 → IR and eval : C[T, A] × T → A are, respectively, the distance function on A and the evaluation function: eval(u, t) = u(t). C is a topological algebra, because each of the five carriers has an associated topology with respect to which the basic functions (d and eval) are continuous. The carrier IR is needed for the metric on A. The set of sorts of the signature Σ of C is Sort = Sort(Σ) = { A, R, T, C, N }. For ease of notation, we also refer to the five carriers of C as C s for s ∈ Sort.
Enumerations of Subfamilies of C
The following extends the concepts in [15] on concrete computation on metric algebras to the case of the topological (non-metric) algebra C[T, A]. We will fix an enumeration of certain subsets of the carriers, i.e., a family α of bijections 
Computational Closure
For our model of concrete computation on C[T, A], we construct the computational closures C αs (X s ) of the enumerated subsets (X s , α s ) of the spaces C s , with enumerations α s : Ω αs C αs (X s ), so that X s ⊆ C αs (X s ) ⊆ C s for s ∈ Sort, as we now describe.
First, for the metric space A, we define the set C α A (X) of α-computable elements of A, to be the limits in A of effectively convergent Cauchy sequences of elements of the enumerated subset X, with corresponding enumeration α A . Details of the construction of C α A (X) and α A can be found in [15] . We need one more assumption on the enumeration α. 
Example 5.4.4 (Concrete computation on C[T, IR])
. Consider, in particular, the case that the metric space A is IR. As stated above, for α A we would take the same as α R , i.e., a standard enumeration of the rationals.
As an example of a countable dense subset of C[T, IR], take Z = ZZ, the set of all continuous "zigzag functions" from T to IR with finitely many turning points, all with rational coordinates. Clearly, the set ZZ, under any reasonable enumeration α C , satisfies the effective locally uniform continuity assumption (5.2.1). Also, the enumeration α derived from α is clearly Σ-effective (Assumption 5.4.3).
We could use instead, as our starting point, the set of polynomial functions of t with rational coefficients. This yields the same set C α (Z) of computable elements of C[T, IR].
Relative Concrete Computability of Functions Defined by Analog Networks
Given a network N , we want to show the network function Φ N is α-computable relative to the module functions, provided it is contracting at the parameter and stream inputs.
For this we need a constructive concept of contraction, namely that a contracting factor κ < 1 can be found effectively in the parameters and stream inputs c, x over some domain.
Definition 5.5.1 (Effectively contracting network). Given U ⊆ C[T, A]
p × A r , the network N is (α)-effectively contracting on U if a contracting factor κ x ,c can be found α-effectively in (x , c) ∈ U .
Note that this certainly holds with the case study in Section 4, where a value for κ can be found effectively in the parameters M, K, D (and independent of the input stream f ), by equations 
Proof (outline).
For an input (x , c) ∈ U , the output of Φ N is a sub-tuple of the fixed point u of Ψ N c,x ( §3.2). So it suffices to show that the function from (x , c) ∈ U to this u is computable. (Here "computable" means α-computable relative to the module functions.)
Consider the sequence of stream tuples u n , defined in the proof of Theorem 1, with f = Ψ N c,x . First, each u n is computable in (x , c) , by induction on n. Further, (u n ) is an effectively locally uniform Cauchy sequence, i.e. (in the notation of Definition 3.1.1) N can be obtained effectively from k. From this it follows that the limit u of this sequence, which is the fixed point of Ψ N c,x , is also computable in (x , c).
Concrete Computability of Module Functions
The standard module functions on C[T, IR] are α-computable. For (a) pointwise addition and (b) scalar multiplication this is obvious. The interesting case is (c) integration. Here, in taking the integral as the limit of a Cauchy sequence of Riemann sums, we use the effective locally uniform continuity assumption (5.2.1). Thus all the module functions in the case study in Section 4 are concretely computable. Combining this with Theorem 4, we conclude that the function which solves the network equations in that example is concretely computable.
Concluding Remarks
Most current research on analogue systems is focused on computation on the reals with the traditional processing units (adders, integrators etc.). Our network models, involving arbitrary processing units on data from metric spaces in continuous time, are new.
Several questions and problems are left open:
