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Finiteness of Crystalline Cohomology
of Higher Level
Kazuaki MIYATANI
Abstract
We prove the finiteness of crystalline cohomology of higher level. An impor-
tant ingredient is a “higher de Rham complex” and a kind of Poincaré lemma for
it.
Introduction.
0.1 Crystalline cohomology of higher level.
Pierre Berthelot [B3] generalized the notion of PD structure, the most fundamental
notion in the crystalline theory, to that of “m-PD structure (PD structure of level m)”
for each natural number m. After replacing the classical PD structure by this notion,
we directly get a level-m version of crystalline site, crystal and other crystalline con-
cepts. In particular, we can define m-crystalline cohomology over very ramified DVR
because a DVR of mixed characteristic (0, p) has an m-PD structure on its maximal
ideal if the absolute ramification index is not greater than pm(p−1).
In contrast to the simplicity of this generalization, we cannot directly apply clas-
sical arguments to prove fundamental properties of the m-crystalline cohomology
such as base change and finiteness. The main reason lies in the fact that the crys-
talline Poincaré lemma appears to be difficult in the level-m situation. Bernard Le
Stum and Adolfo Quirós indeed proved the so-called exact crystalline Poicaré lemma
[LS-Q2], which states that the m-crystalline cohomology is calculated by the “jet
complex of order pm”; unfortunately, this complex is not bounded and its local free-
ness is yet to be proved (the latter point will be discussed in the next subsection).
The lack of boundedness and local freeness prevents us from proving as in the clas-
sical case the cohomological boundedness and the base change, which we need for
proving, for example, the finiteness.
In spite of this difficulty, we prove in this article the finiteness of the cohomology
by using an auxiliary “de Rham-like” complex and corresponding Poincaré lemma.
To be more precise, we first define in a local situation a complex that is, if we ig-
nore the differential maps, isomorphic to the usual de Rham complex; we call this
complex the “higher de Rham complex.” We next prove that this is a resolution of a
direct sum of finitely many copies of the structure sheaf. Thirdly, although the argu-
ments so far are done just locally, we show in the global situation the cohomological
boundedness and the base change theorem. At last, by using these two properties
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and the exact crystalline Poincaré lemma, we prove the finiteness of this cohomol-
ogy.
This article is organized as follows. Section 1 is devoted to recalling the founda-
tion of m-crystalline theory and doing some differential calculi. In Section 2 intro-
duced is the higher de Rham complex and the Poincaré lemma for it, and in Section
3 proved is the finiteness of m-crystalline cohomology. Finally, other applications of
the higher de Rham complex are included in Section 4.
0.2 A problem on local freeness of the jet complex.
In fact, if (S,a,b,γ) is an m-PD scheme (Definition 1.1) and if X is a smooth scheme
over S, Le Stum and Quirós [LS-Q2, 1.4] give a proof of the local freeness of each
term appearing in the jet complex of order pm , whose r -th term is there denoted by
ΩrXm . However, the proof for r ≥ 3 is not correct.
Indeed, let n be the dimension of X over S, and t1, . . . , tn a system of local co-
ordinates. Then, as proved in the article, there exist, for each I ∈ Nn that satisfies
pm < |I | ≤ 2pm , two multi-indices A(I ),B(I ) such that A(I )+B(I )= I and that{
(d t )U ⊗ (d t )V | (U ,V ) 6= (A(U +V ),B(U +V ))}
is a basis of Ω2Xm . By using this notation, the module Ω
3
Xm
is generated by the set{
(d t )U ⊗ (d t )V ⊗ (d t )W | (V ,W ) 6= (A(V +W ),B(V +W )) and,
if W is not B(I ) for any I , then (U ,V ) 6= (A(U +V ),B(U +V ))}.
Their relations are given by, for each (U ,V ,W ) such that (U ,V )= (A(U+V ),B(U+V ))
and that W =B(I ) for some I ,∑
S
〈
U +V
S
〉
(d t )U+V−S ⊗ (d t )S ⊗ (d t )W
−∑
I
〈
U +V
A(I )
〉〈
I
A(I )
〉−1 ∑
0<T<I
T 6=A(I )
〈
I
T
〉
(d t )U+V−A(I )⊗ (d t )T ⊗ (d t )I−T = 0,
where the first sum is taken over all S such that 0< S <U +V and that S is not equal
to A(I ) for any I with W = B(I ), and where the first sum in the second line moves I
such that W =B(I ); three relatons written in that article are not correct.
Then, we have two problems with these relations. First, it may happen that all
the coefficients in this sum are non-unit. Second, even if one of the coefficients in
the first sum is a unit (this assumption holds, for example, if there exists only one I
that satisfies W = B(I )), I −T in the second sum may again be of the form B(I ′); at
this point, we do not know how to exclude the auxiliary generators by these relations
to prove the local freeness.
We refer to influences of this problem on other results in their article [LS-Q2].
First, it does not affect the exact Poincaré lemma at the level of OX -modules
[LS-Q2, 3.3], whose proof does not use the local freeness. Second, although the proof
of the exact Poincaré lemma with coefficients [LS-Q2, 4.7] fails in general, it remains
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valid if the coefficient E is a flat m-crystal since then the assertion is reduced to the
case where E = O (m)X /S . Finally, the proof of the Frobenius descent [LS-Q2, 5.5] fails
because it uses a proposition [LS-Q2, 5.2] depending on the local freeness of each
term of the jet complex. In Subsection 4.2, we correct the proof of the Frobenius
descent by using our higher de Rham complex.
0.3 Conventions.
Throughout this article, we fix a prime number p and a natural number m (natural
number means, in this article, non-negative integer).
We assume that p is nilpotent on all schemes appearing in this article.
If k, k ′ and k ′′ denote natural numbers such that k = k ′ +k ′′, we often use the
notation (
k
k ′
)
:= k !
k ′!k ′′!
,
{
k
k ′
}
:= q !
q ′! q ′′!
and
〈
k
k ′
〉
:=
(
k
k ′
){
k
k ′
}−1
,
where q (resp. q ′, q ′′) denotes the integer part of k/pm (resp. k ′/pm , k ′′/pm). We
also use the usual conventions on multi-indices; if I = (i1, . . . , in) and J = ( j1, . . . , jn)
satisfies J ≤ I , that is, if jk ≤ ik for all k = 1, . . . ,n, then we define(
I
J
)
:=
n∏
k=1
(
ik
jk
)
,
{
I
J
}
:=
n∏
k=1
{
ik
jk
}
and
〈
I
J
〉
:=
n∏
k=1
〈
ik
jk
〉
.
The element (0, . . . ,0,1,0, . . . ,0) inNn , where 1 sits in the i -th entry, is denoted by 1i .
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1 Crystalline Site of Higher Level.
1.1 m-PD structures.
First, let us recall some basic notions on m-PD structures. The fundamental refer-
ence on this subject is Berthelot’s article [B3].
DEFINITION 1.1.— Let R be aZ(p)-algebra and a an ideal of R. An m-PD structure
on a is a PD ideal (b,γ) of R that satisfies the following two conditions:
(a) a(p
m )+pa⊂ b⊂ a;
(b) the PD structure γ is compatible with the unique one on pZ(p).
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Here, a(p
m ) denotes the ideal of R generated by xp
m
for all elements x of a. We
call (a,b,γ) an m-PD ideal of R, and (R,a,b,γ) an m-PD ring.
An m-PD morphism (R ′,a′,b′,γ′) → (R,a,b,γ) between two m-PD rings is a PD
homomorphism (R ′,b′,γ′)→ (R,b,γ) such that the image of a′ lies in a. ä
DEFINITION 1.2.— Let (R,a,b,γ) be an m-PD ring and A an R-algebra. We agree
that b˜ denotes the ideal b+pR, and that γ˜ denotes the PD structure on b˜ compatible
with γ and the unique one on pZ(p).
(i) We say that the m-PD structure (b,γ) extends to A if the PD structure γ˜ on b˜
extends to A.
(ii) Let (I , J ,δ) be an m-PD ideal of A. We say that the m-PD structure (J ,δ) is
compatible with (b,γ) if the following two conditions hold:
(a) the two PD structures γ˜ and δ are compatible;
(b) b˜A∩ I is a PD sub-ideal of b˜A (equipped with the PD structure extending γ˜).
(iii) Let (a′,b′,γ′) be another m-PD ideal of R. Then, this is called an m-PD sub-
ideal of (a,b,γ) (or simply of a) if a′ is a sub-ideal of a and if (b′,γ′) is a PD sub-ideal
of (b,γ). ä
DEFINITION 1.3.— Let (R,a,b,γ) be an m-PD ring. For each natural number k
and element x in a, we put
x{k} := xrγq (xp
m
),
where k = pm q + r and 0≤ r < pm . ä
As is easily seen, this function satisfies q !x{k} = xk . Moreover, there are relations
[B3, 1.3.6] similar to those of the classical divided power function; here, we recall
here a relation [B3, 1.3.6 (iii)] that is used later.
PROPOSITION 1.4.— Let (R,a,b,γ) be an m-PD ring. Then, for all x, y ∈ a and
k ∈N, we have
(x+ y){k} =
k∑
k ′=0
〈
k
k ′
〉
x{k
′} y {k−k
′}.
The following proposition, whose proof [B3, 1.4.1] we do not recall here, gener-
alizes the notion of PD envelope.
PROPOSITION–DEFINITION 1.5.— Let (R,a,b,γ) be an m-PD ring. Let C1 denote
the category of the m-PD rings over R whose m-PD structure is compatible with (b,γ),
and C2 the category of the pairs (A, I ) consisting of an R-algebra A and an ideal I of
A. Then, the forgetful functor C1 → C2 has a left adjoint functor. When (A, I ) is an
object of C2, its image under this functor is denoted by (D
(m)
A,γ (I ), I , I 0,
[ ]) and is called
the m-PD envelope of (A, I ) (compatible with (b,γ)).
1.2 Crystalline site of level m.
All the arguments in the previous subsection are obviously generalized to the scheme-
theoretical situation.
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Let (S,a,b,γ) be an m-PD scheme, that is, a datum which consists of a scheme
S, a quasi-coherent ideal a of OS and a quasi-coherent m-PD structure (b,γ) on a.
Given two S-schemes X , Y to which the m-PD structure (b,γ) extends, and given an
immersion X ,→ Y over S, we let D (m)X ,γ(Y ) denote the m-PD envelope of the immer-
sion.
Now, we fix throughout this subsection an S-scheme X , and assume that the
m-PD structure (b,γ) extends to OX . We recall the definition of m-crystalline site
[LS-Q1, 4].
DEFINITION 1.6.— (i) Let U be an open subscheme of X . An m-PD thickening
(U ,T, J ,δ) of U over (S,a,b,γ) is a datum which consists of an S-scheme T , a closed
S-immersion U ,→ T and an m-PD structure (J ,δ) on the ideal of U ,→ T compatible
with (b,γ).
(ii) The m-crystalline site Cris(m)(X /S,a,b,γ), or Cris(m)(X /S), is the category
of the m-PD thickenings (U ,T, J ,δ) of an open subscheme U of X over (S,a,b,γ),
morphisms defined in an obvious way, the topology being defined so that a fam-
ily {(Uλ,Tλ, Jλ,δλ) → (U ,T, J ,δ)}λ of morphisms is a covering if and only if {Tλ →
T }λ is a covering with respect to the Zariski topology on T . Its associated topos
(X /S,a,b,γ)(m)cris , or (X /S)
(m)
cris , is called the m-crystalline topos.
(iii) The sheaf of rings
(U ,T, J ,δ) 7→ Γ(T,OT )
in the topos (X /S)(m)cris is called the structure sheaf of the site Cris
(m)(X /S), and de-
noted byO (m)X /(S,a,b,γ) or byO
(m)
X /S . ä
For a sheaf E ∈ (X /S)(m)cris and an object (U ,T, J ,δ) of Cris(m)(X /S), we let E(U ,T,J ,δ)
denote the sheaf on T induced by E . The most frequent situation is U = T = X ; in
this case, we simply write EX instead of E(U ,T,J ,δ).
The m-crystalline topos has the functoriality which generalizes that of crystalline
topos.
PROPOSITION 1.7.— Let u : (S′,a′,b′,γ′)→ (S,a,b,γ) be an m-PD morphism from
another m-PD scheme, let X ′ be an S′-scheme such that the m-PD structure (b′,γ′)
extends to OX ′ , and let g : X
′→ X be a morphism over S. The structure morphism of
the S-scheme X (resp. S′-scheme X ′) is denoted by f (resp. f ′).
Then, there exists a morphism of topoi
g (m)cris : (X
′/S′)(m)cris → (X /S)(m)cris .
We recall here the construction of this morphism of topoi. We firstly define a
functor
g∗ : Cris(m)(X /S,a,b,γ)→ (X ′/S′,a′,b′,γ′)(m)cris
as follows: for an object (U ,T, J ,δ) of Cris(m)(X /S), the sheaf g∗(U ,T, J ,δ) sends each
object (U ′,T ′, J ′,δ′) of Cris(m)(X ′/S′) to the set of m-PD morphisms T ′→ T over g ;
here, an “m-PD morphism over g ” is defined to be a morphism h : T ′→ T that co-
incides with g on U ′, that induces a morphism of closed immersions (U ′ ,→ T ′) →
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(U ,→ T ) and that is an m-PD morphism with respect to the m-PD structures (J ′,δ′)
and (J ,δ).
The functor g∗ is continuous, the topology of the target being the canonical
topology; the classical proof [B1, III 2.2.2] works verbatim. This shows that g∗ ex-
tends to the functor
g (m)cris
∗
: (X /S,a,b,γ)(m)cris → (X ′/S′,a′,b′,γ′)(m)cris
that admits a right adjoint g (m)cris ∗ [SGA4, III 1.2]. We may follow the classical argu-
ment [B1, III 2.2] to show that the functor g (m)cris
∗
is left exact, which gives the mor-
phism of topoi g (m)cris =
(
g (m)cris
∗
, g (m)cris ∗
)
.
Before closing this section, we recall another fundamental morphism
u(m)X /S : (X /S)
(m)
cris → XZar
of topoi, which we call the projection of m-crystalline topos to the Zariski topos. For
a sheaf E on X , we define the sheaf u(m)X /S
∗
(E) on Cris(m)(X /S) to be the sheaf that
sends (U ,T, J ,δ) to E(U ); we get a functor u(m)X /S
∗
: XZar → (X /S)(m)cris . This functor is
exact and has a right adjoint u(m)X /S∗ : (X /S)
(m)
cris → XZar, described as in the classical
case [B1, III 3.2]. Now, we get a morphism uX /S =
(
u(m)X /S
∗
,u(m)X /S∗
)
of topoi.
At last, letting f : X → S denote the structure morphism, we define the mor-
phism
f (m)X /S : (X /S)
(m)
cris → SZar
to be the composite of u(m)X /S and the morphism fZar : XZar → SZar.
1.3 Crystals, differential operators and stratifications.
In this subsection, we discuss the notion of m-crystal, hyper m-PD differential op-
erator and hyper m-PD stratification. Let (S,a,b,γ) be an m-PD scheme, and X an
S-scheme such that the m-PD structure (b,γ) extends to OX . Recall that p is nilpo-
tent on S as we have assumed in Subsection 0.3.
DEFINITION 1.8.— Let E be anO (m)X /S -module in (X /S)
(m)
cris . Then, E is called an m-
crystal inO (m)X /S -modules if for all morphism f : (U ,T, J ,δ)→ (U ′,T ′, J ′,δ′) of Cris(m)(X /S),
the canonical morphism
f ∗(E(U ′,T ′,J ′,δ′))→ E(U ,T,J ,δ)
is an isomorphism. ä
In this article, P (m)X /S denotes the m-PD envelope of the diagonal immersion X ,→
X ×S X , and P (m)X /S denotes the structure sheaf of P (m)X /S . We always regard X ×S X
and P (m)X /S as schemes over X by the first projection; the sheaf OX , therefore, acts on
OX×S X =OX ⊗OS OX by multiplication to the first factor, and this also makesP (m)X /S
anOX -algebra.
DEFINITION 1.9.— Let M and N be twoOX -modules. Then, a hyper m-PD differ-
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ential operator from M to N is anOX -linear morphism
P (m)X /S ⊗OX M →N .
ä
DEFINITION 1.10.— Let M be an OX -module. Then, a hyper m-PD stratification
on M is aP (m)X /S -linear isomorphism
P (m)X /S ⊗OX M →M ⊗OX P (m)X /S
that induces the identity map on M after passing the quotientP (m)X /S →OX , and that
satisfies the usual cocycle condition. ä
Now, let (a0,b0,γ0) be a quasi-coherent m-PD sub-ideal of a, let S0 ,→ S denote
the closed immersion defined by a0, and let i : X0 ,→ X denote its base change by
X → S. We assume that X is smooth over S.
The first important proposition in this situation is the following one.
PROPOSITION 1.11.— In the situation above, the functor
i (m)cris∗ : (X0/S)
(m)
cris → (X /S)(m)cris
is exact, where i (m)cris∗ is the direct image functor of the morphism i
(m)
cris of topoi induced
from i (Proposition 1.7). Moreover, the image of the structure sheaf O (m)X0/S under this
functor is isomorphic toO (m)X /S , and the image of an m-crystal inO
(m)
X0/S
-modules is an
m-crystal inO (m)X /S -modules.
Proof. If (U ,T, J ,δ) is an m-PD thickening in Cris(m)(X /S), and if U0 denotes the
fiber product U ×X X0, then the closed immersion U0 ,→ T defines an m-PD thick-
ening, which is an object of Cris(m)(X0/S). Let (U0,T ) denote this thickening. Then,
(U0,T ) represents i∗(U0,T ). Because of the construction and of Yoneda’s lemma, if
E is an O (m)X0/S -module, icris,∗(E)(U ,T ) is canonically isomorphic to E(U0,T ), which
gives a canonical isomorphism
i (m)cris∗(E)(U ,T,J ,δ) E(U0,T ).
∼
All assertions in the proposition follow from this isomorphism.
REMARK 1.12.— (This remark is due to P. Berthelot [B5].)
In case m = 0, Proposition 1.11 holds for an arbitrary closed immersion i : X0 →
Y over S to a smooth S-scheme Y . If m > 0, however, the direct image of an m-
crystal along such a closed immersion is not necessarily an m-crystal. This defect
can be avoided if we work in the higher-level analogue of the restricted crystalline
site [B1, IV.2].
In this article, we do not introduce the “restricted m-crystalline site” because we
do not treat arbitrary closed immersions.
The following proposition and the corollary is proved as in the classical case
[B-O, 6.6,6.7] with the aid of Proposition 1.11.
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PROPOSITION 1.13.— In the situation above, the following categories are equiva-
lent:
(i) the category of the m-crystals inO (m)X0/S -modules;
(ii) the category of theOX -modules equipped with a hyper m-PD stratification.
Proof. For the sake of completeness of the article, we include here a construction of
the equivalence of these categories following the classical one [B-O, 6.6] applied in
our closed immersion.
First, let E be an m-crystal. Then, the two projection p1, p2 : P
(m)
X /S → X give iso-
morphisms p∗i EX → EP (m)X /S (i = 1,2). Then we get an isomorphismP
(m)
X /S ⊗OX EX →
EX ⊗OX P (m)X /S , which gives a hyper m-PD stratification on theOX -module EX .
Now, let F be anOX -module equipped with a hyper m-PD stratification. We con-
struct an m-crystal E in O (m)X0/S -modules. For each object (U ,T, J ,δ) of Cris
(m)(X /S)
with a retraction h : T → X extending U → X , the sheaf E(U ,T,J ,δ) is defined to be
h∗(OF ); this condition defines a unique m-crystal E .
COROLLARY 1.14.— The functor i (m)cris∗ in Proposition 1.11 induces an equivalence
of categories from the category of the m-crystals in O (m)X0/S -modules to that of the m-
crystals inO (m)X /S -modules. A quasi-inverse of this functor is the inverse image functor
i (m)cris
∗
of the morphism i (m)cris of topoi induced from i .
1.4 Linearization.
Here, we discuss the linearization. Let (S,a,b,γ) be an m-PD scheme, and X an S-
scheme such that the m-PD structure (b,γ) extends toOX .
First, jX is the localization morphism
jX : (X /S)
(m)
cris |X → (X /S)(m)cris ,
where the source denotes the localized category of (X /S)(m)cris over the m-PD thicken-
ing (X , X ,0) with the trivial PD structure on 0. Then, composing with u(m)X /S , we get
the morphism of topoi
u(m)X /S |X : (X /S)(m)cris |X → XZar.
Now, we define the linearization functor as
L(m) = jX ∗ ◦u(m)X /S |X
∗
: XZar → (X /S)(m)cris .
TheOX -module L(m)(F )X is also denoted by L
(m)
X (F ).
PROPOSITION 1.15.— Assume that X is smooth over S, and letF be anOX -module.
(i) L(m)(F ) is an m-crystal, and L(m)X (F )=P (m)X /S ⊗OX F .
(ii) We have Ru(m)X /S∗L
(m)(F )=F .
(iii) If E is an m-crystal, there exists a canonical isomorphism
E ⊗O (m)X /S L
(m)(F )→ L(m)(EX ⊗OX F ).
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Proof. By the construction of L(m), for each (U ,T, J ,δ) ∈Cris(m)(X /S) we have
L(m)(F )(U ,T,J ,δ) = pT ∗pX ∗(F ),
where pT (resp. pX ) denotes the projection from D
(m)
U ,γ(T ×S X ) to T (resp. to X ).
This, in particular, shows the latter half of (i).
As for the former half, by following the classical argument [B1, IV 3.1.6], it is suf-
ficient to show that the natural morphism
D (m)U ,γ(T ×S X )→ T ×X P (m)X /S (1.4.1)
is an isomorphism for all m-PD thickenings (U ,T, J ,δ) such that a retraction T → X
exists. Now, because P (m)X /S is locally isomorphic to an m-PD polynomial algebra
over OX , the OT -algebra OT ⊗OX P (m)X /S is an m-PD polynomial algebra (over OT ).
Therefore, the ideal of the closed immersion U ,→ T ×X P (m)X /S has an m-PD structure
compatible with γ. Hence a morphism T ×X P (m)X /S →D (m)U ,γ(T ×S X ) is obtained, and
the universality shows that this is an inverse morphism of (1.4.1).
The proof of (ii) and (iii) can be found in [LS-Q2, 4].
Now, we set some notations. For each natural number r , let X (r )/S denote the fiber
product over S of r copies of X . The m-PD envelope of the diagonal immersion
X ,→ X (r+1)/S is denoted by P (m)X /S (r ), and its structure sheaf is denoted byP (m)X /S (r ). We
have therefore P (m)X /S = P (m)X /S (1) and P (m)X /S =P (m)X /S (1). Again, we regard X (r+1)/S and
P (m)X /S (r ) as schemes over X by the first projection, which lets OX act on OX (r+1)/S
=
OX ⊗OS · · · ⊗OS OX by multiplication to the first factor and induce on P (m)X /S (r ) an
OX -algebra structure.
For each natural number r and i ∈ {0, . . . ,r }, let j ir : X (r+1)/S → X denote the (i +1)-
st projection. Let d ir : P
(m)
X /S (r + 1) → P (m)X /S (r ) (0 ≤ i ≤ r + 1) denote the morphism
corresponding to
( j 0r+1, . . . , j
i−1
r+1, j
i+1
r+1, . . . , j
r+1
r+1 )S : X
(r+2)
/S → X (r+1)/S ,
and sir : P
(m)
X /S (r −1)→ P (m)X /S (r ) (0≤ i ≤ r ) the one corresponding to
( j 0r−1, . . . , j
i
r−1, j
i
r−1, . . . , j
r
r−1)S : X
(r )
/S → X (r+1)/S .
Then, these data make P (m)X /S (•) a simplicial scheme over S, and consequently
P (m)X /S (•) is a DGA (differential graded algebra) over f −1(OS ); the differential mor-
phism d r : P (m)X /S (r )→P (m)X /S (r +1) is by definition
d r =
r+1∑
i=0
(−1)i d ir
∗
.
If X is smooth over S, then P (m)X /S is isomorphic to the m-PD polynomial alge-
bra OX {τ1, . . . ,τn}(m). Moreover, the graded OX -algebra P
(m)
X /S (•) can be identified
with the tensor algebra of P (m)X /S over OX [B3, Remarque after 2.1.3]; in particular,
P (m)X /S (2) is isomorphic toP
(m)
X /S ⊗OX P (m)X /S .
9
Now, we proceed to a calculation of the hyper m-PD stratification onP (m)X /S ⊗OX
F = L(m)X (F ), which exists because of Proposition 1.15 (i) and Proposition 1.13.
LEMMA 1.16.— Assume that X is smooth over S. Then, the m-PD stratification on
L(m)X (F )=P (m)X /S ⊗OX F is induced by
OX (2)/S
⊗ (OX (2)/S ⊗F )→ (OX (2)/S ⊗F )⊗OX (2)/S ;
(1⊗1)⊗ ( f ⊗ g )⊗x 7→ (1⊗ g )⊗x⊗ (1⊗ f ),
where the tensor products are taken overOX .
Proof. By the proof of Proposition 1.13 and by Proposition 1.15 (i), the m-PD strati-
fication on L(m)X (F ) is the composite of the isomorphism
P (m)X /S ⊗ (P (m)X /S ⊗F )→P (m)X /S (2)⊗F ; (1⊗1)⊗ ( f ⊗ g )⊗x 7→ 1⊗ f ⊗ g ⊗x
and the inverse of the isomorphism
(P (m)X /S ⊗F )⊗P (m)X /S →P (m)X /S (2)⊗F ; (1⊗1)⊗x⊗ ( f ⊗ g ) 7→ f ⊗ g ⊗1⊗x.
Now, an easy observation shows the assertion.
We omit the proof of the following proposition since it is just a generalization of
the classical argument.
PROPOSITION 1.17.— Let M and N be twoOX -modules, and u a hyper m-PD dif-
ferential operator from M to N . Then, the morphism
P (m)X /S ⊗OX M P (m)X /S ⊗OX P (m)X /S ⊗OX M P (m)X /S ⊗OX N
d11
∗⊗ id id⊗u
is compatible with the hyper m-PD stratifications on both sides viewed asP (m)X /S⊗M =
L(m)X (M) and asP
(m)
X /S ⊗N = L(m)X (N ).
1.5 Differential calculus.
We start with a general setting. Let (S,a,b,γ) be an m-PD scheme and f : X → S a
morphism such that the m-PD structure (b,γ) extends toOX .
We define the sub-DGA NP (m),•X /S by
NP (m),rX /S =
r+1⋂
i=0
Ker
(
sir
∗)
. (1.5.1)
Now, we assume that the morphism f : X → S is smooth, and that X has global
coordinates t = (t1, . . . , tn) over S; we set τi := d 0(ti ) ∈NP (m),1X /S , which is the pullback
of ti ⊗1−1⊗ ti by the natural morphism P (m)X /S → X ×S X ; for I = (i1, . . . , in) ∈Nn , we
set
τ{I } :=
n∏
j=1
τ
{i j }
j .
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Under this notation, NP (m),1X /S is freely generated by {τ
{I }}I∈Nn \{0}, and the DGA NP (m),•X /S
is isomorphic to the tensor algebra of NP (m),1X /S overOX .
We keep these assumptions and notations in the remainder of this subsection.
PROPOSITION 1.18.— For all I ∈Nn , the morphism d 1 : P (m)X /S (1)→P (m)X /S (2) satis-
fies
d 1
(
τ{I }
)=− ∑
0<V<I
〈
I
V
〉
τ{V }⊗τ{I−V }.
Proof. Let us recall that d 1 is by definition equal to d 01
∗−d 11
∗+d 21
∗
. We have
d 01
∗ (
τ{I }
)= τ{I }⊗1 and d 21∗ (τ{I })= 1⊗τ{I }.
By using the equation d 11
∗
(τi )= τi ⊗1+1⊗τi and Proposition 1.4, we calculate
d 11
∗ (
τ{I }
)= (τ⊗1+1⊗τ){I } = ∑
0≤V≤I
〈
I
V
〉
(τ⊗1){V }(1⊗τ){I−V }
= ∑
0≤V≤I
〈
I
V
〉
τ{V }⊗τ{I−V }.
This completes the proof.
The hyper m-PD stratification onP (m)X /S = L(m)X (OX ) is described in the following
proposition.
PROPOSITION 1.19.— The hyper m-PD stratification
P (m)X /S ⊗OX P (m)X /S →P (m)X /S ⊗OX P (m)X /S
ofP (m)X /S maps 1⊗τ{I } to ∑
0≤V≤I
〈
I
V
〉
τ{V }⊗ (−τ){I−V }.
Proof. By Lemma 1.16, the hyper m-PD stratification is induced by
OX (2)/S
⊗OX OX (2)/S →OX (2)/S ⊗OX OX (2)/S ; (1⊗1)⊗ ( f ⊗ g ) 7→ (1⊗ g )⊗ (1⊗ f ).
Noting that (ti ⊗1)⊗ (1⊗1)= (1⊗1)⊗ (ti ⊗1), we see that this morphism sends (1⊗
1)⊗ (ti ⊗1−1⊗ ti ) to
(ti ⊗1−1⊗ ti )⊗ (1⊗1)− (1⊗1)⊗ (ti ⊗1−1⊗ ti ),
therefore the hyper m-PD stratification sends 1⊗τ{I } to
(τ⊗1−1⊗τ){I }.
Now, we may calculate as in the proof of Proposition 1.18 to complete the proof.
Similarly, starting from the simplicial scheme P (m)X /S (•+1) over X , we construct a
11
DGA LP (m)X /S (•) := P (m)X /S (•+1) overOX and its sub-DGA
LNP (m),•X /S :=
r+2⋂
i=1
Ker(sir+1
∗
) (1.5.2)
Note that the differential morphism d r : LP (m)X /S (r )→ LP (m)X /S (r +1) is by definition
d r =
r+2∑
i=1
(−1)i+1d ir+1
∗
. (1.5.3)
By Proposition 1.15, each LP (m)X /S (r ) = L(m)X (P (m)X /S (r )) has a hyper m-PD stratifi-
cation.
LEMMA 1.20.— For each natural number r , the differential morphism d r : LP (m)X /S (r )→
LP (m)X /S (r +1) is compatible with the hyper m-PD stratification on both sides.
Proof. By Lemma 1.16, the hyper m-PD stratification on LP (m)X /S (r ) is induced by
OX (2)/S
⊗OX OX (r+2)/S OX (r+2)/S ⊗OX OX (2)/S
(1⊗1)⊗ ( f ⊗ g ⊗h1⊗·· ·⊗hr ) (1⊗ g ⊗h1⊗·· ·⊗hr )⊗ (1⊗ f ).
The morphism d ir+1
∗
for i = 1, . . . ,r +1 is therefore compatible with this morphism,
and so is d r because of its definition (1.5.3).
2 Higher Poincaré Lemma — Local Results.
2.1 Higher de Rham complex.
Throughout Section 2, we fix an m-PD scheme (S,a,b,γ) and a smooth S-scheme X
that has global coordinates t = (t1, . . . , tn); precisely, we assume that there exists an
étale morphism g : X → AnS = SpecOS [t ′1, . . . , t ′n] over S and we write the ti = g∗(t ′i )
for i = 1, . . . ,n.
First, in this subsection, we introduce the “higher de Rham complex” in this sit-
uation. Recall from (1.5.1) and (1.5.2) the definition of NP (m),•X /S and LNP
(m),•
X /S
Let K (m),•X /S be the DG-ideal of NP
(m),•
X /S generated by τ
{I } ∈ NP (m),1X /S ’s, where I
runs through all multi-indices in Nn \ {0, pm 11, . . . , pm 1n}. It is easy to show that the
idealP (m)X /S ⊗K (m),•X /S of LNP (m),•X /S is a DG-ideal.
DEFINITION 2.1.— The higher de Rham complex Ω˘(m),•X /S is by definition the quo-
tient of NP (m),•X /S by the DG-idealK
(m),•
X /S above.
The linearized higher de Rham complex LΩ˘(m),•X /S is by definition the quotient of
LNP (m)X /S byP
(m)
X /S ⊗K (m),•X /S . ä
It should be remarked that these complexes essentially depend on the choice
of the system of global coordinates on X . This construction therefore can not be
generalized to the global situation.
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For i = 1, . . . ,n, the image of τpmi under the natural surjection NP (m),1X /S → Ω˘(m),1X /S
is denoted by τ¯p
m
i .
PROPOSITION 2.2.— (i) Ω˘(m),1X /S is a freeOX -module of rank n with basis
{
τ¯
pm
j
}
j=1,...,n .
(ii) Ω˘(m),•X /S is isomorphic to the exterior algebra of Ω˘
(m),1
X /S as a gradedOX -module.
(iii) The differential map d r sends the section τ{I }⊗τ¯pmj1 ∧·· ·∧τ¯
pm
jr
of LΩ˘(m),rX /S , where
I = (i1, . . . , in) ∈Nn , to the section∑
j=1,...,n
i j≥pm
〈
i j
pm
〉
τ{I−p
m 1 j }⊗ τ¯pmj ∧ τ¯
pm
j1
∧·· ·∧τpmjr . (2.1.1)
Proof. TheOX -module Ω˘
(m),r
X /S is generated by the sections
τ¯
pm
j1
⊗ τ¯pmj2 ⊗·· ·⊗ τ¯
pm
jr
,
and their relations are generated by∑
0<V<I
V=pm 1i ,I−V=pm 1 j
〈
I
V
〉
τ¯
pm
i ⊗ τ¯
pm
j = 0.
For I = 2pm 1i , this gives
τ¯
pm
i ⊗ τ¯
pm
i = 0
because the coefficient
〈2pm
pm
〉
is invertible by Lemma 2.3 below. Next, for I = pm 1i +
pm 1 j with i 6= j , it gives
τ¯
pm
i ⊗ τ¯
pm
j + τ¯
pm
j ⊗ τ¯
pm
i = 0.
For the other I ’s, the given relations are trivial, which shows (i) and (ii). Now, (iii) is
a direct consequence of Proposition 1.18.
LEMMA 2.3.— If i ≥ pm , the number 〈 ipm〉 is congruent to 1 modulo p.
Proof. Put i = pm q + r with q a natural number and 0 ≤ r < pm . Then, we have〈 i
pm
〉= (1/q)( ipm), and this equals
1
q
pm q + r
r
pm q + r −1
r −1 . . .
pm q +1
1
pm q
pm
pm q −1
pm −1 . . .
pm q −pm + r +1
r +1 .
For 0< k < pm , the number (pm q+k)/k is congruent to 1 modulo p. This shows the
lemma.
2.2 Formal Higher Poincaré lemma.
Now, we establish the Poincaré lemma for the higher de Rham complex in the local
situation specified in the top of this section.
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LEMMA 2.4.— The linearized higher de Rham complex LΩ˘(m),•X /S is a resolution of
the direct sum of pmn copies of OX . More strongly, if h : T → X is a morphism of
S-schemes, theOT -linear map
ι′ :
⊕
I∈B(m)n
OT e I → h∗
(
LΩ˘(m),•X /S
)
; e I 7→ h∗(τ{I })
is a quasi-isomorphism, where B(m)n denotes the set of elements I = (i1, . . . , in) ∈ Nn
such that i j ≤ pm for all j = 1, . . . ,n.
Proof. When n = 1 we have to show that the sequence
0→
pm−1⊕
i=0
OT ei →OT {τ}(m) →OT {τ}(m)τ¯p
m → 0
is exact, where τ here denotes h∗(τ1); the second morphism sends τ{i } to zero if i <
pm and to
〈 i
pm
〉
τ¯p
m
if i ≥ pm . Since 〈 ipm〉 is invertible by Lemma 2.3, the exactitude
follows.
For an arbitrary n, the morphism ι′ is the tensor product of that for the (n−1)-
dimensional case and that for the 1-dimensional case. Since each term of these
complexes is free, the proof is obtained by induction on n.
The following proposition is a direct consequence of Lemma 2.4.
PROPOSITION 2.5.— Using the isomorphism
β :
⊕
I∈B(m)n
OX e I →
⊕
I∈B(m)n
OX e I ; e I 7→
∑
0≤J≤I
(
I
J
)
t J e I−J ,
we define the morphism
ι := ι′ ◦β−1 : ⊕
I∈B(m)n
OX e I → LΩ˘(m),•X /S .
Then, this is a quasi-isomorphism.
2.3 Higher Poincaré lemma.
In this subsection, we “lift” the results in the previous subsection to the m-crystalline
site.
Set
F := ⊕
I∈B(m)n
OX e I ,
and equip it the hyper m-PD stratification
P (m)X /S ⊗OX F →F ⊗OX P (m)X /S ; 1⊗e I 7→ e I ⊗1.
Let F denote the m-crystal corresponding, by Proposition 1.13, to the module F
and this hyper m-PD stratification. F is obviously isomorphic to the direct sum of
pmn copies of the structure sheafO (m)X /S .
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LEMMA 2.6.— TheOX -linear morphism ι : F → LΩ˘(m),0X /S =P (m)X /S defined in Propo-
sition 2.5 is compatible with the hyper m-PD stratifications on both sides.
Proof. This lemma states that the diagram
P (m)X /S ⊗F P (m)X /S ⊗P (m)X /S
F ⊗P (m)X /S P (m)X /S ⊗P (m)X /S
1⊗ ι
ι⊗1
is commutative, where the right vertical morphism is calculated by using Proposi-
tion 1.19. In order to prove the commutativity, let us consider the section
1⊗
( ∑
0≤J≤I
(
I
J
)
t J e I−J
)
(2.3.1)
ofP (m)X /S ⊗F for each I ∈B(m)n ; when I runs through all elements in B(m)n , the sec-
tions (2.3.1) form aP (m)X /S -basis of this module. This section (2.3.1) is sent by 1⊗ ι to
1⊗τI , and its image in the bottom is∑
0≤J≤I
(
I
J
)
τI−J ⊗ (−τ)J ,
which is the image by ι⊗1 of∑
0≤J≤I
(
I
J
){ ∑
0≤K≤I−J
(
I − J
K
)
t K e I−J−K
}
⊗ (−τ)J (2.3.2)
(note that
〈 I
V
〉 = ( IV ) and that τ{V } = τV etc. because I ∈B(m)n ). On the other hand,
(2.3.1) goes down to the section ∑
0≤J≤I
(
I
J
)
e I−J ⊗ t J . (2.3.3)
Therefore, the problem is showing that the two sections (2.3.2) and (2.3.3) are iden-
tical. Now, the section (2.3.2) equals∑
0≤L≤I
(
I
L
)
e I−L
{ ∑
0≤J≤L
(
L
J
)
(t ⊗1)L−J (−τ)J
}
by changing the variables as L = J +K . The section of P (m)X /S in the braces is the
canonical image of the section∑
0≤J≤L
(
L
J
)
(t ⊗1)L−J (1⊗ t − t ⊗1)J = (1⊗ t )L
ofOX (2)/S
. This completes the proof.
Now, we are ready to prove the higher Poincaré lemma.
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THEOREM 2.7.— Let M be an O (m)X /S -module. Then, M ⊗O (m)X /S L
(m)(Ω˘(m),•X /S ) forms a
complex ofO (m)X /S -modules that resolves the direct sum of p
mn copies of M.
Proof. First, we have a complex L(m)(Ω˘(m),•X /S ) of O
(m)
X /S -modules that gives LΩ˘
(m),•
X /S on
X ; each term is, in fact, calculated by Proposition 1.15 (i), and each differential of
LΩ˘(m),•X /S is compatible with the hyper m-PD stratification on each term by Lemma
1.20. Moreover, Lemma 2.6 ensures the O (m)X /S -linear map F → L(m)(Ω˘(m),0X /S ), whose
composition with the differential map L(m)(Ω˘(m),0X /S )→ L(m)(Ω˘(m),1X /S ) is zero by Propo-
sition 2.5. By tensoring M overO (m)X /S , we get a morphism
M ⊗F →M ⊗L(m)(Ω˘(m),•X /S ). (2.3.4)
We show that this is a quasi-isomorphism.
It suffices to argue on each m-PD thickening (U ,T, J ,δ) in Cris(m)(X /S), and
then the assertion is local on T . We may therefore assume that there exists an S-
morphism h : T → X compatible with i : U ,→ T . Then on T , the map (2.3.4) is writ-
ten as ⊕
I∈B(m)n
MT e I →MT ⊗OT h∗
(
LΩ˘(m),•X /S
)
.
Now, Proposition 2.5 shows that⊕
I∈B(m)n
OT e I =OT ⊗OX F → h∗
(
LΩ˘(m),•X /S
)
is quasi-isomorphic, and even after MT is tensored, it remains quasi-isomorphic
because each term is locally free. This shows the assertion.
COROLLARY 2.8.— Let (S,a,b,γ) be an m-PD scheme and X a smooth S-scheme
that has global coordinates (∗a). Let E be an m-crystal in O (m)X /S -modules. Then, there
exists an isomorphism in the derived category(
Ru(m)X /S∗(E)
)⊕pmn → EX ⊗OX Ω˘(m),•X /S .
Proof. The previous theorem, after the functor Ru(m)X /S∗ is applied, shows that it suf-
fices to prove that
Ru(m)X /S∗
(
E ⊗L(m)(Ω˘(m),•X /S )
)
= EX ⊗ Ω˘(m),•X /S ,
and we know from Proposition 1.15 (ii) and (iii) that this is true as graded P (m)X /S -
modules. Since this identification is via the map
d 0
∗
(EX ⊗ Ω˘(m),•X /S )→P (m)X /S ⊗EX ⊗ Ω˘(m),•X /S ,
we see that the differential maps on both sides coincide because of the relations of
d∗i ’s.
(∗a)This assumption, which we have always kept in this section, is written here just for the convienience
of the reader.
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3 Finiteness of Cohomology.
3.1 Cohomological Boundedness.
Now, we are going to use the higher Poincaré lemma to prove the boundedness, the
base change and the finiteness of the crystalline cohomology of level m.
THEOREM 3.1.— Let (S,a,b,γ) be an m-PD scheme, (a0,b0,γ0) be a quasi-coherent
m-PD sub-ideal of a. Let X be a smooth scheme over S0, and assume that the structure
morphism f : X → S is quasi-compact and quasi-separated; moreover, we assume
that S is quasi-separated. Then, for each quasi-coherent O (m)X /S -module E and each
natural number i , theOS -module R i f
(m)
X /S∗E is quasi-coherent. Moreover, there exists
an integer r such that R i f (m)X /S∗E = 0 for all i > r and for all quasi-coherent O
(m)
X /S -
module E.
Proof. First, if X can be lifted to a smooth S-scheme having local coordinates, then
Corollary 2.8 and Proposition 1.11 show the assertions.
Next, we assume that X is separated. Let U = (Ui ) be a finite covering by affine
open subschemes of X which have local coordinates. For each natural number ν,
put
U(ν) :=
∐
i0<···<iν
Ui0 ∩·· ·∩Uiν ,
and let j(ν) denote the natural map U(ν) → X . Then [B-O, 7.6], there exists a spectral
sequence
E p,q1 =Rq f (m)U(p)/S∗ j
∗
(p)(E)=⇒Rn f (m)X /S∗E ,
by which the assertions are reduced to those for each Ui0 ∩·· ·∩Uip . These schemes
in turn are affine and have local coordinates by assumption, therefore the proof is
finished in this case.
At last, for general X , we repeat the same argument; the schemes Ui0 ∩·· ·∩Uip
constructed as above are not necessarily affine, but are quasi-compact and quasi-
affine, therefore separated.
3.2 Base Change Theorem.
THEOREM 3.2.— Let u : (S′,a′,b′,γ′)→ (S,a,b,γ) be a morphism of m-PD schemes,
Y (resp. Y ′) a scheme over S (resp. S′) and h : Y ′→ Y an S-morphism. We assume
that Y is quasi-compact. Let f : X → Y be a smooth morphism, and let f ′ : X ′→ Y ′
denote the base change of f over h, and let g denote the projection X ′→ X . Then, if E
is a flat and quasi-coherentO (m)X /S -module, there exists an isomorphism
Lh(m)cris
∗R f (m)cris∗(E)→R f ′(m)cris∗g (m)cris∗(E).
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X ′ X
ä
Y ′ Y
(S′,a′,b′,γ′) (S,a,b,γ)
g
f ′ f
h
Proof. Because R f (m)cris∗(E) is bounded by Theorem 3.1, the complex in the left hand
side makes sense. Then, we may construct the base change morphism using the
adjunction formula [B1, V 3.3.1]. In order to prove that this morphism is isomorphic,
following the argument for classical case [B1, V 3.5.5], we know that it suffices to
prove the following weaker proposition.
PROPOSITION 3.3.— In the situation in Theorem 3.2, let (a0,b0,γ0) (resp. (a′0,b
′
0,γ
′
0))
be a quasi-coherent m-PD sub-ideal of a (resp. a′), and assume that Y (resp. Y ′) is the
closed subscheme S0 (resp. S′0) of S (resp. S
′) defined by the ideal a0 (resp. a′0). We re-
name the morphisms as in the diagram below. Then, if E is a flat and quasi-coherent
O (m)X /S -module, the base changing map
Lu∗R f (m)X /S∗(E)→R f
′(m)
X ′/S′∗g
(m)
cris
∗(E) (3.2.1)
is an isomorphism.
X ′ X
ä
S′0 S0
S′ S
g
f ′0 f0 f
u
u0
f ′
Proof. At first, we assume that X is lifted to a scheme Y which is affine, is smooth of
relative dimension n over S, and has local coordinates. Then by Corollary 1.14, we
may assume that X = Y .
Now, by Corollary 2.8, we have an isomorphism(
R f (m)X /S∗(E)
)⊕pmn
R f∗(EX ⊗ Ω˘(m),•X /S ),∼ (3.2.2)
and E ′ := g (m)cris∗(E) in turn satisfies(
R f ′(m)X ′/S′∗(E
′)
)⊕pmn
R f ′∗(E ′X ′ ⊗ Ω˘
(m),•
X ′/S′ ).
∼
(3.2.3)
In the right-hand side of (3.2.2) (resp. (3.2.3)), the functor R f∗ (resp. R f ′∗) can be
replaced by f∗ (resp. f ′∗) because of the quasi-coherence of E (resp. E ′). We then
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have a commutative diagram
Lu∗
(
f∗(EX ⊗ Ω˘(m),•X /S )
)
f ′∗
(
E ′X ′ ⊗ Ω˘
(m),•
X ′/S′
)
(
Lu∗R f (m)X /S∗(E)
)⊕pmn (
R f ′(m)X ′/S′∗(E
′)
)⊕pmn
,
∼
Lu∗(3.2.2) (3.2.3)
where the lower horizontal morphism is the direct sum of pmn copies of (3.2.1). The
upper horizontal morphism exists because the local coordinates of X over S and
those of X ′ over S′ are compatible, and it is clear that this is an isomorphism.
This completes the proof for this special case. In the general case, we can use the
descent argument [B1, pp.344-347].
3.3 Finiteness.
THEOREM 3.4.— Let (S,a,b,γ) be an m-PD scheme and (a0,b0,γ0) a quasi-coherent
m-PD sub-ideal of a. The closed subscheme of S defined by a0 is denoted by S0. As-
sume that X is a smooth proper scheme over S0 and that S is noetherian. Let f denote
the structure morphism of X over S. In this situation, if E is a locally freeO (m)X /S -module
of finite rank, then R f (m)X /S∗E is a perfect complex ofOS -modules.
Proof. The assertion is equivalent to showing that the complex ofOS -modulesR f
(m)
X /S∗E
is pseudo-coherent and locally of finite Tor-dimension [SGA6, I 5.8.1] (recall that
a complex K of OS -modules is pseudo-coherent if and only if it is locally of finite
cohomological dimension and the cohomology sheaves H i (K ) are coherent for all
i [SGA6, I p.2]). In fact, we can deduce from Proposition 3.3 that R f (m)X /S∗E is lo-
cally of finite Tor-dimension [B1, V 3.5.9]. It therefore suffices to prove the pseudo-
coherence of this complex.
First, in case a0 = 0, that is, in case S = S0, this complex is quasi-isomorphic to a
complex whose terms are finitely generated [LS-Q2, 4.7] (as explained in Subsection
0.2, no problem occurs in the use of this result of Le Stum and Quirós because of the
local freeness of E). Hence the pseudo-coherence is obvious.
Next, assume that (a0,b0,γ0)= (a,b,γ). In this case, the argument [B1, VII 1.1.1] is
used as follows. For each natural number n, let Sn be the closed subscheme defined
by an+1. Then, we have the exact sequence
0→ an/an+1 →OSn →OSn−1 → 0,
which gives the distinguished triangle
R f (m)X /S∗(E)
L⊗OSn−1
R f (m)X /S∗(E)
L⊗an/an+1 R f (m)X /S∗(E)
L⊗OSn .
19
By Proposition 3.3, the complex in the left-bottom is isomorphic to
R f (m)X /S0∗(E)
L⊗OS0 a
n/an+1,
which is pseudo-coherent by the case where a0 = 0. Therefore [SGA6, I 2.5 b)], noting
that the ideal a0 is nilpotent, the proof is obtained by induction.
At last, we consider the general case. Then, the category of the m-crystals in
O (m)X /(S,a,b,γ)-modules and that of the m-crystals inO
(m)
X /(S,a0,b0,γ0)
-modules are equiv-
alent; indeed, the question being local on X , we may assume that X is embedded to
a smooth scheme Y over S such that Y ×S S0 = X , and then Proposition 1.13 applies.
Thus the theorem is reduced to the previous case by using Proposition 3.3.
4 Other Applications.
4.1 Künneth formula.
THEOREM 4.1.— Let (S,a,b,γ) be an m-PD scheme, and R a quasi-compact S-
scheme. Let f : X → R and g : Y → R be two quasi-compact, quasi-separated and
smooth morphisms. Denote the fiber product X ×R Y by Z , the projection Z → X
(resp. Z → Y ) by p (resp. by q) and the morphism f ◦p = g ◦q by h;
Z Y
X R (S,a,b,γ)
p
q
f
g
If E (resp. F ) is a quasi-coherent and flat O (m)X /S -module (resp. O
(m)
Y /S -module), then
there exists an isomorphism
R f (m)cris ∗(E)
L⊗O (m)R/S Rg
(m)
cris ∗(F ) Rh
(m)
cris∗
(
p(m)cris
∗
(E)⊗O (m)Z /S q
(m)
cris
∗
(F )
)
.
Proof. The construction of this morphism is straightforward by using the adjunction
formula [B1, V 4.1.1]. In order to prove that the morphism is an isomorphim, the
following proposition will suffice.
PROPOSITION 4.2.— Under the situation in Theorem 4.1, let (a0,b0,γ0) be a quasi-
coherent m-PD sub-ideal of a, and assume that R is the closed subscheme S0 of S
defined by a0. Then, the morphism
R f (m)X /S∗(E)
L⊗OS Rg (m)X /S∗(F ) Rh
(m)
Z /S∗
(
p(m)cris
∗
(E)⊗O (m)Z /S q
(m)
cris
∗
(F )
)
(4.1.1)
is an isomorphism.
Proof. We may assume that X (resp. Y ) is lifted to an affine smooth S-scheme X¯
(resp. Y¯ ) that has local coordinates. Then, X¯ ×S Y¯ is a lift of Z , which allows us to
assume that X¯ = X , Y¯ = Y and Z = X¯ ×S Y¯ . We fix a system of local coordinates
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{t1, . . . , tn} (resp. {t ′1, . . . , t
′
n′ }) of X (resp. Y ); the scheme Z naturally has a system of
local coordinates
{p∗(t1), . . . , p∗(tn), q∗(t ′1), . . . , q
∗(t ′n′ )},
which gives us a natural isomorphism
p∗(Ω˘(m),•X /S )⊗q∗(Ω˘(m),•Y /S ) Ω˘(m),•Z /S .∼
The proposition, therefore, follows from the commutative diagram(
R f (m)X /S∗(E)
L⊗OS Rg (m)Y /S∗(F )
)⊕pm(n+n′)
Rh(m)Z /S∗
(
p(m)cris
∗
(E)⊗O (m)Z /S q
(m)
cris
∗
(F )
)⊕pm(n+n′)
R f (m)X /S∗(E)
⊕pmn L⊗OS Rg (m)Y /S∗(F )⊕p
mn′
h∗(p∗(EX )⊗OZ q∗(FY )⊗OZ Ω˘(m),•Z /S );
f∗(EX ⊗OX Ω˘(m),•X /S )⊗OS g∗(FY ⊗OY Ω˘(m),•Y /S )
∼
∼
∼
∼
here, the morphism from the top-left toward bottom-right is the direct sum of pm(n+n
′)
copies of (4.1.1), and that from the top-left toward bottom is induced from(
f (m)cris ∗(E)⊗ g
(m)
cris ∗(F )
)⊕pm(n+n′) → f (m)cris ∗(E)⊕pmn ⊗ g (m)cris ∗(F )⊕pmn′
eZ ,(I ,I ′) 7→ eX ,I ⊗eY ,I ′ .
where I ∈B(m)n , I ′ ∈B(m)n′ and eX ,I (resp. eY ,I ′ , eZ ,(I ,I ′)) is the canonical basis of each
direct sum.
4.2 Frobenius Descent.
In this subsection, we correct the proof [LS-Q2, 5] of Frobenius descent.
LEMMA 4.3.— Let (S,a,b,γ) be an m-PD scheme, let X be an n-dimensional smooth
scheme over S that has local coordinates, and letF be a D (m)X /S -module. Then, there
exists a natural isomorphism
F ⊗OX Ω˘(m),•X /S RHomD (m)X /S
(
OX ,F
)⊕pmn .∼
(4.2.1)
Proof. Because each term of the higher de Rham complex is free, the complex
HomOX
(
Ω˘(m),•X /S ,D
(m)
X /S
)
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gives a free resolution ofO⊕p
mn
X asD
(m)
X /S -modules. Because of the freeness again, the
morphism
F ⊗OX Ω˘(m),•X /S →HomD (m)X /S
(
HomOX
(
Ω˘(m),•X /S ,D
(m)
X /S
)
,F
)
,
is an isomorphism, which completes the proof.
In the remainder of this subsection, let (S,a,b,γ) be an m-PD scheme, let (a0,b0,γ0)
a quasi-coherent m-PD sub-ideal of a that satisfies p ∈ a0, and denote by S0 the
closed subscheme defined by a0. Let f : X0 → S0 be a smooth morphism such that
the m-PD structure (b0,γ0) extends toOX0 , and let F0 : X0 → X ′0 denote the s-th iter-
ate of the relative Frobenius of f for a natural number s. We denote by f ′ : X ′0 → S0
the natural morphism.
Under this situation, the morphism F0 induces a morphism of topoi [B2, (4.1)]
F0 : (X0/S)
(m+s)
cris → (X ′0/S)(m)cris .
In order to recall the construction of the inverse image functor of F0, we fix an ob-
ject (U ,T, J ,δ) of Cris(m+s)(X0/S) and set some notation. Let T0 denote the closed
subscheme of T defined by J +pOT , and T1 the closed subscheme of T0 defined by
I (p
m )OT0 , where I denotes the ideal ofOT defined by the closed immersion U ,→ T .
We denote the s-th iterate of the relative Frobenius morphism of U (resp. T1, T0)
by F0,U : U →U ′ (resp. F0,T1 : T1 → T ′1, F0,T0 : T0 → T ′0). Now, we have a continuous
functor
Cris(0)(T ′1/S)→Cris(m)(X ′/S)
defined as follows. For an object (W,V ,δ0) in Cris(0)(T ′1/S), if I0 denotes the ideal
ofOV defined by the closed immersion W ,→V , the image of (W,V ,δ0) through the
functor above is (U ′∩W,V , I0,δ0); in fact, (I0,δ0) is the m-PD structure of the ideal of
the closed immersion U ′∩W ,→W ,→ V since, because (I (pm )OT0 )(p
s ) = 0, we have
T ′0 = T ′1. We may directly prove that this defines a continuous functor.
Now, for a sheaf E on Cris(m)(X ′0/S), the section of F
∗
0 E on (U ,T, J ,δ) is described
as follows. If E1 denotes the sheaf on Cris(0)(T ′1/S) induced by E , and if E2 denotes
the image of E1 through the inverse image functor of (F0,T0 )
(0)
cris, we have
(F∗0 E)(U ,T, J ,δ)= E2(T0,T ).
If E is an m-crystal in O (m)
X ′0/S
-modules, then F∗0 E is an (m+ s)-crystal in O (m+s)X ′/S -
modules; in fact, the question being local, we may assume that X0 (resp. X ′0) can
be lifted into a smooth S-scheme X (resp. X ′) and F0 can be lifted into a morphism
F : X → X ′, in which case F∗0 E is an (m+ s)-crystal [B4, 2.2.3].
PROPOSITION 4.4.— Let E ′ be a locally free O (m)
X ′0/S
-module of finite rank, and de-
note by E theO (m+s)X0/S -module F
∗
0 E
′, which is an (m+ s)-crystal as noted above.
Then, the morphism
F∗0 : Ru
(m)
X ′0/S∗
(E ′)→Ru(m+s)X0/S ∗(E) (4.2.2)
is an isomorphism.
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Before starting the proof, we show the following lemma.
LEMMA 4.5.— Assume that pOS = 0, that a0 = 0 and let us omit the subscripts “0”
in the notation. Moreover, assume that X and X ′ has a system of local coordinates; we
fix one {t1, . . . , tn} of X and {t ′1, . . . , t
′
n} of X
′.
Then, the morphism F : X ′→ X induces a quasi-isomorphism
ϕ : E ′X ′ ⊗
(
Ω˘(m),•X ′/S
)⊕p sn → EX ⊗ Ω˘(m+s),•X /S .
Proof. Since Berthelot [B4, 2.2.2 (i)] shows that F induces a morphism of simplicial
schemes
F∗ : P (m)X ′/S (•)→ P
(m+s)
X /S (•),
we get a morphism
F∗ : E ′X ′ ⊗P (m),•X ′/S → EX ⊗P
(m+s),•
X /S . (4.2.3)
We show that this induces a morphism
F∗ : E ′X ′ ⊗ Ω˘(m),•X ′/S → EX ⊗ Ω˘
(m+s),•
X /S .
Put τi = d∗(ti ) and τ′i = d∗(t ′i ), and recall that [B4, 2.2.4 (i)], for each I ∈Nn \ {0}, this
morphism takes τ′{I } to τ{p
s I }. Therefore, (4.2.3) induces
E ′X ′ ⊗NP (m),•X ′/S → EX ⊗NP
(m),•
X /S .
Moreover, if I is not equal to pm 1i for any i = 1, . . . ,n, then p s I is not of the form
pm+s 1 j , which shows that the image ofK (m)X ′/S under F
∗ lies inK (m+s)X /S .
Now, for each J ∈B(m)s , consider the morphism
F J : E
′
X ′ ⊗ Ω˘(m),•X ′/S → EX ⊗ Ω˘
(m+s),•
X /S
obtained by multiplying τJ from the left after F∗ above. This morphism is actually a
zero morphism if J 6= 0 since τJτpm+si = 0 in Ω˘(m+s),1X /S . We define the morphism ϕ to
be the direct sum of F J ’s for J ∈B(m)s .
The morphism ϕ fits into the commutative diagram
E ′X ′ ⊗
(
Ω˘(m),•X ′/S
)⊕p sn EX ⊗ Ω˘(m+s),•X /S
RHomD (m)
X ′/S
(OX ′ ,E
′)⊕p
(m+s)n
RHomD (m+s)X /S
(OX ,E)⊕p
(m+s)n
,
ϕ
(4.2.1)⊕psn (4.2.1)
∼
where the morphism in the bottom is the direct sum of p(m+s)n copies of
F∗ : RHomD (m)
X ′/S
(OX ′ ,EX ′ )→RHomD (m+s)X /S (OX ,EX );
this is a quasi-isomorphism by Berthelot [B4, 2.3.8 (i)], which shows the lemma.
Proof of Proposition 4.4. First, we reduce the proof to the case where the assump-
tions in the previous lemma holds. The question being local, we may assume that
X0 (resp. X ′0) can be lifted into a smooth S-scheme X (resp. X
′) and F0 can be lifted
into a morphism F : X → X ′, in which case Corollary 1.14 and Proposition 3.3 allows
us to assume that (a0,b0,γ0) = (a,b,γ). Then, by using the distinguished triangle as
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in the proof of Theorem 3.4, we may assume that pOS = 0 and a = 0. Finally, again
since the question is local, we may argue under the situation of the previous lemma.
Now, the construction shows that the following diagram commutes:
Ru(m)X ′/S∗(E
′)⊕p
(m+s)n
Ru(m+s)X /S ∗(E)
⊕p(m+s)n
E ′X ′ ⊗
(
Ω˘(m),•X ′/S
)⊕p sn EX ⊗ Ω˘(m+s),•X /S ;ϕ
∼ ∼
here, the morphism in the top is the direct sum of p(m+s)n copies of the morphism
(4.2.2). This shows the proposition.
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