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1 Introduction
In order to establish Fredholm theory on stratified topological Banach man-
ifolds in Gromov-Witten theory, we have introduced flat structures on such
manifolds in [L4]. Such a structure is obtained from local flat coordinate
charts. The transformations between these charts are only continuous in
general. The purpose of this paper is two-fold: firstly to show that on the
topological Banach manifolds and bundles appeared in GW theory, there are
enough smooth functions and sections viewed in any admissible charts and
trivializations; secondly to demonstrate some finer aspects about the weakly
smooth sections. As far as the Fredholm theory in [L4] is concerned, the ex-
istence of sufficiently many smooth functions and sections makes these topo-
logical Banach manifolds and bundles behave as if they are the smooth ones.
The motivation of this work and [L4] is to overcome the analytic difficulty
in Gromov-Witten and Floer type theories, the lack of differentiability of the
orbit spaces of Lpk stable maps. These orbit spaces are quotient spaces of
parametrized stable Lpk-maps by the actions of the reparametrization groups.
For our purpose, they are the primary examples of stratified topological Ba-
nach manifolds. In GW and Floer type theories, each of them comes along
with a stratified topological Banach bundle with a proper Fredholm section.
As mentioned in [L4], the lack of differentiability shows up at a few different
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levels: (A) Even there is only one stratum, the transition functions between
different coordinate charts are not smooth due to the non-smoothness of the
actions of the reparametrization group. But at least, the specified Fredholm
section, the ∂¯J -section, is smooth viewed in any chart due to the equivari-
ancy of such a section. (B) When there are at least two strata, the ∂¯J -section
is only stratified smooth. Moreover, the pre-gluing joining different strata
introduces coordinate charts near the ”ends” of the higher strata, which cor-
respond to the deformations and degenerations of the domains of the stable
maps. These charts together with the related bundles are fiberations over the
Deligne-Mumford moduli space of stable curves locally. Even within a fixed
stratum, locally the ∂¯J -section should be considered as a family of smooth
sections on the ”central fiber” parametrized by the Deligne-Mumford moduli
space. (C) Unlike the usual stratified spaces, there is a pathological phe-
nomenon in the stratum structure of the space of stable Lpk-maps: each lower
stratum viewed as end of a higher stratum appears to have ”more” dimen-
sions than the higher stratum has. In other words, the family of the stable
Lpk-maps parametrized by the gluing parameters is not ”flat”. Therefore, it
does not even make sense to talk about smoothness of the ∂¯J-section at a
point in the lower stratum along the normal directions pointing to the higher
stratum simply because there is no local ”product structure” near the end.
In this paper, we mainly deal with difficulty (A) for topological Banach
manifolds and bundles in GW theory. This means that we only deal with
part of the ambient spaces in GW theory, which has only one stratum with
trivial isotropy groups. Of course, a general ambient space is decomposed into
its strata, and the theory of this paper is applicable to each stratum with a
”fixed domain”. However, in the general case, each stratum may have ”ends”
defined by the pre-gluing and moving double points. Some modifications are
needed in order to apply the work here to these cases. These modifications
and other cases and difficulties for establishing a Fredholm theory on stratified
Banach manifolds are treated in [L2] and [L3]. At the end of this section,
we will outline the construction of the flat chart so that readers can have a
general idea on how the difficulties in (B) and (C) are resolved in [L2] and
[L3].
Large part of this paper is to use the ambient space of Lpk-stable maps as an
example to illustrate on how to use its weakly smooth structure to establish
the Cm0-smoothness of the moduli spaces of perturbed J-holomorphic maps.
Here m0 = k −
2
p > 1 is the Sobolev smoothness of an L
p
k-map.
As far as the smoothness of the moduli space is concerned, the main result
2
of this paper is the following theorem.
Theorem 1.1 Let s : Bk,p(A)→ Lk−1,p be the ∂¯J-section of the bundle Lk−1,p
over the space of stable Lpk-maps of class A ∈ H2(M,Z) from Σ = S
2 to a com-
pact symplectic manifold (M,ω) with an ω-compatible almost complex struc-
ture J , where the fiber of Lk−1,p at (f : Σ → M) is L
p
k−1(Σ,Λ
0,1(f ∗(TM))).
Assume that s is proper in the sense that the moduli space of J-holomorpic
sphere of class A, M(J, A) = s−1(0) is compact. Assume further that all
isotropy groups are trivial and that the virtual dimension of M(J, A) is less
than m0. Then there are generic small perturbations ν = {νi, i ∈ I}, which
are compatible sections of the local bundles Li → Wi of class C
m0 defined
on the local uniformizers Wi, i ∈ I, such that the perturbed moduli space
Mν(J, A) = ∪i∈I(s+ νi)
−1(0) is a compact manifold of class Cm0.
Note that the main point of this theorem is (i) the degree of the smooth-
ness of the moduli space, namely it has at least the same smoothness as the
Sobolev differentiability of a generic element in ambient space has; (ii) the
smoothness is achieved by the coordinate transformations between the given
”natural” charts.
In view of (i) and (ii) above, this is the best one can get presumably
from the analytic set-up here. Of course, this implies that if all geometric
data are of class C∞, we get Cr-smoothness for the perturbed moduli space
Mνr(J, A) with r arbitrarily large. Using the comments below on regularity
of perturbed J-holomorphic maps, it is possible to show that in this case
there is a common perturbation independent of r so that the moduli space is
in fact C∞-smooth. On the other hand, the theorem is still true even when
the geometric data is not C∞-smooth, but only sufficient smooth comparing
to m0. The exact degree of the required smoothness for the geometric data
can be determined from the proof of the theorem. Presumably 2k should be
sufficient.
The existence of such a smooth or stratified smooth structure on the
moduli space have many applications in GW and Floer type theories. Note
that if we only want some weaker results such as the existence of a topological
manifold structure on the perturbed moduli space, it is possible to avoid part
of the discussion on the finer aspect of weakly smoothness in this section.
In fact, this topological manifold structure on the moduli space is already
sufficient for most of applications. For instance, it was used in [LT] to prove
the Arnold conjecture. However, when [LT] was written, the issue of lacking
smoothness was not yet addressed. Nevertheless, the matter was resolved by
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the author during the preparation for his seminar courses. We now describe
what modifications to the global perturbation method of [LT] are needed
to get a topological manifold structure on extended moduli spaces. We will
mainly restrict ourself to the above case as it is well-known that this basic case
already captures the main issue of the lack of differentiability. The main steps
for generalization will be only outlined. Since the ∂¯-section itself is smooth (
stratified smooth for the general case) viewed in any local uniformizer (which
is called a local slice in this paper), we only need to make sure that the
perturbation coming from the cokernel defined on one local slice is at least
C1-smooth viewed in any other local slice. Those local perturbation are
obtained by extending the elements ξ of the cokernel Kf of linearization of
the ∂¯-section at a J-holomorphic map f .
The extension is obtained by extending ξ to a ”constant” section ξ˜ over
a local slice Wf first by using the trivialization of the local bundle L(f) →
Wf induced by the parallel transport of M , then multiplying ξ˜ by a cut-off
function supported on Wf .
Therefore, it is sufficient to show that both cut-off function and ξ˜ are at
least of class C1 viewed in any slice. Any such functions or sections are called
weakly smooth ones of class C1 in this paper.
• Existence of the Cm0-Smooth Cut-off Functions:
It is well-known that when p is a positive even integer, the p-th power of the
Lpk-norm of the Banach space L
p
k(Σ, f
∗TM) is smooth. This smoothness of
Lpk-norm of the Banach space and the related cut-off functions were already
used in [LT]. In order to get the desired cut-off function on the space of un-
parametrize stable Lpk-maps, we need to show that the above p-th power of
norm function is still smooth after composed with the action map by the Lie
group G of the reparametrizations of the domain. Denote the composed func-
tion by Ψp. In the case that Σ = R
1×S1 and G is the group of translations,
we have Ψp◦g = Ψp for any g ∈ G. Hence Ψp is G-invariant despite of the fact
that G-action is only continuous generically. Because the simplest case above
is supposed to capture the main difficulty of lack of differentiability already,
this immediately suggests that in the general case Ψp should be smooth as
well and how this can be proved. Indeed the only difference of this special
case with the general case is that G-action here preserves the volume form on
Σ, and the smoothness in G-direction for the general case can be proved by
a simple variable change formula in calculus. For completeness, we include
the proofs of the above well-known facts in the last section of this paper.
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Since open sets in Lpk(Σ, f
∗TM) serve as coordinate charts of the space
of parametrized stable maps, the smoothness of the Lpk-norm with respect to
the G-actions should imply that the push-forward of this function to a local
slice should be Cm0-smooth viewed in any other slice. Whether or not this is
true is not completely obvious.
We proceed slightly differently. First embed the symplectic manifold M
with the induced metric isometrically into some Rd. Then consider the space
of parametrized stable Lpk-maps in M as a closed Banach submanifold of the
corresponding space of the maps in Rd. This later space is a Banach space
so that the result above is applicable. Note that here we have used the fact
that when m0 is large enough, the two Sobolev metrics on the space of L
p
k-
maps from Σ to M are equivalent. As a result of this method, in addition to
the cut-off function that we are looking for, we also obtain a large collection
of G-smooth functions on the space of parametrized Lpk-maps in M by using
pulling-backs. They give rise the corresponding weakly Cm0-smooth functions
defined on the space of unparametrized stable Lpk-maps of M.
Note that in general, even above composed function Ψp is of class C
∞ and
the cut-off function is of class C∞ in a given slice, we still can not conclude
that the cut-off function is C∞-smooth viewed in any slices (see the proof in
section 3 and the discussion below for the reason of this). In other words,
it is weakly Cm0-smooth but not weakly C∞-smooth. Therefore we get the
desired cut-off functions.
• C1-Smooth Perturbations:
As for the weakly smoothness of ξ˜, without using the discussion below on
some finer aspect of weakly smooth sections, we can only prove that it is of
class C1. Of course, there is no need to assume that ξ is in the cokernel. But
we do need to assume that it is an element of the fiber of (Lk−1,p(f))f of class
at least Lpk. Note that any element in Wf is at least of class L
p
k. Assume that
f and ξ are of class C∞ first.
Let B˜ be the space of parametrized stable Lpk-maps and L˜ → B˜ be the
corresponding bundles. Denote a small neighbourhood of f in B˜ by W˜f
and the corresponding local bundle by L˜(f). We have already denoted its
restriction to the slice Wf by L(f). Assume that W˜f is part of the G-orbit
of Wf near f . Then by abusing the notation, we have a homeomorphism
W˜f ∼ G ·Wf of two open sets in a Banach space, and two trivializations of
L˜ on W˜f : one is given by using parallel transport of the central fiber; the
other is obtained by using parallel transport of the central fiber over the slice
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Wf first, then using the pull-backs of the G-actions to bring the fibers over
G ·Wf . The two trivializations are only topological equivalent. Use the first
trivialization, the ”standard” one, we get a ”constant” section over W˜f from
ξ in the central fiber, denoted by ξ¯1, which is smooth but not G-equivariant.
To get a G-equivariant extension, we use the second trivialization to extend
ξ˜, the restriction of ξ¯1 to the slice Wf , over W˜f ∼ G · Wf . Clearly, this
latter extended section, denote by ξ¯2 is smooth with respect to the second
trivialization. The question is about the degree of the smoothness of the
section Φ˜1,2 ◦ ξ¯2, where Φ˜1,2 is the topological identification from the second
trivialization to the first one. In other words, we want to know the smoothness
of ξ¯2 viewed in the standard trivialization.
To this end, we first sketch a argument using sc-smoothness in the nested
Sobolev spaces Lp1 ⊃ L
p
2 · · · ⊃ L
p
k · · · in the ”ordinary sense” rather than
the sc-smoothness in polyfold theory. In other words, instead of using the
weaker topology to define derivatives, the usual operator norm is used for the
definition of derivatives. Note that by letting k varying, all identifications
above are of class sc∞. Therefore, Φ˜1,2 ◦ ξ¯2 gives rise a sc
∞-section since ξ¯2 is
such a section. Under the trivializations, above sections become maps from
the two domains to the central fiber, Lpk−1(Σ,Λ
0,1(f ∗(TM))), which give rise
the corresponding sc∞-maps, denoted by the same notations. The assumption
that ξ is of class C∞ , hence in Lpk(Σ,Λ
0,1(f ∗(TM))) for any k implies that
at level k, ξ¯2 : G · Wf → L
p
k−1(Σ,Λ
0,1(f ∗(TM))) factors through ξ¯2 : G ·
Wf → L
p
k(Σ,Λ
0,1(f ∗(TM))). So does Φ˜1,2◦ ξ¯2 : W˜f → L
p
k(Σ,Λ
0,1(f ∗(TM))) ⊂
Lpk−1(Σ,Λ
0,1(f ∗(TM))). Here we have used the fact that W˜f ∼ G ·Wf is a
sc∞-equivalent. Note that while the map ξ¯2 can be lifted further into higher
Sobolev space by our assumption, Φ˜1,2 ◦ ξ¯2 can not be. Roughly speaking the
reason for this is that the sc-regularity for the transition map between the
two trivializations is of degree k=the degree of a generic element of the above
two domains.
It follows from the definition of sc-smoothness, in this situation, Φ˜1,2 ◦
ξ¯2 is of class C
1. In other words, the G-equivariant extension ξ¯2 of ξ is
indeed of class C1 viewed in the standard chart and trivialization of the local
bundle L˜ on W˜f . Consequently, ξ˜ is of class C
1 viewed in any slices (weakly
smooth of class C1). Having faith in that the smoothness obtained from
the considerations in sc-smoothness should be optimal, one may conclude
that generically this C1-smoothness is the best one can hope. Indeed, the
following more direct and elementary argument obtained before the theory
of the sc-smoothness available leads to the same conclusion.
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To start the direct proof, denote Φ˜1,2 ◦ ξ¯2 by [ξ¯1] for short. We start
with the two Banach coordinates on W˜f ∼ G ·Wf . We have the standard
coordinate given by (w, t) with w in the local sliceWf and t in Hˆ
∗, where H∗
is the complement space of Wf in W˜f which can be identified with the direct
sum of the orthogonal complements, denoted by Hˆ∗ of the corresponding
local hypersurfaces used to define the local slice above (see Sec. 3 or [LT]
for the more details). Note that dimension of H∗ is equal to dimension of G.
The second coordinate from the above identification is denoted by (u, g) with
u in Wf and g in Ge. Here Ge is a small neighbourhood of e in G. Note that
according to Sec. 3, the coordinate (w, t) for W˜f =Wf ×H
∗ with respect to
the splitting is C∞-compatible with the ”standard” exponential coordinate
for W˜f . In particular, different choices of the ”base point” h ∈ Wf (=origin),
splitting factorH∗ give C∞-equivalent coordinates and related trivializations.
Moreover since for a fixed g ∈ G, its action Ψg is a smooth differomorphism
from W˜f to its image and the action lifts to a smooth isomorphism between
the two local bundles via pull-backs. It follows from these considerations
together with the fact that ξ¯2 is G-equivariant implies that we only need
to compute D[ξ¯1]h with h ∈ Wf using the standard coordinate (w, t) with
h as base point. Since [ξ¯1]|Wf = ξ˜ is a ”constant” section with respect to
the trivialization and hence smooth, we have that along w- direction, D[ξ¯1]h
exists and equals to zero.
To compute the partial derivatives along H∗ or t-direction, consider a
point h∗ ∈ H∗ with coordinate (w, t) = (0, hˆ∗). Then there is a unique g =
g(h∗) ∈ G, such that h∗ ◦ g(h∗) is in Wf . Hence the (u, g)-coordinate of h
∗ is
(u, g) = (h∗ ◦ g(h∗), (g(h∗))−1). We now show that h∗ → g(h∗) as a map form
H∗ to G is of class Cm0. To this end, note that the identification H∗ → Hˆ∗
is the restriction to H∗ of the C∞-smooth map πH˜∗ ◦ ev
l
x : W˜f → Hˆ
∗. Here
evlx : W˜f →M
l is the l-ford evaluation map used to define the local slice Wf
with 2l = dim(G), πH˜∗ is the projection from a neighbourhood of h(x) in M
l
to Hˆ∗. By definition, (πH˜∗ ◦ ev
l
x)(h
∗) is just the t-coordinate of h∗, and it has
been denoted by hˆ∗. Now we have the local identification of class Cm0 given
by h : Dl(x) → Hˆ∗ ⊂ M l. Here Dl(x) is the l-fold product of small discs
centred at the (minimal number of ) marked points of the free components.
Note that h(x) is the ”origin” of Hˆ∗. Therefore hˆ∗ → h−1(hˆ∗) as a local
map from Hˆ∗ to Dl(x) is of class Cm0. Clearly g(h∗) is determined by the
location of h−1(hˆ∗) in Dl(x), and smoothly depends on it. Put this together,
we have proved that g(h∗) depends on h∗ with Cm0-smoothness. Now let
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h∗ = hs be a smooth curve in H
∗ such that h0 = h ∈ Wf . Then it has
(w(s), t(s))-coordinate (0, hˆ∗s) as smooth functions of s. The corresponding
(u, g)-coordinate is (u(s), g(s)) = (hs ◦ g(hs), (g(hs))
−1). It is of class Cm0
in s. Here we have abused notation by writing hs for its coordinate. Let
v = ∂hs∂s |s=0. Then the partial derivative along H
∗ is given by
D[ξ¯1]h(v) =
∂[ξ¯1](u(s), g(s))
∂s
|s=0
= lim
s 7→0
([ξ¯1](u(s), g(s))− [ξ¯1](u(s), g(0)))
s
+ lim
s 7→0
([ξ¯1](u(s), g(0))− [ξ¯1](u(0), g(0)))
s
.
Since [ξ¯1] is a constant alongWf , the second limit is equal to zero. Assume
that [ξ¯1](u, g) is of class C
1 as the function on (u, g). Then the first limit is
equal to
lim
s 7→0
∂[ξ¯1](u, g)
∂g
(u(s), g(ξ)) ·
∂g
∂s
(ξ) =
∂[ξ¯1](u, g)
∂g
(u(0), g(0)) ·
∂g
∂s
(0).
Here 0 < ξ < s.
Therefore, we only need to show existence of the partial derivatives of [ξ¯1]
as a continuous function in (u, g). We will only prove the existence of the
partial derivatives and leave it to the readers to prove its continuity.
For the same reason as above, we only need to consider the case that h is
in Wf . In this case the derivatives along u-directions are still equal to zero
since [ξ¯] is a constant on Wf .
Therefore, we only need to show that (∂[ξ¯1]∂g )h exists.
To this end, assume that ∂∂g |h =
∂hs
∂s |s=0. Here hs = h ◦ gs : Σ → M with
s ∈ (−ǫ, ǫ) is a curve in W˜f with h0 = h representing
∂
∂g |h and defined by the
corresponding curve gs in G.
Then we have (∂[ξ¯1]
∂g
)h = (
∂[ξ¯1](h◦gs)
∂s
)s=0. Now being considered as s-dependent
sections on the fixed bundle Λ0,1(f ∗TM)→ Σ,
[ξ¯1](hs) = [ξ¯1](h ◦ gs) = Π
−1
hs
(((gs)
−1)∗(Πh(ξ))).
Here these Πhs are bundle morphisms from Λ
0,1(Σ, f ∗TM)→ Σ to
Λ0,1(Σ, h∗sTM)→ Σ.
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Since hs is of class L
p
k, so is the bundle Λ
0,1(Σ, h∗sTM) → Σ. Therefore
these differomorphisms are of class Lpk too. Note that the section Πh(ξ) of
the bundle Λ0,1(h∗TM) → Σ can only be of class Lpk even ξ is of class C
∞.
From this explicit formula for [ξ¯1](hs), one concludes that its derivative with
respect to s is of class Lpk−1. This proves the existence of D[ξ¯1]h at any point
h. Again we leave it to the readers to prove its continuity with respect to h
so that [ξ¯1] is of class C
1.
This concludes the necessary modifications to [LT] for the case there is
only one stratum. The general case is not really much harder. In this case,
we want to show that the same is true in each stratum. As mentioned above,
main point here is to note that near the end of a higher stratum, a local
slice Wf is a fiberation over a local chart (uniformizer) of M¯0,k with Σf in a
lowest stratum of M¯0,k. Hence within a stratum, it splits locally as a product
of W α0f and a neighbourhood Λδ(α0) of [Σα0] in the corresponding stratum
of M¯0,k. Here α is the local parameter of M¯0,k near α0 and Σα0 = Σfα0 ,
where fα0 is one of the ”base” points in the given stratum obtained from f
by moving its double points first, then make the corresponding pre-gluing.
There is also a corresponding (only C∞) product structure for the universal
curve U|Λδ(α0) ≃ Σα0 × Λδ(α0) so that we may view Σα with α ∈ Λδ(α0) as
a family of complex structures defined on the fixed Σα0 parametrized by α.
Using this product structure, the ∂¯J -section onWf is translated into a family
of sections ∂¯αJ defined on the fixed fiber W
α0
f . Similar interpretations are
applicable for those perturbations. The metric on the domains used to define
the space of Lpk maps and related bundles become a family of metrics on a
fixed domain. Moreover, the action of the automorphism group acting on the
free components of Σf extends naturally to the product Σα0×Λδ(α0), which,
in turn, induces an action onW α0f ×Λδ(α0). This essentially put us in similar
situation as above, and what one needs to do is the show the corresponding
statements accordingly. At this point, the proofs of these statements are the
straight forward generalizations of what we have done above. The details will
be given in a subsequent paper.
Therefore, with the supplement here, for the case that all isotropy groups
being trivial, what proved by the argument of [LT] is the following theorem.
Theorem 1.2 Let s be the ∂¯J-section. Assume that all isotropy groups are
trivial. Let B(r) = ⊕i∈IB(ri) be the ball of ”radius” r inR = ⊕i∈IRi=collection
of all compatible perturbations ν = {νi, i ∈ I}. Here νi ∈ ri is a strat-
ified weakly C1-section supported on the local uniformizers Wi, i ∈ I ob-
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tained from the cokernel as above with ‖νi‖ < B(ri), and {Wi, i ∈ I} covers
M(A, J) in B. Then for r small enough, each extended local moduli space
EMi(J, A) = (s + ev(i,B(r)))
−1(0) is a stratified submanifold of class C1
in R × Wi. In fact elliptic regularity implies that above local moduli space
EMi(J, A) = (s + ev(i,B(r)))
−1(0) is of class C1 in R ×W∞i if all the geo-
metric data are of class C∞. Here W∞i ⊂ Wi consists of the corresponding
C∞ elements. Moreover, these local extended moduli spaces patch together to
form a stratified topological manifold EM(J, A) = ∪i∈IEM
i(J, A), the total
space of the obstruction sheaf.
See the discuss later in this section on how to obtain the perturbed mod-
uli space from the extended moduli space. This concludes the proof of the
following theorem and fills in the gap in [LT].
Theorem 1.3 With the supplement above, the Floer homology in [LT] is
well-defined. Similarly using the method in [L0], the work in [LT] establishes
the existence of GW -invariants and quantum cohomology for a general sym-
plectic manifold.
• ”Geometric” Cm0-Perturbation:
As mentioned before, the best we can get for extending an element ξ in
the central fiber L(f) to a constant section ξ˜ over Wf is to get a weakly
smooth section of class C1 even we start with a C∞ element ξ like ones in
the cokernel.
In order to get the desired Cm0 smoothness for perturbations used in the
main theorem of this paper, we proceed differently.
Note that by linearity we only need to extend each element in a basis of
the cokernel (or any prescribed finite dimensional space of the central fiber).
The key observation then is that instead of extending each element in the
basis using the standard process above, we decompose each element η into a
finite sum of elements, each of them is localised near a point of the domain
Σ. Of course, these new elements are not in the cokernel anymore. In the
case that f and η are smooth, each of these new elements localized in a disc
Dδ(x0) ⊂ Σ can be written as a finite sum the terms of the form φ ⊗(i,J) ξ.
Here φ is a smooth (0, 1)-form on Σ supported in Dδ(x0) and ξ is a restriction
of a smooth global vector field ξ˜ on M . Therefore, we only need to extend
the elements of the above form. This can be done for φ and ξ separately
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in the corresponding bundles. More specifically, let L˜ → B˜ be the bundle
used to define ∂¯-section for parametrized stable Lpk-maps. Then the fibre of
L˜ = L˜k−1,p at f , L
p
k−1(Σ,∧
0,1(Σ) ⊗ f ∗(TM)), is linearly homeomorphic to
Lpk−1(Σ, f
∗(TM)) ⊗Lpk−1(Σ) L
p
k−1(∧
0,1(Σ)) when k is large enough. This gives
rise a bundle isomorphism L˜ ≃ T˜ ⊗ Ω˜1. Here the fibre of T˜ = T˜k−1,p at f is
Lpk−1(Σ, f
∗(TM)), and Ω˜1 is the trivial bundle whose fiber is Lpk−1(∧
0,1(Σ)).
Note that the G-actions on T˜ and Ω˜1 are compatible with the one on L˜. So
are the local trivializations and G-equivariant local trivializations induced by
the ones on a local slice. This implies that we really can deal with the two
components of η separately.
Clearly, the vector field ξ˜ induces a global section on T˜ , denoted by ξ0
and defined by ξ0(g) = ξ˜(g) for any g ∈ B˜. Since G only acts on the domain,
the section ξ0 is clearly G-equivariant. It is easy to see that it is also smooth
(see Sec. 4 for the proof). This completes the desired extension for ξ.
To extend φ, use the trivialization Ω˜1 ≃ B˜ × Lpk−1(∧
0,1(Σ)). We get a
smooth global section φ˜ from φ and its restriction to a local slice W1(f),
denoted by φ˜1. As above, the question is if it is still smooth viewed in
the other slices. We follow the same idea, using the G-action to obtain a G-
equivariant section, denoted by φ1 over the open set G×W1(f), then deciding
if φ1 is smooth on G ×W1(f). Since the situation here is much better than
the general extension problem we discussed before, in stead of getting C1-
smoothness, the similar computation there shows that φ1 is of class C
m0. In
Sec.3, we give a direct proof that the extension φ˜1 on W1(f) is C
m0-smooth
viewed in any other local slices.
Put this together, we get the desired extensions of the elements in the
coknernel over a local slice, which are Cm0-smooth viewed in any local slices.
We will show in Sec. 3 that these local extensions can be used to achieve
local transversality. Since these extensions are of geometrical nature, we will
refer the sections and perturbations so obtained as geometric sections and
perturbations though they are not the usual geometric perturbations in the
sense used in GW theory.
We have already known that the ”constant” extension induced by the
standard parallel transport can only be of class C1. If we allow the par-
allel transport used here depending on f , then the ”constant extension” of
a smooth element in the central fiber over a local slice is still Cm0-smooth
viewed in any slices.
• • Cm0-smoothness of constant extensions defined by f -dependent connec-
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tions:
Assume that a point-section η ∈ C∞(Σ,Λ0,1(f ∗(TM))) ⊂ Lpk−1(Σ,Λ
0,1(f ∗(TM)))
over f : Σ → M satisfies the condition that (i) η is supported in an open
disc Dδ(x0) in Σ; (ii) f is an embedding on Dδ(x0); (iii) over Dδ(x0), η can
be written as η = φ⊗(i,J) ξ, where φ is a smooth (0, 1)-form on Σ supported
in Dδ(x0) and ξ is the restriction of a smooth vector field ξ˜ on an open set U
of M containing f(Dδ(x0)) with the property that ξ˜ is a covariant constant
vector field with respect to a J-invariant connection on U .
The similar discussion as above (see Sec. 3 ) shows that in this case the
extension of η to a local slice containing f by parallel transport is Cm0-smooth
viewed in any other slices.
On the other hand, one can show that by using a local parallel frame of
the complex bundle (TM, J) over U , the condition (i) and (ii) implies that the
condition (iii) can be arranged. Of course, for a symplectic manifold (M,ω)
with ω-compatible almost complex structure J , the standard (J, ω)-invariant
connection with Neijinhaus tensor as its torsion does not have such a local
J-flat frame unless J is integrable over U . However, if we regard (TM, J) as
a abstract complex vector bundle rather than as the tangent bundle of M ,
any local complex trivialization of TM over U gives rise such a local J-flat
frame over U . This means that we have to use a family of (f, x0)-dependent
connections on M to give the local trivializations of the bundle (L → B) at
least for f in the moduli space of J-holomorphic maps.
We conclude that if f satisfies the condition (i) and (ii), by using a (f, x0)-
dependent connection on M , the constant extension of η with respect to the
connection is Cm0-smooth.
Note that the point-sections to be extended in [LT] are obtained from
the cokernel by multiplying all elements in the cokernel by a fixed cut-off
function supported in an open set of Σ away from its double points (see page
29 of [LT], under the assumption that the evaluation map at double points is
transversal to the multi-diagonal there at the J-holomorphic map f ). By the
unique continuation principle used in [LT], the same argument there implies
that the cut-off function can be chosen to be supported in a disc Dδ(x0) for
each component of the domain Σ. Since f in this case is in the moduli space
of J-holomorphic curves, it is automatically smooth and has some point x0 on
each component of Σ such that f is a local embedding near x0. In fact such
points are open and sense in Σ. Therefore as long as we choose the center
of each Dδ(x0) to be one of the above ”good” points, both (i) and (ii) are
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automatically true. Consequently, with above modification, the extension
used in [LT] is Cm0-smooth viewed in any slices if we are willing to use a
family of f -dependent connections to obtain ”constant” extensions. Note
that since the moduli space is compact, for the purpose of the constructions
in [LT], there are only finitely many such connections are involved.
• Regularity Assumption:
We have mentioned that it is possible to establish the Cm0-smoothness
of the perturbed moduli space without assuming that all geometric data are
C∞-smooth but only assuming that they are only, for instance, C2k-smooth.
This seemly very technical point concerns the general philosophy on how
to deal with the main difficulty of lack of differentiability in the current re-
search. The reader might have been aware of that in the polyfold theory,
the Frechet manifold of smooth stable maps lying inside the sc Banach man-
ifold of stable maps plays a fundamental role in the formulations of various
notions and constructions of the theory. The basic requirement that the re-
sulting moduli space should lie inside the Frechet manifold is behind many
considerations in the theory.
This motivates our efforts in this and subsequent papers to explore the
possibilities: (i) to get the main construction of virtual moduli space without
using the C∞ regularity results in the case of geometric data are smooth; or
(ii) to get the same conclusion even without assuming the geometric data
are smooth. As the proofs in this paper show, under the assumption that
all geometric data are C2k-smooth, one can eliminate the role played by the
Frechet manifold and still obtain the extended moduli space, the total space
of the obstruction bundle (sheaf), with Cm0-smoothness, the same regularity
as its elements.
As this stage, to get the perturbed moduli space, one has to use Smale-
Sard theorem. Therefore one may simply require that the virtual dimension
of the moduli space is less than m0. The other possible way to deal with this
last problem is to use Whitney’s theorem to give the extended moduli space a
compatible C∞-smooth structure first, then to deform the ”projection” map
from the extended moduli space to the linear space of the perturbations into
a smooth one. This last method works without the assumption on the virtual
dimension, but it requires the true Cm0-smoothness of the extended moduli
spaces (in [L3])rather than just the stratified smoothness in the general case.
There is a related question about the regularity of individual perturbed
J-homomorphic maps. This was used from the main theorem about Cm0-
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smoothness of the moduli space to infer its C∞-smoothness under the as-
sumption that geometric data are smooth. It has been suspected that the
solution of a perturbed ∂¯J -equation may not be a C
∞ smooth map any more
but only Cm0-smooth if we use Lpk-maps as the ambient space to work with.
In other words, as far as the regularity of each individual map is concerned,
it may happen that nothing is special about a map being a solution of the
perturbed ∂¯J -equation. Here of course our assumption is that all geometric
data are of class C∞.
To see the smoothness of the solution of the perturbed ∂¯J -equation, we
may use local coordinate charts centred at smooth curves since such curves
are dense in the space of Lpk-curves. In the case of using ”constant” perturba-
tions, each element of the perturbations is obtained by the parallel transport-
ing a smooth section at the center over a local slice first, then multiplying
the cut-off function to make the constant section localized. In other words in
the local chart and local trivialization, the the perturbed ∂¯J -equation takes
the following form. [∂¯]Jξ + γ(ξ)ν(ξ) = 0. Here [∂¯]J : L
p
k(Σ, f
∗(TM)) →
Lpk−1(Σ,Λ
0,1(f ∗(TM))) is the ∂¯J -operator written in the local chart and triv-
ialization centered at f , γ is the cut-off function supporter in a small neigh-
bourhood of f and ν(ξ) = ν(0) is a constant section. Therefore, if ξ is a
solution of this perturbed ∂¯J -equation, it is the solution of the equation for
η: [∂¯]Jη + γ(ξ)ν(0) = 0. This is just a inhomogeneous equation for the
usual quasi-linear elliptic operator, ∂¯J , with smooth data. Note that in this
equation, ξ is fixed, γ(ξ) is a fixed real number. Therefore, the solution is
smooth by the elliptic estimate for ∂¯J -operator. In our case of using local-
ized geometric perturbations, we get similar equation with the term γ(ξ)ν(ξ)
being replaced by linear combinations of the terms γ(ξ)ω · [X(ξ)], where ω
is a smooth (0, 1)-form on Σ, X is a smooth vector field on M , X(ξ) is the
pull-back of X by the map Expfξ and [X(ξ)] is X(ξ) written in the local
trivialization at f . Since a generic ξ is of class Lpk, X(ξ), and hence ω · [X(ξ)]
is of class Lpk. The same argument above implies that the solution is in
Lpk+1(Σ, f
∗(TM)). Therefore, we get the same conclusion by bootstrapping.
As mentioned above, the method in [LT] gives a stratified topological
manifold structure on the extended moduli space. On the other hand in
this paper and its sequels [L2] and [L3], we go further to establish the Cm0-
smoothness of the perturbed moduli spaces. This will be done by using the
induced weakly smooth structures from the ambient space.
The details on how this can be done is given in Sec. 3. Here we just
mention briefly how to get a Cm0-smooth moduli space from a compatible
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collection of perturbed moduli space defined on local slice by using the weakly
smooth structure defined in Sec. 2.
• Cm0-Smooth Moduli Space and Smoothness of Evaluation Maps on the
Ambient space:
In Sec. 2 and 3, we have defined a function or section on the ambient
space of unparametrized stable Lpk-maps to be weakly smooth if it is smooth
with respect to some covering slices. The germs of such functions give rise the
weakly smooth structure on the ambient space. At first sight, this obvious
notion is just a convenient way to talk about smoothness in the present
situation if we do not want to put any further structure like sc-smoothness
on the ambient space but only regard it as a topological Banach manifold.
What is not so obvious is that in the case of GW and Floer type theories,
the weakly smooth functions defined on the ambient spaces induce honest
smooth structures on any finite dimensional topological manifolds embedded
in the ambient spaces as weakly smooth submanifolds. In particular, the per-
turbed moduli space is one of such topological manifolds by the construction
in sec. 3. In fact, the smooth structure on the moduli space is determined
by the obvious weakly smooth maps, the evaluation maps, on the local slice
of the ambient space.
More specifically, using the ”global” geometric perturbations in Sec. 3,
one obtains a collection of compatible local moduli spaces for a generic per-
turbation. Each of such local moduli spaces is lying inside a local slice and
is a Cm0-smooth submanifold inside the local slice. They are compatible in
the sense that on the overlaps of the images of theses local slices regarded
as charts in the ambient space of the unparametrized stable Lpk-maps, these
local moduli spaces are mapping to each other under the ambient transition
maps of the local slices. Since these transition functions are continuous, it
follows that the ”global” moduli space is at least a topological manifold.
This together with some of related properties is sufficient for most of all ap-
plications. At first sight, it seems that this the best one can get since these
transition functions are only continuous. However, the global moduli space
above is an example of a finite dimensional weakly smooth submanifold in-
side the ambient space. We proved in Sec. 3 that in this case, the ambient
space is a weakly smooth Banach manifold which is effective with respect
to the equivalence class of the ”covering data”. This means that there are
sufficiently many weakly Cm0-smooth functions defined on the ambient space
so that they give any finite dimensional weakly smooth submanifold as above
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an honest Cm0-smooth structure. In fact, it is easy to see that the l-fold
evaluation map evx : B˜ → M
l from the space B˜ of parametrized Lpk maps to
M l given by evx(f) = (f(x1), · · · , f(xl)) is C
∞ smooth. Here x = (x1, · · · , xl)
with xi 6= xj for i 6= j. Of course, the restrictions of evx to any local slice is
still C∞ smooth. It is proved in Sec.3 that it is Cm0-smooth viewed in any
other slices. Therefore we get a collection of weakly smooth functions of class
Cm0 on open sets of B. By choosing l and x properly, the collection of such
functions serves as ”coordinates” for these local perturbed moduli spaces. In
other words, in the case of the ambient topological Banach manifold appeared
in GW and Floer type theories, these evaluation maps on the slices of the
ambient space are already sufficient to detect the honest smoothness of an
embedded finite dimensional object.
• Flat Charts
A local flat chart inside a local slice W (f) = Wǫ(f,H) of the space of
stable Lpk-maps is the collect all L
p
k-maps in Wǫ(f) which are J-holomorphic
on a collection of prescribed disc neighbourhoods of the double points of the
domain Σ of f and the corresponding prescribed annulus of the domain Σα
of the pre-gluing fα.
To give a more precise definition, letWD1ǫ (f) be one of the strata ofW (f).
As above, by consideringW (f) as a local fiberation over the Deligne-Mumford
moduli space, we decompose W (f) as the union of slices (fibers) with fixed
gluing parameters, W (f) = ∪α∈Λ(D1)W
α(fα), where fα is a pre-gluing of f
and Λ(D1) is the set of the ”gluing” parameters within the stratum D1. Note
that here gluing parameter α = (αt, αn) such that fαn is the pre-gluing along
”normal” direction while the parameter αt describes the local deformations of
the domain Σf by the motions of its double points. Following [LT], collection
the all pre-gluing maps fα, α ∈ Λδ obtained from f will be called ”base”
maps.
To define the flat charts and the related bundle, we start with one of the
lowest strata, denoted by D.
Then WDǫ (f) corresponds to the collection of above W
α(fα) with αn = 0.
On this lowest stratum , the local ”bundle” L(f) restricted to WDǫ (f),
denoted by LD(f) has a trivialization so that each fiber can be identified
with (L˜(f))f = L
p
k−1(Σ0,Λ
0,1(f ∗(TM))). More specifically, one each W α(fα)
with a fixed α ∈ Λ(D1), the domain Σα is fixed, the standard trivializa-
tion induced by parallel transport in this paper with some modification is
still applicable (see [LT] for instance). On the other hand, the ”standard”
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differomorphisms in [LT] to identify the domain Σf = Σ0 with Σα induce
the identifications of the corresponding fibers. These differomorphisms are
used to define the local C∞ product structure of the universal curve over
Deligne-Mumford moduli space mentioned before. They can be realized as
time 1-maps of the corresponding flows generated by vector fields supported
on small annuli around double points. Note that the vector fields are not
holomorphic on these annuli. Consequently, this last identification is only
over R. Though this does not affect our definition below, it seems better to
use a fiberwise version define the objects for each fixed α.
In any case, combing these together we get the trivialization of the local
bundle over the lowest stratum D.
Consider the following sub-bundles: LD,Loc,δ(f) of LD(f) defined by
(LD,Loc,δ(f))g = {ξ | ξ ∈ (LD(f))g, ξ = 0 on each δ−disc around a double point}.
Let WDǫ,Loc,δ(f) = ∂¯
−1
J (LD,Loc,δ(f)). This is one of the local flat chart in W (f)
restricted to the its lowest stratum. Hence any element in WDǫ,Loc,δ(f) has the
property that it is J-holomorphic on the δ − discs above.
To define the corresponding objects on a higher stratum, consider the
restriction of the bundle LD,Loc,δ(f) to the base maps fαt with αt in D. Ac-
cording to what we have done for a fixed stratum, we only need to know how
to extend the fiber (LD,Loc,δ(f))fαt of the bundle above into the fiber ( of the
bundle to be defined) over fα. Here α = (αt, αn) and fα is obtained from fαt
by the normal pre-gluing with the gluing parameter αn. The key point is that
when αt and δ are fixed, for ‖αn‖ << δ, the pre-gluing from the domain Σαt
to Σα = Σ(αt,αn) identifies Σαt \ {δ -discs at double points } with Σα \ {”δ
-annuli” around double points }. Here for simplicity, we have assumed that
non of the component of αn is equal to zero so that α is in the top stratum.
This completes the construction of the bundle over the base maps fα, α ∈
Λδ. As above by parallel transporting these ”central fiber” over fα, we get
the sub-bundle over W αǫ (f), denoted by Lα,Loc,δ(fα)
We define W αǫ,Loc,δ(fα) = ∂¯
−1
J (Lα,Loc,δ(fα)). Then in the general case any
element in W αǫ,Loc,δ(fα) is J-holomorphic on the δ−discs or ”δ−annuli” of Σα.
The union of these W αǫ,Loc,δ(fα), denoted by Wǫ,Loc,δ(f) is one of the flat
charts inside the local slice W (f).
Of course, when δ is getting smaller, so is the size of Λ. Since a transforma-
tion of a flat chart in one slice into another slice is induced by transformations
on the domains, the size and ”shapes” of these charts given by parameters ”δ”
may change under the transformations. Since for our purpose here, there are
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only finitely many fixed local uniformizers are used to coveringM(A, J), by
allowing different shapes of δ-discs in the obvious sense in this situation, the
collection of all such flat charts are closed under coordinate transformations
between uniformizers. They define the flat structure that we are looking for.
Let W 0ǫ (f) = ∪δWǫ,Loc,δ(f) = ∪α,δW
α
ǫ,Loc,δ(f) be the union of these local
flat charts and L0 = ∪δLLoc,δ(f) = ∪α,δLα,Loc,δ(fα).
Here LLoc,δ(f) = ∪αLα,Loc,δ(fα).
Note: Part of the above construction, the definition of WDǫ,Loc,δ(f) was
already introduced in [LT], page 25. However, the key part of the construction
on flat charts above, the definition ofW αǫ,Loc,δ(fα) dealing with the norm gluing
parameters was missing in [LT].
• Properties of the flat charts:
(I) The indices of the ∂¯J -section on any strata of a local slice are the same
as the indices of the section restricted to the corresponding strata of a flat
chart considered as a section of the corresponding sub-bundle.
(II) The part of moduli space of stable J-holomorphic maps inside a given
slice near an ”end” is contained in any of these flat charts.
(III) For a fixed α with ‖α‖ << δ, each flat chart W αǫ,Loc,δ(f) of ”size” δ
is a Banach manifold.
(IV) For a fixed δ small enough, all W αǫ,Loc,δ(f) fit together to form a
Banach manifold.
The property (III) follows from the following facts: (i) the cokernel Kfα
of D∂¯J,fα is of finite dimensional; (ii) elements in Kfα satisfy the unique con-
tinuation principle. In deed, (i) and (ii) imply that ∂¯J : W
α
ǫ (f) → L(f) is
transversal to the sub-bundle Lα,Loc,δ(fα) so that its inverse image a Banach
manifold. Note that here we have used the fact that under the local trivi-
alizations of the two bundles, the central fiber of the subbundle is a closed
subspace of the corresponding central fiber. This is true under our assump-
tion that m0 > 1. The property (I) can be derived , for instance, by using
(III).
• • Gluing and Shape of flat charts: It follows from (III) that in the standard
local coordinate chart Expfα : V
α ⊂  LPk (Σα, f
∗
α(TM), h) → W
α
ǫ (f) of the
local slice, the flat chart Exp−1fα (W
α
ǫ,Loc,δ(f)), denoted by V
α
ǫ,Loc,δ(f) in V
α is
realized as a graph of a map from the open ball B(rα) in the tangent space of
V αǫ,Loc,δ(f) at fα to its orthogonal complement (assuming that p = 2 so that
the Lpk-space is a Hilbert space). Here rα is the radius of the ball depending
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on α. Therefore the key point to prove (IV) is to prove that there is a positive
lower bound for rα independent of α.
Note that it follows from a parametrized version of implicit function the-
orem that when α is moving within same stratum slightly there is such a
bound. Therefore, the real question is about the motion form α0 = (αt, 0) to
α = (αt, αn) with normal gluing parameter αn.
In this case, we need to show that the radius rα does not goes to zero as
‖αn‖ goes to zero so that the size and shape of each V
α
ǫ,Loc,δ(f) is comparable
with the fixed V α0ǫ,Loc,δ(f).
This is exactly the situation that the so called gluing technique in [L0]
and [LT] can be used to deal with. The main estimate in [LT], page 32-41,
with some modifications implies that (IV) above holds. The detail of the
proof of (IV) is given in [L4]. We will give a outline of its proof below. As a
by-product of the proof, we have also obtained two different new proofs for
the gluing of J-holomorphic maps.
The following theorem summarizes these properties of the flat charts and
their consequences.
Theorem 1.4 For any fixed δ, the local flat chartWǫ,Loc,δ(f) = ∪‖α‖<<δW
α
ǫ,Loc,δ(f)
is a Banach manifold (”ball”) and LLoc,δ(f) = ∪αLα,Loc,δ(fα) → Wǫ,Loc,δ(f)
is a Banach bundle. The restriction of the ∂¯J-section s to the flat chart,
still denoted by s is a smooth Fredholm section, whose linearizations have the
same indices as the ones for the ”old” ∂¯J-section along all strata.
The zero sets ∂¯−1J (0) in Wǫ,Loc,δ(f), when projected to B is just M(J, A)∩
[W ]ǫ(f ;H).
Furthermore, the Lpk-topology and ”weak”-topology on any flat chart above
are equivalent.
• • Exponentially weighted Lpk-norm and further fibration:
Note that in the last statement of the above theorem, the Lpk-topology
here is measured in term of cylindrical coordinates rather than the ”spherical”
ones. The same is applied to the discussions on property (IV). The necessity
of using cylindrical coordinates on the δ- discsD±δ (±d) centred at each double
point d = ±d of the domain Σ = Σα0 = Σf is clear since as fα : Σα → M
degenerates into f : Σα0 → M , in the ”spherical” coordinate the injective
radius of Σα goes to zero, which is not adequate for using general L
p
k-norms
for analytic set-up here unless k = 1 that implies that m0 = 0.
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In any lowest stratum WDǫ (f ;H), consider one of its fibers, for instance,
for simplicity, the central fiber W α0ǫ (f ;H). Then all the elements have the
same domain Σ = Σα0 = Σf .
Now we identify each pair of δ-discs at a double point d = ±d of Σ with
a pair of half cylinders C± ≃ R
+×S1 of infinite length with {±∞}×S1 cor-
responding to the double point. Let w = ±w and (s, t) = ±(s, t) be the cor-
responding spherical and cylindrical coordinates. Then w = exp(−(s+ it)).
Clearly, any h = Expfξ in W
α0
ǫ (f ;H) satisfying the condition that h(d) =
f(d) satisfies the exponential decay estimate that ‖Diξ‖ ∼ O(exp(−s)) for
i ≥ 0. Moreover, if f and h are smooth, then for any 0 < κ < 1, ‖ξ‖k,p;κ =
‖eκsξ‖k,p < ∞. This means that we should introduce a new fibration ,
evl : W α0ǫ (f ;H) → M
l given by the evaluation map at all double points
of Σ. Here l is the number of these fixed double point. One can show that
both above evl and its restriction to any of flat charts inside the stratum,
are in deed fibrations over a neighbourhood of f(d) in M l. Therefore, for
any m ∈ M l near f(d) we get the corresponding fibers, W
(α0,m)
ǫ (f ;H) and
W
(α0,m)
ǫ,Loc,δ (f). As mentioned above, all elements in W
(α0,m)
ǫ (f ;H) are expo-
nential decay and have a finite Lpk-norm with exponential weight κ for any
0 < κ < 1. One can show that at least for elements h = expfξ in W
(α0,m)
ǫ,Loc,δ (f),
we have that the usual Lpk-norm dominates the exponential L
p
k,κ-norm. More-
over, the indices of the linearlization of ∂¯J -operator, Dsh are the same for
any h in W α0,mǫ (f) with the property that if it is surjective with respect to
the usual Lpk-norm, it is still surjective with respect to the exponential norm.
Therefore, switching to the exponential norm all the desired properties are
preserved. In the rest of the discussion of this section on flat chart, we will
assume that the Lpk-maps are measured by exponentially weighted L
p
k-norms.
The corresponding (enlarged) spaces will be denoted by κW
(α0,m)
ǫ (f), etc.
We now extend above discussion to higher stratum. Note that by using
normal coordinate at f(d) to identify its neighbourhood in M with an open
ball in Tf(d)M and replacing the double point d by the corresponding S
1
at infinity in the cylindrical coordinates, the evaluation map evl(h) can be
calculated by the integral
∫
S1 ξ. The point is that this later formula for the
fibration given by exl is sill applicable to the higher strata W αǫ (f ;H). For
simplicity, we assume that α = (0, αn) with α0 = (0, 0). Then we get a
corresponding fibration, denoted by evlα : W
α
ǫ (f ;H) → M
l given by the
”evaluation map” at all middle circle S1α of Σα. Here S
1
α is the middle circle
of the δ-neck in Σα obtained from the pre-gluing, and ev
l
α is defined by the
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similar integral formula above by replacing S1 by S1α. Again, one can show
that evlα are fibrations for the both cases.
Now using the corresponding cylindrical coordinates of finite length−log‖α‖
defined on Σα to define the L
p
k,;κ-norm , we obtain the corresponding fibers
κW
(α,m)
ǫ (f) and κW
(α0,m)
ǫ,Loc,δ (f).
Let Expfα :
κV (α,m) ⊂ Lp(k;κ)(Σα, f
∗
α(TM); h, S
1
α) →
κW
(α,m)
ǫ (f) be the
local coordinate of the local slice with fixed parameter (α,m). Here the new
constrain for an element ξ in Lp(k;κ)(Σα, f
∗
α(TM); h, S
1
α) is that the integral∫
S1α
ξ = 0.
Let [s](α,m) : κV (α,m) ⊂ Lp(k;κ)(Σα, f
∗
α(TM); h, S
1
α)→ L
p
(k;κ)(Σα,Λ
0,1(f ∗α(TM))
be the ∂¯J -operator written in the standard local coordinate chart and triv-
ialization. Note that here we have assumed that α = (0, αn) is the normal
gluing parameter.
We now make two assumptions on
D[s]
(α0,m)
f : L
p
(k;κ)(Σα0, f
∗
α0(TM); h, S
1
α0)→ L
p
(k;κ)(Σα0,Λ
0,1(f ∗α0(TM))
.
• • (A1): It is surjective.
• • (A2): It is injective.
The second assumption can be achieved locally by introducing more marked
points y located on the ’fixed part’ of Σα and requiring that h(y) lies on some
prescribed local hypersurfaces of M for h in κW
(α0,m)
ǫ (f). Here as before,
the ’fixed part’ Σ0α=Σα \ { all δ-annuli around double points}, which can be
identified with the ’fixed part’ Σ0 = Σ \ { all δ-discs around double points}
by the pregluing.
Then the key to prove (IV) is the following proposition
Proposition 1.1 There exists a fixed r0 > 0 independent α such that for any
0 < r ≤ r0, when ‖α‖ is small enough, [s]
(α,m) : B
(α,m)
r ⊂ L
p
(k;κ)(Σα, f
∗
α(TM); h, S
1
α)→
Lp(k−1;κ)(Σα,Λ
0,1(f ∗α(TM)) is a diffeomorphism form a ball of radius r to its
image.
Note that for α = αn with all non-zero entry, all such balls B
(α,m)
r can be
identified each other. However, their dimension are ”infinitely smaller” than
the one for α = (0, 0).
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By applying Picard method, the proof of this proposition follows from the
following ”main estimate” in the gluing technique mentioned above.
Proposition 1.2 Consider a family of linear operators
D[s]
(α,m)
fα
: Lp(k;κ)(Σα, f
∗
α(TM); h, S
1
α)→
Lp(k−1;κ)(Σα,Λ
0,1(f ∗α(TM)).
There exists a fixed c0 > 0 independent α such that for ‖α‖ small enough,‖D[s]
(α,m)
fα
‖ >
c0.
Proof:
The easy half proof of the main estimate in [LT], page 38-41 or the half
of the proof in [L0], page 276-277 implies the Proposition.

This is the first ”new” proof of the gluing we mentioned above. This proof
still goes along the same line as the old proof. But because the fibration
above, we have eliminated the extra terms in the exponential weighted Lpk-
norms used in [LT] and [L0] coming from the integral along S1α above. This
simplifies the argument there and make the proof here almost as simple as
Floer’s gluing for non-degenerate broken connection orbits in [F], page 599.
• • Heuristic reasoning for the second proof of the gluing:
For our purpose, it is sufficient to establish a weaker form of the first
proposition above for the flat charts.
Let Exp−1fα (
κW α,mǫ,Loc,δ(f)), denoted by
κV
(α,m)
Loc,δ be the inverse image of flat
chart in κV (α,m).
Denote the restriction of [s](α,m) to κV
(α,m)
Loc,δ by the same notation, [s]
(α,m) :
κV
(α,m)
Loc,δ → L
p
(k;κ;Loc,δ)(Σα,Λ
0,1(f ∗α(TM)). Here the right hand side is the fiber
at fα of the local bundle used to define the flat chart.
Then the assumptions (A1) and (A2) imply the two corresponding state-
ments for this new D[s]
(α0,m)
f .
The weaker form of the first proposition above is the following proposition.
Proposition 1.3 There exists a fixed r0 > 0 independent α such that for
any 0 < r ≤ r0, when ‖α‖ is small enough, [s]
(α,m) : κV
(α,m)
Loc,δ ∩ B
(α,m)
r →
Lp(k−1;κ;Loc,δ)(Σα,Λ
0,1(f ∗α(TM)) is a diffeomorphism form a ball of radius r to
its image. Here B
(α,m)
r is the ball of radius r in L
p
(k;κ)(Σα, f
∗
α(TM); h, S
1
α)
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Moreover, κV
(α,m)
Loc,δ ∩B
(α,m)
r can be realized as the graph of a smooth function
from the ball of radius r′, denoted by Bˆαr′, in the tangent space of V
(α,m)
Loc,δ at
fα, denoted by Tα, to its orthogonal complement (assuming that p = 2) in
Lp(k;κ)(Σα, f
∗
α(TM); h, S
1
α), denoted by Oα. Consequently, its image in
Lp(k−1;κ;Loc,δ)(Σα,Λ
0,1(f ∗α(TM))
contains a ball B¯αr′′ of fixed radius r
′′ independent of α. Note that by our
construction, these images can be thought inside the same space
Lp(k−1;κ;Loc,δ)(Σα0,Λ
0,1(f ∗α0(TM)),
the central fiber denoted by Lδ for short.
Proof:
(Sketched):
Let Gα : Bˆ
α
r′α
⊂ Tα → Oα be the map representing
κV
(α,m)
Loc,δ ∩B
(α,m)
r . Denote
its graph
id⊕Gα : Bˆ
α
r′α
→ Bˆαr′α ⊕Oα
⊂ Lp(k;κ)(Σα, f
∗
α(TM); h, S
1
α)
by Fα. Let S
α = [s]α,m ◦ Fα : Bˆ
α
r′α
→ Lδ. We need to show that there is a
positive r′ ≤ r′α independent of α such that S
α restricted to Bˆαr′ is a dif-
feomorphism to its image for all α. Clearly we may assume that Sα0 does
so.
It is sufficient to prove the following.
(I)DSαfα : Tα → Lδ has an uniform inverse.
This is the most difficult step for the usual gluing estimate in [l0] and [LT].
But it is almost trivial here simply because the sections ξ in Tα restricted to
the δ-annulusAδ,α ⊂ Σα satisfy the linearised ∂¯J -equation at fα. In cylindrical
coordinates, they are exponential decay in the sense that their norms satisfy
‖ξ|Aδ,α‖k,p;κ ≤ Cexp(−(−lnδ))‖ξ|Cδ,α‖k,p;κ = Cδ‖ξ|Cδ,α‖k,p;κ.
Here C is a constant independent of α, Cδ,α is the two cylinders of length one
( in cylindrical coordinates) at the ends of Aδ,α. Note that all Cδ,α can be
identified with Cδ,α0 in Σα0. Therefore, ‖ξ|Aδ,α‖k,p;κ are ignorable for δ small
enough. For such small δ we may assume that for all α, fα|Σ0δ,α are equal
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to the restriction of fα0 to Σ
0
δ,α0
by the construction the pre-gluing. Here
Σ0δ,α = Σα \ Aδ,α which can be identified with Σ
0
δ,α0
. Therefore, the operator
norm
‖(DSαfα)
−1‖ ∼ ‖(DSαfα|Σ0δ,α)
−1‖
∼ ‖(DSα0fα0
|Σ0δ,α0
)−1‖ ∼ ‖(DSα0fα0
)−1‖.
(II) Assume that the r′ > 0 exists first. It will be proved later.
(III) Second order estimate: Since the desired second order estimate for
[s]α,m for Picard method is well-known by Floer’s work and is independent
of α, it easy the see that we only nee to show that there is a constant C
independent of α such that ‖Fα(ξ)‖ ≤ C‖ξ‖ for any ξ ∈ Bˆ
α
r′ ⊂ Bˆ
α
r′α
. For
any ξα ∈ Bˆ
α
r′, by using cut-off functions one can construct a corresponding
ξα0 ∈ Bˆ
α0
r′ such that upto an ”uniform ignorable” exponential decay factor
‖Fα(ξα)‖ ∼ ‖Fα0(ξα0)‖. The proof of this last statement is straight forward
but takes quite a few steps. It says that the shape of the graph of Fα is
similar to the fixed graph of Fα0. we refer reader to [L4] for the details of this
step, but just mention that here one needs to use the surjectivity of D[s]f
stated in (A1) not just the corresponding one in (I) above. In other words,
we can not give a complete ”intrinsic” proof for this proposition.
(II) follows form (III): Note that in the proof of (III) above, we may
replace r′ by r′α. We only need to show that r
′
α is bounded below by a
positive number. In other words, the graph of Fα does not get off
κV (α,m) too
fast. This is indeed the case since by (III) it has the ”same” increasing rate
as the fixed Fα0.

This second proof is not necessarily shorter in details. But it is conceptu-
ally more elementary and almost trivialize the gluing analysis. It says that in
the set-up above one essentially can freely manipulate the contributions from
the neck areas by multiplying them with cut-off function without affecting
the any related estimates, a conclusion that one tried to get for the usual
gluing estimate with quite effort.
• • Fredholm theory and tautological coordinate on flat charts:
In this setting to establish the Fredholm for the local flat charts and their
related bundles essentially amounts to know how to take derivatives along
”normal” direction α = (α0, αn) at a point h in the α0-stratum
κV
(α0,m)
Loc,δ
for [s](α,m) : κV
(α,m)
Loc,δ ∩ B
(α,m)
r → L
p
(k−1;κ;Loc,δ)(Σα,Λ
0,1(f ∗α(TM)) and related
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sections used to obtain local perturbed moduli space. Denote κV
(α,m)
Loc,δ ∩B
(α,m)
r
by κV
(α,m)
Loc,δ for short.
Still work under the assumptions (A1) and (A2). The key point is to
introduce a product structure near the ”end” κV
(α0,m)
Loc,δ . That is that we need
to identify κV
(α,m)
Loc,δ with all entries αn 6= 0 with
κV
(α0,m)
Loc,δ . By the above propo-
sition, for these flat charts, we have much better chance to have such iden-
tifications. However, the identification is still not immediately since we are
not in the finite dimensional situation. On the other hand by definition when
αt = α0 is fixed, for all α we have
Lp(k−1;κ;Loc,δ)(Σα,Λ
0,1(f ∗α(TM)) = L
p
(k−1;κ;Loc,δ)(Σα0,Λ
0,1(f ∗α0(TM)).
Therefore, by the above proposition, we may assume all κV
(α,m)
Loc,δ can be iden-
tified with κV
(α0,m)
Loc,δ since we have the identifications
κV¯
(α,m)
Loc,δ with
κV¯
(α0,m)
Loc,δ .
Here
κV¯
(α,m)
Loc,δ = [s]
(α,m)(κV
(α,m)
Loc,δ )
and
κV¯
(α0,m)
Loc,δ = [s]
(α,m)(κV
(α0,m)
Loc,δ )
are the ”balls” of almost the same sizes in the fixed target space. Under these
identification, we get the product structure for
∪καV
(α,m)
Loc,δ ∼
κV¯
(α0,m)
Loc,δ × Λ(α0)
where Λ(α0) = {α} is the collection of the local normal gluing parameters.
Any element in
κV¯
(α0,m)
Loc,δ × Λ(α0)
is called a ”tautological coordinate”. Therefore we get a new coordinate
system for a slice of the flat chart. Clearly, it is tautologically true that with
respect to this coordinate chart, [s] is automatically smooth along α-direction.
In fact, it is constant along α-direction.
This resolves the difficulty (C) for [s] in a ”strange” way and under the
assumptions (A1) and (A2). We already know how to remove (A2). We will
not give a complete argument here on how to deal with (A1) (in [L4]). For our
purpose to establish the smoothness of extended moduli spaces by Fredholm
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theory here, it is sufficient to know that in the general case, the tautological
coordinate chart together with the evaluation map at y introduced above to
deal with (A2) gives us the desired coordinate on the product of the flat chart
with the cokernel of D[s] at fα0. It follows from this that at least in this fixed
flat chart, the perturbations obtained from the cokernel is also smooth at
point f along normal direction. Here we may assume that any element in
the ”cokernel” has the property that it is equal to zero on the ρ-discs on Σα0
around double points by analytic continuation principle. In order to show
that the same is true for these perturbations viewed in any other flat charts,
we assume that ρ and δ are in the same order with δ << ρ. Of course, to
obtain a global section from the local perturbations here, we need to have
the cut-off function which is obtained from the corresponding Lpk,κ-norm. In
this setting above, the Lpk,κ-norm is the measured in the target space of [s].
• • Local Fredholm theory in the natural coordinate chart of a flat end:
It still remains to directly establish the local Fredholm theory in the
natural coordinate chart and trivialization for the bundle on the flat end.
As mentioned above, despite of the fact that each element in the flat chart
is rigid along the neck, it is still not immediate to give the required product
structure for the local Fredholm theory. In stead of trying to define a product
structure directly, we construct a new chart for the end which automatically
has a product structure and is ”close” to the given flat chart. Then we prove
that with respect to this new chart the section s0, the restriction of ∂¯J -section
is smooth of class C1 with respect to the product structure.
To this end, recall that the flat chart near the end at f is denoted by
W 0ǫ (f) = ∪δWǫ,Loc,δ(f) = ∪α,δW
α
ǫ,Loc,δ(f). It comes with a bundle L
0 =
∪δLLoc,δ(f) = ∪α,δLα,Loc,δ(fα) and a section s
0 : W 0ǫ (f) → L
0 that is the
restriction of ∂¯J -section s. We defined a new ”product” chart, denoted
by (W ′)0ǫ(f), by the same formula but denoting all objects involved by the
same letters with a ”prime”. Start with the definition of a lowest stratum,
W ′α0ǫ,Loc,δ(f). It is defined to be the collection of all elements g
′. Each g′ is ob-
tained from an element g inW α0ǫ,Loc,δ(f) defined as following: (i) on each small
disc of radius ρ << δ centred at one of the double points, g′ is a constant
function equal to the value of g at the double point; (ii) away from these
discs of radius 2ρ, g′ = g; (iii) on the neck areas, g′ is obtained by joining the
constant function with g using a fixed cut-off function supported in the neck
area. Note that ρ = ρ(f) needs to be chosen sufficiently small so that g′ is
still in the neighbourhood of f required in the main gluing estimate above
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(or see [LT]). For a normal gluing parameter α with |α| << ρ, (W ′)αǫ,Loc,δ(f)
is defined to be the collection of maps g′α : Σ→M , each coming from a map
g′ : Σα0 → M in W
′α0
ǫ,Loc,δ(f). More specifically, since g
′ is constant on those
ρ-discs centred at double points, for |α| < ρ/2, g′α is defined to be g
′ on the
part of Σα that corresponds to Σα0 \ { ρ/2-discs } and constants on the rest.
Now recall the assumptions (A1) and (A2) that D(s0)f = D(∂¯J)f has no
trivial kernel and cokernel. As far as the smooth structure and associated
local Fredholm theory around a flat end are concerned, this is the essential
case although from the point view of regularizing the moduli spaces of J-
holomorphic stable maps the situation here is trivial.
Under this assumption, let ξ be an element in the central fiber Lα0,Loc,δ(fα0)
and α = (0, αn) be a normal gluing parameter. Then there is an unique
gα ∈ W
α
ǫ,Loc,δ(f) such that s0(gα) = (ξ, α) (or [s]0(gα) = ξ). Similarly, there
is an unique gα0 ∈ W
α0
ǫ,Loc,δ(f) such that s0(gα0) = (ξ, α0) (or [s]0(g) = ξ).
Recall that (ξ, α0) and (ξ, α) are the tautological coordinate of gα0 and gα
respectively. Then the above process given rise the corresponding g′α0 and g
′
α.
Now the key point is that there is a gluing process similar to the one
in [L0]. But in the gluing here, the linear model V ′αLoc(fα) for W
′α
ǫ,Loc,δ(f),
an open ball in an infinite dimensional Hilbert space plays the role of the
open ball in the kernel Kf of D(s0)f before. The equation to be solved is
π⊥α ◦ [sα](ξ + ξ
⊥) = 0. Here π⊥α is the projection to (Lα,Loc,δ(fα))
⊥ for the
orthogonal decomposition of
Lα(fα) = Lα,Loc,δ(fα)⊕ (Lα,Loc,δ(fα))
⊥;
and ξ + ξ⊥ are the two components with respect to the decomposition of
Lpk(f
∗
αTM) = V
′α
Loc(fα)⊕ (V
′α
Loc(fα))
⊥.
The gluing process here gives rise a family of maps parametrized by α,
Φα : W
′α
ǫ,Loc,δ(f) → W
α
ǫ,Loc,δ(f). This gives an other coordinate chart for
W 0ǫ (f) = ∪α,δW
α
ǫ,Loc,δ(f).
Now come back to (g′α, α) constructed before from (gα, α) that corre-
sponds to (ξ, α) with ξ ∈ Lα0,Loc,δ(fα0) and α = (0, αn). By the construction,
Φα(g
′
α, α) = (gα, α). It is easy to see that under new natural coordinate with
product structure, along a α-curve α → (g′α, α) constricted above from a
fixed ξ ∈ Lα0,Loc,δ(fα0) the value of the section s0 is just ξ0 after the natural
identifications of the fibers so that the partial derivatives of s0 is identically
equal to zero as expected.
This proves that the in the new natural coordinate with product structure,
s0 is of class at least C
1 for the case that the assumptions (A1) and (A2) are
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satisfied. The more details on this as well as treatment for the general case
with be given in [L4].
• • • Higher level natural coordinate charts and push-forward of bundles:
Still work locally on a fixed flat chart. We have the ”natural” chart κV
(α,m)
Loc,δ
for a slice of the flat chart which is realized as a graph of a map from a ball
of Tα to its orthogonal complete Oα in L
p
(k;κ)(Σα, f
∗
α(TM); h, S
1
α).
In particular, any elements in κV
(α0,m)
Loc,δ or
κV
(α,m)
Loc,δ are J-holomorphic on the
the δ-discs or δ-annuli around double points. Therefore, any such elements
are determined by their restrictions on the fixed part Σ0(α) = Σ0(α0). Recall
that Σ0(α) and Σ0(α0) are defined by removing the δ-annuli or δ-discs from
Σα and Σα0 respectively, and are identified by the pre-gluing. Of course, the
surface Σ0(α) = Σ0(α0) depends on δ. We denote it by Σ
0(δ).
Now fix a δ and consider Σ0(γ) for all 0 < γ << δ as a trivial family
of open curves inside the universal curve U locally over Λ(α0). In fact, we
should consider all the open surfaces ”generated” by these Σ0(γ). But we
will suppress this point in the discussion here.
As before by using exponential coordinate charts at fα0 and fα and abusing
notations, each elements in
Lp(k;κ)(Σ
0(γ), fα|
∗
Σ0(γ)(TM); h)
or
Lp(k;κ)(Σ
0(γ), fα0|
∗
Σ0(γ)(TM); h)
can be thought as a Lpk-map from the fixed open Riemann surface Σ
0(γ) toM .
As before for any fixed γ, with this interpretation here we get a corresponding
space of Lpk-maps, denoted by Wˆγ(fα) = Wˆγ(fα0) near the restriction of fα
to Σ0(γ) which is the same as the restriction of fα0. As usual, there is a
corresponding bundles over Wˆγ(fα) whose fibers are the corresponding L
p
k−1-
sections and a smooth ∂¯J -section sˆ. By varying γ, we get a functorial system
of bundles together with specified sections. In general, this system here is
not very useful since sˆ is not Fredholm any more.
However, since any element in flat chart κV
(α,m)
Loc,δ is determined by its
values on any Σ0(γ), we get an obvious embedding of κV
(α,m)
Loc,δ into Wˆγ(fα) for
any γ << δ. Moreover, the bundles used to define the flat charts are push-
forwarded into the corresponding bundles such that the pull-back of sˆ is s.
Similarly, the section used to define perturbations can be lifted into sections
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of these higher bundles. In any case, for the flat charts and related bundles
and sections, above seemly useless system serves as a systems of ambient
coordinate charts so that one can talk about smoothness in the similar way
as the usual definition of the smoothness for a function defined on a ”bad”
set inside Rn described, for instance at the beginning of Milnor’s book [M].
Note that in this setting, we have no difficulty to take derivatives along the
normal directions.
This brings us a new set of problems to verify the compatibility of the
smoothness of an object like moduli space or a section obtained from various
different ”coordinate” systems.
Before we close this discuss here, just mention one technical point. Since
we use open Riemann surfaces here, the Lpk-maps usually have some pathology
behaviour near the boundary, it is better to introduce a modifier, a fixed cut-
off function βδ,γon Σ
0(γ) which is compact supported on Σ0(γ) and equals to
1 on Σ0(δ). Then for any Lpk map ξ : Σ
0(γ)→M , the pseudo-norm ‖ξ‖k,p;κ;βδ,γ
is defined to be ‖βδ,γξ‖k,p;κ and becomes a real norm on the flat chart. This
gives a family of induced norms on the flat chart. This essentially completes
the construction of the local flat charts and the local Fredholm theory near
the ends, and hence resolves the difficulty (C).
We will generalize the work on weakly smoothness in Sec.2 and Sec.3 to
the case of flat charts above in [L2] and [L3]. Combining these together we
get the following results on the smoothness of the moduli spaces in [L2] and
[L3].
Theorem 1.5 Let s be the ∂¯J-section. Assume that all isotropy groups are
trivial. Let B(r) = ⊕i∈IB(ri) be the ball of ”radius” r inR = ⊕i∈IRi=collection
of all compatible perturbations ν = {νi, i ∈ I}. Here νi ∈ B(ri) is a section
of the bundle over a local flat chart Wi =Wǫi,Loc,δi(fi), supported on Wi, i ∈ I
and {Wi, i ∈ I} covers M(A, J). These sections ν = {νi, i ∈ I} are obtained
from the cokernel either (i) as ”constant” extensions given by [LT], or (ii) as
”geometric” extensions given by this paper. In the first case, they are weakly
smooth of class C1, while in the second case, they are of class Cm0.
Then for r small enough, each extended local moduli space EMi(J, A) =
(s+ ev(i,B(r)))
−1(0) is either (i) a submanifold of class C1 in R×Wi, or (ii)
a submanifold of class Cm0.
Moreover, these local extended moduli spaces patch together to form a
manifold, denoted by EM(J, A) of class C1 or Cm0 respectively.
As mentioned before to get the required smoothness for the perturbed
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moduli space, we have to deal with the above two cases separately.
• • Case (i):
In this case, Sard theorem is not applicable, we give EM(J, A) a compat-
ible C∞ structure first, then deform the C1 projection map π′ : EM(J, A)→
R slightly into a C∞-map π.
Then we have the following theorem for case (i).
Theorem 1.6 For generic choice of ν in B(r) with ‖ν‖ small enough, the
perturbed moduli space Mν,π(J, A) = (π)−1(ν) is a compact C∞-manifold
whose cobordism class is well defined independent of all the choices made.
The proof of this is in [L2].
• • Case (ii):
We may assume that m0 > the index of Dsf . Then Sard’s theorem is
applicable to π′. We have the following theorem in [L3].
Theorem 1.7 For generic choice of ν in B(r) with ‖ν‖ small enough, the
perturbed moduli space Mν(J, A) = (s+ ν)−1(0) is a compact Cm0-manifold.
In this paper we will also discuss in detail a few topics that may be
considered as ”side” issues since they are not directly related to the main
theme, the lack of differentiability discussed here. These include the proof of
the compactness of the perturbed moduli space; the existence of a positive
lower bound for ‖∂¯J‖k−1,p on the boundary of a L
p
k-neighbourhood of the
moduli space inside the ambient space; the sufficiency for transversality of the
extended and perturbed moduli space inside the Lpk-neighbourhood when the
space of perturbations is only of finite dimensional coming from the localized
geometric sections derived from the cokernels. In particular, for the last issue,
unlike polyfold theory where there are much more abstract perturbations that
can be used to achieve transversality, there is a possibility that in our case, we
may get into Zeno type paradox. Perhaps all these issues are obvious to the
experts. However, as these ”side” issues are quite of general nature, we give
a complete treatment on them in this paper. Of course, there are overlaps
of the discussions here with [LT], and our treatment here is not necessarily
simpler mainly because of the last side issue. Note that while most of the
results in Sec. 3 are only applicable for the moduli space in GW and Floer
type theories with only one stratum, our treatment for these side issues in
Sec. 3 works for the general cases.
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This paper is organized as following.
Sec. 2 introduces the notion of weak smoothness as a general frame work
to overcome the difficulty (A).
Sec.3 establishes the Cm0-smoothness of the perturbed moduli space stated
in the main theorem.
The argument in this section with some modifications is applicable to the
other cases in GW and Floer type theories. In fact, after a quick review
on some of notations in GW theory, we immediately start to use ”generic”
terminologies and notations in GW and Floer theories. Therefore, almost all
the arguments and results are applicable to the part of moduli spaces in GW
and Floer theories that have a fixed stratum with trivial isotropy groups.
Sec. 4 collects some well-known analytic facts. In particular, we include
an elementary proof of the smoothness of the p-th power of Lpk-norms of the
Sobolev spaces when p is an even positive integer.
This paper and subsequent ones are written based on author’s notes.
The electronic files of part of these notes are listed as [C] and [L1] in the
reference. All ideas and almost all results in this paper are already written
in those notes.
2 Weakly Smooth BanachManifolds and Bun-
dles
In this section, we introduce the notion of weakly smoothness structure as-
sociated with a covering on a topological Banach manifold. We start with a
topological Banach manifold B and Banach bundle L→ B.
Fix a coving U = {Ui, i ∈ I} of B and the collection of locally trivialized
bundles {Li → Ui, i ∈ I}. They will be called a collection of admissible charts
and trivializations. We define a function on an open set of B to be weekly
smooth with respect to U if it is smooth viewed in any admissible coordinate
charts of U . The germs of such weakly smooth functions gives rise the weakly
smooth structure O on B. The weakly smooth sections of L can be defined
similarly by using the local bundles Li.
The real question is if this obvious notion of weak smoothness is useful.
We will show in this and subsequent papers that in the case of GW and
Floer type theories, the stratified topological manifolds appeared there do
have enough smooth functions and section so that they behave as if they are
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honest smooth manifolds. Moreover, any finite dimensional weakly subman-
ifold in such a manifold with induced weakly smooth structure is in fact a
honest smooth one. This gives a way to have perturbed Cm0-smooth moduli
spaces in GW and Floer theories that do not lie inside the space of smooth
stable maps, as we mentioned in the introduction.
There are several immediate questions on the above definition of weakly
smooth functions and sections associated with the covering U : (I) To what
extend does this notion depend on covering U? Since we only have a topolog-
ical Banach manifold, we expect that there are not too many weakly smooth
functions with respect to the fixed covering. It is desirable to have more
weakly smooth functions. On the other hand, replacing U by a compatible
refinement does give rise more smooth functions with respect to new covering.
This suggests that at least one should incorporate the effect of compatible
refinement in order to formulate the notion of weakly smoothness. (II) What
is the functorial behaviour of this notion? Is it possible to form a category of
weakly smooth Banach manifolds so that the usual functorial constructions
in smooth category can be performed?
The answer to these and related question motivates the definition below.
• Weakly smooth Banach manifolds and bundles:
We mimic the usual way to use ringed space to specify analytic or algebraic-
geometric structures on topological spaces by gluing the corresponding local
structures. We start with the formal definition for the weak smooth structure
on B. Then we define the notion of weakly smooth sections of subbundles
of L. Those subbundles will be used as obstruction bundles to perturb the
Fredholm section s to achieve the transversality.
Let B be a paracompact topological Banach manifold locally modelled on a
separable Banach space E. Assume that it is covered by open sets B = ∪iUi
with coordinate chart φi : Ui → Wi, where Wi is a open set of E.
The collection (U ,Φ) = ({Ui, i ∈ I}, {φi : Ui → Wi, i ∈ I}) forms the
fixed covering data for B.
On each Ui, i ∈ I, we consider the ”structure sheaf” Oi which is ”admis-
sible” by the ”induced”covering data of (U ,Φ) on Ui. More specifically, each
Oi, i ∈ I is a sheaf of subrings consisting of germs of smooth functions on
Ui with respect to the ”induced” covering data. Here the ”induced” covering
data on Ui, denoted by (U ,Φ)(Ui) is just the restriction of (U ,Φ) to Ui. As
usual, the choices of the subrings depend on (or give) the ”structures” that
we want to define associated to the covering. For our purpose here, the ob-
vious canonical choice for Oi is the one consisting of germs of all consistent
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smooth functions on Ui. More precisely, any element in Oi defined on an
open subset Wi of Ui is weakly smooth if and only if it is smooth viewed
on any open subset Wi ∩ Uj, j ∈ I after composing with the corresponding
transition function. Strictly speaking, we should write the structure sheaf Oi
on Ui as Oi((U ,Φ)(Ui)) to indicate its dependence on the induced covering
data. Once each structure sheaf Oi is obtained, the structure sheaf on B
associated to the covering data (U ,Φ), denoted by OU , can be obtained by
the ”gluing” these Oi, i ∈ I together in the usual manner.
Now assume that U ′ is a ”compatible” refinement of the covering U given
by i : U ′ → U in the sense that each coordinate chart φ′j : U
′
j → B is the
restriction of φi(j) : Ui(j) → B. Clearly the obvious pull-back map i
∗ : OU →
OU ′ makes OU a subsheaf of OU ′, and it is a strict subsheaf in general. In
other other words, there are more weakly smooth functions with respect to
U ′ in general.
The collection of all possible coverings of B that are compatible refine-
ments of a fixed U with respect to the partial order given by inclusion form a
”directed” set and the collection of locally finite ones are cofinal. We denote
the collection by [U ].We define the structure sheaf O[U ] of the weakly smooth
structure on B to be the inverse limit of OU with respect to all U -compatible
locally finite coverings on B. In summary, a element in O[U ] is represented by
a function f defined on an open sect of B such that there is a locally finite
covering which is a compatible refinement of U so that f is smooth after
pulling back to each admissible coordinate chart of the covering.
The weakly smooth structure O on B so defined are obtained by selecting
all possible compatible smooth sections of the trivial bundle B×R1 → B.We
define the notion of weakly smooth sections for a topological Banach bundle
V → B in a similar way. Here we assume that locally over each Ui, i ∈ I,
Vi = V|Ui has a fixed trivialization so that it makes sense to talk about local
smooth sections of V over Ui, i ∈ I with respect to the covering U and local
trivializations. Let VU be the maximum of compatible Oi-modules Vi, i ∈ I,
where each Vi is a sheaf of submodules over Oi consisting of the germs of
smooth sections of Vi. Any global section of V over an open set W is called
weakly smooth if it is a smooth section viewed in any ”admissible” local
bundles Vi, i ∈ I for some compatible covering in [U ].
As before, strictly speaking in the above definition of the OB-module, V ,
in addition to the covering data on B, we should also specify more carefully
on the data for bundles.
Here is another reason that we need to introduce the compatible refine-
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ments to a covering.
A continuous map F between (B′,U ′,Φ′) and (B,U ,Φ) is said to be weakly
smooth if F ∗ maps O[U ,Φ] into the corresponding one with respect to the
compatible refinement of (U ′,Φ′) by intersecting it with F−1U . Clearly, F
induces a map on the inverse limits. Therefore, the collection (B,O[U ,Φ]) with
the morphism just defined form a category of weakly smooth Banach manifold
with a specified compatible weakly smooth charts [U ,Φ]. The equivalence
between two such objects are defined in the obvious way. In particular, each
O[U ,Φ] determine a equivalent class, the weakly smooth structure associated to
the covering data [U ,Φ]. In other words, when the covering data [U ,Φ] of B
is fixed, the effect of equivalent class is to collecting all possible ”admissible”
coordinate charts not just the ones that are compatible refinements of the
given covering data.
This can be done similarly for the (V → B) to get the corresponding
category of O-modules. The functorial nature of these constructions makes
it possible to define various familiar notions. We mention a few relevant ones.
There is a well defined cotangent functor and hence, a corresponding tan-
gent functor, in the category weakly smooth Banach manifolds. On any Ui
of the admissible cover of B, the the cotangent sheaf T ∗Ui is simply defined
to be the O|Ui-modules generated by the derivatives dφ, for a weakly smooth
function φ ∈ O(W ), where W is an open sub set of Ui. Unlike the category
of smooth Banach manifolds, in which the cotangent functor gives rise Ba-
nach bundles, in the case of weakly smooth Banach manifolds, the cotangent
functor only gives a sheaf of modules over OB in the sense defined above in
general.
To justify our definition, we will call a weakly smooth structure on B
is effective if any finite dimensional topological submanifold of B with the
induced weakly smooth structure from B is a honest smooth manifold. In
other words, if a weakly smooth structure is effective, then there are enough
smooth functions on B to detect a finite dimensional object in B. In next
section, we will show that the weakly smooth structures appeared in GW are
effective in the context of this paper.
Therefore, if the weakly smooth structure on B is effective, then for any
finite dimensional topological, hence smooth submanifoldM of B, the restric-
tion the cotangent bundle to M is just the usual cotangent bundle T ∗M . Of
course, as usual, once T ∗B is defined, the sheaf of differential forms Ω∗(B)
is well defined. It is again a functor on the category of weakly smooth Ba-
nach manifolds. Consequently, integration of differential forms over a finite
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dimensional submanifold in B is well defined.
3 Weakly Smooth Structure on the Ambient
Space of the Moduli Space of J-holomorphic
Maps.
Let (M,ω) be a compact symplectic manifold of dimension 2n with ω)
compatible almost complex structure J . Denote the associated metric by
gJ = ω(−, J−). Assume that all geometric data above are of class C
∞. Fix
an effective second homology class A ∈ H2(M,Z). Let (Σ, i) = P
1 with its
standard complex structure and metric.
Recall that a map f : (Σ, i)→ (M,J) is said to be J-holomorphic of class
A if (1) the homology class of f , [f ] is equal to A; (2) the map f satisfies
∂¯Jf = 0. Here the operator ∂¯J is defined by ∂¯Ju = du+ J(u) ◦ du ◦ i.
Let M˜(A) be the collection all such J-holomorphic maps. The virtual
dimension of M˜(A) can be calculated by the index of the linearization D∂¯J |u
at any u ∈ M˜(A) and is equal to 2c1(A)+2n. The group G = PSL(2,C) acts
on M˜(A) as the group of reparametrizations. Under the assumption that A
is effective, each element in M˜(A) is stable in the sense that it has no in-
finitesimal automorphism. Consequently, in this case, the action G is proper
with finite isotropy group. For the purpose of this paper, we assume that
the isotropy groups are trivial for all elements in M˜(A). Denote the quotient
space of the unparametrized J-holomorphic maps of class A by M(A). As-
sume that it is compact. This is the moduli space that we want to regularize
by perturbing the defining section ∂¯J . We will outline a proof in this section
that in this situation, the resulting perturbed moduli space is a Cm0-smooth
manifold, where m0 = k −
2
p
is the Sobolev differentiability of the ambient
space B(A) of stable Lpk-maps of class A.
Our next goal is to describe the weakly smooth structure on B(A) and to
show that there are enough weakly smooth functions to make it effective. To
this end, we need to give more details on B(A) first. To simplify our notation,
from now on, we will drop the ”(A)” in all the notations and write B(A) as
B, etc.
Note that each u in M˜ has some point x0 ∈ Σ such that u is a local
embedding near x0. This actually implies that u has no infinitesimal auto-
morphisms and hence stable. It also implies that we can find a local slice
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for the G-action near u by using a local hypersurface Hu of codimension 2
transversal to the local image of u near x0.
Now embed M˜ into B˜, the space of parametrized stable Lpk-maps of class
A. Here B˜ = B˜k,p(A) is defined to be the collection of all maps u : Σ → M
of class Lpk measured by the metrics gJ on M and the standard one on Σ
such that (i) [u] = A; (ii) u is stable. In [L1], the stability for Lpk-maps is
formulated in more general setting. Here for simplicity, we assume that each
element u ∈ B˜, like J-holomorphic ones, has a local embedding point x0.
Again, we will assume that the stabilizer of u is trivial. These assumptions
imply that the G-action on B˜ has local slices.
Here we assume that the m0 = k −
2
p > 1 so that each element in B˜ is at
least of class C1. Another assumption that we use in rest of the paper is that
p is a positive even integer. This assumption implies that the p-th power of
the Lpk-norm is a smooth function on L
P
k (Σ, f
∗(TM)).
It is well-know that when the Sobolev index m0 = k −
p
n is greater than
zero, the notion of an element f being in Lpk,loc(R
n,Rm) is invariant with re-
spect the local differomorphisms of both the domain and target. This implies
that B˜ is well-defined. To specify the topological and smooth structures on
B˜, we introduce local coordinate charts for B˜.
• The local coordinate of B˜:
For any f in B˜, when ǫ is small enough, we have a local coordinate chart
Expf : Uǫ(f)→ B˜ for an ǫ-ball Uǫ(f) in L
P
k (Σ, f
∗(TM)). Here Expf is defined
to be Expf(ξ)(x) = expf(x)ξ(x) for ξ ∈ Uǫ(f) and x ∈ Σ, and expy : TyM →
M is the exponential map of M . It is well-know in Gromov-Witten and
Floer theories that smoothness of exponential map in M implies that the
transition functions between these coordinate charts are C∞ even although
the elements inMk,p(Σ,M) are only in L
p
k. This makes B˜ = B˜
p
k(Σ,M) a C
∞
Banach manifold.
Next Lemma is well-known in Gromov-Witten theory. We include the
simple proof here for completeness.
Lemma 3.1 For any fixed x = (x1, · · · , xl) in Σ
l with xi 6= xj for i 6= j,
define the evaluation map ex : B˜ → M
l by ex(f) = (f(x1), · · · f(xl)) for any
f ∈M. Then ex is a C
∞ submersion.
Proof:
Recall that for any f ∈ B˜, we have the coordinate chartExpf : Uǫ(f)→ B˜
for an ǫ-ball Uǫ(f) in L
P
k (Σ, f
∗(TM)), and Expf(ξ)(x) = expf(x)ξ(x) for
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ξ ∈ Uǫ(f) and x ∈ Σ. Similarly we introduce the coordinate chart expy :
U lǫ(y) → M
l for an ǫ-neighbourhood U lǫ(y) of the zero in TyM
l. It is defined
by expy(η) = (expy1(η1), · · · , expyl(ηl)) for any η = (η1, · · · , ηl) in TyM
l with
y = (y1, · · · , yl) in M
l. With respect to these coordinate charts of B˜ and M l,
with y = f(x), the evaluation map ex has the form exp
−1
f(x) ◦ ex ◦ Expf(ξ) =
exp−1f(x)(expf(x1)ξ(x1), · · · , expf(xl)ξ(xl)) = (ξ(x1), · · · , ξ(xl)). It is induced
from a linear map from LPk (Σ, f
∗(TM)) to Tf(x)M
l. Under the assumption
that m0 > 0, it is continuous linear map, hence smooth. The surjectiv-
ity of Dex at f follows from the fact that for any γ = (γ1, · · · , γl) with
γi ∈ Tf(xi) i = 1, ·, l, there exits a ξ in L
P
k (Σ, f
∗(TM)) such that ξ(xi) = γi
for i = 1, · · · , l.

Lemma 3.2 For any fixed g ∈ G, Ψg : B˜ → B˜ is smooth. Here Ψg is the
action map for a fixed g ∈ G and defined by Ψg(f) = h ◦ g.
Proof:
Let h = Expf(ξ) for ξ in Uǫ(f) ⊂ L
P
k (Σ, f
∗(TM)). Then Ψg(h) = h ◦ g =
Expf◦g(ξ ◦ g) = Expf◦gg
∗(ξ) in Uǫ′(f ◦ g) ⊂ L
P
k (Σ, (f ◦ g)
∗(TM)). Therefore,
in the local coordinate charts Uǫ(f) and Uǫ′(f ◦ g), Ψg can be identified with
Ψ˜g : L
P
k (Σ, f
∗(TM))→ LPk (Σ, (f ◦g)
∗(TM)) defined by Ψ˜g(ξ) = g
∗(ξ), which
is just the pull-back on sections. Clearly Ψ˜g is linear and continuous, and
hence smooth.

Proposition 3.1 The action map Ψ : G× B˜ → B˜ composed with the evalu-
ation map ex, denoted by Φx : G× B˜ →M
l, is of class Cm0.
Proof:
This follows from the sck-smoothness of the action map. A direct proof
was given in [L1] and will be given in [L3].
Note that it follows from above two Lemmas that Φx is C
∞ along B˜-
direction and is at least of class Cm0 along G direction by Sobolev embedding
theorem. The only question is about the smoothness of the mixed derivatives.
This can be reduced as follows. Note that Φx : G×B˜ →M
l is the composition
of the follow tow maps: Ψx : G× B˜ → Σ
l× B˜ given by Ψx : (g, f) = (g(x), f)
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and evl : Σl × B˜ → M l given by evl(y, f) = f(y). The first map is obvious
smooth. The total evaluation map evl is C∞-smooth along B˜-direction, and
it is Cm0-smooth along Σl-direction by Sobolev embedding theorem. Again
the question is about the mixed derivatives.

• The local slice of the G action on B˜:
The argument here is only outlined. The more details for more general
cases were in [L] and will be given in [L3]. For simplicity, we only consider
the case that B is a small neighbourhood of the moduli space M of stable
J-holomorphic maps. Given a stable J-holomorphic map f in B˜ with trivial
isotropy group, consider its G-orbit O(f) as a injective map Of : G → B˜.
The following Lemma was proved in [L] and the detail will be given in [L3].
Lemma 3.3 The condition above implies that there are open neighbourhoods
V of e in G and W (f) of f in B˜ such that for any point g in G \ V , Of (g)
is not in W (f). Here we require that V is pre-compact.
Moreover, when W (f) is small enough, for any h in W (f), the same is
true for the orbit map Oh with a fixed V independent of h.
The lemma implies that we can replace the G-space B˜ by W (f), and we
only need to get local slice for the action from the pre-compact set V on
W (f).
To this end, fix a point p = (p1, p2, p3) on Σ
3 such that f is a local C1
embedding near pi, i = 1, 2, 3. We assume further that each pi is a injec-
tive point. Let H = Hf = (H1, H2, H3) and Hi be a local hypersurface of
codimension 2 at f(pi) transversal to f locally. The assumption implies that
when H and W (f) are small enough, there are open discs Di centred at pi
such that for any h in W (f), (i) h(Σ \Di) does not intersection Hi; (ii) the
restriction of f to each Di intersects with Hi transversally only at f(pi).
To define the local slice, note that since evp : B˜ → M is a C
∞ surjective
map, it follows from the implicit function theorem that when ǫ-small enough,
the inverse imageWǫ(f,H) =Wǫ(f)∩ (evp)
−1(H) is a C∞-submanifold of the
open set Wǫ(f) = Expf(Uǫ(f)). Since the action of each element g in V ⊂ G
on h is determined by h ◦ g(pi), the above conditions imply that Wǫ(f,H)
is indeed a slice of the G-action on Wǫ(f). Another way to get a local slice
is the following. Note that although the G-actions are only continuous, the
map Φp : G ×Wǫ(f) → M is at least of class C
1 and is transversal to H
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at (e, f) even restricting to G × {f} by the local injectivity assumption on
p. The same is true for the restriction of Φp to G ×Wǫ(f,H). By implicit
function theorem, this at least implies that Wǫ(f,H) is a slice for the action
of a small neighbourhood of G on Wǫ(f) when ǫ is small enough. The fact
that the stabilizer of f is trivial implies that it is a slice for the G-action on
Wǫ(f).
Therefore, the quotient space of B˜ by the G-actions, denoted by B, lo-
cally is modelled on an open ball Uǫ(f, h) in the Banach L
p
k(Σ, f
∗(TM), h).
Here Lpk(Σ, f
∗(TM), h) is the closed subspace of Lpk(Σ, f
∗(TM)), whose el-
ement ξ is subject to the condition that ξ(p) is in h, which is the tan-
gent space of H at f(p). More precisely, it follows from the implicit func-
tion theorem that in the local coordinate Uǫ(f), the inverse image of the
local slice Exp−1f (Wǫ(f,H)) is realized as a graph of a function from the
open ball Uǫ(f, h) in L
p
k(Σ, f
∗(TM), h) to the L2 orthogonal complement of
Lpk(Σ, f
∗(TM), h) in Lpk(Σ, f
∗(TM)). Note that Lpk(Σ, f
∗(TM), h) is the tan-
gent space of Wǫ(f,H) at f . We may assume that H are geodesic subman-
ifolds so that Expf(p)h = H. Then Exp
−1
f (Wǫ(f,H)) becomes the open ball
Uǫ(f, h) in L
p
k(Σ, f
∗(TM), h) and Expf : Uǫ(f, h) → Wǫ(f,H)) is a local
coordinate chart (slice ) for B.
To see that B is a topological Banach manifold, we need to find the
transition function between two local slices Wǫ(f1, H1) and Wǫ(f2, H2). We
will abuse notation by writing the transition function as t21 : Wǫ(f1, H1) →
Wǫ(f2, H2).
Lemma 3.4 There is a Cm0-smooth function T21 : Wǫ(f1, H1)→ G such that
t21(f) = f ◦ T21(f).
Proof:
For simplicity and without lose the generality, we may assume that f1 and
f2 are in the same G-orbit with f2 = f1 ◦ g0. In fact, one can reduce further
by assuming that g0 = e so that we are looking at the same neighbourhood
Wǫ(f) with two different slices centered at f = f1 = f2. Let O(Wǫ(f)) be
the open set of the orbit of Wǫ(f). Then Ψ : G×Wǫ(f1, H1)→ O(Wǫ(f)) is
a homeomorphism, which induces another (incompatible ) smooth structure
on Wǫ(f). By the Lemma above, Φp2 = evp2 ◦Ψ : G×Wǫ(f1, H1)→ M is of
class Cm0. With respect this new smooth structure, Φp2 is transversal to H2
along G-direction at the point (f1, e). It follows from the implicit function
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theorem that the inverse image Φ−1p2 (H2) is a C
m0-smooth submanifold of G×
Wǫ(f1, H1) and it can be realized as the graph {(T21(ξ), ξ)| ξ ∈ Wǫ(f1, H1)}
for a function T21 : Wǫ(f1, H1) → G. Clearly, T21 is the function that we are
looking for, which is of class Cm0.

Having given B a topological Banach manifold structure, we now specify a
weakly smooth structure on this space.
• Weakly Smooth Structure on B:
We will take the covering U of B to be the collection of all possible lo-
cal slices Wǫ(f,H), and define O = O(U) to be generated by the germs
all functions which are smooth viewed in any Wǫ(f,H). Clearly, for any
x = (x1, · · · , xl) in Σ
l, the evaluation map ex : W1 = Wǫ1(f1, H1) → M
l
is smooth. Next lemma shows that it is Cm0-smooth viewed in any slice
W2 = Wǫ2(f2, H2). Therefore, its composition with any smooth function on
M l is a weakly smooth function of class Cm0. In particular by using local
coordinate functions on M l, we obtains a collection of such smooths function
associated to each ex. For our purpose, it is more convenient to regard ex as
a M l-valued weakly smooth function.
Proposition 3.2 The evaluation map ex : W1 = Wǫ1(f1, H1) → M
l is Cm0-
smooth viewed in any other slices.
Proof:
Let W2 = Wǫ2(f2, H2) be another slice and t12 : W2 → W1 be the
coordinate transformation. Then ex ◦ t12 : W2 → M
l can be written as
ex ◦ t12 = ex ◦Ψ ◦ (T12, Id), where Ψ : G×B˜ → B˜ is the action map. We have
already proved that ex ◦Ψ is of class C
m0. Since T12 : W2 → G is of class C
m0,
so is ex ◦ t12. 
Recall that in local coordinates Expf : Uǫ(f) → Wǫ(f) and expx :
TxM
l → M l, the evaluation map ex has the form exp
−1
f(x) ◦ ex ◦ Expf(ξ) =
(ξ(x1), · · · , ξ(xl)). That is a just a collection of linear functionals. In particu-
lar the derivativeD(ex)|f at f is given by D(ex)|f(ξ) = (ξ(x1), · · · , ξ(xl)) = 0.
We now prove one of the main results of this section.
Proposition 3.3 The weakly smooth structure so defined on B is effective.
That is any finite dimensional weakly smooth submanfold N in B with respect
to any subcovering U ′ is in fact a Cm0-smooth manifold with respect to the
induced weakly smooth structure.
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Proof:
We only give the proof for the full covering U . Our assumption implies
that for any point f in N , there is neighbourhood V (f) = N ∩Wǫ(f,H) such
that V (f) is a closed smooth submanifold of Wǫ(f,H). Then N is covered
such neighbourhoods. Assume that dimension N = n. Since any weakly
smooth function on B is smooth when it is restricted to any of such V (f), the
restrictions of these weakly smooth functions to N give it a smooth structure
if we can show that on each V (f) there are enough such functions to give
V (f) a local coordinate system for sufficient small ǫ. Using those M l-valued
evaluation map, we only need to show that when l is large enough, ex :
V (f) → M l is a local embedding for suitable choice of x. To this end,
we only need to show that D(ex)|f : TfV (f) → Tf(x)M
l is injective. Now
TfV (f) is a n-dimensional linear subspace of TfWǫ(f,H) = L
p
k(Σ, f
∗TM, h)
and the derivative D(ex)|f is the restriction of the corresponding one of for
the evaluation map on the ambient space Wǫ(f,H) , which is given by the
formula D(ex)|f(ξ) = (ξ(x1), · · · , ξ(xl)). When l = 1, x = x1 is just a point
on Σ. For proper choices of x1, the condition that ξ(x1) = 0 will cut the
dimension of TfV (f) at least by one. Therefore for the proper choices of x
with l ≥ n, the equation D(ex)|f(ξ) = (ξ(x1), · · · , ξ(xl)) = 0 can only have
the trivial solution. This implies that D(ev)|f is injective.

• Note:
(i) In applications, the submanifold N is only of class Cm0 viewed in each
admissible charts of B, the conclusion and the proof above remain the same.
(ii) Consider the case that in a given stratum of B, there are coordinate charts
of the form ∪α∈ΛWǫ(fα, H) where Λ is the collection of the gluing parameters
near a lower stratum. Then there is a similar statement, which includes the
case of the regularized moduli space. This implies that the moduli space is
a stratified cornered manifold. A proof of this is given in [L2]. In [L2] and
[L3], we will show that there is a Fredholm theory for the stratified Banach
manifolds appeared in GW and Floer theories so that the induced weakly
smooth structure on the perturbed moduli space is in fact Cm0-smooth rather
than just stratified smooth.
• More weakly smooth functions on B:
41
Let M be a compact Riemanian manifold and i : M 7→ Rd be an iso-
metric embedding. Consider the induced embedding i∗ : B˜(M) = B˜
p
k(M) →
B˜(Rd) = B˜pk(R
d), where B˜(M) and B˜(Rd) are the spaces of the parametrized
Lpk-stable maps from the domain Σ toM andR
d respectively. It is well known
that the induced Sobolev metric on B˜(M) from the embedding is equiva-
lent to the intrinsic one when m0 = k −
2
p is large. Note that B˜(R
d) is an
open set of the Banach space Lpk(Σ,R
d). For any x in Σ, the evaluation map
ex : B˜(R
d)→ Rd is linear andM is closed in Rd. This implies that e−1x (M) is
closed for each x, and that B˜(M) as the intersection of all such inverse images
is also closed in B˜(Rd). Clearly any smooth function φ on Lpk(Σ,R
d) pulls
back to a smooth function function i∗φ. We are particular interested in those
smooth φ with property that the composition φ ◦Φ : Σ×Lpk(Σ,R
d)→ R1 is
still smooth. Here Φ : Σ × Lpk(Σ,R
d) → Lpk(Σ,R
d) is the action map. Any
such φ will be called G-smooth. Since the G-actions are compatible with i∗,
if φ is G-smooth, so is i∗φ.
•• Weakly smooth cut-off functions on B: In the last section, we give an
elementary proof of the well-known fact that for p is a positive even integer,
the p-th power of the Lpk-norm on L
p
k(Σ,R
d), denoted by φ˜k,p is a G-smooth
function. Composed with a bump-off function β, we get a cut of function β ◦
φk,p on L
p
k(Σ,R
d) denoted by ψ˜k,p. Let ψk,p be its pull-back to B˜. Then for any
fixed local slice Wǫ(f,H), the restriction of ψk,p to the slice is smooth. Using
the explicit form of the transition function Tf,g : Wǫ(g,Hg) → Wǫ(f,Hf)
defined before, it is easy to see that ψk,p ◦ Tf,g : Wǫ(g,Hg) → R
1 is of class
Cm0. This implies the existence of Cm0-smooth cut-off function on B. Then
the standard argument in Lang’s book implies that B has partition of unit
subordinated to any locally finite covering.
•• Weakly smooth functions on B induced from G-linear functionals on
Lq−k′(Σ,R
d):
As usual, any Rd-valued smooth function φ : Σ → R1 induces a contin-
uous linear functional Tφ on L
p
k(Σ,R
d) by L2-paring. The same elementary
argument in last section show that Tφ is G-smooth on L
p
k(Σ,R
d). Therefore
its pull-back to B defines a weakly Cm0-smooth function. By completing all
such Tφ in L
q
−k′(Σ,R
d) and pulling them back to B, we get the corresponding
weakly smooth functions of certain regularity induced from Lq−k(Σ,R
d). For
instance, when q′ = −k + 1, the regularity is of class C1. This gives a large
supplies of basic Cr-smooth function. One can use these functions to prove
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the Cm0 effective smoothness of B instead of using those evaluation maps.
• The local trivializations of the bundle (L˜→ B˜):
Recall that in GW theory discussed here, the fiber of the bundle L˜f is
defined to be Lpk−1(Σ,Λ
0,1(f ∗(TM))).
To give L˜ a Banach bundle structure rather than just a family of Ba-
nach spaces, we recall one of the standard ways to give it a local trivial-
ization by using the (J,GJ)-invariant connection ∇ = ∇
M of M defined
before. Given two points x and y in M sufficient close to each other so
that they can be jointed by a unique short geodesic, we will denote the
parallel transport of TM from x to y along the connecting geodesic by
πxy. Then a local C
∞-trivialization of L˜ near a point f can be given by
Φ : Uǫ(f)× L
p
k−1(Σ,∧
1(f ∗(TM)) → L, Φ(ξ, η)(x) = πf(x)expf(x)(ξ(x))(η(x)) for
any (ξ, η) ∈ Uǫ(f) × L
p
k−1(Σ,∧
1(f ∗(TM)). Note that the parallel transport
only acts on the part of η(x) involving its ”value” in Tf(x)M and has no effect
on the 1-form part.
By restricting Φ to the local slicesW (f,H), we get local trivializations for
the local bundle L|W (f,H). Note that if two of these local slicesW (f,H), being
considered as coordinate charts for B, have non-empty intersections, they may
not intersect in B˜ in general. They are only related by some (non-constant)
actions of G. To define a locally trivial bundle structure for the quotient
bundle L → B, it is necessary to compare the above local trivializations over
these slices that are only related by G-actions. To this end, we introduce
different coordinate charts and local trivializations for L˜ → B˜, which are
G-equivariant but only continuous.
• G-equivariant local trivialization for the bundle L˜→ B˜.
Note that the local trivialization for L˜ above is given by parallel transport
that has no effect on 1-forms.
This is not adequate for some part of our discussion. We now introduce
another system of local chart and local trivialization which behave better
with respect to the G-action.
We cover B˜ by the chartsW (f,H)×G, and consider it as a topological Ba-
nach manifold. With respect to each of these coordinate chartsW (f,H)×G,
we define the trivialization of L˜ in the obvious way as follows. AlongW (f,H)
direction, we trivialize L˜ as before, but along G-direction, we simply use the
pull-backs induced by the G-actions as reparametrizations of the domain
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to identifying fibres along a G-orbit. This gives rise G-invariant coordi-
nate charts and G-equivariant local trivializations for the bundle L˜ → B˜.
Of course, the G-equivariant transition functions between charts and trivial-
izations so defined are only continuous.
By restricting L˜ to local slices W (f,H), or to its G-orbits G×W (f,H),
we get a collection of trivial bundles. As we mentioned before, these local
bundles together define a bundle L that can be thought as a topological
Banach bundle on B.
Recall that the transition functions t21 between two local slicesW (f1, H1)
and W (f1, H1) have been given by using (non-constant) G-actions obtained
from the Cm0-map T21 : W (f1, H1) → G. Then transition functions between
any two local bundles over these local slices are induced by pull-backs from
the actions. This gives the local trivializations for the topological Banach
bundle L over B.
• Weakly smooth sections of the topological Banach bundle (L,B).
Recall that we use the ”full” covering U of the collection of all local slices
W (f,H) to define the weakly smooth structure on B. We now use the same
coving to define the OB-module L associated to the bundle (L,B).
We first describe a way to construct weakly smooth section of L. Consider
a smooth and G-equivariant section s : B˜ → L˜. Then s restricted to any
slice S(f,H) is still smooth, and any two such restrictions are related by a
transition function for the bundle L. In other words, s can be thought as a
section of the quotient bundle L, which is smooth viewed in any admissible
local trivialization despite of the fact that G-action is only continuous. Recall
that such a section s was called an weakly smooth section of L.
Here are some details on above construction in term of local charts and
trivializations.
Let W1 and W2 are two local slices of B˜. The C
m0-coordinate transforma-
tion t21 : W1 → W2 is given by t21(ξ) = ξ ◦ T21(ξ). Assume that s is smooth
and G-equivariant. Then for any g ∈ G, g∗(s) = (g−1)∗(s ◦ g) = s. Let
si = s|Wi, i = 1, 2. After composed with the transition functions between the
two coordinate charts and trivializations, the section s1 is transformed into
a section in W2, denoted by s
′
1. Then for any η in W2, we have
s′1(η) = (T21)
∗(η)s1(T12(η) · (η))
= (g−1)∗(s|W1 ◦ g) = (g
−1)∗(s ◦ g)|g−1(W1) = s|W1.
Here g = T12. Therefore, s
′
1 = s2 and hence is of class C
∞.
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Note that T12 is only of class C
m0.
We already mentioned before, in GW and Floer theory , we need to decide
if a smooth section defined on a local slice Wf is still
One important example of a G-equivariant C∞-section is the section ∂¯J,H :
B˜ → L˜ used to define the Floer trajectories, or ∂¯J -section used to define J-
holomorphic maps.
• The section ∂¯J : B˜ → L˜.
It is well-know that ∂¯J is a G-equivariant C
∞-section. Therefore, we get a
weakly smooth section of the bundle L→ B, denoted by s, which is a smooth
Fredholm section viewed in any local slice.
The question is if the assumed Fredholm section s : B → L has enough
weakly smooth perturbations to achieve transversality for the moduli space.
The lack of the transversality of s at a point f with f in the moduli space
M = s−1(0), is measured by the co-kernel of the derivative of s at f .
Here the derivative is a bounded linear map Dsf : L
p
k(Σ, f
∗(TM), h) →
Lpk−1(Σ,∧
0,1(Σ)⊗ f ∗(TM)).
The elliptic regularity for the non-linear ∂¯J,H-operator or ∂¯J -operator im-
plies that f is smooth and the co-kernelKf is a finite dimensional subspace of
Lpk−1(Σ,∧
0,1(Σ)⊗f ∗(TM)) consisting of smooth elements. However, as men-
tioned in the introduction, our construct below does not use the smoothness
of f .
Each element η in Kf can be thought as a section of L over the single
point f . We need to extend η into a weakly Cm0-smooth section over B.
These extension satisfy the conditions described below.
(I) Let GE : Kf → GE(Kf) be the desired extension. We require that it is
a linear map (in fact it is a linear isomorphism). Therefore, we only need to
describe the extension for finitely many elements that form a basis of Kf .
(II) LetWf be a local slice and [sf ] : Wf → L
p
k−1(Σ,∧
0,1(Σ)⊗f ∗(TM)) be the
section s written in the local slice and trivialization. Assume that GE(Kf)
is the extension over Wf . Then it gives the evaluation map written in the
local trivialization, [ev] : Wf × GE(Kf) → L
p
k−1(Σ,∧
0,1(Σ) ⊗ f ∗(TM)). We
require that D[sf ]g⊕ [ev]g : L
p
k(Σ, f
∗(TM), h)⊕GE(Kf)→ L
p
k−1(Σ,∧
0,1(Σ)⊗
f ∗(TM)) is ”quantitatively” surjective over Wf . The exact meaning of the
”quantitative” surjectivity will be explained later in this section.
(III) We require that GE(Kf) is localized near f . In other words, the support
of each element of GE(Kf) is contained in Wf . This can be done by multi-
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plying a weakly Cm−0-smooth cut-off function supported in Wf and equal to
one on W ′f ⊂⊂ Wf . Still denote the resulting extension by EG(Kf). Then
the tansversality condition in (II) is still satisfied over Wf .
Note that in (III) we have used the existence of the weakly Cm0-smooth
cut-off function. We will show in this section that the extension GE(Kf)
above is sufficient to achieve the local transversality for the perturbed s-
section.
As mentioned in the introduction, the desired extension can not be ob-
tained by using the ”standard” method by regarding the elements in Kf
as ”constant” sections over Wf , then moving them over the orbit of Wf by
pull-backs.
To get the desired extension, fix a C∞ partition of unit 1 = βi, i ∈ I,
subordinated to a finite by sufficiently fine (depending on f) covering of Σ =
∪i∈IDδi(xi). Then the cokernel Kf is contained the finite sum Σi∈IKi as finite
dimensional spaces of Lpk−1(Σ,∧
0,1(Σ) ⊗ f ∗(TM)). Here Ki = βi · Kf and
Dδi(xi) is the disc of radius δi on Σ centered at xi. We will assume that the
covering is fine enough and Wf is small enough such that for any i ∈ I ,
g ∈ Wf and x ∈ Dδi, |g(x)− f(xi)| < ǫi. Since ‖f − g‖C0 is bounded by the
corresponding Lpk-norm. The assumption can be satisfied. Here ǫi is chosen
such that there is a fixed trivialization of TM over the ball of radius 2ǫi
centered at f(xi). Note that the image g(Dδi(xi)) is in this ball for all g in
Wf . Clearly, we only need to construct the extension for the elements in a
basis of Ki, i ∈ I.
Now we change the notation. Simply use Kf to denote one of these Ki.
Clearly, it is sufficient to show that for each η in the basis of Kf , there
exists an approximated extension GE(η) over Wf such that the L
2-norm of
(GE(η)(f)− η) is less than a prescribed positive number. This is what we
are going to do next. After this we will show that it is possible to give a true
extension rather than just a approximate one under the assumption that all
the initial data are C∞-smooth.
Let η be a element in the basis of Kf . Then it is a finite linear combi-
nations of the elements of the form φ ⊗ ξ, where φ is a smooth (0, 1)-form
supported in Dδi(xi) and ξ is a local L
p
k-section of the bundle (f
∗(TM)→ Σ).
We now show that GE(η) can be obtained by combining two kinds of
G-equivariant sections. Both are ”geometric” nature.
• The ”geometric” perturbations of the ∂¯J -section:
Note that the fibre of L˜k,p at f , L
p
k(Σ,∧
0,1(Σ) ⊗ f ∗(TM)), is linearly
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homeomorphic to Lpk(Σ, f
∗(TM))⊗Lpk(Σ) L
p
k(∧
0,1(Σ)) when k is large enough.
This gives rise a bundle isomorphism L˜k,p ≃ T˜k,p⊗Ω˜
1. Here the fibre of T˜k,p at
f is Lpk(Σ, f
∗(TM)), and Ω˜1 is the trivial bundle whose fiber is Lpk(∧
0,1(Σ)).
We will show that certain smooth section of Ω˜1 on a local slice is in
fact Cm0-smooth viewed in other slices after composed with the transition
functions between the slices. To this end, we restrict the G-bundle Ω˜1 to the
orbit G×W1(f,H) of a local slice W1(f,H).
Now let φ be a C∞ (0, 1)-form on Σ considered as a element of the fiber of
Ω˜1. Since the bundle is trivial, we get a constant section ψ1 on the sliceW1(f)
defined by ψ1(ξ) = φ. It extends to a G-equivariant section over G×W1(f)
by pull-backs. Denote the extended section by ψ˜1. Even assume that φ is a
C∞ (0, 1)-form, it is still not immediately clear that this extended G-section
is smooth on the open set G×W1(f). On each G-slice, the extended section
ψ˜1 : G×{h0} → L
p
k(∧
0,1(Σ)) has the form ψ˜1(g, h0) = g
∗(φ), which is smooth
as a function on G. Presumably, this should imply that the extended section
is smooth as usually the lack of differentiability comes from G-direction.
However, as mentioned in the introduction, the best one can get is its Cm0-
smoothness.
Instead of repeating a similar argument, we directly prove the weaker
statement that the restriction of the extended section to another slice W2(f)
is of class Cm0.
Recall that the coordinate transformation between the two slice t1,2 :
W2(f)→ W1(f ◦g0) is defined to be t1,2(ξ) = ξ◦T12(ξ). Here T12 : W2(f)→ G
is of class Cm0 and G is the group of reparametriaztions of Σ. Then ψ2(ξ) =
ψ1 ◦ t1,2(ξ) = ψ˜1(ξ ◦ T1,2(ξ)) = (T1,2(ξ))
∗(ψ˜1)(ξ) = (T1,2(ξ))
∗(φ). Here since
Ω˜1 is a trivial bundle, the sections ψi, i = 1, 2 are considered to be maps
Wi :→ L
p
k(∧
0,1(Σ)).
In other words, ψ2 = Oφ ◦T1,2 where the orbit map Oφ : G→ L
p
k(∧
0,1(Σ))
is defined by Oφ(g) = g
∗(φ). Note that since φ is C∞, Oφ is of class C
∞.
Therefore, ψ2 is C
m0-smooth. Note that there are two more general cases
that the argument above implies the same conclusion: (i) the constant map
ψ1 : W1(f) → L
p
k(∧
0,1(Σ)) can be replaced by any smooth map with image
lying in C∞(∧0,1(Σ)); (ii) φ is only of class C2m0.
What we did above gives a way to extend the part of the section of φ⊗ ξ
, φ, to a smooth section ψ1 over W1(f) which is of class C
m0 viewed in any
other slices.
As for the ξ, we do not extend it, but approximate it first under the
assumption that the covering is very fine so that we can approximate ξ by
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the constant section ξ0 on Dδi(xi) defined by ξ0(x) = ξ(xi) for x ∈ Dδi(xi).
Note that this local constant section can be approximated by the pull-back
f |∗D(xi)(ξ˜0). Here ξ˜0 is the local constant section of the bundle TM →M in a
neighbourhood of f(xi) given by transporting the value ξ0(xi) in Tf(xi)M to
the neighbourhood using Dexp(f(xi)).
Clearly ξ˜0 is smooth and we may assume that it is the restriction of a
global smooth section, still denoted by ξ˜0 of the bundle TM →M. Therefore,
the section ξ can be approximated by the pull-back of a global section ξ˜0 of
TM by f |D(xi) .
Now ξ can be approximately extended to a global section ξ˜ over B˜ defined
by ξ˜(g) = g∗(ξ˜0). Since ξ˜ comes from the pull-backs of the smooth ”geometric”
section of TM →M , it is automatically G-equivariant and smooth.
More specifically, since the G-actions only act on the domain, the G-
equivariancy of ξ˜ is clear. On the other hand, using the embedding i : M →
Rd, the proof of its smoothness, which is supposed to be well-known, can be
reduced further to the case that M is just Rd. In next section, we include
the elementary proof of smoothness for this latter case for completeness.
At this point, we need to make sure that after putting all these ex-
tended section together, we get the extended section GE(η) of η such that
‖GE(η)(f)− η‖0,2 < δ for a prescribed δ > 0. To this end, we write every-
thing in local charts of Σ given by the covering Σ = ∪i∈IDδi(xi) and fixed
local trivializations of TM near f(xi), i ∈ I.
Then η = Σi∈Iβiη. Let φi be the C
∞ local frame of the bundle Λ0,1 → Σ
over Dδi(xi) with ‖φi‖C0 = 1. Denote η|Dδi(xi) by ηi. Then ηi = φi · ξi for
some ξi in L
p
k(Σ, f
∗(TM), h). In fact, we only need each ξi to be defined
over Dδi(xi). Using the local trivializations of TM near Tf(xi), we define the
corresponding local constant section ξxii over Dδi(xi) given by ξ
xi
i (x) = ξi(xi).
Then
η = Σi∈I(βiη) = Σi∈I(βiηi)
= Σi∈I(βiφi · ξi).
We define a Kpk-section η
′ which is C0-close to η as follows,
η′ = Σi∈I(βiφi · ξ
xi
i ).
Note that η′ behaves like a C∞ section:βiφi is smooth on σ and ξ
xi
i is obtained
by pulling back a smooth vector field on M by f |Dδi(xi).
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Then there constants C and C ′ such that when the covering is fine enough,
for any prescribed ǫ′,
‖η − η′‖0,2 ≤ C‖η − η
′‖C0
≤ CMaxi{‖βiφi · (ξi − ξ
xi
i )‖C0}
≤ C ′Maxi{‖(ξi − ξi(xi)|Dδi(xi)‖C0} ≤ ǫ
′.
Using this η′ to replace η, the argument before gives the desired approxi-
mate extension GE(η).
In above argument, we only assume that f and η is of class Lpk and L
p
k−1
respectively. If we assume that they are of class C∞ or of class C2m0, we get
better result. We will only give the proof for C∞ case.
To this end, we change notation and denote βiη by ηi. Then each ηi =
Σj∈Jφ
i
j · e
i
j(fi). Here fi = f |Dδi(xi), φ
i
j is a C
∞-smooth (0, 1)-form on Σ
supported on Dδi(xi) and the collection of e
i
j, j ∈ J is a local C
∞-frame of
TM near Tf(xi)M. From this local expression, one immediately see that each
eij(fi) = f
∗
i (e
i
j), and hence it extends to a smooth section e˜
i
j onWf defined by
e˜ij(g) = g
∗
i (e
i
j), where gi = g|Dδi(xi). We can extend each φ
i
j into φ˜
i
j as before.
Let GE(η) = Σi∈IGE(ηi) = Σi∈I,j∈J φ˜
i
j · e˜
i
j. Then GE(η) so defined is a true
extension of η rather than just a approximate extension.
In this way, we extend each element η in the basis of Kf to a smooth
section over W1(f), which is C
m0-smooth viewed in any other slices. The
results so far in this section are sufficient to resolve the difficulty of lacking
of differentiability and to establish local transversality for the case that there
is only one stratum.
In the rest of this section, we will finish the construction of perturbed
moduli space and prove that it is a smooth compact manifold with the ex-
pected dimension.
The argument below for regularizing a compact moduli space M works
quite generally under the assumptions that M has only one stratum, all
isotropy groups for elements in B˜ are trivial and the Fredholm section s :
B → L is proper.
• Regularization of the moduli space M:
LetM = s−1(0) be the moduli space of unparametrized stable J-holomorphic
spheres. By our assumption M is compact. For each f in M, let Wf =
Wǫ(f,Hf) be a local slice regarded as a local chart of B containing f . In the
local chart Wf and the trivialization of L over Wf , we denote the Fredholm
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section s by [s] = [sf ]. The derivative of s at point f written the local triv-
ialization over Wf , D[sf ]f : L
p
k(Σ, f
∗(TM), h) → Lpk−1(Σ,Λ
0,1(f ∗(TM))), is
given by the well-known formula, D[sf ]f(ξ) = ∇ξ + J(f)∇ξ ◦ i + N(∂f, ξ).
Here s is the ∂¯J -section, ∇ is the unique J-invariant connection preserving
the gJ -metric whose torsion is equal to the torsion of J , N = NJ and gJ is de-
fined by gJ = ω(·, J ·). There is a similar formula for ∂¯J,H-section. Although,
without introducing a connection it only makes sense to take derivatives of
a section invariantly at its zeros, the above formula is still applicable at a
general point g in Wf if we use the local trivialization above. In particular,
from these explicit formulas, we have that when ǫ is small enough, for any g
inWf,ǫ, D[sf ]g and D[sf ]f are close to each other with respect to the operator
norm.
• • Choice of ǫ = ǫf for Wf,ǫ :
We need to make choice of ǫ = ǫf forWf,ǫ such that the perturbed sections
of ∂¯J by certain collection of sections related to the cokernels achieve the
”controlled” transversality.
Let Kf be the cokernel of Df = D[sf ]f , Cf be its kernel. We denote
the L2 orthogonal complement of Cf in L
p
k(Σ, f
∗(TM), h) by Nf , and the
L2 orthogonal complement of Kf in L
p
k−1(Σ,Λ
0,1(f ∗(TM))) by N¯f . Then
D[sf ]f : Nf → N¯f is an isomorphism between the two Banach spaces.
When ǫ = ǫf and δ = δf are small enough, for any g in Wf,ǫ and bounded
linear operator T : Lpk(Σ, f
∗(TM), h) → Lpk−1(Σ,Λ
0,1(f ∗(TM))) with opera-
tor norm less than δ, D[sf ]g + T : Nf → N¯f is still an isomorphism. This
T corresponds to the derivatives of perturbation sections along Wf direc-
tions. Since the perturbations will be made small enough so that all relevant
derivatives along Wf directions are ignorable, we let T to be zero first.
By definition, we have
D[sf ]f ⊕ IKf : L
p
k(Σ, f
∗(TM), h)⊕Kf →
Lpk−1(Σ,Λ
0,1(f ∗(TM)))
is surjective with the same kernel Cf . The right inverse of this map Gf,Kf :
Lpk−1(Σ,Λ
0,1(f ∗(TM)))→ Nf ⊂ L
p
k(Σ, f
∗(TM)) is a linear bounded operator
with operator norm ||Gf,Kf ||. Here IKf : Kf → L
p
k−1(Σ,Λ
0,1(f ∗(TM))) is the
inclusion map.
Fix a basis (η1, · · · , ηnf ) of Kf as finite dimensional subspace of
Lpk−1(Σ,Λ
0,1(f ∗(TM)))
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. LetG(Kf) be linear space spanned by approximate sections (G(η1), · · · , G(ηnf))
of Lpk−1(Σ,Λ
0,1(f ∗(TM))). Assume that ||ηi − G(ηi)||k−1,p ≤ δ|| for all i.
When δ and ǫ are small enough, for any g in Wǫ,f and ||G(ηi)− ηi||k−1,p < δ
i = 1, · · · nf , the linear map D[sf ]g ⊕ IG(Kf ) : L
p
k(Σ, f
∗(TM), h)⊕G(Kf)→
Lpk−1(Σ,Λ
0,1(f ∗(TM))) is still surjective. Moreover, its right inverse, denoted
by Gg,G(Kf ), has the operator norm which is almost the same as the fixed one,
||Gf,Kf ||.
Now we fix such ǫ = ǫf and δ = δf temporarily, and assume that for each
point f in M such a Wf is already chosen.
• • The space GE(Kf) of geometric perturbations derived from Kf :
First fix a cut-off function γf supported in Wf , that is equal to one on a
smaller neighbourhood W ′f ⊂Wf .
Recall that in the usual construction of abstract perturbation, one consid-
ers each element of η of Kf as a section of L→ B at the point f and extend
it over the local slice Wf by parallel transport to get a constant section, de-
noted by E(η). Let LE(η) = γ ·E(η) be the corresponding localized section.
Then in the local chart and trivialization overW ′f , LE(η)(ξ) = LE(η)(0) = η
so that LE(η) is still a constant section. Let LE(Kf) to be the collection
of all such LE(η). Note that Since the two operations used in extending
Kf to LE(Kf) are linear, LE(Kf) is a finite dimensional vector space inside
the space of smooth local sections of L over Wf , which is isomorphic to Kf
and hence has the same dimension as that of Kf . Because of linearity, Kf
is obtained from the extensions of ηi, i = 1, · · · , nf in a basis of Kf . Note
that since on W ′f , any section LE(η) in is a constant section in the local
trivialization, the collection of all evaluations of the sections in LE(Kf) at
any point g in W ′(f) is just the cokernel Kf , which is independent of g.
We have already proved that for the fixed basis (η1 · · · ηnf ), each element
LE(ηi) of LE(Kf) can be approximated by a localized geometric section
over Wf , denote by GE(ηi). Recall that the approximation is obtained by
approximating the corresponding constant section first when multiplying the
resulting section by the cut-off function.
LetGE(Kf) be the linear space spanned by the geometric sectionGE(ηi), i =
1, · · · , nf . The main reason to switch to GE(Kf) is that its elements are not
only smooth over Wf but also C
m0-smooth viewed in other local slices. This
may not be true for the elements in LE(Kf).
Now we bring the fixed positive constant δf above into the discussion.
Once δ = δf is fixed, for sufficiently small ǫf , we may assume that each
approximated section GE(ηi) satisfies that for any g in Wf , ||GE(ηi)(g) −
LE(ηi)(g)||k−1,p < δf i = 1, · nf . Here we have considered GE(ηi)(g) and
LE(ηi)(g) as elements in L
p
k−1(Σ,Λ
0,1(f ∗(TM))) by using the trivialization.
Note that since on W ′f , LE(ηi)(g) = ηi in the local trivialization. the choice
of δ implies that for any g in W ′f , (GE(ηi)(g), · · · , (GE(ηnf)(g)) is a basis
of the corresponding linear subspace in Lpk−1(Σ,Λ
0,1(f ∗(TM))),which is very
close to Kf . Consequently, with the choices of ǫ and GE(ηi), for any point
g in W ′f , the linear map D[sf ]g ⊕ [ev]g : L
p
k(Σ, f
∗(TM), h) ⊕ GE(Kf) →
Lpk−1(Σ,Λ
0,1(f ∗(TM))) is surjective. Moreover, its right inverse, denoted by
Gg,GE(Kf )(g), has almost the same operator norm as the fixed one ||Gf,G(Kf )||.
Here [ev]g : GE(Kf)→ L
p
k−1(Σ,Λ
0,1(f ∗(TM))) is the obvious evaluation map
at g written in the local trivialization of L over Wf .
• • Size of local perturbation space:
Our next task is to decide the ”size” of each local perturbation space so
that a quantitative version of implicit function theorem is applicable to the
perturbed ∂¯J -operators. To this end, we need (i) to find the derivatives of
the perturbed ∂¯J -section over each local slice , and (ii) to understand how
these derivatives are transformed between different slices.
Consider the local perturbed section ps = s⊕ev : Wf×GE(Kf)→ L|Wf ,
defined by s ⊕ ev(g, λ) = s(g) + λ(g). Let [sf ] ⊕ [ev] be the correspond-
ing map written in the local trivialization. Then its derivative at (g, λ),
D([sf ]⊕ [ev])g,λ = (D[sf ])g+(D[ev])g,λ. The partial derivative of [ev] at (g, λ)
alongGE(Kf)-directions is just the linear inclusion map [ev]g : GE(Kf)(g)→
Lpk−1(Σ,Λ
0,1(f ∗(TM))) introduced before, which is independent of λ. We al-
ready know that (D[sf ])g ⊕ [ev]g is surjective with right inverse whose norm
is bounded by ||Gf,G(Kf )||.
Now denote the partial derivatives of [ev] along Wf -directions by ∂
W [ev].
Then for any fixed g inWf , λ and cλ in GE(Kf) for some positive constant c,
we have ∂W [ev](g,cλ)(ξ) = c∂
W [ev]g,λ(ξ) for any ξ in the tangent space of Wf
at g. Consequently the operator norm ||∂W [ev](g,cλ)|| = c||∂
W [ev]g,λ||. In other
words, the operator norm of ∂W [ev](g,λ) get rescaled by c if the sized of λ is
rescaled by c. This is the crucial fact that we need to get local transversality
for the section s⊕ev. However, in order to get desired global perturbation of
s, we need to apply Picard method to get more quantitative information on
the local extended moduli spaces. To this end, we need to compute higher
derivatives. Clearly, higher partial derivatives of [ev] alongWf -directions also
rescale in the same way as the first derivative does. This is better than what
we need. To find second partial derivatives of [ev] along the other directions,
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note that [ev](g, ·) is already linear along GE(Kf)-directions, therefore we
only need to find the mixed partial derivatives of [ev]. Since
(
∂2
∂W∂GE(Kf))
[ev])(g,λ)(ξ, η˜) = (∂
W η˜)|g(ξ).
We have
||(
∂2
∂W∂GE(Kf))
[ev])(g,λ)(ξ, η˜)||k−1,p
≤ (maxg∈Wf (Σi∈I||(∂
W (GE(ηi))g||) · ||η˜(g)||k−1,p · ||ξ||k,p.
Here ||(∂W (GE(ηi))g|| is the operator norm of the partial derivative at g and
each GE(ηi) is the approximated extension of the element ηi, i ∈ I in the
fixed basis of Kf .
It follows from this that
(I) when ρ = ρf is small enough, for all λ in the small ρ-ball Bl(Kf , ρ)
of GE(Kf) and g in Wf , the operator norm of ||∂
W [ev]g,λ|| is less than δf
specified before. Consequently, in the local trivialization, the derivative the
section ps = s ⊕ ev, (D[sf ]g ⊕ (D[ev])g,λ : W
′
f × Bl(Kf , ρ) → L|W ′f is a
surjective map at any point. This solves our problem to achieve the local
transversality by using perturbation form Bl(Kf , ρ) only. In other words, the
solution set of the local equation [sf ]⊕ [ev](X) = 0 is a smooth submanifold
in W ′f × Bl(Kf , ρ).
(II) The right inverse of the derivative (D[sf ]g⊕(D[ev])g,λ, denote by Gg,λ,
still has almost the same operator norm as the fixed one ||Gf,G(Kf )||.
(III) Let N be the non-linear term appeared in the Taylor expansion of
[sf ]g ⊕ [ev] at (f, 0), then it satisfies the condition on N required by the
following Lemma.
Lemma 3.5 Picard method
Assume that a smooth map F : E → L from Banach spaces (E, ‖ · ‖) to
L has a Taylor expansion
F (ξ) = F (0) +DF (0)ξ +N(ξ)
such that DF (0) has a finite dimensional kernel and a right inverse G satis-
fying
‖GN(ξ)−GN(η)‖ ≤ C(‖ξ‖+ ‖η‖)‖ξ − η‖
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for some constant C. Let δ1 =
1
8C . If ‖G ◦ F (0)‖ ≤
δ1
2 , then the zero set of
F in Blδ1 = {ξ, | ‖ξ‖ < δ1} is a smooth manifold of dimension equal to the
dimension of kerDF (0). In fact, if
Kδ1 = {ξ |ξ ∈ kerDF (0), ‖ξ‖ < δ1}
and K⊥ = G(L), then there exists a smooth function
φ : Kδ1 → K
⊥
such that F (ξ+φ(ξ)) = 0 and all zeros of F in Blδ1 are of the form ξ+φ(ξ).
The proof of this Lemma is an elementary application of Banach’s fixed
point theorem.
Now applying this lemma to our case with the obvious interpretations
of the notations, we conclude that the perturbed section s ⊕ ev defined on
W ′f ×Bl(Kf , ρf) is transversal to the zero section so that the zero locus, the
local extended moduli space (s ⊕ ev)−1(0) in W ′f × Bl(Kf , ρf), is a smooth
manifold. Denote this extended moduli space by EMf,ρf . The key point
is that it is realized as a graph over a disc of radius δ1,f in the kernel of
D[sf ]f in the local trivialization. Therefore by shrinking EM
f,ρf a little bit
corresponding to taking δ1,f to be a smaller δ2,f , we get a corresponding spaces
EM
f,ρf
2 . Denote the original larger space as EM
f,ρf
1 . Then closure of EM
f,ρf
2
is compact. We may assume that EM
f,ρf
2 is the corresponding solution space
of the equation [s] ⊕ [ev](X) = 0 in the smaller space W ′′f × Bl(Kf , ρf) for
some W ′′f ⊂⊂W
′
f .
Note that each element λf of the perturbation space GE(Kf) has support
inside a local slice Wf , hence can be considered as a global section of L→ B.
In particular, λf can be viewed as a local section over another local sliceWf ′.
We will cover M by finitely many such local slices Wfi, i ∈ I and consider
the corresponding Bl(Kfi, ρfi) and the resulting global perturbation space
⊕i∈IBl(Kfi, ρfi). Our goal is to show that for proper choice of the covering
and small enough generic ν in ⊕i∈IBl(Kfi, ρfi), the perturbed moduli space
Mν is a compact Cm0-manifold.
To this end, we need to modify the above discussion to incorporate the
effect of the perturbations from Bl(Kfj, ρfj) with j 6= i on the sliceWf = Wfi.
For that purpose, we give a more general discussion first.
Consider a ball of radius r centered at origin in a finite dimensional vector
space, denoted by Bl(r), which is linearly mapping into the space of ”global”
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weakly smooth sections of the bundle L → B. Here a ”global” section of
the bundle is simply a collection of compatible local sections with respect
a covering data that we will specified in a moment. This Bl(r) will play
the role of the space of global perturbations. Assume that the Wf is one of
the local slice, and Uf ⊂⊂ W
′′
f is a small open neighbourhood of f . Denote
corresponding sections of Bl(r) over Uf by Bl(f, r).
Consider the solution space of the equation about (g, η) in Uf × Bl(f, r)
given by [s](g) + η(g) = 0. Clearly the above solution space is covered by
the solution space about (g, ξ, η) with (g, ξ) in Uf × Bl(Kf , ρf) and η in
Bl(f, r) given by [s](g) + ξ(g) = −η(g). By the implicit function theorem
above and the way we define [s] ⊕ [ev], there is a sufficient small positive
rf such that when r < rf , for any fixed η in Bl(f, rf), all solutions of the
above equation about (g, ξ) in Uf × Bl(Kf , ρf) is homoemorphic to a finite
dimensional disc, still denoted by Kδ2, the same notation used in the Picard
method. Therefore, the closure of the solution space is contained in a compact
set inW ′′f × cl(Bl(Kf , ρf))× cl(Bl(f, rf)) which is homeomophic to cl(Kδ2)×
cl(Bl(f, rf)).
To summary what we have done here, consider the solution space of the
equation about (g, η) in Uf ×Bl(f, rf) given by [s](g)+ η(g) = 0, and denote
it by EM(Bl(f, rf)). Then (1) cl(EM(Bl(f, rf))) ⊂ πWf (cl(EM
f,ρf
2 )) ×
cl(Bl(f, rf)) which is compact in W
′′
f × cl(Bl(f, rf)). Here πWf : Wf ×
Bl(Kf , ρf) → Wf is the projection to Wf . (2) For any fixed νf in Bl(f, rf),
LetMνf be the solution space of the equation [s](g)+ν(g) = 0. Then cl(Mνf)
is compact inW ′′f . SinceW
′′
f is a local slice for B, we conclude that the closure
in B, clB(M
νf ) is compact.
Since M is compact, we can select a finite covering W = {Wi = Wfi, i ∈
N} such thatM is already covered by the corresponding open subsets Ui ⊂⊂
W ′′i , i ∈ N.
To finish the construction of the perturbed moduli space, we need to make
two assumptions:
A1 : Let U = ∪i∈IUi be the open subset of B. Then the boundary of U ,
denoted by Bd(U), has no intersection with M. Here Bd(U) = clB(U) \ U.
A2 : There is a positive constant C0, such that for any g on Bd(U), ||s(g)|| >
C0.
We will prove that these two assumptions can be achieved latter in this
section.
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Let Bi = BL(Kfi, rfi) be the ball of radius ri = ρfi in the linear space
GE(Kfi).
Then each element of GE(Kfi) as a section of L over Wi is supported in
a closed subset of Wi and hence can be regarded as a global section of the
bundle L→ B.
Set r = Σi∈Iri, and let B(r) = ⊕iBi.
Consider the global perturbation map s ⊕ ev : U × B(r) → L. Here we
still use L to denote the pull-back of the bundle over U × B(r). Clearly, by
our construction, s ⊕ ev is Cm0-smooth when it is viewed in any admissible
local charts Ui ×B(r), i ∈ I, and trivializations. We will show that
• C1 : when r is small enough, s ⊕ ev : U × B(r) → L is transversal to the
zero section on each Ui ×B(r), i ∈ I.
Assume that C1 is true. Let EMB(r) be the collection of the zero loci
of the section inside Ui × B(r), i ∈ I. Then it is a weakly C
m0-smooth
submanifold in B × B(r) in the sense defined before in this paper. There-
fore, with the induced smooth structure, it is a Cm0-manifold with expected
dimension= ind(Dsf) + dim(B(r)). Let π : EM
B(r) → B(r) be the pro-
jection map between the two finite dimensional manifolds, which is of class
Cm0. Then the ”index” of Dπ is equal to the ind(s) which is fixed on each
stratum. Assume that m0 > ind(s). Then for generic choice of ν in B(r),
perturbed moduli space Mν = (sν)−1(0) is a Cm0-submanifold of EMB(r)
with dimension equal to ind(s). Here ν = ⊕i∈Iνi in B(r), and s
ν = s + ν is
the ν-perturbed section of s over U .
To finish the construction, we need to show that Mν is compact for r
small enough.
To this end, assume that r << C0. Then s
ν(X) = 0 has no solution on
Bd(U). On the other hand, since sν is continuous on B, any point in clB(M
ν)
is still a solution of sν(X) = 0. Since clB(U) = U ∪ Bd(U), this implies that
clB(M
ν) is inside U . Therefore, clB(M
ν) =Mν.
Now Mν = ∪i∈IM
ν
i and clB(M
ν) = ∪i∈IclB(M
ν
i ). We already proved
that each clB(M
ν
i ) is compact in a more general setting as a application of
Picard method. Therefore,Mν = clB(M
ν) is compact for any ν in B(r).
This finishes the construction of perturbed moduli space and proves the
following theorem under the assumption that B has only one stratum and all
isotropy groups are trivial.
Theorem 3.1 When r is sufficiently small, for any ν in B(r), the perturbed
moduli space Mν is compact. For a generic choice of ν, Mν is a finite
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dimensional compact topological manifold. Moreover, in the latter case, as a
topological submanifold of B with induced weakly smooth structure with respect
to the equivalent class of the covering data [U ],Mν is in fact an honest smooth
manifold of class Cm0.
• Proof of C1 : Fix a local slice Ui ⊂⊂ W
′′
i ⊂⊂ Wi = Wfi. Let [si] ⊕ [ev] :
Ui × B(r) → L
p
k−1(Σ,Λ
0,1(f ∗i TM)) be the section s ⊕ ev : U × B(r) → L
written in the local trivialization over Ui × B(r). In the local trivialization,
each ν in B(r) still takes a form ν = (ν1, · · · , νl), where l is the cardinality of
the index set I. But each νj with j 6= i is obtained from the corresponding one
composed with transition functions between the two slices and trivializations.
Since there are only finitely many such νj, for a fixed i, there exists a constant
Ci > 0, such that for each such νj, ‖νj(g)‖k−1,p is bounded by Ci · r for all
g ∈ Ui.
To prove C1, we only need to show the stronger statement that when r is
small enough,D([si]⊕[ev])g,λ : L
p
k(Σ, f
∗
i TM, hi)×TλB(r)→ L
p
k−1(Σ,Λ
0,1(f ∗i TM))
is surjective at any point (g, λ) in U × B(r).
We already calculated the this derivative and gave the related estimate
for quantitative transversality before. We recall the computation.
D([si]⊕ [ev])g,λ(ξ, η) = D[si]g(ξ) + [ev]g(η) + (∂
Wiλ)g(ξ).
Now it was prove that
D[si]g + [ev]g : L
p
k(Σ, f
∗
i TM, hi)×⊕i∈IGE(Kfi)→ L
p
k−1(Σ,Λ
0,1(f ∗i TM))
is surjective. In fact, even
D[si]g + [evi]g : L
p
k(Σ, f
∗
i TM, hi)×GE(Kfi)→ L
p
k−1(Σ,Λ
0,1(f ∗i TM))
is already surjective with a right inverse whose operator norm is bounded
above for all g in Ui. Therefore, there is a positive constant δi such that for any
bounded linear operator Tg : TgUf = L
p
k(Σ, f
∗
i TM, hi)→ L
p
k−1(Σ,Λ
0,1(f ∗i TM)),
if the operator norm ‖Tg‖ < δi,
D[si]g + Tg + [evi]g : L
p
k(Σ, f
∗
i TM, hi)×GE(Kfi)→ L
p
k−1(Σ,Λ
0,1(f ∗i TM))
is still surjective
We already proved before that when r is small enough for ‖λ‖ < r, the op-
erator norm of the partial derivative (∂Wiλ)g : L
p
k(Σ, f
∗
i TM, hi)×GE(Kfi)→
Lpk−1(Σ,Λ
0,1(f ∗i TM)) is less that the prescribed value δi for any g in Ui.
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Put this together, we have proved that for sufficiently small r, D([si] ⊕
[ev])g,λ is surjective for any g, λ in Ui × B(r).
It remains to prove that the two assumptions can be arranged.
• Proof of A1:
We assume thatM is already covered by U ′ = ∪i∈IU
′
i , were U
′
i ⊂⊂ Ui is a
smaller ball inside the ball Ui with the same center fi. Here we have already
assume that the radius of each Ui is much smaller than the injective radius
of M so that each Ui is really identified with a ball in the model space, and
U ′i is a strictly smaller ball.
By our assumption, M is contained in ∪i∈IM
′
i, where M
′
i = M∩ U
′
i.
To prove A1, we only need to show that the intersection of each M′i with
Bd(U) is empty.
Recall that by definition Bd(U) = clB(U)\U . Then clB(U) = ∪i∈IclB(Ui),
and each clB(Ui) is just the corresponding closed ball. Clearly, Bd(U) =
∪i∈IBdi where Bdi = Bd(Ui)\(∪j∈IUj). Now considerM
′
i with i being fixed.
Since the intersection of M′i with Bd(Ui) is empty, so is the intersection of
M′i with Bdi. On the other hand, for any j 6= i, Bdj has no intersection with
Ui. Since M
′
i is inside U
′
i . We still have that the intersection of M
′
i with
Bdj is empty. Therefore, the intersection of each M
′
i with Bd(U) is empty.
• Proof of A2:
A equivalent form of A2 is the statement that if {gk}
∞
k=1 is a sequence
in W ′ such that limk 7→∞ ||s(gk)||k−1,p = 0, then there is a subsequence, still
denoted by {gk}
∞
k=1, such that it is L
p
k-convergent to an element in M.
Assume this is true, and that A2 is not true. Then there is a sequence
{gk}
∞
k=1 in Bd(U) such that limk 7→∞ ||s(gk)||k−1,p = 0. Then we have that
Lpk-limit limk 7→∞ gk = g∞ exits and is in M
Since Bd(U) is closed in B = Bk,p, g∞ is also in Bd(U). Therefore, M
and Bd(U) has non-empty intersection, which contradicts to A1.
The equivalent form of A2 for s = ∂¯J on a fixed stratum was proved by
Floer in [F1] based on local elliptic estimate for the non-linear ∂¯J -operator
near each point on the domain Σ. The method there is the ”standard” one.
Here we give a more ”global” proof based on the Taylor expansion for
∂¯J -operator used in Picard method. This proof works for general Fredholm
sections as long as those reasonable conditions specified in the proof are
satisfied.
• Proof of the equivalent statement of A2:
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Since there only finitely many Wi’s, we only need to look at those W
′
i
which contains infinitely many gk’s. So we may assume that the sequence
{gk}
∞
k=1 is contained in W
′
i ⊂⊂ Wi = Wfi,ǫfi for a fixed i. However, we need
to assume that ǫi is small enough so that some conditions to be specified can
be satisfied.
We remark that once M is given, for each f in M, we need to choose
these ǫf ’s satisfying the conditions below together with the conditions before.
We then define the corresponding Wf , Uf , etc. and select the finite covering
of M by Wi and Ui with i ∈ I as before.
Now we work with the local slice,W ′f ⊂⊂Wf with f inM. Identify them
with two open balls of radius δ2 < δ1 in L
p
k(Σ, f
∗(TM), h) with radius δ2 < δ1.
Then f has local coordinate f = 0. In the local trivialization of L over Wf ,
we have the Taylor expansion at f of [s] = [sf ], the ∂¯J -section written in the
trivialization as follows. For any ξ in Wf ,
[s](ξ) = [s](0) +D[s]fξ +N(ξ) = D[s]fξ +N(ξ),
since [s](0) = 0. Moreover, there is a constant C depending on f , δ2 and
geometric data of M only such that N satisfying
‖N(ξ)−N(η)‖k−1,p ≤ C(‖ξ‖k,p + ‖η‖k,p)‖ξ − η‖k,p.
For our purpose, we introduce an equivalent metric on E = Lpk(Σ, f
∗(TM), h).
Let K = kerDsf and K
⊥ be its L2 orthogonal complement. Since K is finite
dimensional,we have the decomposition E = K⊕K⊥.
For any ξ = (γ, η) in E, we define a weaker but equivalent norm, ‖ξ‖wk,p =
‖γ‖0,2 + ‖η‖k,p. By elliptic estimate for the linear elliptic operator Dsf , we
know that there exists a constant of similar nature, still denoted by C, such
that ‖γ‖k,p ≤ C‖γ‖0,2. Therefore, we get the same estimate for N as above
by replacing all Lpk-norms on the right hand side by the new weaker norms
and changing the constant accordingly.
The upper semi-continuity of the dimension of the kerDsf with respect
to the variable f moving in M together the fact thatM is compact, implies
that the constants above are bonded above, hence independent of f any more
if we work on W = ∪i∈IWi.
Go back to Wf . In local charts, the sequence in W
′
f has the form gk =
(γk, ηk) with respect to the decomposition above.
Note that γk is in Kδ2 ⊂⊂ Kδ1. Here Kδ2 and Kδ1 are the two discs in K
of radii δ2 and δ1 respectively measured in L
p
k-norm. Therefore, after taking
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a subsequence of {gk}
∞
k=1, we may assume that {γk}
∞
k=1 is already convergent
in Lpk and hence L
2-norm. In particular, ‖γk− γl‖0,2 goes to zero when k and
l go to infinity.
Now by elliptic estimate for Dsf , there is a (uniform) constant C1 such
that
‖ηk − ηl‖k,p ≤ C1‖D[s]f(ηk − ηl)‖k−1,p = C1‖D[s]f(γk, ηk)−D[s]f(γl, ηl)‖k−1,p
= C1‖D[s]f(gk)−D[s]f(gl)‖k−1,p
≤ C1‖N(gk)−N(gl)‖k−1,p ≤ C1 · C(‖gk‖k,p + ‖gl‖k,p)‖gk − gl‖
w
k,p
= C1 · C(‖gk‖k,p + ‖gl‖k,p)(‖ηk − ηl‖k,p + ‖γk − γl‖0,2).
We now assume that δ2 and δ1 are chosen in such a way that 2C1 ·Cδ1 ≤
1
2
.
Since gk is inW
′
f which is a ball of radius equal to δ2, we have C1 ·C(‖gk‖k,p+
‖gl‖k,p) ≤
1
2. Therefore, we have
‖ηk − ηl‖k,p ≤
1
2
‖ηk − ηl‖k,p +
1
2
‖γk − γl‖0,2.
This implies that
‖ηk − ηl‖k,p ≤ ‖γk − γl‖0,2.
Consequently, after taking a subsequence, {gk}
∞
k=1 is a Cauchy sequence with
respect to Lpk or its equivalent norm. Therefore limk 7→∞ gk = g∞ exits and
satisfies s(g∞) = 0 by continuity.
4 Smoothness of Banach Norm
In this section we collect some results related to the smoothness of Lpk-norms.
Almost all the results are well-known and mentioned in various books on
geometric analysis. Despite of the elementary nature of these results, it seems
that not all of the proofs are widely known. We outline the key ideas of the
proofs of these results here.
Lemma 4.1 Let π : V → Σ be a C∞-smooth metric vector bundle on a
C∞-smooth Riemannian manifold Σ, and G be a Lie sub-group of the C∞-
differomorphisms of Σ. The action of G on Σ induces a action on Lpk(Σ, V ).
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Let Ψ : G×Lpk(Σ, V )→ L
p
k(Σ, V ) be the induced action map. Denote compo-
sition of Ψ with the p-th power of Lpk-norm by F : G×L
p
k(Σ, V )→ R
1. Then
F is smooth if p is an even non negative integer. Here we have assumed that
Σ is oriented and G-action preserves the orientation.
Proof:
The main issue here is the smoothness along G-direction. In view of the
lack of smoothness of the action map Ψ along this direction, It seems that
this part of the lemma can not be true.
To argue that this is plausible, observe that in the case that Σ is Rn
or Tn and G is the group of translations, for a fixed section ξ ∈ Lpk(Σ, V ),
Fξ(g) = F (g, ξ) : G→ R
1 is a constant map, hence trivially smooth.
This simple observation immediately suggests that the general case follows
from the changing variable formula for integrations in calculus. We only give
the formula for the case that k = 1. The case of general k can be proved
similarly with more complicated notations.
We will write F = F0 + F1, and deal with each term separately.
Then,
F0(g, ξ) =
∫
Σ
||g · ξ||pdx =
∫
Σ
||ξ(g(x))||pdx
=
∫
g(Σ)
||ξ(y)||pdet(g−1)dy =
∫
Σ
||ξ(y)||pdet(Jg−1(y))dy.
Here x and y are two coordinate systems on Σ such that y = g(x) and Jg−1(y)
is the Jacobian matrix of the differomorphism g−1 : Σ→ Σ.
Clearly, the last identity show that F0 is smooth in g.
F1(g, ξ) =
∫
Σ
Σi||∂xi(ξ(g(x)))||
pdx
=
∫
Σ
Σi||Σj
∂yj
∂xi
(g−1(y))∂yj(ξ(y))||
pdet(Jg−1(y))dy
=
∫
Σ
Σi||Σj(Jg)
j
i(g
−1(y))∂yj(ξ(y))||
pdet(Jg−1(y))dy
Here ∂xi is the covariant derivatives on V along the x
i-direction and (Jg)
j
i
is the (j, i)-entry of the Jacobian of the orientation preserving C∞ differo-
morphism g : Σ→ Σ.
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Again, the last identity shows the smoothness of F1 in g when p is an even
non-negative integer.
Note that the role of above changing variable formulas is to switch the G-
action on ξ, which is only Lp1 hence may ”lose” derivative under G-action, to
the terms like (Jg)
j
i (g
−1(y)). Since g is a C∞-differomorphism so that terms
like Jg have C
∞ smooth entries, it is well known that the lack of derivatives
does not happen in this case.
The C∞-smoothness along the ξ-direction can be deduced from the fol-
lowing well-known fact:
Lemma 4.2 The p-th power of the Lpk-norm on L
p
k(Σ, V ) is smooth for even
p. When for p is positive but not even, it is at least [p− 1]-smooth.
Proof:
Note that the Lpk-norm that we have used here is ||ξ||k,p = (Σi≤k
∫
Σ |∇
iξ|pdx)1/p,
not the one obtained as the summation of the k semi-norms. Clearly it
is sufficient to prove this only for k = 0. Assume that p = 2l. Then
F (ξ) =
∫
Σ < ξ, ξ >
l dx as a function from Lpk(Σ, V ) to R. If the deriva-
tive of F exists at ξ, it has the form DFξ(η) = 2l
∫
Σ < ξ, ξ >
l−1< ξ, η > dx.
One needs to show that this formal derivative is the real one. To proof this,
one of key ingredients is to show that it is a bounded linearly map from
Lpk(Σ, V ) to R. This follows form Horder inequality as following:
|DFξ(η)| ≤ 2l
∫
Σ
|ξ|2(l−1)+1|η|dx
≤ 2l(
∫
Σ
|ξ|(2l−1)qdx)1/q · (
∫
Σ
|η|pdx)1/p
= 2l(
∫
Σ
|ξ|pdx)1/q · (
∫
Σ
|η|pdx)1/p
= 2l||ξ||p/qp · ||η||p.
Here we have used the identity (p−1)q = p which follows from 1/p+1/q =
1.

There are several well-known corollaries of the above lemmas that we will
use.
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Corollary 4.1 Let E = Lpk(Σ, V ) with p being even and positive. There
exists smooth cut-off function φ : E → [0, 1] supported in the unit ball of E
such that φ(x) = 1 on the ball of radius half.
Proof:
Let β : R→ [0, 1] be a ”standard” smooth bump function supported on
[−1, 1] and equal to 1 on [−1/2, 1/2]. Then φ = β ◦ F does the job, where
F is the p-th power of the Lpk-norm.

Corollary 4.2 Let B be a paracompact Banach manifold of class Cm mod-
elled on E = Lpk(Σ, V ) with p even and positive. Then B admits C
m partition
of unit.
Proof:
The proof in Lang’s book for Hilbert manifold works equally well for this
case. The key fact used in Lang’s proof is that in Hilbertian case the square
of Hilbert norm is smooth.


Lemma 4.3 Let B = Lpk(Σ, V ) be the Banach space of all
P
k -maps from Σ to
V = Rd, f : V → Rd is a C∞ function, regarded as a smooth vector field
on V . Assume that the Sobolev weight m0 = k −
n
p is large enough so that
Lpk(Σ,R
1) is a Banach algebra. Then the pull back of f , Ψf : B = L
p
k(Σ, V )→
Lpk(Σ,R
d) is also smooth. Here Ψf(h) = f ◦ h.
The proof is similar to the one for the well-known fact that the induced
map on the space of Sobolev maps under the coordinate transformation of
the target space is smooth. The detail of the proof will be given somewhere
else.
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