Abstract. We consider digital expansions to the base of τ , where τ is an algebraic integer. For a w ≥ 2, the set of admissible digits consists of 0 and one representative of every residue class modulo τ w which is not divisible by τ . The resulting redundancy is avoided by imposing the width w-NAF condition, i.e., in an expansion every block of w consecutive digits contains at most one non-zero digit. Such constructs can be efficiently used in elliptic curve cryptography in conjunction with Koblitz curves.
of a representation, together with choosing an appropriate digit set, we gain uniqueness. The mentioned property simply means that each block of w digits contains at most one non-zero digit.
Such expansions have a low Hamming weight, i.e., a low number of non-zero digits. This is of interest in elliptic curve cryptography: There, scalar multiples of points can be computed by using τ -adic-expansions, where τ corresponds to the Frobenius endomorphism. See Section 2 for a more detailled discussion.
The aim of this paper is to give a precise analysis of the expected number of non-zeros in τ -adic expansions of elements in Z[τ], corresponding to the expected number of costly curve operations.
Several random models can be considered. The easiest model is to consider all expansions of given length to be equally likely; this is called the "full block length" model. The result for arbitrary algebraic integers is given in Theorem 5.1 on page 12. The appropriateness of this random model becomes debatable when looking at the set of complex numbers admitting such an expansion of given length: This is the intersection of the lattice of integers in the number field with a fractal set, a scaled version of the "Fundamental domain", cf. A more natural choice seems to be to consider the expansions of all integers in Z[τ] whose absolute value is bounded by some N . The main result of this paper (Theorem 11.1 on page 38) is exactly such a result, where we assume τ to be a imaginary quadratic number. Theorem 11.1 is, in fact, more general: instead of considering all integers within a scaled version of the unit circle, we consider all integers contained in a scaled copy of some set U . Instead of counting the number of non-zeros, we count the number of occurrences of each digit. The full block length analysis result will indeed be needed to prove Theorem 11.1.
For given τ and block length w ≥ 2, several digit sets could be chosen. A rather natural choice was proposed by Solinas [19, 20] : Consider the residue classes modulo τ w in Z [τ] . As digit set, we use zero and a minimal norm representative from each residue class not divisible by τ . Now let z ∈ Z[τ] with z = −1 j=0 z j τ j . This expansion is a width-w τ -adic non-adjacent form, or w-NAF for short, if each block of w consecutive digits z j . . . z j+w−1 contains at most one non-zero digit. The name "non-adjacent form" goes back to Reitwiesner [18] .
It is commonly known that such expansions, if they exist, are unique, whereas the existence was only known for special cases, see Section 2. In this paper in Section 7 we show that, for imaginary quadratic τ and w ≥ 2, every element of Z[τ] admits a unique w-NAF, see Theorem 7.1 on page 22. Additionally a simple algorithm for calculating those expansions is given.
The full block length analysis is carried out in Section 5: We define a random variable X n,w,η for the number of occurrences of η in all w-NAFs of a fixed length n. It is assumed that all those w-NAFs are equally likely. For an arbitrary algebraic integer τ Theorem 5.1 gives explicit expressions for the expectation and the variance of X n,w,η . Asymptotically we get E(X n,w,η ) ∼ e w n and V(X n,w,η ) ∼ v w n for constants e w and v w depending on w and the norm of τ . The proof uses a regular expression describing the w-NAFs. This will then be translated into a generating function. Further in this theorem it is shown that X n,w,η satisfies a central limit theorem.
The main result is the refined analysis described above: For imaginary quadratic τ , we count the number of occurrences Z τ,w,η of the non-zero digit η, when we look at all w-NAFs contained in N U for a given positive N and a region U ⊆ C (e.g. the unit disc). In Theorem 11.1 on page 38, we prove that Z τ,w,η ∼ e w N 2 λ(U ) log |τ | N . This is not surprising, since intuitively there are about N 2 λ(U ) w-NAFs in the region N U , and each of them can be represented as a w-NAF with length log |τ | N . We even get a more precise result. If the region is "nice", there is a periodic oscillation of order N 2 in the formula. The structure of the result -main term, oscillation term, smaller error term -is not uncommon in the context of digits counting. For instance, a setting similar to ours can be found in Heuberger and Prodinger [12] . There base 2 and special digit sets are used, and 2-NAFs are considered. The result has the same structure as ours. Another example can be found in Grabner, Heuberger and Prodinger [10] for joint expansions.
As in these examples, we follow the ideas of Delange [7] to prove the statements. Before finally be able to prove the main result in Section 11, we have to collect various auxiliary results.
short description τ digit set D Section 3
Voronoi cells i-q --Lemma 4.3 on page 9 complete residue system alg --Definition 4.5 on page 10 minimal norm representatives digit set i-q --Definition 4.8 on page 10 width-w non-adjacent forms gen fin Proposition 4.9 on page 11 continuity of value gen fin Definition 4.12 on page 12 width-w non-adjacent digit set gen fin Theorem 5.1 on page 12 full block length distribution theorem alg RRS Section 6 bounds for the value i-q MNR Theorem 7.1 on page 22 existence theorem for lattice points i-q MNR Theorem 7.5 on page 24 existence theorem for C fin finite digit set RRS reduced residue system digit set MNR minimal norm representatives digit set Our digit set of minimal norm representatives is characterised in terms of the Voronoi cell of 0 in the lattice Z[τ]. The required estimates are shown in Section 3. The digit set itself as well as w-NAFs are then defined and discussed in Section 4. Apart from expansions of elements in Z[τ], we will also discuss infinite expansions of elements of C, as these will be needed in our geometric arguments. Section 5 is devoted to the full block length analysis. In Section 6 we give bounds connecting the absolute value and the length of a w-NAF. This allows us to prove the existence (Theorem 7.1 on page 22) of w-NAFs in Section 7. Further in Theorem 7.5 on page 24 we get that every element of C has a w-NAF-expansion of the form ξ −1 . . . ξ 1 ξ 0 .ξ −1 ξ −2 . . ., where the right hand side of the τ -point is allowed to be of infinite length. In Section 8 we consider numbers of the form 0.ξ −1 ξ −2 . . .. The set of all values of such numbers is called the fundamental domain F. It is shown that F is compact and its boundary has Hausdorff dimension smaller than 2.
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Background
In this section, we outline the connection to cryptographic applications which motivated our study.
As a first example, we consider the elliptic curve E 3 : Y 2 = X 3 − X − µ with µ ∈ {−1, 1} defined over F 3 . This curve was studied by Koblitz [15] . We are interested in the group E 3 (F 3 m ) of rational points over a field extension Let z ∈ Z[τ] and P ∈ E 3 (F 3 m ). If we write the element z as −1 j=0 z j τ j for some digits z j belonging to a digit set D, then we can compute the action zP as −1 j=0 z j ϕ j (P ) via a Horner scheme. The resulting Frobenius-and-add method [14, 19, 20] is much faster than the classic double-and-add scalar multiplication.
So we are interested in a τ -adic expansion for an element of Z[τ] such that the mentioned computation of the action is as efficient as possible. The main computational effort are point additions, and we need one addition per non-zero element of the expansions.
But usually fewer non-zero coefficients means larger digit sets and thus a higher pre-computation effort. So for optimal performance, a balance between digit set size and number of non-zeros has to be found.
Another example is the elliptic curve
defined over F 2 , cf. Koblitz [14] . There we get the relation ϕ 2 − µϕ + 2 = 0 with µ = (−1) 1−a for the Frobenius endomorphism ϕ, and thus τ = 
Voronoi Cells
Let τ ∈ C be an algebraic integer, imaginary quadratic, i.e., τ is solution of an equation τ 2 − pτ + q = 0 with p, q ∈ Z, such that 4q − p 2 > 0. We will use the digit set of minimal norm representatives. In order to describe this digit set, we will rewrite the minimality condition in terms of the Voronoi cell for the lattice Z[τ], cf. Gordon [9] . Definition 3.1 (Voronoi Cell). We set V := {z ∈ C : ∀y ∈ Z[τ] : |z| ≤ |z − y|} . V is the Voronoi cell for 0 corresponding to the set Z[τ]. Let u ∈ Z[τ]. We define the Voronoi cell for u as
The point u is called centre of the Voronoi cell or lattice point corresponding to the Voronoi cell.
An example of a Voronoi cell in a lattice Z[τ] is shown in Figure 3 .1 on the next page. Whenever the word "cells" is used in this paper, these Voronoi cells or scaled Voronoi cells will be meant.
Two neighbouring Voronoi cells have at most a subset of their boundary in common. This can be a problem, when we tile the plane with Voronoi cells and want that each point is in exactly one cell. To fix this problem we define a restricted version of V . This is very similar to the construction used in Avanzi, Heuberger and Prodinger [2] . • the interior of V u ,
• the line segments from v k+1/2 (excluded) to v k+1 (excluded) for all k,
• the points v k+1/2 for k ∈ 0, . . . , 
.
Again we set V := V 0 .
In Figure 3 .2 the restricted Voronoi cell for 0 is shown. The second condition is used, because it benefits symmetries. The third condition is just to make the midpoints unique. Obviously, other rules 1 could have been used to define the restricted Voronoi cell.
As a generalisation of the usual fractional part of elements in R with respect to the integers, we define the fractional part of an element of C corresponding to the restricted Voronoi cell V and thus corresponding to the lattice Z[τ]. This definition is valid, because of the construction of the restricted Voronoi cell. The fractional part of a point z ∈ C simply means, to search for the nearest lattice point u of Z[τ] and returning the difference z − u.
Throughout this paper we will use the following notation for discs in the complex plane.
Definition 3.4 (Opened and Closed Discs). Let z ∈ C and r ≥ 0. The open disc B(z, r) with centre z and radius r is denoted by B(z, r) := {y ∈ C : |z − y| < r} 1 The rule has to make sure that the complex plane can be covered entirely and with no overlaps by restricted Voronoi cells, i.e., the condition C = z∈Z[τ ] Vz has to be fulfilled.
and the closed disc B(z, r) with centre z and radius r by B(z, r) := {y ∈ C : |z − y| ≤ r} .
The disc B(0, 1) is called unit disc.
We will need suitable bounds for the digits in our digit set. These require precise knowledge on the Voronoi cells, such as the position of the vertices and bounds for the size of V . Such information is derived in the following proposition.
Proposition 3.5 (Properties of Voronoi Cells). We get the following properties: (a) The vertices of V are given by
All vertices have the same absolute value. If Re(τ ) ∈ Z, then v 1 = v 2 and v 4 = v 5 , i.e., the hexagon degenerates to a rectangle. (e) The inclusion τ −1 V ⊆ V holds.
Before we start with the proof of this proposition, we add some remarks on the constant c V .
Solinas [20] uses the Voronoi cell for the special τ = . A smaller c V leads to better bounds in Section 6. Further, the set of "problematic values" -those arise in the proof of the upper bound in Proposition 6.1 on page 15 and the lower bound in Proposition 6.2 on page 17, as well as in the existence result in Theorem 7.1 on page 22 -is decreased. This means fewer configurations have to be checked separately. As some of the computational verifications would still be necessary even with c V = 3 8 , the improvement does not seem to outweigh the effort. Now back to the proof of Proposition 3.5. We will use some properties of Voronoi cells there, which can, for example, be found in Aurenhammer [1] .
Proof. (a) Since V is point-symmetric with respect to 0, we get v 0 = −v 3 , v 1 = −v 4 and v 2 = −v 5 .
Thus we suppose without loss of generality Im(τ ) > 0. Strict greater holds, because τ is imaginary quadratic. Even more, we get Im(τ ) ≥ is solution of τ 2 − pτ + q = 0 for p, q ∈ Z and either 4q − p
All elements of the lattice Z[τ] can be written as a + bτ , since τ is quadratic. We have to consider the neighbours of 0 in the lattice. The Voronoi cell is the area enclosed by the line segment bisectors of the lines from each neighbour to zero, see Figure 3 .3.
Clearly Re(v 0 ) = Since y > 0, we have y ≥ b. If y = b, then points with x > 1 need not be taken into account. But the remaining points are already in P (at least using symmetry and τ + 1 instead of τ − 1). If y ≥ 2b, then all points except the ones with x = 0 can be ruled out, since
But the points z with x = 0 can be ruled out, too, because there is already the point ib in P .
So let {a} = 
. By construction, the line from 0 to τ intersects the line from v 0 to v 1 at 
For an arbitrary u ∈ Z[τ] we can choose y = τ u, and therefore |x| ≤ |x − u|, i.e., x ∈ V .
We make an extensive use of Voronoi cells throughout this article, especially in Section 9. There we define cell rounding operations which are working on subsets of the complex plane.
Digit Sets and Non-Adjacent Forms
In this section τ ∈ C will be an algebraic integer with |τ | > 1, and let w ∈ N with w ≥ 2. w that is not divisible by τ .
From now on suppose D is a reduced residue digit set modulo τ w . The following two auxiliary results are well-known 2 ; we include a proof for the sake of completeness. For the converse direction, assume that τ · d−1 j=0 x j τ j = c for some rational integers x j . Here d is the degree of τ . Write the minimal polynomial of τ as
Thus we obtain
Comparing coefficients in τ
Next, we determine the cardinality of D by giving an explicit system of representatives of the residue classes. 
(mod τ w−j0 ), which implies that a j0 ≡ b j0 (mod τ ). By Lemma 4.2 on the preceding page, this implies that a j0 = b j0 , contradiction. Thus (4.1) is indeed a complete system of residues modulo τ w . From Lemma 4.2 on the facing page we also see that exactly the |N (τ )| w−1 residue classes
Since our digit set D is constructed of residue classes, we want a uniqueness in choosing the representative. We have the following definition, where the restricted Voronoi V for the point 0 from Definition 3.2 on page 4 is used. With this definition we can define the following digit set, cf. Solinas [19, 20] or Blake, Kumar Murty and Xu [4] . Definition 4.5 (Minimal Norm Representatives Digit Set). Let τ be an algebraic integer, imaginary quadratic, and let D be a reduced residue digit set modulo τ w consisting of representatives of minimum norm of its residue classes. Then we will call such a digit set minimal norm representatives digit set modulo τ w .
From now on we will suppose that our digit set D is a minimal norm representatives digit set modulo τ w . Some examples are shown in Figure 4 .1. There are also other definitions of a minimal norm representative digit set, as discussed in the following remark. There we had some freedom choosing which part of the boundary is included in V , cf. the remarks after Definition 3.2.
We point out that all results given here in this article are valid for any admissible configuration of the restricted Voronoi cell, although only the case corresponding to Definition 3.2 will be considered (to prevent the paper from getting any longer). For most of the proofs given, this makes no difference, but there are some exceptions. The cases with "problematic values" in Sections 6 and 7 are solved algorithmically, and therefore the results clearly depend on choice of the digit set. Luckily the final results are true in each situation.
The following remark summarises some basic properties of minimal norm representatives and the defined digit sets.
Remark 4.7. Let τ be an algebraic integer, imaginary quadratic. We have the following equivalence. The condition
is fulfilled, if and only if η ∈ τ w V . The advantage of using the restricted Voronoi cell in Definition 4.4 on the previous page is that also points on the boundary are handled uniquely.
Further we get for all η ∈ D that |η| ≤ |τ | We can assume that 0 ≤ arg(τ ) ≤ π 2 . Using any other τ lead to the same digit sets, except some mirroring at the real axis, imaginary axis, or at the origin. By adapting the definition of the boundary of the restricted Voronoi cell, Definition 3.2 on page 4, these mirroring effects can be handled. Now we are ready to define the numbers built with our digit set D. The following notations and conventions are used. A block of zero digits is denoted by 0. For a digit η and k ∈ N 0 we will use
with the convention η 0 := ε, where ε denotes the empty word. A w-NAF η = (η j ) j∈Z will be written as η I .η F , where η I contains the η j with j ≥ 0 and η F contains the η j with j < 0. η I is called integer part, η F fractional part, and the dot is called τ -point. Left-leading zeros in η I can be skipped, except η 0 , and right-leading zeros in η F can be skipped as well. If η F is a sequence containing only zeros, the τ -point and this sequence is not drawn.
Further, for a w-NAF η (a bold, usually small Greek letter) we will always use η j (the same letter, but indexed and not bold) for the elements of the sequence.
To 
So the largest index, where the two w-NAFs differ, decides their distance. See for example Edgar [8] for details on such metrics. We get the following continuity result. 
Thus Lipschitz continuity is proved.
Furthermore, we get a compactness result on the metric space NAF Proof. Let (ξ 0,j ) j∈N0 be a sequence with ξ 0,j ∈ NAF .∞ w . We can assume ξ 0,j ∈ NAF 0.∞ w , therefore each word ξ 0,j has digits zero for non-negative index. Now consider the digit with index −1. There is a subsequence (ξ 1,j ) j∈N0 of (ξ 0,j ) j∈N0 , such that digit −1 is a fixed digit η −1 . Next there is a subsequence (ξ 2,j ) j∈N0 of (ξ 1,j ) j∈N0 , such that digit −2 is a fixed digit η −2 . This process can be repeated for each k ≥ 1 to get sequences (ξ k,j ) j∈N0 and digits η −k .
The sequence (ϑ j ) j∈N0 with ϑ j := ξ j,j converges to η, since for ε > 0 there is an
It is clear that η is indeed an element of NAF 0.∞ w , as its first k digits coincide with ξ k,k ∈ NAF 0.∞ w for all k. So we have found a converging subsequence of (ξ 0,j ) j∈N0 , which proves the compactness. is bijective, and we will denote its inverse function by NAF w .
Later, namely in Section 7, we will see that the digit set of minimal norm representatives is a w-NADS if τ is imaginary quadratic.
Full Block Length Analysis of Non-Adjacent Forms
Let τ ∈ C be an algebraic integer, w ∈ N with w ≥ 2, and D be a reduced residue digit set, cf. Further, in this section all w-NAFs will be out of the set NAF fin w , and with length the left-length is meant.
This general setting allows us to analyse digit frequencies under the full block length model,, i.e., we assume that all w-NAFs of given length are equally likely. We will prove the following theorem.
Theorem 5.1 (Full Block Length Distribution Theorem). We denote the number of w-NAFs of length n ∈ N 0 by C n,w , i.e., C n,w = #(NAF n w ), and we get
where
Further let 0 = η ∈ D be a fixed digit and define the random variable X n,w,η to be the number of occurrences of the digit η in a random w-NAF of length n, where every w-NAF of length n is assumed to be equally likely.
Then the following explicit expressions hold for the expectation and the variance of X n,w,η :
,
Furthermore, X n,w,η satisfies the central limit theorem
uniformly with respect to x ∈ R, where Φ(x) = (2π)
For the proof we need estimates for the zeros of a polynomial which will be needed for estimating the non-dominant roots of our generating function.
Lemma 5.2. Let t ≥ 2 and
Then f (z) has exactly one root with |z| ≤ 1 + 1 tw 3 , namely z = 1. Proof. It is easily checked that f (1) = 0. Assume that z = 1 is another root of f . As the coefficients of f are reals, it is sufficient to consider z with Im(z) ≥ 0. If |z| < 1, then
which is a contradiction. Therefore, we have |z| ≥ 1. We write z = re iψ for appropriate r ≥ 1 and 0 ≤ ψ ≤ π. For r > 0, f (r) is strictly decreasing, so we can assume that ψ > 0.
For ψ < π/w, we have sin(wψ) > 0 and sin(ψ) > 0, which implies that Im f (re
We have cos ψ ≤ cos(π/w), which implies that
For w ≥ 4 and r < √ 2, the right hand side of (5.3) is decreasing and the left hand side is increasing. Thus, for r ≤ 1 + 1/(tw 3 ), (5.3) yields
Using the estimates (1 +
which is a contradiction for w ≥ 4 and t ≥ 2.
For w = 3, we easily check that |z| = t t−1 ≥ 1 + 1/(27t); similarly, for w = 2, we have
Proof of Theorem 5.1. For simplicity we set D
• := D \ {0}. A w-NAF can be described by the regular expression
Let a mn be the number of w-NAFs of length n containing exactly m occurrences of the digit η. We consider the generating function G(Y, Z) = m,n a mn Y m Z n . From the regular expression we see that
We start with determining the number of w-NAFs of length n. This amounts to extracting the coefficient of Z n of
This requires finding the dominant root of the denominator. Setting z = |N (τ )| Z in the second factor yields
From Lemma 5.2 on the previous page, we see that the dominant root of the denominator of
and that all other roots satisfy
. Extracting the coefficient of Z n of G(1, Z) then yields the number C n,w of w-NAFs of length n as
The number of occurrences of the digit µ amongst all w-NAFs of length n is
Dividing this by (5.4) yields (5.1). In order to compute the second moment, we compute
which after division by (5.4) yields
Adding E(X n,w,η ) − E(X n,w,η ) 2 yields the variance given in (5.2). The asymptotic normality follows from Hwang's Quasi-Power-Theorem [13] .
Bounds for the Value of Non-Adjacent Forms
Let τ ∈ C be an algebraic integer, imaginary quadratic with minimal polynomial X 2 − pX + q with p, q ∈ Z such that 4q − p 2 > 0. Suppose that |τ | > 1. Let w ∈ N with w ≥ 2. Further let D be a minimal norm representatives digit set modulo τ w as in Definition 4.5 on page 10. In this section the fractional value of a w-NAF means the value of a w-NAF of the form 0.η. The term most significant digit is used for the digit η −1 .
So let us have a closer look at the fractional value of a w-NAF. We want to find upper bounds and if we fix a digit, e.g. the most significant one, a lower bound. We need two different approaches to prove those results. The first one is analytic. The results there are valid for all combinations of τ and w except finitely many. These exceptional cases will be called "problematic values". To handle those, we will use an other idea. We will show an equivalence, which directly leads to a simple procedure to check, whether a condition is fulfilled. If this is the case, the procedure terminates and returns the result. This idea is similar to a proof in Matula [16] .
The following proposition deals with three upper bounds, one for the absolute value and two give us regions containing the fractional value. 
Then the following statements are true:
(a) We get
(b) Further we have
(c) The following two statements are equivalent:
(1) There is an ∈ N 0 , such that for all ξ ∈ NAF 0.
w the condition
is fulfilled. (2) There exists an ε > 0, such that for all ϑ ∈ NAF 0.∞ w the condition
(e) For ∈ N 0 we have
We consider w-NAFs, which have η −j = 0 for −j ≡ 1 (mod w). For all other w-NAFs the upper bound is smaller. To see this, assume that there are more than w − 1 adjacent zeros in a w-NAF or the first digits are zero. Then we could build a larger upper bound by shifting digits to the left, i.e., multiplying parts of the sum by |τ |, since |τ | > 1.
We get
in which we changed the summation index according to wk +1 = j and the Iversonian notation [expr ] = 1 if expr is true and [expr ] = 0 otherwise, cf. Graham, Knuth and Patashnik [11] , has been used. Using η −(wk+1) ≤ |τ | w+1 c V , see Remark 4.7 on page 10, yields
There is nothing to show if the w-NAF η is zero, and it is sufficient to prove it for η −1 = 0.
Otherwise, let k ∈ N be minimal, such that η −k = 0. Then
since |τ | > 1 and τ −1 V ⊆ V , see Proposition 3.5 on page 6. Since η −1 ∈ τ w V , see Remark 4.7 on page 10, we obtain η
which proves the statement.
(c) (1) =⇒ (2). Suppose there exists such an ∈ N. Then there exists an ε > 0 such that
w , since there are only finitely many ξ ∈ NAF 0.
w such that the digits from index −1 to − of ξ and ϑ coincide. By using (a) we obtain
and thus
(2) =⇒ (1). Now suppose there is such an ε > 0. Since there is an ∈ N such that |τ | − f U < ε, the statement follows.
(d) We know from Proposition 3.5 on page 6 that B 0,
the statement follows. The previous inequality is equivalent to
The condition is violated for w = 2 and |τ | equal to √ 2, √ 3 or √ 4, and for w = 3 and |τ | = √ 2, see Table 6 .1 on page 18. Since ν is monotonic increasing for |τ | and for w, there are no other "problematic cases".
For those cases we will use (c). For each of the "problematic cases" an satisfying the condition (1) of equivalences in (c) was found, see Table 6 .2 on the following page for the results. Thus the statement is proved. (e) Analogously to the proof of (a), except that we use for the upper bound of the sum, we obtain for v ∈ V
Have again a look at the proof of (d). If ν > 0 there, we get that |z| ≤ f U implies z ∈ τ 2w−1 V . Combining these two results yields the inclusion for ν > 0, i.e., the "problematic cases" are left. Again, each of these cases has to be considered separately.
For each of the problematic cases, we find a k ∈ N 0 such that
holds for all ξ ∈ NAF 0.k w . These k are listed in Table 6 .3 on page 19. For > k and v ∈ V , we obtain
using (a), Proposition 3.5 on page 6, and |τ | w > 1. Thus the desired inclusion follows for > k.
For the finitely many ≤ k we additionally check all possibilities, i.e., whether for all combinations of ϑ ∈ NAF 0.
w and vertices of the boundary of value(ϑ) + τ − V the corresponding value is inside τ 2w−1 V . Convexity of V is used here. All combinations were valid, see last column of Table 6 .3 on page 19, thus the inclusion proved.
We remark that the check of the "problematic cases" in the proofs of (d) and (e) depends on the choice of the digit set D, cf. Remark 4.6 on page 10. The results in Tables 6.2 and 6.3 are for the choice of D that corresponds to Definition 3.2 on page 4. Similar values can be found for all other choices with the exception of the case p = 0 and q = 2. In this case, there are digit set choices such that the equivalent conditions in (c) -which are used to prove the last two statements of the proposition -are not fulfilled. But also in those exceptional cases it is not too hard to show that (d) and (e) of Proposition 6.1 on page 15 still hold.
Next we want to find a lower bound for the fractional value of a w-NAF. Clearly the w-NAF 0 has fractional value 0, so we are interested in cases, where we have a non-zero digit somewhere. Table 6 .2. Upper bound inclusion value(η) ∈ τ 2w−1 V checked for "problematic values" of |τ | and w, cf. (d) of Proposition 6.1 on page 15. The dependence of p, q and τ is given by τ 2 − pτ + q = 0. We have p 2 < 4q, since τ is assumed to be imaginary quadratic. holds. 
V checked for "problematic values" of |τ | and w, cf. (e) of Proposition 6.1 on page 15. The dependence of p, q and τ is given by τ 2 − pτ + q = 0. We have p 2 < 4q, since τ is assumed to be imaginary quadratic.
(b) Let η ∈ NAF 0.∞ w with non-zero most significant digit. Then
If ν ≤ 0, see Table 6 .1 on the preceding page, then we set f L = ν from Table 6 .4 on page 21.
Proof of Proposition 6.2. (a) We have to prove both directions.
(1) =⇒ (2). Suppose there exists such an ∈ N 0 . We set
w with ξ −1 = 0 .
Then clearly ν > 0. Using (a) of Proposition 6.1 on page 15 with digits shifted to the right, i.e., multiplication by τ − , the desired result follows by using the triangle inequality. √ −11 and w = 2. The procedure stopped at = 6. The large circle has radius |τ | − f U , the small circle is our lower bound with radius f L = ν. The dot inside represents zero. The grey region has most significant digit zero, the black ones non-zero.
Since η −1 = 0, we can rewrite this to get
Now consider the Voronoi cell V η−1 for η −1 and V 0 = V for 0. Since η −1 = 0, these two are disjoint, except parts of the boundary, if they are adjacent.
We know from (b) of Proposition 6.1 on page 15, that
This means that M is in τ w−1 V η−1 or in a |τ | −w f U -strip around this cell. Now we are looking at τ w−1 V 0 and using Proposition 3.5 on page 6, from which we know that B 0, 1 2 |τ | w−1 is inside such a Voronoi cell. Thus, we get
for our lower bound of M and therefore, by multiplying with τ −w one for value(η). Looking in Table 6 .1 on page 18, we see that there are some values where ν is not positive. As in Proposition 6.1 on page 15, this is the case, if w = 2 and |τ | is √ 2, √ 3 or √ 4, and if w = 3 and |τ | = √ 2. Since ν is monotonic increasing with |τ | and monotonic increasing with w, there are no other non-positive values of ν than the above mentioned.
For those finite many problem cases, we use (a) to find a ν. The results are listed in Table 6 .4 on the facing page and an example is drawn in Figure 6 .1. Table 6 .4. Lower bounds for "problematic values" of |τ | and w, cf. (b) of Proposition 6.2 on page 17. The dependence of p, q and τ is given by τ 2 − pτ + q = 0. We have p 2 < 4q, since τ is assumed to be imaginary quadratic.
Again, as in the proof of Proposition 6.2 on page 17, the check of the "problematic cases" depends on the choice of the digit set D, cf. Remark 4.6 on page 10. And again, the results stay true for any choice of D.
Combining the previous two Propositions leads to the following corollary, which gives an upper and a lower bound for the absolute value of a w-NAF by looking at the largest non-zero index. 
Proof. Follows directly from Proposition 6.1 on page 15 and Proposition 6.2 on page 17.
Last in this section, we want to find out, if there are special w-NAFs, for which we know for sure that all their expansions start with a certain finite w-NAF. We will show the following lemma. 
which is equivalent to
For the "non-problematic cases", cf. Propositions 6.1 on page 15 and 6.2 on page 17, we obtain
where we just inserted the formulas for f U , f L and ν, and used ν > 0. Consider the partial derivation of log |τ | A with respect to |τ |. We get
where we used |τ | > 1, w ≥ 2, and the fact that the quotient of polynomials
is monotonic increasing with |τ |. Further we see that A is monotonic decreasing with w, therefore log |τ | A, too.
For |τ | = √ 5 and w = 2 we get log |τ | A = 5.84522, for |τ | = √ 3 and w = 3 we get log |τ | A = 1.70649, and for |τ | = √ 2 and w = 4 we get log |τ | A = 2.57248. Using the monotonicity from above yields k ≥ 2w + 5 for the "non-problematic cases".
For our "problematic cases", the value of
is calculated in Table 6 .4 on the preceding page. Therefore we obtain k ≥ 19.
Numeral Systems with Non-Adjacent Forms
Let τ ∈ C be an algebraic integer, imaginary quadratic. Suppose that |τ | > 1. Let w ∈ N with w ≥ 2. Further let D be a minimal norm representatives digit set modulo τ w as in Definition 4.5 on page 10.
We are now able to show that in this setting, the digit set of minimal norm representatives is indeed a width-w non-adjacent digit set. This is then extended to infinite fractional expansions of elements in C.
Theorem 7.1 (Existence and Uniqueness Theorem concerning Lattice Points). For each lattice
point z ∈ Z[τ] there is a unique element ξ ∈ NAF fin w , such that z = value(ξ). Thus D is a width-w non-adjacent digit set. The w-NAF ξ can be calculated using Algorithm 7.1 on the facing page, i.e., this algorithm terminates and is correct.
The uniqueness result is well known. The existence result is only known for special τ and w. The proof follows a similar idea as in Section 6 on page 15 and in Matula [16] . There are again two parts, one analytic part for all but finitely many cases, and the other, which proves the remaining by the help of a simple procedure. 
with the same ν as in Proposition 6.2 on page 17, is fulfilled, the norm |y| 2 ∈ N 0 is descending and therefore the algorithm terminating. Now we consider the case, when ν ≤ 0. According to . Every element that was to check, has a w-NAF.
To show the correctness, again let y ∈ Z[τ] and consider Algorithm 7.1 in cycle . If τ divides y, then we append a digit ξ = 0. Otherwise y is congruent to a non-zero element ξ of D modulo τ w , since the digit set D was constructed in that way, cf. Definitions 4.1 and 4.5. The digit ξ is appended. Because τ w divides y − ξ , the next w − 1 digits will be zero. Therefore a correct w-NAF is produced.
For the uniqueness let ξ ∈ NAF The existence check of the "problematic cases" depends on the choice of the digit set D, cf. Remark 4.6 on page 10, but for all possible choices the result stays true.
So we get that all elements of our lattice Z[τ] have a unique expansion. Now we want to get a step further and look at all elements of C. We will need the following three lemmata, to prove that every element of C has a w-NAF-expansion. Proof. Let z ∈ C and K ≥ 0. Then τ K z = u + vτ for some reals u and v. We have
which proves the lemma. Now we can prove the following theorem.
Theorem 7.5 (Existence Theorem concerning C). Let z ∈ C. Then there is an η ∈ NAF fin.∞ w such that z = value(η), i.e., each complex number has a w-NAF-expansion.
Proof. By Lemma 7.4, there is a sequence z n ∈ Z[1/τ] converging to z. By Lemma 7.3, there is a sequence η n ∈ NAF fin.fin w with value(η n ) = z n for all n. By Corollary 6.3 on page 21 the sequence d NAF (η n , 0) is bounded from above, so there is an such that η n ∈ NAF .fin w ⊆ NAF .∞ w . By Proposition 4.10 on page 11, we conclude that there is a convergent subsequence η n of η n . Set η := lim n→∞ η n . By continuity of value, see Proposition 4.9 on page 11, we conclude that value(η) = z.
The Fundamental Domain
We now derive properties of the Fundamental Domain, i.e., the set of complex numbers representable by w-NAFs which vanish left of the τ -point. The boundary of the fundamental domain is shown to correspond to complex numbers which admit more than one w-NAF differing left of the τ -point. Finally, an upper bound for the Hausdorff dimension of the boundary is derived. is called fundamental domain. Figure 10 .1 on page 34 can also be reinterpreted as fundamental domains for the τ and w given there. The definition of the fundamental domain for a general τ ∈ C and a general finite digit set containing zero is meaningful, too. The same is true for following proposition, which is also valid for general τ ∈ C and a general finite digit set including zero. We can also compute the Lebesgue measure of the fundamental domain. This result can be found in Remark 10.3 on page 37. We will need the results of Sections 9 and 10 for calculating λ(F).
The pictures in
Next we want to get more properties of the fundamental domain. We will need the following proposition, which will be extended in Proposition 8.7 on the next page. Proof. Assume that z ∈ int F. Then there is an ε z > 0 such that B(z, ε z ) ⊆ int F. Let ε z be small enough such that there exists a y ∈ B(z, ε z ) ∩ Z[1/τ] and a ϑ = ϑ I .ϑ F ∈ NAF fin.fin w with y = value(ϑ) and such that ϑ I = 0. Let k be the right-length of ϑ.
Choose 0 < ε y < τ −k−w f L such that B(y, ε y ) ⊆ int F. Since y ∈ F there is an η ∈ NAF 0.∞ w with y = value(η). Therefore, there is a y ∈ B(y, ε y ) ∩ Z[1/τ] with y = value(η ) for some
fin.fin w with η I = 0 (by "cutting" the infinite right side of η).
As y − y ∈ Z[1/τ], there is a ξ ∈ NAF fin.fin w with value(ξ) = y − y. By Corollary 6.3 we obtain d NAF (ξ, 0) < ε y /f L < τ −k−w . Thus ξ = 0 for all ≥ −k − (w − 1). Now y = y + (y − y) and we get a ϑ = ϑ I .ϑ F ∈ NAF fin.fin w with value(ϑ ) = y by digit-wise addition of ϑ and ξ. Note that at each index at most one summand (digit) is non-zero and that the w-NAF-condition is fulfilled. We have ϑ I = 0, since ϑ I = 0.
So we got two different w-NAFs in NAF fin.fin w for one element y ∈ Z[1/τ], which is impossible due to uniqueness, see Lemma 7.2 on the facing page. Thus we have a contradiction.
The complex plane has a tiling property with respect to the fundamental domain. This fact is stated in the following corollary to Theorem 7.1 on page 22 and Theorem 7.5 on the facing page. 
and the intersection of two different τ k value(ξ) + τ k−w+1 F and τ k −w+1 value(ξ ) + τ k F in this union is a subset of the intersection of their boundaries.
Later, after Proposition 8.8 on page 27, we will know that the intersection of the two different sets of the tiling in the previous corollary has Lebesgue measure 0.
Proof of Corollary 8.4. Let z ∈ C. Then, according to Theorem 7.5 on the facing page, there is a η ∈ NAF fin.∞ w with z = value(η). We look at the block η K+w−1 . . . η K+1 η K . If this block is 0, then set k = K + w − 1, otherwise there is at most one non-zero digit in it, which we call η k . So the digits η k−1 , . . . , η k−w+1 are always zero. We set ξ = . . . η k+1 η k .0 . . ., and we obtain
F in a way that both are in the union of the tiling with (k, ξ) = (k , ξ ) and consider their intersection I. Since every point in there has two different representations per construction, we conclude that I ⊆ ∂F and I ⊆ ∂F by Proposition 8.3 on the previous page.
Remark 8.5 (Iterated Function System). Let τ ∈ C and D be a general finite digit set containing zero. We have two possibilities building the elements ξ ∈ NAF 0.∞ w from left to right. We can either append 0, what corresponds to a division through τ , so we define f 0 (z) = z τ . Or we can append a non-zero digit ϑ ∈ D
• and then add w − 1 zeros. In this case, we define f ϑ (z) = ϑ τ + z τ w . Thus we get the iterated function system (f ϑ ) ϑ∈D , cf. Edgar [8] or Barnsley [3] . All f ϑ are similarities, and the iterated function system realizes the ratio list (r ϑ ) ϑ∈D with r 0 = |τ | −1 and for ϑ ∈ D • with r ϑ = |τ | −w , i.e., we have contracting similarities. So our set can be rewritten as
Furthermore, if we have an imaginary quadratic algebraic integer τ and a minimal norm representatives digit set, the iterated function system (f ϑ ) ϑ∈D fulfils Moran's open set condition 4 , cf. Edgar [8] or Barnsley [3] . The Moran open set used is int F. This set satisfies
We remark that the first condition follows directly from the tiling property in Corollary 8.4 on the preceding page with K = −1. The second condition follows from the fact that f ϑ is an open mapping. Now we want to have a look at a special case. . We get
Since the digit set is invariant with respect to multiplication by ζ, i.e., rotation by π 3 , the same is true for F. Using this and τ = √ 3e iπ/6 yields
This is an iterated function system of the Koch snowflake
5
, it is drawn in Figure 10 .1c on page 34.
Next we want to have a look at the Hausdorff dimension of the boundary of F. We will need the following characterisation of the boundary, which is an extension to Proposition 8.3 on the preceding page. Proof. Let z ∈ ∂F. For every ε > 0, there is a y ∈ B(z, ε), such that y ∈ F. Thus we have a sequence (y j ) j≥1 converging to z, where the y j are not in F. Therefore each y j has a w-NAFrepresentation η j ∈ NAF fin.∞ w with non-zero integer part. Now we will use the tiling property stated in Corollary 8.4 on the previous page. The fundamental domain F can be surrounded by only finitely many scaled versions of F. So there is a subsequence (ϑ j ) j∈N0 of (η j ) j∈N0 with fixed integer part ξ I = 0. Due to compactness of F, cf. Proposition 8.2 on page 25, we find a ξ = ξ I .ξ F with value z as limit of a converging subsequence of (ϑ j ) j∈N0 .
The other direction is just Proposition 8.3 on page 25, thus the proof is finished.
The following proposition deals with the Hausdorff dimension of the boundary of F.
Proposition 8.8. For the Hausdorff dimension of the boundary of the fundamental domain we get dim H ∂F < 2.
The idea of this proof is similar to a proof in Heuberger and Prodinger [12] .
Proof. Set k := k 0 + w − 1 with k 0 from Lemma 6.4 on page 21. For j ∈ N define
The elements of U j -more precisely the digits from index −1 to −j -can be described by the regular expression
This can be translated to the generating function
Z used for counting the number of elements in U j . Rewriting yields
Now we define U j := {ξ ∈ U j : ξ −j = 0} and consider U := j∈N U j . The w-NAFs in this set -more precisely the finite strings from index −1 to the index of the largest non-zero digit -will be recognised by the automaton A which reads its input from right to left, see Figure 8 .1. It is easy to see that the underlying directed graph G A of the automaton A is strongly connected, therefore its adjacency matrix M A is irreducible. Since there are cycles of length w and w + 1 in the graph and gcd(w, w + 1) = 1, the adjacency matrix is primitive. Thus, using the Perron-Frobenius theorem we obtain # U j = #(walks in G A of length j from starting state S to some other state)
for a c > 0, a σ > 0, and an s with 0 ≤ s < 1. Since the number of w-NAFs of length j is O |τ | 2j , see Theorem 5.1 on page 12, we get σ ≤ 1.
We clearly have
U , so we get
To rule out σ = 1, we insert the "zero" |τ | −2 in q(Z). We obtain
where we used the cardinality of D
• from Lemma 4.3 on page 9 and |τ | > 1. Therefore we get σ < 1.
Define
We want to cover U with squares. Let S be the closed paraxial square with centre 0 and width 2. Using Proposition 6.1 on page 15 yields
for all j ∈ N, i.e., U can be covered with #U j boxes of size 2f U |τ | −j . Thus we get for the upper box dimension, cf. Edgar [8] ,
Inserting the cardinality #U j from above, using the logarithm to base |τ | and 0 ≤ s < 1 yields
Since σ < 1, we get dim B U < 2. Now we will show that ∂F ⊆ U . Clearly U ⊆ F, so the previous inclusion is equivalent to F \ U ⊆ int(F). So let z ∈ F \ U . Then there is a ξ ∈ NAF 0.∞ w such that z = value(ξ) and ξ has a block of at least k zeros somewhere on the right hand side of the τ -point. Let denote the starting index of this block, i.e., 
start with 0.0 w−1 , since our choice of k is k 0 +w−1. As the unique NAF of value(ϑ I ϑ A )−value(ξ A ) concatenated with any NAF of τ −(w−1) z ϑ gives rise to such an expansion, we conclude that value(ϑ I ϑ A ) − value(ξ A ) = 0 and therefore ϑ I = 0 and ϑ A = ξ A . So we conclude that all representations of z as a w-NAF have to be of the form 0.ξ A 0 w−1 η for some w-NAF η. Thus, by using Proposition 8.7 on page 26, we get z ∈ ∂F and therefore z ∈ int(F).
Until now we have proved dim B ∂F ≤ dim B U < 2. Because the Hausdorff dimension of a set is at most its upper box dimension, cf. Edgar [8] again, the desired result follows.
Cell Rounding Operations
Let τ ∈ C be an algebraic integer, imaginary quadratic. In this section, we define operators working on subsets (regions) of the complex plane. These will use the lattice Z[τ] and the Voronoi cells defined in Section 3. They will be a very useful concept to prove Theorem 11.1 on page 38. To get a slight feeling what those operators do, have a look at Figure 9 .1 on the following page. There brief examples are given. For the cell covering of a set B an alternative, perhaps more intuitive description can be given by
The following proposition deals with some basic properties that will be helpful, when working with those operators. ⊆ B C , we get
The inclusion B ,j ⊆ B ,j follows directly from the definitions and B ,j ⊆ B ,j again by considering the complement, because B C C ,j = B ,j . Similarly, the monotonicity can be shown.
(c) We assume j = 0. Using (a) yields ∂B ⊆ B ⊆ B . Let x ∈ ∂B. If x ∈ B, then B ⊆ B implies that x / ∈ B . So we get
Now suppose x ∈ B. Consider all Voronoi cells V i , i ∈ I, for a suitable finite index set I, such that x ∈ V i . We get x ∈ int i∈I V i . If all of the V i are a subset of B , then x ∈ int(B), which is a contradiction to x ∈ ∂B. So there is at least one cell V that is not a subset of B . Since
and x ∈ B C , V is not in this union of cells. So V is in the complement, i.e., V ⊆ B . And therefore the statement follows. Now we want to show that there is a subset of the boundary in each V -cell V of ∂(B) . In the other statement, the first equality follows, because z ∈ B ∩ Z[τ] ⇐⇒ V z ⊆ B holds. Since B ,j consists of cells each with area λ τ −j V , the second equality is just, after multiplying by λ τ −j V , the equality of the areas.
We will need some more properties concerning cardinality. We want to know the number of points inside a region after using one of the operators. Especially we are interested in the asymptotic behaviour, i.e., if our region becomes scaled very large. The following proposition provides information about that. Proposition 9.3. Let δ ∈ R with δ > 0, and let U ⊆ C bounded, measurable and such that
for N ∈ C.
Proof. (a) Considering the areas yields
and thus the result follows.
Combining the previous result and Proposition 9.2 on page 29 proves the other two statements.
Obviously, this is equivalent to y/(N + 1) ∈ U and y/N / ∈ U , so there is a z ∈ ∂U on the line from y/N to y/(N + 1). We get
and therefore
Since the boundary ∂(N U ) can be covered by O |N | If the geometry of U is simple, e.g. U is a disc or U is a polygon, then we can check the covering condition (9.5) of Proposition 9.3 on the preceding page by means of the following proposition. Proposition 9.4. Let U ⊆ C such that the boundary of U consists of finitely many rectifiable curves. Then we get
Proof. Without loss of generality, we may assume that the boundary of U is a rectifiable curve
as the straight line from γ(t) to γ(t ) is never longer than the arc-length of γ([t, t ]). Thus ∂U can be covered by O(L |N |) discs of radius 1/(2 |N |) and consequently, ∂(N U ) can be covered by O(L |N |) discs of radius • := D \ {0}. In this section we define characteristic sets for a digit at a specified position in the w-NAF expansion and prove some basic properties of them. Those will be used in the proof of Theorem 11.1 on page 38.
We call W η,j ,j+w the jth approximation of the characteristic set for η, and we define
Further we define the characteristic set for η
and
For j ∈ N 0 we set
Note that sometimes the set W η will also be called characteristic set for η, and analogously for the set W η,j . In Figure 10 .1 on the following page some of these characteristic sets -more precisely some approximations of the characteristic sets -are shown. The following proposition will deal with some properties of those defined sets, (a) We have
(d) The set W η,j ,j+w is indeed an approximation of W η , i.e., we have 
again with e w from Theorem 5.1 on page 12.
(j) Let j ∈ N 0 . We get
If j < w − 1, then its value is
Again e w and ρ can be found in Theorem 5.1 on page 12.
Proof. (c) Clearly we have W η,j ⊆ W η . Thus j∈N0 W η,j ⊆ W η , and because W η is closed, the inclusion j∈N0 W η,j ⊆ W η follows. Now let z ∈ W η , and let ξ ∈ NAF 0.∞ w , such that value(ξ) = z. Then there is a sequence of w-NAFs (ξ ) ∈N0 with finite right-lengths that converges to ξ and clearly
Since evaluating the value is a continuous function, see Proposition 4.9 on page 11, we get
The equality j∈N0 W η,j = lim j→∞ W η,j is obvious, since W η,j is monotonic increasing. Now we are ready to show the stated equalities. We obtain
so equality holds everywhere.
(e) Let z ∈ int W η . Then there exists an ε > 0 such that
there is a y ∈ τ
with the property that z is in the corresponding Voronoi cell, i.e., z ∈ y + τ −k−w V . For this y, there is also an ξ ∈ NAF fin.k+w w such that y = value(ξ). Clearly, if k is large enough, say k ≥ j, we obtain y + τ −k−w V ⊆ B(z, ε). From Proposition 8.7 on page 26 (combined with (a)) we know that all w-NAFs corresponding to the values in int W η must have η at digit −w and integer part 0. But this means that value(ξ) ∈ W η,k and therefore z ∈ W η,k ,k+w . So we conclude z ∈ Suppose j ≥ w − 1. Since the digit ξ −w = η is fixed, the first 2w − 1 digits from the left are fixed, too. The remaining word ξ −2w . . . ξ −(j+w) can be an arbitrary w-NAF of length j − w + 1, so there are C j−w+1,w choices, see Theorem 5.1 on page 12.
Inserting the results of Theorem 5.1 on page 12 yields
If j < w − 1, then W η,j ,j+w consists of only one cell of size τ −j−w V , so the stated result follows directly. (i) Using (d), (e) and the continuity of the Lebesgue measure yields
Since λ(∂W η ) = 0, combine (a) and Proposition 8.8 on page 27 to see this, we have equality everywhere, so
Thus the desired result follows from (h), because ρ < 1. (j) Using (f) and (g) yields the first statement. The other result follows directly by using (h) and (i).
Using the results of the previous proposition, we can finally determine the Lebesgue measure of the fundamental domain F defined in Section 8. (1) The jth digit of n equals η.
Proof. Define m by
and τ −(j+w) m ∈ F. As the jth digit of n only depends on the j + w least significant digits of n, it is sufficient to show the equivalence of the assertions when n and n are replaced by m and m, respectively.
By definition, m j = η is equivalent to τ −(j+w) m ∈ W η,j .
(1) =⇒ (3). Assume now that τ −(j+w) m ∈ W η,j . Then m ∈ τ j+w W η,j and
This implies τ [11] , and that the Lebesgue measure is denoted by λ.
In this section we will prove our main result on the asymptototic number of occurrences of a digit in a given region. 
We denote the number of occurrences of the digit η in all width-w non-adjacent forms with value in the region N U by
[jth digit of z in its w-NAF-expansion equals η] .
Then we get
in which the following expressions are used. We have the constant of the expectation
cf. Theorem 5.1 on page 12. Then there is the function
with the rotation θ(x) = e −iθx−iθc , and
.
We have α = 2 + log |τ | ρ < 2, with ρ = 1 +
< 1, and
with the constant f L of Proposition 6.2 on page 17.
Further, if there is a p ∈ N, such that e 2iθp U = U , then ψ η is p-periodic and continuous.
Remark 11.2. Using a disc as region U , e.g. U = B(0, 1), yields that ψ η is 1-periodic and continuous for all valid τ . The reason is that the condition e iθp U = U is then clearly fulfilled for every p, especially for p = 1.
The parameter δ is 1 for simple geometries like a disc or a polygon. See Proposition 9.4 on page 32 for details.
Remark 11.3. If δ = 2 in the theorem, then the statement stays true, but degenerates to
The proof of Theorem 11.1 on the preceding page follows the ideas used by Delange [7] . By Remark 11.3 on the facing page we restrict ourselves to the case δ < 2.
We will use the following abbreviations. We set Z(N ) := Z τ,w,η (N ), and we set W := W η and W j := W η,j for our fixed η of Theorem 11.1 on the preceding page. Further we set β j := β η,j , cf. Proposition 10.2 on page 33. By log we will denote the logarithm to the base |τ |, i.e., log x = log |τ | x. These abbreviations will be used throughout the remaining section.
Proof of Theorem 11.1. We know from Theorem 7.1 on page 22 that every element of Z[τ] is represented by a unique element of NAF fin w . To count the occurrences of the digit η in N U , we sum up over all lattice points n ∈ N U ∩ Z[τ] and for each n over all digits in the corresponding w-NAF equal to η. Thus we get
where ε j denotes the extraction of the jth digit, i.e., for a w-NAF ξ we define ε j (ξ) := ξ j . The inner sum over j ∈ N 0 is finite, we will choose a large enough upper bound J later in Lemma 11.4 on page 41.
Using
from Lemma 10.4 on page 37 yields
, where additionally the order of summation was changed. This enables us to rewrite the sum over n as integral
We split up the integrals into the ones over N U and others over the remaining region and get
in which F η (N ) contains all integrals (with appropriate signs) over regions N U \ N U and
Reversing the order of summation yields We rewrite this as Figure 11 .1, for each integral region we get
in which M η is "The Main Part", see Lemma 11.7 on the next page,
Z η is "The Zero Part", see Lemma 11.8 on page 42,
P η is "The Periodic Part", see Lemma 11.9 on page 42,
Q η is "The Other Part", see Lemma 11.10 on page 44,
S η is "The Small Part", see Lemma 11.11 on page 45,
and F η is "The Fractional Cells Part", see Lemma 11.12 on page 46,
(11.1f)
To complete the proof we have to deal with the choice of J, see Lemma 11.4, as well as with each of the parts in (11.1), see Lemmata 11.7 to 11.12 on pages 41-46. The continuity of ψ η is checked in Lemma 11.13 on page 46.
Lemma 11.4 (Choosing J). Let N ∈ R ≥0 . Then every w-NAF of NAF fin w with value in N U has at most J + 1 digits, where
with f L of Proposition 6.2 on page 17.
Proof. Let z ∈ N U , z = 0, with its corresponding w-NAF ξ ∈ NAF fin w , and let j ∈ N 0 be the largest index, such that the digit ξ j is non-zero. By using Corollary 6.3 on page 21, we conclude that
This means
and thus we have
Defining the right hand side of this inequality as J finishes the proof.
Remark 11.5. For the parameter used in the region of integration in the proof of Theorem 11.1 on page 38 we get
with the rotation θ(x) = e −iθ x −iθc . In particular we get τ −J N = O(1).
Remark 11.6. Let γ ∈ R with γ ≥ 1, then
Lemma 11.7 (The Main Part). For (11.1a) in the proof of Theorem 11.1 on page 38 we get
with a 1-periodic function ψ η,M , Proof. We have
By taking λ(W ) = λ(V ) e w from (i) of Proposition 10.2 on page 33 and J from Lemma 11.4 on the preceding page we get
Finally, the desired result follows by using x = x + {x}.
Lemma 11.8 (The Zero Part). For (11.1b) in the proof of Theorem 11.1 on page 38 we get
Proof. Consider the integral
We can rewrite the region of integration as
We split up the integral and eliminate the fractional part {x} Z[τ] by translation to get
Thus, for all j ∈ N 0 we obtain I j = 0, and therefore Z η (N ) = 0.
Lemma 11.9 (The Periodic Part). For (11.1c) in the proof of Theorem 11.1 on page 38 we get
with the rotation θ(x) = e −iθx−iθc .
If there is a p ∈ N, such that e iθp U = U , then ψ η,P is p-periodic.
Proof. Consider Now we want to make the summation in P η independent from J, so we consider
Again we use triangle inequality and we calculate the sum to obtain
Note that O |τ | J = O(N ), see Remark 11.6 on page 41, so we obtain |I| = O N δ .
Let us look at the growth of O |τ | (δ−2)j = O |τ | 2J = O N 2 , using δ < 2, and, to get the last equality, Remark 11.6 on page 41. Finally, inserting the result of Remark 11.5 on page 41 for the region of integration, rewriting |τ | 2J according to Remark 11.6 on page 41 and extending the sum to infinity, as above described, yields 
with the rotation θ(x) = e −iθx−iθc . Now let e iθp U = U ⇐⇒ e −iθp U = e −iθ0 U.
Clearly the region of integration in ψ η,P (x) is p-periodic, since x occurs as {x} and x . All other occurrences of x are of the form {x}, i.e., 1-periodic, so period p is obtained. Inserting the result above and using β = O ρ , see (j) of Proposition 10.2 on page 33, yields
We notice that |τ | 2J τ −J N 2 = N 2 . Therefore, after reversing the order of the first summation, we obtain Using J = Θ(log N ), see Lemma 11.4 on page 41, Remark 11.6 on page 41, and defining α = 2 + log ρ yields
Now consider the first sum. Since β j = O ρ j , see (j) of Proposition 10.2 on page 33, we obtain
Thus the lemma is proved, because we can extend the sum to infinity. We substitute x = τ j−w y, dx = |τ | 2(j−w) dy in the integral to get |I j, | = 1 |τ | 2(j−w) x∈ z∈T j−w Vz
Again, after splitting up the integral, using translation to eliminate the fractional part and the triangle inequality, we get Since J = O(log N ), see Lemma 11.4 on page 41, and #T = O N δ , the desired result follows.
Lemma 11.13. If the ψ η from Theorem 11.1 on page 38 is p-periodic, then ψ η is also continuous.
Proof. There are two possible parts of ψ η , where an discontinuity could occur. The first is {x} for an x ∈ Z, the second is building {. . .} ,j−w in the region of integration in ψ η,P .
The latter is no problem, i.e., no discontinuity, since For an appropriate a ∈ R we get Using (b) of Proposition 9.3 on page 31 yields then
Therefore we get
Taking the limit m → ∞ in steps of p, thus L tends to 0, and using α < 2 and δ < 2 yields
i.e., ψ η is continuous for x ∈ Z.
