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Abstract
One of the fundamental problems in the analysis of single parti-
cle tracking data is the detection of individual particle positions from
microscopy images. Distinguishing true particles from noise with a
minimum of false positives and false negatives is an important step
that will have substantial impact on all further analysis of the data.
A common approach is to obtain a plausible set of particles from a
larger set of candidate particles by ltering using manually selected
threshold values for intensity, size, shape, and other parameters de-
scribing a particle. This introduces subjectivity into the analysis and
hinders reproducibility. In this paper, we introduce a method for
automatic selection of these threshold values based on maximizing
temporal correlations in particle count time series. We use Markov
Chain Monte Carlo to nd the threshold values corresponding to the
maximum correlation, and we study several experimental data sets to
assess the performance of the method in practice by comparing man-
ually selected threshold values from several independent experts with
automatically selected threshold values. We conclude that the method
produces useful results, reducing subjectivity and the need for manual
intervention, a great benet being its easy integratability into many
already existing particle detection algorithms.
Keywords: optical microscopy, uorescence microscopy, image analysis,
unsupervised learning
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1 Introduction
Microscopy is gradually evolving from qualitative to quantitative. The am-
bition is not only to observe, but to measure. With modern-day computing
resources, it is easier than ever to extract meaningful information from im-
age data. However, this makes consistency and repeatability an urgent issue,
especially since some techniques are making their way into the world of di-
agnostic tools and clinical applications.
Single particle tracking is becoming more widely used in cell biology, phar-
macology, and various other life science elds every year (Levi and Gratton,
2010, Saxton, 2009). However, as a relatively immature technique it still
comes with many obstacles (Vonesch et al., 2006). One obvious drawback
is the lack of a standardized analysis workow in the eld. There are many
dierent software solutions and algorithms being used and many researchers
develop in-house solutions. As a consequence, image analysis is done very
dierently between experiments, see e.g. (Borneth et al., 1998, Boulanger
et al., 2010, Genovesio et al., 2006, Ruusuvuori et al., 2010, Smal et al.,
2010, Thomann et al., 2002). First steps are e.g. noise reduction, back-
ground subtraction, and other preprocessing steps, followed by identifying a
set of candidate particles by e.g. simple binarization (thresholding) of the
image. A common approach is to obtain a plausible set of particles from a
larger set of candidate particles by ltering using manually selected threshold
values for intensity, size, shape, and other parameters describing a particle
candidate, see e.g. (Braeckmans et al., 2010b). How to systematically ac-
cept and reject particle candidates is a fundamental question that will have
substantial impact on all further analysis of the data. In many cases, exper-
iments are performed using dim, diraction limited objects, such as single
molecules or small nanoparticles, and low signal-to-noise and/or low signal-
to-background can make this a non-trivial task. This way of identifying
particles by selection of threshold values is appealing since it reduces the
painstaking task of considering each candidate particle individually to the
selection of a low-dimensional parameter which is physically meaningful and
provides some consistency within the data set.
Computerized particle detection is not completely automatic. It involves
a subjective choice of algorithms and parameters before it can start running.
For example, it can be ambiguous how bright and how large a candidate
particle should be to be accepted. As a consequence, there are many particle
tracking studies that were performed by manually picking out a few appar-
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ently interesting particles which are then manually tracked (McDonald et al.,
2002). This approach is error-prone and highly subjective, and therefore de-
pendent on the operator and can introduce considerable bias (Zimmer et al.,
2002). It is evident that automation and reproducibility are important is-
sues. How to perform the 'best' analysis is a subtle matter without a precise
answer as there will always be some subjectivity. Without any subjectivity,
we would only be allowed to tell a piece of image analysis software to look for
'something' and try to make sense of it. This is obviously too vague and some
basic assumptions are always required. Nevertheless, it is always interesting
to reduce ambiguities to a minimum, if only to improve reproducibility.
In this work, we propose a method for automatic selection of threshold
values for obtaining a plausible set of particles from a larger set of candidate
particles by ltering. The method is based on the theory of so called Smolu-
chowski processes i.e. time series of particle counts. We perform an analysis
of particle count correlations and study the impact of false positives (falsely
accepted noise) and false negatives (falsely rejected particles). The analy-
sis leads to an optimality criterion used to minimize the occurrence of false
positives and false negatives in a certain sense by maximizing the temporal
correlation of particle counts. We use Markov Chain Monte Carlo to nd the
threshold values corresponding to the maximum correlation, and we study
several experimental data sets to assess the performance of the method in
practice by comparing manually selected threshold values from several inde-
pendent experts with automatically selected threshold values and discuss the
results.
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2 Method
2.1 Denition of a Smoluchowski process
At the time that Einstein formulated his theory of Brownian motion (Ein-
stein, 1905), some of his contemporaries worked on their own formulations
of the same theory. Notably, M. von Smoluchowski provided an alternative
viewpoint with his model for density uctuations under equilibrium (von
Smoluchowski, 1916). The setting is the following. Consider a (countably
innite) set of particles in a 'liquid suspension', say 3-dimensional space R3.
Assume that we observe the system at time t = 0;t; :::; nt; :::. At all
times the particles are distributed 'at random' and are thus marginally the
outcome of a homogenous Poisson point process with constant density (Daley
and Vere-Jones, 2003, Doob, 1953). Assume further that at any time we do
not observe positions of individual particles but only the number of particles
currently in a 'detection region' !  R3 in which particles can be observed
and detected in a microscope during an experiment. Letting the positions of
the particles be p(t) 2 R3, the particle counts can be written as a sum of
indicator functions by
Xn = X(nt) =
1X
p=1
1!(p(t)) (1)
where X = X(t) is the particle count as a function of time with values in
the state space S = f0; 1; :::g and 1!() is the indicator function of ! i.e.
1 for  2 ! and 0 for  =2 !. The particles are moving randomly. The
most straightforward example is Brownian motion which is relevant for some
particle characterization applications, but the motion of the particles can be
much more complex. The resulting stationary time series of particle counts,
which is marginally Poisson distributed, is known as a Smoluchowski process.
Its mean value depends on particle concentration and the size and shape of
the detection region !. Its correlation structure depends on the size and
shape of the detection region !, the time lag t, and the mobility (diusion
coecient or equivalent) of the particles.
2.2 False positives and false negatives
Assume that we observe randomly moving particles in a microscope. Due
to e.g. image noise over both particles and background, clutter, diraction
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rings and other optical eects, and particle occlusion (from here on collec-
tively denoted 'noise'), the observed particle count time series does typically
not equal the true Smoluchowski process which is eectively 'hidden' in the
noise. To some extent, noise will be falsely accepted and identied as particles
(false positives), and particles will be falsely rejected and identied as noise
(false negatives). Both eects will distort the true Smoluchowski process, see
Fig. 1. The occurrence of false positives and false negatives depends on the
specics of the image analysis algorithm. In particular, threshold values for
intensity, size, shape, and other parameters are crucial. The observed process
will be distorted in terms of both marginal distribution and correlation struc-
ture. Intuitively, the observed particle counts will be less correlated than the
true ones since false positives and false negatives will introduce additional
randomness into the time series. To understand this eect, we make some
simplifying assumptions. First, assume that each true particle (not knowing
their respective intensity, size, shape, and other parameters) has the same
probability of being falsely identied as noise, independently of all other par-
ticles both in the same frame and in other frames. Thus, the number of false
negatives in a frame with Xn = i true particles is binomially distributed with
index i and unknown parameter   (i.e. binomial thinning), 0     1.
Second, assume that the number of false positives is Poisson distributed with
parameter +, 0  + < max+ , where max+ is the maximum expected num-
ber (maximum intensity of the corresponding Poisson distribution) of false
positives per frame, independent of the number of false positives in other
frames and independent of the number of true particles in all frames. Third,
assume that false positives and false negatives are independent of each other.
Suppose that we are interested in nding a (lower) threshold value  > 0 for
a single parameter P , 0  P < 1, e.g. intensity or size, such that particle
candidates for which P   are included in further analysis, and particle
candidates for which P <  are excluded. Assume that the values of P
for true particles are distributed according to a probability distribution with
density ftrue and that the values of P for noise (false particles) are distributed
according to a probability distribution with density ffalse. Hence, the param-
eters describing the occurrence of false positives and false negatives can be
expressed as functions of the threshold  by
  =
Z 
0
ftrue(z)dz (2)
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Figure 1: The Smoluchowski process i.e. the time series of particle counts is
distorted by false positives and false negatives. We illustrate the process in an
example with six points in time, studying what occurs within the detection
region. Some particles are identied correctly (true positives, black). Some
true particles are mistakenly regarded as noise (false negatives, green), and
some noise is mistakenly regarded as particles (false positives, yellow). The
true Smoluchowski process is the sum of the number of true positives and the
number of false negatives (black + green) i.e. the series 6-6-4-5-4-5, and the
observed process is the sum of the number of true positives and the number
of false positives (black + yellow) i.e. the series 5-5-6-4-5-6.
and
+ = 
max
+
Z 1

ffalse(z)dz: (3)
Typically some overlap between ftrue and ffalse would be expected i.e. some
amount of false positives and/or false negatives is inevitable. Note that false
positives and false negatives can occur simultaneously.
2.3 Correlations
Recall that if the random variable U has mean U and standard deviation
U , and the random variable V has mean V and standard deviation V , the
covariance of U and V is
Cov(U; V ) = h(U   U)(V   V )i = hUV i   UV (4)
where hi is the expected value. Furthermore, the (Pearson) correlation be-
tween U and V is
(U; V ) =
Cov(U; V )
UV
: (5)
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The (auto)correlation function is a measure of time lag-dependent correlation
in a time series. For the Poisson-valued Smoluchowski process, assuming a
constant mean  and constant standard deviation
p
 and a time lag t, it
is dened by
R(m) =
hX(t)X(t+mt)i   2

: (6)
The correlation function R(m) for a Smoluchowski process with independent
particles equals the probability that a particle present in ! at time t is also
present in ! at time t + mt (Chandrasekhar, 1943). However, the exact
nature of the correlation function of the true Smoluchowski process is of no
major concern at this point.
We investigate how the correlation function of the true Smoluchowski pro-
cess is distorted by false positives and false negatives. We restrict ourselves
to the smallest possible time lag t (although the arguments hold in princi-
ple for any time lag). Suppose that the correlation of the true Smoluchowski
process Xn for time lag t is  i.e.
(Xn; Xn+1) = : (7)
Assume that the numbers of false positives in frames n and n + 1 are Gn
and Gn+1 which are Poisson distributed and that the numbers of false nega-
tives are Tn and Tn+1 which are conditionally binomially distributed. Hence,
the distorted process is formed by adding the number of false positives and
subtracting the number of false negatives,
~Xn = Xn   Tn +Gn (8)
and
~Xn+1 = Xn+1   Tn+1 +Gn+1: (9)
We have that
Cov( ~Xn; ~Xn+1) =
Cov(Xn   Tn +Gn; Xn+1   Tn+1 +Gn+1) =
Cov(Xn   Tn; Xn+1   Tn+1); (10)
the last step following from the fact that the number of false positives Gn
is independent of both the true number of particles and the number of false
negatives. Consider the rst frame, n. Each of the Xn true particles are
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rejected with probability   and hence accepted with probability 1    .
Therefore, the 'thinned' particle count Xn   Tn can be written as a sum of
Xn binary random variables, each being 1 with probability 1   and 0 with
probability  . Reformulating Eq. 10, we obtain
Cov( ~Xn; ~Xn+1) = Cov
0@Xn
i=1
Bi;n;
Xn+1
j=1
Bj;n+1
1A (11)
where Bi;n, i = 1; :::; Xn, and Bj;n+1, j = 1; :::Xn+1, are all Bernoulli (0-1)
variables with parameter 1    . We write the covariance explicitly using
expectations and get
Cov( ~Xn; ~Xn+1) =*
Xn
i=1
Bi;n
Xn+1
j=1
Bj;n+1
+
 
*
Xn
i=1
Bi;n
+*Xn+1
j=1
Bj;n+1
+
: (12)
The expectations can be written as weighted sums of conditional expectations
by *
Xn
i=1
Bi;n
Xn+1
j=1
Bj;n+1
+
=
1X
I=0
1X
J=0
(P (Xn = I;Xn+1 = J) 
*
Xn
i=1
Bi;n
Xn+1
j=1
Bj;n+1jXn = I;Xn+1 = J
+1A : (13)
Given xed values of Xn and Xn+1, Bi;n and Bj;n+1 are conditionally inde-
pendent for all i and j and thereby Eq. 13 can be written as
(1   )2
1X
I=0
1X
J=0
IJP (Xn = I;Xn+1 = J) =
(1   )2hXnXn+1i: (14)
In a similar fashion, it can be found that*
Xn
i=1
Bi;n
+*Xn+1
j=1
Bj;n+1
+
=
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(1   )2hXnihXn+1i: (15)
Finally,
Cov( ~Xn; ~Xn+1) =
(1   )2(hXnXn+1i   hXnihXn+1i) =
(1   )2Cov(Xn; Xn+1): (16)
Since the Smoluchowski process (both the true and the distorted process, ac-
tually) is Poisson distributed (Bingham and Dunham, 1997, Chandrasekhar,
1943), the mean and the variance of the time series are equal. Let  be the
mean and variance of Xn. Henceforth, the mean and variance of ~Xn are both
(1   )+ +. Consequently, the correlation of the distorted process is
~ =
(1   )2
(1   )+ + (17)
Note that this expression is monotonically decreasing as a function of both
  and +, so it attains its maximum if both these parameters are zero i.e.
if no false positives or false negatives occur. The correlation approaches zero
for very large thresholds  (no particle candidates accepted) and approaches
=( + max+ ) for very small  (all particle candidates accepted). If the
densities ftrue and ffalse have disjoint supports than the maximum value will
be , otherwise it will be lower.
2.4 Threshold selection method
By preprocessing a set of particle candidates is obtained. The number of par-
ticle candidates per frame forms a time series n. It is assumed that all true
particles are included as particle candidates (provided that the preprocessing
is liberal in the sense that no false negatives are introduced) and thereby that
Xn  n for all n. By a suitable selection of threshold value(s), n is to be
divided into a set of accepted particles forming a time series X^n and a set of
rejected particles. The basis of the proposed method is to select threshold
values for which the correlation of X^n is maximized. In the idealized case
that ftrue and ffalse do not overlap at all, maximizing the correlation corre-
sponds to removing all false positives and false negatives. We note without
derivation that, using the same argument as above, it can be found that the
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correlation of the time series of rejected particle counts is
2 
 + max+   +
: (18)
This correlation approaches =( + max+ ) for very large  and approaches
zero for very small  . If the densities ftrue and ffalse have disjoint supports
then this implies that the candidate particles are divided into one 'maximally
correlated' and one 'minimally correlated' set. In general, however, the two
sets are rather 'maximally correlated' and 'less correlated'.
The correlation of accepted particles can be expressed in terms of sensi-
tivity and specicity. Let TP be true positives, FP be false positives, TN be
true negatives, and FN be false negatives. Recall that
sensitivity =
#TP
#TP +#FN
(19)
and
specicity =
#TN
#TN+#FP
: (20)
Hence, we obtain that
~ =
sensitivity2  
sensitivity  + max+  (1  specicity)
: (21)
Maximizing the correlation hence corresponds to simultaneously maximizing
sensitivity and specicity in the certain sense described above. Accepting and
rejecting particle candidates can be thought of as an unsupervised, binary
classication problem with Eq. (21) implicitly dening the loss function.
In practice, maximizing the correlation is performed using a Markov
Chain Monte Carlo (MCMC) optimization scheme called (constant-temperature)
simulated annealing (Kirkpatrick et al., 1983, Cerny, 1985). After nding a
random feasible vector by rejection sampling, random jumps are made in
the parameter space. Whether to make a jump or not is determined by the
values c and c for the correlations in the time series corresponding to the
old and the new parameter vector, respectively. The new parameter vector
c replaces the old parameter vector c if
U < e (c c
)=T (22)
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where U is a uniformly distributed random number in [0; 1] and T is the
'temperature' that controls the acceptance rate. Otherwise the old parameter
vector c is kept. We let a large number of these Markov chains explore the
parameter space in parallel. The parameters yielding the largest correlation
are stored. The algorithm is implemented in Matlab R2010b (MathWorks,
Natick, MA).
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3 Results
3.1 Theoretical example
We illustrate threshold selection in a theoretical example. Suppose that we
are interested in nding a (lower) threshold value  > 0 for some single
parameter P , 0  P < 1 such that particle candidates for which P  
are included in further analysis, and particle candidates for which P <  are
excluded. The values of P for true particles are distributed according to a
probability distribution with density ftrue and that the values of P for noise
(false particles) are distributed according to a probability distribution with
density ffalse. Both distributions are log-normal in this example. The ratio
=max+ is 1=3. The parameters   and + can thus be exactly determined as
a function of the threshold  using Eqs. (2) and (3), and the correlation then
theoretically computed using Eq. (17). The distributions of the property P
among the true particles and the false particles are shown in Fig. 2, with
an overlap that will inevitably yield false positives and/or false negatives
regardless of the value of  . The value of the correlation as a function of 
is shown in Fig. 3. The gure indicates that at the optimal threshold, the
correlation is still substantially smaller than for the original process. This is
indeed an eect of the overlap between ftrue and ffalse. In Fig. 4, the receiver
operating characteristic (ROC) curve (Egan, 1975) is shown, where the set
of all possible thresholds  2 [0;1) are mapped into a curve in specicity-
sensitivity space going from (1; 0) for  =1 (all particle candidates rejected)
to (0; 1) for  = 0 (all particle candidates accepted).
3.2 Experimental study
For evaluation, manual selections of threshold values based on previous expe-
rience and 'best practice' are made by three experts. Three dierent sets of
videos as described below are analyzed using custom developed software to
detect individual particles, see (Braeckmans et al., 2010a). Prior to ltering
particle candidates by threshold selection, all three experts agree on suitable
preprocessing settings. This involves several steps. First, the nonuniform
background is removed as much as possible by using so-called unsharp l-
tering. Second, median ltering is applied for noise reduction. Third, a
set of objects is identied by binarization (intensity thresholding) of the im-
ages. Fourth, these objects or particle candidates are measured individually
13
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Figure 2: A theoretical example where both ftrue and ffalse are log-normal.
The optimal threshold is indicated by the vertical dashed line. False positives
(yellow) and false negatives (green) are indicated.
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Figure 3: The correlation as a function of the threshold  . The optimal
threshold selection yielding the highest correlation is indicated by the vertical
dashed line and the black dot. We note that correlation approaches zero for
very large  and approaches =( + max+ ) = 1=4 for very small  . Notably,
the maximal correlation is substantially smaller than for the original process,
indicated by the horizontal dashed line.
in terms of dierent properties. In this experimental evaluation surface size
(in pixels), contrast (signal-to-background ratio), and standard deviation of
radius (used to quantify shape i.e. deviation from circularity) are used. The
stationarity assumption holds given that each video is suciently short to
avoid substantial photobleaching. After this preprocessing stage, the experts
(and the automatic algorithm) work individually to select a set of thresholds
for these three properties to reduce the (typically large) set of particle can-
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Figure 4: The receiver operating characteristic (ROC) curve, where the set
of all possible thresholds  2 [0;1) are mapped onto a curve in specicity-
sensitivity space going from (1; 0) for  = 1 to (0; 1) for  = 0. The
sensitivity and specicity for the optimal threshold are indicated by the black
dot.
didates to a smaller set of accepted particles. This produces a comparison in
a realistic setting.
Three dierent experimental data sets were studied for the evaluation of
the method: (i) Model nanospheres in water, (ii) liposomes in blood, and (iii)
single molecules in cell membrane. For both the nanospheres and liposomes
data, single particle tracking experiments were carried out on a custom-built
laser wideeld epi-uorescence microscope setup that is described elsewhere
in more detail (Braeckmans et al., 2010a). Briey, a 100 mW Calypso 491
nm (Cobolt, Solna, Sweden) solid state laser was used for illumination. The
microscope was a Nikon TE2000-E (Nikon Belux, Brussels, Belgium) with
a Nikon Plan Apochromat 100x NA1.4 oil immersion objective lens. Time-
lapse movies were recorded with a Cascade II:512 EMCCD camera (Roper
Scientic, Tucson, USA). A pair of achromat lenses was placed in between
the camera and microscope side port for an extra 2x magnication of the im-
age on the CCD chip. High-speed movies were recorded using the Nikon Ele-
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ments R imaging software. For the nanospheres data, Tetraspeck polystyrene
nanosphere beads of nominal size 200 nm (Invitrogen, Merelbeke, Belgium)
were tracked making use of a green (505 nm excitation peak, 515 nm emission
peak) uorescent label. The beads were diluted in water to a concentration
of approximately 109 part/ml. A microscope sample was prepared by ap-
plying 5 l of the bead suspension between a microscope slide and a cover
glass with a double-sided adhesive Secure-Seal Spacer of 120 m thickness
(Molecular Probes, Leiden, The Netherlands) in between. The frame rate
was approximately 40 fps. See (Deschout et al., 2012) for more details. The
liposome data were taken from a previous study where liposomal drug car-
riers were intravenously injected into the lateral tail vein of three 8-week
old Sprague-Dawley rats (Elevage Janvier, Le Genest Saint Isle, France) and
tracked 5 min after injection. 200 l of liposome suspension was injected.
Cationic liposomes were made out of equimolar amounts of 1,2-dioleoyl-3-
trimethylammoniumpropane (DOTAP), a cationic lipid, and 1,2-dioleoyl-sn-
glycero-3-phosphoethanolamine (DOPE), a neutral fusogenic lipid (Avanti
Polar Lipids, Alabaster, AL, USA). The liposomes were functionalized by
adding 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-[methoxy(polyethylene
glycol)2000] (DSPE-PEG). The frame rate was approximately 40 fps. See
(Braeckmans et al., 2010a) for further details. For the single molecules data,
single particle tracking measurements were carried out on a setup also de-
scribed in detail elsewhere (Kim et al., 2009). Glycine receptors 3K were
dyed with Alexa 647 uorophores and were imaged with excitation from a
60 mW 642 nm diode laser (Excelsior 642, Spectra-Physics, Santa Clara,
CA), a Z647RDC DC and a 665LP emission lter (Chroma, Rockingham,
VT). Live cells were kept at 37C through the use of a commercial stage
incubator (Pecon, Erbach, Germany). The frame rate was approximately 10
fps. See (Notelaers et al., 2012) for further details. Movies of parts of the
dierent data sets with the particles detected using the automatic method
are appended as supporting information.
Assuming (under the null hypothesis) that the automatic threshold selec-
tion is 'comparable' to the manual ones, all four sets of accepted particles can
be compared against each other. First, we do this one-on-one i.e. evaluating
all four and using the opposing three as reference one at a time. Second, we
do this one-on-three i.e. evaluating all four and using a combination of the
opposing three as a single reference. Sensitivity and specicity are used as
performance measures when comparing the automatic (A) and the manual
(M1, M2, and M3) selections. We also study the obtained correlations of the
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extracted time series as well as making direct visual comparison between the
dierent sets of accepted particles.
Results for the one-on-one comparison for all data sets are shown in Tab.
1. Each row corresponds to a reference selection of particles and each column
corresponds to an evaluated selection of particles (i.e. in the rst row all
selections are compared to M1). There is no overall emerging pattern for
neither sensitivity nor specicity. The dierence between A and any of M1,
M2, and M3 can be smaller and larger than between any two of M1, M2,
and M3. One obvious conclusion is that whereas M1 and M2 appear quite
similar, M3 deviates clearly from both. This can be attributed to dierences
in experiences and habits and hence dierences in the operators' subjective
bias. One should also bear in mind that there is no right answer since, indeed,
being more liberal in the selection of thresholds i.e. including more particles
eectively results in a larger axial size of the detection region whereas being
more conservative i.e. including less particles eectively results in a smaller
axial size (Jaqaman et al., 2008, Roding et al., 2011, 2013). One could say
that in reality, the aim is not to extract the Smoluchowski process but rather
to nd a suitable and 'accessible' choice from a whole family of Smoluchowski
processes, parametrized by the axial size of the detection region. Studying
Tab. 2, where the references have been constructed by including particles
present in all of the three opposing selections, it is somewhat easier to rank
the four selections, and it appears once again that M1 and M2 are quite
similar. Notably, M3 stands out as conservative in the nanospheres in water
data set, and A stands out as conservative in the liposomes in blood data
set. The total number of accepted particles as shown in Tab. 3 sheds some
additional light on this. The automatic selection A goes from quite liberal
to very conservative between data sets, especially compared to M3. On
the other hand, for example, visual inspection indicates that M3 is very
liberal on the liposomes in blood data set. To some extent, A appearing
relatively 'bad' can be explained by the fact that M1 and M2 are quite
similar, since this has a substantial impact on the analysis. Manual operators
being conservative or liberal in their accepting and rejecting particles can
be understood as them having dierent goals with the analysis regarding
quantitative analysis, e.g. estimation of diusion coecients, or qualitative
analysis, e.g. observing dierent types of mobility. Furthermore, human
operators tend to think a step ahead unlike automatic algorithms. In this
case, it means to take into account e.g. the fact that false positives can be
removed to some extent in postprocessing by removing short trajectories, as
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they are prone to be mistakes (Braeckmans et al., 2010b, Jaqaman et al.,
2008). On the other hand, it is of some interest not to introduce bias by
removing short trajectories. Anyhow, it is clear from Tabs. 1, 2, and 3 that
not even experts agree on what the best selection of thresholds is.
Since the method is based on correlation maximization, it is of some inter-
est to compare the obtained correlations for M1, M2, M3, and A. Considering
Tab. 4 we note, obviously, that the correlation of the counts of accepted par-
ticles is the largest for A. However, we note that the correlation is rather
close to the maximum attained value for M1, M2, and M3. This is not sur-
prising, though, and it indicates that striving toward a highly correlated data
set is an intuitive way of nding good thresholds thus giving some credibil-
ity to the method. It is important to stress here that the actual value of
the attained correlation cannot be taken as a measure of 'goodness of t',
since it is dependent on the mobility of particles, the size and shape of the
detection region ! and the frame rate. Therefore, only relative values of
the correlation are relevant in the current setting. We note without proof
that a highly correlated process corresponds to long trajectories among the
observed particles.
To visualize the dierent threshold selections, we compare realizations of
particle count time series for particles accepted by M1, M2, M3, and A in
Fig. 5 for part of the nanospheres in water data set. We see that the general
behavior of the four time series is quite similar, although they all uctuate
up and down somewhat compared to each other. Studying a single frame of
the liposomes in blood data set as shown in Fig. 6 it can be seen that all
four selections are self-consistent as is expected considering that the problem
is regularized by reducing the dimensionality to a few parameters, and that
they range from the most conservative (A) to the most liberal (M3). Both
M1 and M2 are here quite similar to A.
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Figure 5: Time series of counts of accepted particles for (a) M1, (b) M2, (c)
M3, and (d) A, for part of the nanospheres in water data set.
4 Discussion and conclusion
In this paper, we propose a method for automatic selection of threshold val-
ues for intensity, size, shape, and other parameters used for particle detection
in image analysis of microscopy images. The analysis is based on the theory
of Smoluchowski processes or particle count time series and an analysis of
the impact on the correlation structure of false positives and false negatives.
By introducing some simplifying assumptions about the occurrence of false
positives and false negatives, a simple model leads to an optimality criterion
demonstrating how to nd the best threshold in a certain sense. The prin-
ciple is general and should hold for any preprocessing scheme and any set of
physically plausible threshold values to be selected.
We use several experimental data sets to evaluate the performance of the
method in practice by comparing manually selected threshold values from
several independent experts with automatically selected threshold values.
The results are promising and indicate that the automatic threshold selection
is competitive although, as discussed, there is no single Smoluchowski process
which is the best, but rather a family of Smoluchowski processes depending
on the axial size of the detection region, determining how far from the focal
plane particles can be detected. Therefore, when dierent sets of accepted
particles are liberal or conservative relative to each other, it is a dicult
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task to quantify what best really means. Since the automatic algorithm is
only focused on particle positions, and manual operators tend to think in
terms of nding credible particle trajectories in postprocessing, results can
be dierent.
Nevertheless, the algorithm proposed here provides a framework for con-
sistent and automatic threshold selection that can assist in reducing subjec-
tivity and the need for manual intervention. It is theoretically and computa-
tionally simple and can easily be parallelized to analyze large numbers of data
sets for high throughput studies, a great benet being its easy integratability
into many already existing particle detection algorithms.
Regarding further work, it is of some interest to understand how mobility,
time lag, and dierent experimental setups overall aect the performance of
this method. For example, sources of error and the impact of several factors is
unknown e.g. the amount of noise i.e. the choices made in preprocessing, the
correlations in the noise versus the correlations in the true process, and possi-
ble non-stationarity of the time series due to e.g. substantial photobleaching.
Additionally, although some particle candidates are very clearly true parti-
cles and others are very clearly noise, some are uncertain i.e. close to the
threshold. It could be oered to the user to introduce manual corrections
after the analysis on particle candidates that are uncertain. Also, constraints
could be manually dened prior to analysis to force certain particle candi-
dates to be included or excluded. Last, it is possible that other optimality
criteria could be found using other measures than Pearson correlation, in
turn yielding other balances between false positives and false negatives that
could be benecial. It is important to emphasize that the results produced
are only optimal with regard to a certain loss function, whereas the loss
function itself may not be 'optimal' with regard to the subject-matter. For
example, slowly moving particles contribute more to the correlation of the
corresponding particle count time series than quickly moving particles, which
may lead the algorithm toward rejecting quickly moving particles.
In conclusion, the proposed method is theoretically simple and transpar-
ent and provides a simple means of automatic threshold selection, reducing
the need for manual intervention in image analysis of microscopical data.
This is important for the sake of obtaining credible, representative, and re-
producible results. A great benet is the method's easy integratability into
many already existing particle detection algorithms.
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Table 1: Results one-on-one evaluation
Nanospheres in water
Sensitivity
M1 M2 M3 A
M1 - 1.0000 0.7414 0.9540
M2 0.9087 - 0.6750 0.9139
M3 0.9981 1.0000 - 0.9846
A 0.8301 0.8751 0.6364 -
Specicity
M1 M2 M3 A
M1 - 0.9947 0.9999 0.9897
M2 1.0000 - 1.0000 0.9924
M3 0.9865 0.9813 - 0.9782
A 0.9975 0.9949 0.9994 -
Liposomes in blood
Sensitivity
M1 M2 M3 A
M1 - 0.9988 1.0000 0.6223
M2 0.6123 - 1.0000 0.3854
M3 0.4927 0.8037 - 0.3120
A 0.9827 0.9927 1.0000 -
Specicity
M1 M2 M3 A
M1 - 0.9597 0.9343 0.9993
M2 0.9999 - 0.9735 0.9997
M3 1.0000 1.0000 - 1.0000
A 0.9765 0.9375 0.9130 -
Single molecules in cell membrane
Sensitivity
M1 M2 M3 A
M1 - 1.0000 0.8531 0.9619
M2 0.8807 - 0.7688 0.9205
M3 0.8337 0.8531 - 0.8075
A 0.8375 0.9101 0.7194 -
Specicity
M1 M2 M3 A
M1 - 0.9449 0.9308 0.9241
M2 1.0000 - 0.9353 0.9556
M3 0.9398 0.8922 - 0.8677
A 0.9835 0.9609 0.9147 -
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Table 2: Results for one-on-three evaluation
Nanospheres in water
Sensitivity
M1 M2 M3 A
0.9981 1.0000 0.7652 0.9846
Specicity
M1 M2 M3 A
0.9859 0.9807 0.9993 0.9781
Liposomes in blood
Sensitivity
M1 M2 M3 A
0.9881 0.9981 1.0000 0.6219
Specicity
M1 M2 M3 A
0.9764 0.9371 0.9123 0.9992
Single molecules in cell membrane
Sensitivity
M1 M2 M3 A
1.0000 1.0000 0.8590 0.9685
Specicity
M1 M2 M3 A
0.9340 0.8825 0.9211 0.8763
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Table 3: Total number of accepted particles
Nanospheres in water
M1 M2 M3 A
7776 8557 5776 8936
Liposomes in blood
M1 M2 M3 A
12518 20420 25407 7927
Single molecules in cell membrane
M1 M2 M3 A
232010 263432 237387 266459
Table 4: Correlation of counts for accepted particles
Nanospheres in water
M1 M2 M3 A
0.7266 0.6929 0.7051 0.7634
Liposomes in blood
M1 M2 M3 A
0.5936 0.5830 0.5740 0.6611
Single molecules in cell membrane
M1 M2 M3 A
0.9059 0.9199 0.8816 0.9461
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Figure 6: Comparison of dierent selection rules of particles in one image
from the liposomes in blood data set, showing (a) original microscope image
(contrast enhanced), (b) all candidate particles after the preprocessing stage,
and selections of (c) M1, (d) M2, (e) M3, and (f) A using the proposed
method.
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