Abstract. We study the dispersive properties of the wave equation associated with the shifted Laplace-Beltrami operator on real hyperbolic spaces and deduce new Strichartz estimates for a large family of admissible pairs. As an application, we obtain local well-posedness results for the nonlinear wave equation.
Introduction
The aim of this paper is to study the dispersive properties of the linear wave equation on real hyperbolic spaces and their application to nonlinear Cauchy problems.
This theory is well established for the wave equation on R n :
(1) The estimate (2) holds also at the endpoint (2, 2 n−1 n−3 ) when n ≥ 4. When n = 3 this endpoint is (2, ∞) and the estimate (2) fails in this case without additional assumptions (see [13] and [25] for more details).
These estimates yield existence results for the nonlinear wave equation in the Euclidean setting. The problem of finding minimal regularity on initial data ensuring local well-posedness for semilinear wave equation was addressed for higher dimensions and nonlinearities in [24] , and then almost completely answered in [27, 12, 25, 8] .
Once the Euclidean case was more or less settled, several attemps have been made in order to establish Strichartz estimates for dispersive equations in other settings. Here we consider real hyperbolic spaces H n , which are the most simple examples of noncompact Riemannian manifolds with negative curvature. For geometric reasons, we expect better dispersive properties hence stronger results than in the Euclidean setting.
It is well known that the spectrum of the Laplace-Beltrami operator −∆ H n on L 2 (H n ) is the half-line [ρ 2 , +∞), where ρ = n−1 2
. Thus one may study either the non-shifted wave equation 
(t, x) − (∆ H n +ρ
2 ) u(t, x) = F (t, x) , u(0, x) = f (x) , ∂ t | t=0 u(t, x) = g(x) .
In [29] Pierfelice derived Strichartz estimates for the wave equation (3) with radial data on a class of Riemannian manifolds containing all hyperbolic spaces. The wave equation (3) was also investigated on the 3-dimensional hyperbolic space by Metcalfe and Taylor [28] , who proved dispersive and Strichartz estimates with applications to small data global well-posedness for the semilinear wave equation. This result was recently generalized by Anker and Pierfelice [2] to other dimensions. Another recent work [15] by Hassani contains a first study of (3) on general Riemannian symmetric spaces of noncompact type.
To our knowledge, the semilinear wave equation (4) was first considered by Fontaine [9, 10] in dimension n = 3 and n = 2. The most famous work involving (4) is due to Tataru. In [30] he obtained dispersive estimates for the operators sin t √ ∆ H n +ρ 2 √ ∆ H n +ρ 2 and cos t ∆ H n +ρ 2 acting on inhomogeneous Sobolev spaces and then transferred them from H n to R n in order to get well-posedness results for the Euclidean semilinear wave equation (see also [11] ). Though Tataru proved dispersive estimates with exponential decay in time, these are not sufficient to obtain actual Strichartz estimates on hyperbolic spaces. Complementary results were obtained by Ionescu [22] , who investigated L q → L q Sobolev estimates for the above operators on all hyperbolic spaces.
In this paper we pursue our study of dispersive equations on hyperbolic spaces, initiated with the Schrödinger equation [1] , by considering the shifted wave equation (4) on H n . We obtain a wider range of Strichartz estimates than in the Euclidean setting and deduce stronger well-posedness results. More precisely, in Section 4 we use spherical harmonic analysis on hyperbolic spaces to estimate the kernel of the operator W (σ,τ ) t = D −τDτ −σ e itD , where D = (−∆ H n −ρ 2 ) 1/2 ,D = (−∆ H n +ρ 2 − ρ 2 ) 1/2 with ρ > ρ, and σ, τ are suitable exponents. In Section 5 we first deduce dispersive L q ′ → L q estimates for W (σ,τ ) t , when 2 < q < ∞, by using interpolation and the Kunze-Stein phenomenon [5, 6, 23] . In Section 6 we next deduce the following strong Strichartz estimates for solutions to the Cauchy problem (4) :
+ g H . Notice that the Sobolev spaces involved in (5) are naturally related to the conservation laws of the shifted wave equation (see Section 3). We conclude in Section 7 with an application of (5) to local well-posedness of the nonlinear wave equation for initial data with low regularity. While we obtain the same regularity curve as in the Euclidean case for subconformal powerlike nonlinearities, we prove local well-posedness for superconformal powers under lower regularity assumptions on the inital data.
In order to keep down the length of this paper, we postpone applications of the Strichartz estimates to global well-posedness of the nonlinear wave equation and generalizations of the previous results to Damek-Ricci spaces.
Spherical analysis on real hyperbolic spaces
In this paper, we consider the simplest class of Riemannian symmetric spaces of the noncompact type, namely real hyperbolic spaces H n of dimension n ≥ 2 (we shall restrict to n ≥ 3 in Section 7). We refer to Helgason's books [16, 17, 18] and to Koornwinder's survey [26] for their algebraic structure and geometric properties, as well as for harmonic analysis on these spaces, and we shall be content with the following information. H n can be realized as the symmetric space G/K, where G = SO(1, n) 0 and K = SO(n). In geodesic polar coordinates on H n , the Riemannian volume writes dx = const. (sinh r) n−1 dr dσ and the Laplace-Beltrami operator
The spherical functions ϕ λ on H n are normalized radial eigenfunctions of ∆ H n :
where λ ∈ C and ρ = n−1 2
. They can be expressed in terms of special functions :
where φ (α,β) λ denotes the Jacobi functions and 2 F 1 the Gauss hypergeometric function. In the sequel we shall use the integral representations
which imply in particular that
We shall also use the Harish-Chandra expansion
where the Harish-Chandra c-function is given by
It is well known that there exist ν > 0, ε > 0 and C > 0 such that, for every k ∈ N and λ ∈ C with Im λ > −ε,
We need to improve upon this estimate, by enlarging the domain, by estimating the derivatives of Γ k and by gaining some additional decay in λ for k ∈ N * . The following recurrence formula holds :
Lemma 2.1. Let 0 < ε < 1 and Ω ε = { λ ∈ C | | Re λ| ≤ ε |λ|, Im λ ≤ −1+ε }. Then, for every ℓ ∈ N, there exists C ℓ > 0 such that
Proof. Consider first the case ℓ = 0. There exists A = A(ε) > 0 such that |k −iλ| ≥ A max {k, 1+|λ|}. Choose ν ≥ 1 such that
and C > 0 such that
Derivatives are estimated by the Cauchy formula.
Under suitable assumptions, the spherical Fourier transform of a bi-K-invariant function f on G is defined by
and the following formulae hold :
• Inversion formula :
• Plancherel formula :
Here is a well-known estimate of the Plancherel density :
In the sequel we shall use the fact that H = F • A, where A denotes the Abel transform and F the Fourier transform on the real line. Actually we shall use the factorization
Recall the following expression of the inverse Abel transform :
If n id odd, the right hand side involves a plain differential operator while, if n is even, the fractional derivative must be interpreted as follows :
Sobolev spaces and conservation of energy
Let us first introduce inhomogeneous Sobolev spaces on hyperbolic spaces H n , which will be involved in the conservation laws, in the dispersive estimates and in the Strichartz estimates for the shifted wave equation. We refer to [31] for more details about functions spaces on Riemannian manifolds. Let 1 < q < ∞ and σ ∈ R. By definition,
(in the space of distributions on H n ), equipped with the norm
In this definition, we may replace
|2ρ. For simplicity, we chooseρ > ρ independently of q and we set
defined in terms of covariant derivatives and equipped with the norm
Proposition 3.1 (Sobolev embedding Theorem). Let 1 < q 1 < q 2 < ∞ and
By this inclusion, we mean that there exists a constant C > 0 such that
Proof. We sketch two proofs. The first one is based on the localization principle for Lizorkin-Triebel spaces [31] and on the corresponding result in R n . More precisely, given a tame partition of unity 1 = ∞ j=0 ϕ j on H n , we have
Using the inclusions H
The second proof is based on the L q 1 → L q 2 mapping properties of the convolution operator D σ 2 −σ 1 (see [7] and the references cited therein).
Beside the L q Sobolev spaces H σ q (H n ), our analysis of the shifted wave equation on H n involves the following L 2 Sobolev spaces :
where
(actually we are only interested in the cases τ = 0 and τ = ± 1 2 ). Notice that
, then
is decreasing as q ց 2 and s ր +∞).
by the inversion formula for the spherical Fourier transform on H n . Let us split up the integral 
Let us next introduce the energy
for solutions to the homogeneous Cauchy problem
It is easily verified that ∂ t E(t) = 0, hence (15) is conserved. In other words, for every time t in the interval of definition of u,
Let σ ∈ R and τ < 3 2 . By applying the operatorD σ D τ to (16), we deduce that
L 2 , which can be rewritten in terms of Sobolev norms as follows :
Kernel estimates
In this section we derive pointwise estimates for the radial convolution kernel w
, for suitable exponents σ ∈ R and τ ∈ [0, 3 2 ). By the inversion formula of the spherical Fourier transform,
Contrarily to the Euclidean case, this kernel has different behaviors, depending whether t is small or large, and therefore we cannot use any rescaling. Let us split up t,∞ has indeed a logarithmic singularity on the sphere r = t when σ = n+1 2 . We bypass this problem by considering the analytic family of operators
and the corresponding kernels
Notice that the Gamma function, which occurs naturally in the theory of Riesz distributions, will allow us to deal with the boundary point σ = (ii) Assume that |t| ≥ 2.
Proof. Recall that
By symmetry we may assume that t > 0.
(i) It follows from the estimates (7) and (12) that
(ii) We prove first (a) by substituting in (19) the first integral representation of ϕ λ in (6) and by reducing this way to Fourier analysis on R. Specifically,
2 , up to a positive constant. According to the estimate (12) and to Lemma A.1 in Appendix A, the inner integral is bounded above by
we conclude that |w
We prove next (b) by substituting in (19) the Harish-Chandra expansion (8) of ϕ λ and by reducing again to Fourier analysis on R. Specifically, 
, where
Γ k (±λ) . By applying Lemma A.1 and by using the estimates (11) for Γ k and its derivatives, we obtain |I
and |I −,0
We conclude the proof by summing up these estimates in (20).
Estimate of w
Theorem 4.2. The following pointwise estimates hold for the kernel w
t,∞ , for any fixed τ ∈ R and uniformy in σ ∈ C with Re σ = n+1 2
(ii) Assume that |t| ≥ 2. Then
Proof of Theorem 4.2.ii. Recall that, up to a positive constant,
By symmetry we may assume again that t > 0. If 0 ≤ r ≤ t 2
, we resume the proof of Theorem 4.1.ii.a, using Lemma A.2 instead of Lemma A.1, and estimate this way
, we resume the proof of Theorem 4.1.ii.b and expand this way
Γ k (±λ) . It follows from the expression (9) of the c-function and from the estimates (11) of the coefficients Γ k that χ ∞ a ± k is a symbol of order
By applying Lemma A.2, we obtain the following estimates of the expressions I
As far as I −,∞ 0 (t, r) is concerned, Lemma A.2 yields the estimates
The second one can be improved by applying Lemma A.3 instead of Lemma A.2. For this purpose, let us establish the asymptotic behavior of the symbol a − 0 (λ), as λ → +∞. On the one hand,
according to Stirling's formula
On the other hand,
By applying Lemma A.3 with m = 0 and d = −2, we obtain
Instead of the singularity log , which cancels with the denominator of the front expression (27) 
in (22) . Notice moreover that the numerator of (27) yields enough decay to get uniform bounds in σ. In conclusion, by combining (22), (23), (24), (25), (26), we obtain Proof of Theorem 4.2.i.b. Here 0 < |t| ≤ 2 and r ≥ 3. By symmetry we may assume again that t > 0. We use now the inverse Abel transform given by Formulae (13) and (14) . Up to positive constants, the inverse spherical Fourier transform (18) can be rewritten in the following way :
e itλ cos λr .
Let us split up 2 cos λr = e iλr + e −iλr and g t (r) = g
Case 1 : Assume that n = 2m+1 is odd. First of all, let us expand
Since the coefficients α 
According to Lemma A.2, for every N ∈ N * , there exists C N ≥ 0 such that
As a conclusion,
Case 2 : Assume that n = 2m is even. According to Case 1, for every N ∈ N * , there exists C N ≥ 0 such that
By estimating cosh s − cosh r = 2 sinh
and performing the change of variables s = r+u, we deduce that
r .
Dispersive estimates
In this section we obtain L q ′ → L q estimates for the operator D −τD τ −σ e i tD , which will be crucial for our Strichartz estimates in next section. Let us split up its kernel w t = w 0 t + w ∞ t as before. We will handle the contribution of w 0 t , using the pointwise estimates obtained in Subsection 4.1 and the following criterion based on the KunzeStein phenomenon.
Lemma 5.1. There exists a constant C > 0 such that, for every radial measurable function κ on H n , for every 2 ≤ q,
where µ = 2 min{q,q} q +q
Proof. This estimate is obtained by complex multilinear interpolation between the following version [19] of the Kunze-Stein phenomenon
Specifically, if 2 < q < ∞ and 2 ≤q ≤ q, define 2 ≤ r ≤ ∞ by
. By complex interpolation, let us deduce the intermediate estimate
2 Notice that
are linear combinations with nonzero complex coefficients of characteristic functions of disjoints Borel sets in H n with finite positive measure, the B k 's being moreover spherical. As in the proof of the Riesz-Thorin theorem (see for instance [3 
we consider the analytic families of simple functions
and we apply the Hadamard three lines theorem to the holomorphic function (30) . The estimate (28) is obtained by applying the three lines theorem to ψ(z) at the point z = 2 q , where
Eventually, the symmetric case, where 2 <q < ∞ and 2 ≤ q ≤q , is handled similarly.
For the second part w ∞ t , we resume the Euclidean approach, which consists in interpolating analytically between L 2 → L 2 and L 1 → L ∞ estimates for the family of operators
and σ ≥ (n +1)(
Proof. We divide the proof into two parts, corresponding to the kernel decomposition w t = w 0 t +w ∞ t . By applying Lemma 5.1 and by using the pointwise estimates in Theorem 4.1.i, we obtain on one hand
For the second part, we consider the analytic family (31) . If Re σ = 0, then
, we deduce from the pointwise estimates in Theorem 4.2.i that
By interpolation we conclude for σ = (n + 1)
and σ ≥ (n+1)(
Proof. We divide the proof into three parts, corresponding to the kernel decomposition 
Estimate 2 : By applying Lemma 5.1 and using the pointwise estimates in Theorem 4.1.ii.b, we obtain 
, which is too large compared with the critical exponent (n+1)(
). Instead we use again interpolation for the analytic family (31) .
, we deduce from Theorem 4.2.ii that
By interpolation we conclude for σ = (n+1)
By taking τ = 1 in Theorems 5.2 and 5.3, we obtain in particular the following dispersive estimates.
Corollary 5.4. Let 2 < q < ∞ and σ ≥ (n+1)
with |t| 
Proposition 5.6. Let 2 < q,q < ∞, 0 ≤ τ < 3 2 and σ ∈ R. Then
∀ t ∈ R.
Strichartz estimates
We shall assume n ≥ 3 throughout this section and discuss the 2-dimensional case in the final remark. Consider the inhomogeneous linear wave equation on H n :
(32)
whose solution is given by Duhamel's formula :
) belongs to the triangle 
) is included in the triangle T n in dimension n ≥ 3 but not in dimension n = 3 (see Figure 2 ). 
Proof. Consider the operator
, and its formal adjoint
and of its truncated version
for every admissible couple (p, q) and for every σ ≥ , and in decoupling next the indices.
Assume that the admissible couple (p, q) is different from the endpoint (2, 2 n−1 n−3
). Then we deduce from Corollary 5.4 that the norms T T *
where α = (n−1)(
) ∈(0, 1). On the one hand, the convolution kernel |t−s| −2 1I {|t−s|≥1} defines obviously a bounded operator from
On the other hand, the convolution kernel |t−s| −α 1I {0<|t−s|<1} with 0 < α < 1 defines a bounded operator from
), we have α = 1. Thus the previous argument breaks down and is replaced by the refined analysis carried out in [25] . Notice that the problem lies only in the first part of (36) and not in the second one, which involves an integrable convolution kernel on R.
Thus T T * and T are bounded from
We next decouple the indices. Let (p, q) = (p,q) be two admissible couples and let σ ≥ . Since T and T * are separately continuous, the operator
). According to [4] , this result remains true for the truncated operator
and hence for
as long as p andp are not both equal to 2. We handle the remaining case, where p =p = 2 and 2 < q =q ≤ 2 n−1 n−3
, by combining the bilinear approach in [25] with our previous estimates. Specifically let us split up again
2 , using smooth cut-off functions, and T = T 0 + T ∞ accordingly. On one hand, it follows from Proposition 5.6 that
. As far as it is concerned, the
amounts to estimating the hermitian form 
and
Notice the orthogonality
and the almost orthogonality
We claim that
and κ(q,q) = n−1 2
. These estimates will be obtained by complex interpolation between the following cases (see Figure 3) :
(a) q = 2 and 2 ≤q ≤ 2 ). Consider the operators
By resuming the proof of Theorem 5.2 and by applying the T
). By combining this result with Hölder's inequality, we deduce that
,q = 2 and Re σ = ), Reσ = 0, we have symmetrically
Case (c ) : Assume that 2 < q =q < ∞ and Re σ = Reσ = n+1 2
ℓ (t, x) . By using the dispersive estimates
(see the proofs of Theorems 5.2 and 5.3), we obtain
Hence, by Hölder's inequality,
Our claim (37) follows now by complex interpolation between the estimates obtained in Cases (a), (b) and (c) above. By summing up (37) and by using Hölder's inequality, we conclude that
. Notice that κ(q,q) > 0 under this assumption. Let us turn to (35). On the one hand, the energy estimate (17) yields
for every t ∈ R. On the other hand, since T * is bounded from Lp 
uniformly in t ∈ R. We conclude the proof of (35) by summing up the previous estimates and by taking the supremum over t ∈ R.
Remark 6.4. Observe that, in the statement of Theorem 6.3, we may replace R by any time interval I containing 0.
Remark 6.5. An analogous result holds in dimension n = 2 and its proof is similar, except for the first convolution kernel in (36), which becomes
and β = 2(
). It turns out that, in this case, a couple (p, q) is admissible if ( We shall assume n ≥ 4 throughout this section and discuss the lower dimensional cases n = 3 and n = 2 in the final remarks. We apply Strichartz estimates for the inhomogeneous linear Cauchy problem associated with the wave equation to prove local well-posedness results for the following nonlinear Cauchy problem (38)
with a power-like nonlinearity F (u). By this we mean that 
The amount of smoothness σ requested for LWP of (38) 
,− 1 2 depends on γ and is represented in Figure 5 .
There
and the curves C 1 , C 2 , C 3 are given by
When γ < γ ∞ , we obtain the same regularity curve as in the Euclidean case. Since our Strichartz estimates hold for a large family of admissible pairs, they are sufficient to study the regularity problem via a fixed point argument ; in the Euclidean setting this problem was solved by different methods, depending on the range of the power γ involved in the nonlinearity and on the regularity of initial data. 
More precisely, for all such nonlinearity power γ and regularity σ, there exists a positive T , depending on the initial data, and a unique solution u to NLW (38) such that
for a suitable admissible couple (p 0 , q 0 ), and
Proof. We apply the standard fixed point method based on Strichartz estimates. Define u = Φ(v) as the solution to the following linear Cauchy problem
which is given by the Duhamel formula
We deduce from the Strichartz estimates (34), (35) and from Remark 6.4 that
for all admissible couples (p, q), (p,q) introduced in Definition 6.1, for all σ ≥ , and for a positive T to be determined later. According to the nonlinear assumption (39), we estimate the inhomogeneous term as follows :
In order to remain within the same function space, we require that q =q ′ 1 γ . After applying Hölder's inequality in time, we obtain (41)
.
Here we have assumed p >p ′ γ and set λ =
It remains for us to check that the following conditions can be fulfilled simultaneously :
Suppose indeed that there exist indices p, q,p,q satisfying all conditions in (42). Then (41) shows that Φ maps X into itself, where X denotes the Banach space
equipped with the norm
Moreover we shall show that Φ is a contraction on the ball
provided the time T > 0 is sufficiently small and the radius M > 0 is sufficiently large. Let v,ṽ ∈ X and u = Φ(v),ũ = Φ(ṽ). By arguing as above and using Hölder's inequality, we have
If v X ≤ M and ṽ X ≤ M , then (41) yields on the one hand
while (43) yields on the other hand
Thus, if we choose M > 0 so large that
, then By combining (44) with (42.ii) and (42.vi), we deduce that
. By combining (44) with (42.vii), we obtain n−3 2(n−1)
By combining (44) with (42.vii), we also obtain
. In summary, the conditions on q reduce to n−3 2(n−1)
or case by case to
• 1 < γ ≤ γ 1 and n−3 2(n−1)
Let us turn to the indices p andp. According to (42), we have
By taking into account the previous conditions on q, we end up with the following conditions on p andp :
There exist indices p andp which satisfy (45) provided that
. We thus have to findq such that
. This implies that q has to satisfy the following conditions :
,
. The fact that n−3 2(n−1)
implies that γ < γ 3 . In summary, here are the final conditions on q, depending on γ and possibly on the dimension n :
when n ≥ 5. When n = 4, we distinguish two subcases :
• γ 2 < γ ≤ 2 and n−3 2(n−1)
(D) When n ≥ 6, we distinguish two subcases :
• γ conf ≤ γ ≤ 2 and n−3 2(n−1)
When n = 5, we replace γ 4 by γ 3 . When n = 4, γ conf ≤ γ < γ 3 and
Let us now examine these cases separately. Case (A). In this case, we choose successively q such that n−3 2(n−1)
, q satisfying (46), and p,p satisfying (45). Thus, when 1 < γ ≤ γ 1 and σ > 0, there exists always an admissible couple (p, q) such that all conditions (42) are satisfied and σ ≥ (n+1) 2
).
Case (B)
. In this case, we choose successively q such that n−3 2(n−1)
q satisfying (46), and p,p satisfying (45). and a correspondentq which satisfies (46). Thus, when γ 1 < γ ≤ γ 2 and σ ≥ n+1 4
, there exists always an admissible couple (p, q) such that all conditions (42) are satisfied and σ ≥ (n+1) 2
Case (C). Assume first that n ≥ 5. we choose successively q such that
, q satisfying (46), and p,p satisfying (45).
Assume next that n = 4. If γ 2 < γ ≤ 2, we choose q according to (48). If 2 < γ < γ conf , we replace (48) by
In both cases, we can choose afterwardsq, p,p satisfying (46) and (45).
In summary, when γ 2 < γ < γ conf and σ ≥ ).
Case (D).
Assume first that n ≥ 6. If γ conf ≤ γ ≤ 2, we choose successively q such that
, q satisfying (46), and p,p satisfying (45). If 2 < γ < γ 4 , (49) is replaced by
Assume next that n = 5. We choose again q according to (49) if γ conf ≤ γ ≤ 2 and according to (50) if 2 < γ < γ 3 . In both cases, we can choose afterwardsq, p,p satisfying (46) and (45).
Assume eventually that n = 4. Then we choose q according to (49) andq, p,p satisfying (46) and (45).
In summary, when γ conf ≤ γ < γ ∞ and σ > n 2
, there exists always an admissible couple (p, q) such that all conditions (42) are satisfied and σ ≥ n+1 2
This concludes the proof of Theorem 7.2.
Remark 7.3. Notice that, in dimension n = 3, the Strichartz estimates are available in the triangle T 3 without the endpoint (see Remark 6.2). By arguing as above, we prove that the NLW (38) is locally well-posed in
if (see Figure 6 ) • 1 < γ ≤ γ 1 = 2 and σ > 0 ;
and σ > C 3 (γ) = Figure 6 . Regularity in dimension n = 3 Remark 7.4. In dimension n = 2, the Strichartz estimates are available in the region T 2 (see Remark 6.5). By following again the same line of the above proof, we obtain that the NLW (38) is locally well-posed in Figure 7 ) • 1 < γ ≤ 2 and σ > 0 ;
• 2 ≤ γ ≤ 3 and σ > C 1 (γ) = Figure 7 . Regularity in dimension n = 2
Appendix A
In this appendix we collect some lemmata in Fourier analysis on R which are used for the kernel analysis in Section 4 and in Appendix C.
Lemma A.1. Let a be a compactly supported homogeneous symbol on R of order d > −1. In other words, a is a smooth function on R * , whose support is bounded in R and which has the following behavior at the origin :
Then its Fourier transform
is a smooth function on R, with the following behavior at infinity:
as |x| → ∞ .
More precisely, let N be the smallest integer > d+1.
Proof. Let us split up
and k = +∞ j=−∞ k j accordingly, using a homogeneous dyadic partition of unity
Notice that a j hence k j vanishes for j large, since a is compactly supported. By the Leibniz formula, we obtain, for every ℓ ∈ N,
Lemma A.2. Let a be an inhomogeneous symbol on R of order d ∈ R. In other words, a is a smooth function on R such that
is a smooth function on R * , which has the following asymptotic behaviors :
More precisely, for every N > d+1, there exists C N ≥ 0 such that, for every x ∈ R * ,
(ii) At the origin,
More precisely :
•
• If d > −1, let N be the smallest integer > d+1. Then there exists C ≥ 0 such that, for every 0 < |x| < 1,
(iii) Similar estimates hold for the derivatives
, using smooth cut-off functions χ 0 and χ ∞ on [0, +∞) such that 1 = χ 0 + χ ∞ , χ 0 = 1 on [0, 1] and χ ∞ = 1 on [2, +∞). The first integral is estimated as above :
After N integrations by parts, the second integral becomes
Hence
This concludes the proof of (ii). The proof of (iii) is similar and we omit the details.
Lemma A.3. Assume that
where m ∈ N, ζ ∈ R , and b is a symbol of order d < −m−1. Then
is a bounded function at the origin. More precisely, there exists C ≥ 0 such that, for every 0 < |x|
The first two terms are estimated by integrations by parts. Specifically, 
We conclude by summing up these four estimates.
Appendix B
In this appendix we collect some properties of the Riesz distributions. We refer to [14, 
when Re z > 0. It extends to a holomorphic family {R + z } z∈C of tempered distributions on R which satisfy the following properties :
Let us expand
as λ → +∞, and
accordingly. Since χ ∞ b is a symbol of order n−5 2
, its contribution to (54) can be estimated by
Here we have applied again Lemma A.2 and N is the smallest integer > n−1 2
. By using
we end up with the estimate
Notice that the previous computations are valid in dimension n > 3. In dimension n = 3, the last estimate becomes |σ| 2 (1− log t) while, in dimension n = 2, (55) is replaced by (n−1) (t−u)
and it remains for us to estimate the expression (57)
In order to do so, we discuss separately the odd and even-dimensional cases.
• Subcase 2.a : Assume that n = 2m+1 is odd.
After m−1 integrations by parts, (57) becomes
where a j (u) is a linear combination of monomials (sinh u) 
the m−2 first terms in (58) are O |σ|
. Let us turn to the last term (59)
which is obtained by taking j = m−1 in (58). Let us split the integral in (59) as follows :
Notice that our current assumption We handle the remaining integral by performing the change of variables
and by integrating by parts
) .
All resulting expressions are O |σ| . As a conclusion, we have obtained the following estimate in all dimensions n ≥ 2 :
< r < t .
• Case 3 : Assume that r > t.
In this case we estimate w t (r) using the inverse Abel transform. More precisely, we apply the inversion formulae (13) and (14) to the Euclidean Fourier transform
• Subcase 3.a : Assume that n = 2m+1 is odd. Then, up to a multiplicative constant, 
e itλ 1 r ∂ ∂r ℓ cos λr . Hence the contributions of (65) and (66) when n = 2m+1 is odd.
• Subcase 3.b : Assume that n = 2m is even ≥ 4. Then, up to a multiplicative constant, where c ± is a nonzero complex constant.
Proof. We first prove (i). Recall that The remainder's contribution to θ ± (λ, r) is estimated as above : In order to handle the contribution of ± iλ sinh s m e ±iλs to θ ± (λ, r), let us perform the change of variables s = r(1+u), so that Using these behaviors and integrating by parts, we can estimate From now on, the discussion of Subcase 3.b is similar to Subcase 3.a. On the one hand, we deduce from Lemma C.1.i that 
