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Chapter 1: Introduction
In a very ambitious and successful project undertaken by Minkin, et. al. to recapitulate a lot of
important work done in the field of aromaticity and antiaromaticity in a book published in 19941, the
following statement is given in the introduction section: “With all its versatility and usefulness for the
systematization of various characteristics relating to structure, stability, reactivity, and other chemical
concepts, the idea of aromaticity lacks secure physical basis and is ill-defined and vague.” The authors
then proceed from the introduction to dedicate ten chapters to discussions of various topics in
aromaticity. It is perfectly understandable to question the limits of the concept of aromaticity for the
sake of analysis, but shortcomings in modeling a physicochemical phenomenon is not unique to the
concept of aromaticity. The majority of models used in the physical sciences incur some degree of
inexactness. Only with aromaticity has the approximate character embedded in modeling chemical
phenomena been taken to the extreme extent of strongly suggesting that aromaticity be permanently cast
away from the realm of science.2,3
It is unfortunate that an unnecessary paradigm has been generated by the study of aromaticity
where frequent assertions published in the literature boldly state, in direct contradiction, that aromaticity
remains one of the most important concepts in modern chemistry but is plagued by extreme ambiguity
due to its all-inclusive nature. Many of these remarks are forged by authors who have dedicated
numerous years of research to the elucidation of aromatic properties in various chemical systems.
However, we believe that if one’s conviction dictates that aromaticity lacks a robust physical basis, then
the idea of studying aromaticity should be abandoned altogether to conform with one’s firm belief. The
aromaticity paradigm, namely its “love and hate relationship”, is an archetype of the common approach
taken in the study of aromaticity of invoking multiple descriptors. The incessant debate underlying the
so-called “controversial” nature of aromaticity is the result of a misleading perspective as well as
confusing semantics.
If the censorious attitude adopted by many researchers disapproving of aromaticity were directed
toward the central concept of quantum mechanics, namely the wavefunction, then the mathematical
model which revolutionized physics since Planck’s discovery of the quantized photon would be
1

eliminated from human consciousness- leaving physics to explain microscopic phenomena in classical
terms. Even though the wavefunction has no direct physical meaning, it is an invaluable mathematical
construct used to calculate probabilistic characteristics of observables.

The quantum mechanical

observables, in turn, do have a direct physical meaning. The foregoing analogy between the quantum
mechanical wavefunction and the concept of aromaticity serves to mend the often misconstrued
relationship between a model and the rationalization of properties exhibited by chemical systems based
on the model.
To provide insight into the physicochemical concept termed aromaticity, it is necessary to
undertake a preliminary discussion concerning resonance. Resonance in cyclic form gives rise to
aromaticity; therefore, it serves as a natural foundation whereby aromaticity can be adequately
expounded. In chemistry, resonance plays a significant role in the explanation of many chemical
properties exhibited by molecules and merits an encompassing description.
Resonance depicts the true structure of a molecule by a superposition of simple, Lewis-type
valence structures. Excellent works on resonance have been elaborated, including the classical texts of
Coulson and Pauling.4,5

In his seminal book, The Nature of the Chemical Bond, Linus Pauling

elucidates resonance in the language of quantum mechanics.5 The elegance of resonance theory is such
that it can be explained by the fundamental laws of quantum mechanics. Although the concept of
quantum mechanical resonance was first introduced into the literature by Heisenberg6 in 1926, Pauling
was one of the theoretical pioneers that introduced the application of quantum mechanical resonance to
the field of chemistry.
In The Nature of the Chemical Bond, Pauling describes the simplest case of resonance for the
benzene molecule. The two distinct Kekule structures for benzene are represented by two different
quantum mechanical wavefunctions: ψI and ψII. The total wavefunction can be taken as a linear
ψI + bψ
ψII. According to resonance theory, the optimal
combination of the two wavefunctions: ψtot = aψ
description of the ground state of benzene depends on the b/a ratio. The parameters a and b are adjusted
to optimize the total wavefunction with respect to the energy. The superposition of the two valence
bond structures yields a more stable molecular geometry (ground state with a more negative energy)
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than either of the two individual structures. The difference in ground state energy between ψtot and ψI/or
ψII is called the resonance energy of benzene.
Although the terms resonance and aromaticity are commonly used interchangeably in the
literature, a clear distinction must be established. Aromaticity is a component of the resonance effect in
a cyclic molecule. The quantum mechanical resonance is a measure of the total electron delocalization
in a molecule, whereas aromaticity is a manifestation of cyclic electron delocalization. In this regard,
Valence Bond Theory provides the best conceptual framework for understanding aromaticity. Valence
Bond Theory accurately depicts the aromatic interactions as specific cyclic components of resonance
among the contributing valence bond structures of a resonance hybrid.
The prototypical aromatic molecule is benzene. The resonance hybrid in benzene is commonly
represented by two distinct valence bond-type Kekule structures. Electron delocalization in benzene is
depicted as a simultaneous transfer of π-electrons in a cyclic manner. Epiotis refers to this topological
resonance as a non-classical consequence of electron “indistinguishability”.7 He remarks in his book,
Deciphering the Chemical Code, that “…there can be no more fundamental picture of electronic
structure than the concept of aromaticity”.7
Even though the concept of aromaticity is founded on a robust theoretical framework such as
quantum mechanical delocalization, it has had to endure an endless assault of criticisms. Nevertheless,
aromatic delocalization remains a powerful predictive tool for rationalizing physical properties of
molecules. The hope of certain individuals, proponents of completely invalidating aromaticity as a
chemical concept, to at least marginalize aromaticity have seen their antagonistic efforts belittled in the
face of a remarkable growth in applications ranging from the early prototypical aromatic benzene
molecule to other intriguing areas such as heteroaromaticity, homoaromaticity, inorganic molecules, allmetal systems, σ- aromaticity, three-dimensional aromaticity, and spherical aromaticity. The fully
dedicated Chemical Reviews issue published in May of 2001 is strong evidence that the concept of
aromaticity will not be eradicated from the field of physical science.8
The literature has seen a plethora of different descriptors used to illustrate aromaticity. The
result of incorporating various methods to study aromatic properties is the principal cause of labeling

3

aromaticity as a non-reductive concept. In the landmark book written by Minkin et. al., the authors were
among the first researchers to categorize the multitude of aromaticity descriptors into energetic criteria,
structural criteria, and magnetic criteria.1 This simple classification allowed aromatic chemistry to gain
consistency in discussions on and interpretations of aromatic stabilization.

The organization of

aromaticity criteria into the aforementioned groups has become a standard notation in the literature.
In terms of the stabilization effect attributed to aromaticity, the structural criteria must reflect
features in the molecular geometry which result in the stabilization of a cyclic conjugated system. A
debate in the literature about the degree of correlation between cyclic conjugation and cyclic electron
delocalization has generated varied points of view. A neutral generalization is to state that although not
every cyclic conjugated molecule delocalizes into an aromatic structure, every aromatic molecule
exhibits cyclic conjugation.
The most widely accepted description of aromaticity refers to molecules which exhibit cyclic πelectron delocalization. The traditional structural manifestations of cyclic π-electron delocalization are a
planar geometry of the ring, equalization of bond lengths in the ring, and the tendency to form a highly
symmetrical structure as a minimum on the PES. The embodiment of the ideal aromatic structural
attributes is the benzene molecule. Consequently, many of the structural criteria function to determine
the degree of similarity between the characteristics of the molecule under study and the structural
characteristics of benzene. The measure of success for a certain structural criterion is the ability to
deduce whether the specific features in the geometry of an aromatic molecule are determined by cyclic
electron delocalization.1
The best definition of “magnetic aromaticity” relates the ability of an unsaturated ring to sustain
an induced diamagnetic ring current in the presence of a uniform magnetic field directed perpendicular
to the molecular plane. Fundamentally, aromaticity is equated with the mobility of π-electrons via
cyclic delocalization. The basis for understanding the connection between cyclic delocalization and
induced diatropic ring currents is the Ring Current Model (RCM) first put forward by Pauling, Lonsdale,
and London.9,10,11

4

According to the RCM, interatomic ring currents induced in conjugated cyclic molecules by
external magnetic fields produce a local magnetic field anti-parallel to the incident field. A semiclassical approach to interpreting the RCM employs the Biot-Savart law as applied to a current-carrying
loop.12 The secondary magnetic field generated from current loops gives rise to both the shielding and
deshielding characteristics associated with aromaticity.
The ring currents cannot be directly measured by experiment, but certain experimental values
can be accurately predicted (theoretically) by using the RCM.13 Consequently, the RCM gains validity
in the interpretation of experiment. The most commonly invoked molecular response properties to
describe aromaticity are magnetic susceptibilities and exaltations, electric polarizabilities and
hyperpolarizabilities, nuclear magnetic shieldings, and nuclear spin-spin coupling constants.

The

description of how each of these experimental measurements relates to induced diamagnetic ring
currents is beyond the scope of the present overview of magnetic aromaticity criteria.
Lazzeretti, a leading authority in the field magnetic aromaticity, strongly advocates restricting
the assessment criteria of aromaticity to measurable properties in order to avoid epistemological traps.
His conviction is conveyed in an article statement, “…unless we succeed in anchoring the concept of
aromaticity to experimental parameters, it will inevitably be forced out from the chemical literature in
the near future.”14

The reliable character of quantitative descriptors that can be experimentally

determined makes the magnetic criteria appealing to the study of aromaticity.
The energetic criteria of aromaticity take a more prominent role than either the structural criteria
or the magnetic criteria discussed above. The distinct feature that projects the energetic criterion into a
dominant role in aromaticity studies is the ability to provide an estimation of aromatic stabilization in
units of energy.

The quantitative aspect of the energetic criteria satiates an experimentalist’s

effervescent curiosity: “Yes, I know the molecule is stabilized, but by how much?”
Although many successful methods have been developed to calculate the quantum mechanical
resonance energy (QMRE), the focus in aromaticity studies is on methods designed to calculate the
contribution to the QMRE from cyclic electron delocalization.

An excellent overview of the

chronological development of resonance energy methods, such as those of Dewar and Hess-Schaad, can
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be found in the book by Minkin, et al.1 A very elegant approach to calculate the QMRE that merits
discussion is the work developed by Herndon in Structure-Resonance Theory (SRT).15-19
The empirically parameterized Valence Bond (VB) method used by Herndon provides accurate
RE calculations of benzenoid polycyclic hydrocarbons.15-19

SRT also permits the successful

interpretation of various data on properties and reactivity of polycyclic aromatic hydrocarbons. The
following equation yields the RE within the VB formulation:
RE = (2/SC)(ΣHij)
where Hij are the resonance integrals corresponding to the stabilizing exchange energies and SC
(structure count) is the number of different possible Kekule structures for a given molecule. The
resonance integrals depend on the permutations of electron-pairs (bonds) in interconverting resonance
structures.15-19
Herndon later incorporated an additional term into the structure-resonance method, the corrected
structure count (CSC), which excluded structures that do not contribute to the stabilizing resonance
interactions.20-23 The CSC can predict the instability of a molecule when the CSC is equal to zero (CSC
= 0). Also, the RE values obtained with the refined structure-resonance method for π-hydrocarbon iron
tricarbonyl complexes were in excellent agreement with experimental data on the stability and reactivity
of the complexes.24
The next class of energetic criterion, called Aromatic Stabilization Energy (ASE) reactions, that
will be discussed may be considered a sub-group of resonance energy schemes based on the additivity
principle. The best way to illustrate the additivity scheme is to set-up a RE equation for benzene by
incorporating experimentally determined values such as the atomization enthalpy ∆Ha or the enthalpy of
formation ∆Hf.25
RE = ∆Ha (benzene) – 6E(C-H) – 3E(C-C) – 3E(C=C)
The progress in development of such resonance energy schemes is centered on the procedure
employed to calculate the bond energies. The purpose of the procedure is to extract the component of
the total energy of a molecule corresponding to the contribution from only the cyclic π-electron
delocalization. In particular, isodesmotic and homodesmotic reactions based on the additivity scheme
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have received much attention in the literature. An example of an isodesmotic reaction for benzene is the
following25:
Benzene + 6CH4 → 3CH3CH3 + 3CH2=CH2
Experimental values of ∆Ha are taken for the set of reference molecules CH4, CH3CH3, and
CH2=CH2. The RE scheme is reduced to a calculation of the ∆H of the reaction. The isodesmotic
reaction for benzene shown above yields a value of ∆H = 64.2 ± 1.7 kcal/mol.25
It is important to remark that an isodesmotic reaction conserves the number of formal single and
double bonds between atoms in reactants and products. Although it is common in the literature to use
isodesmotic reactions to determine the ASE values of molecules, it is incorrect to associate the value
generated by an isodesmotic equation with the stabilization imparted by cyclic π-electron delocalization.
The RE determined from the bond separation energy of an isodesmotic reaction is effectively the QMRE
of a molecule.
A further refinement of the additivity scheme in evaluating aromaticity came in the form of
conserving the number of hybridization types in reactants and products. A procedure that conserves
formal bond-types is termed a Homodesmotic Reaction. An example for benzene can be evaluated by
the enthalpy of reaction in the following equation26:
Benzene + 3CH2=CH2 → 3-trans-CH2=CH-CH=CH2
with ∆H = 21.6 ± 1.5 kcal/mol.26
The improvement in accuracy in going from an isodesmotic reaction to a homodesmotic reaction
takes form in the minimization of the energy contribution to ∆H stemming from the difference between
the hybridization states of atoms in reactants and products. Or in other words, one approaches the true
stabilization energy resulting precisely from cyclic π-electron delocalization. Although including the
conservation of hybridization-types into a RE equation provides a more accurate estimate of aromatic
stabilization, a homodesmotic reaction fails to extract the strain energy contribution from the total
energy of a molecule.

Consequently, the ASE value obtained from a homodesmotic reaction

corresponds to the energy contribution from cyclic π-electron delocalization plus an additional
contribution from strain energy differences among reactant and product molecules.

7

The difficulty in canceling strain energy is circumvented by a suitable choice of reference
structures as demonstrated by Herndon and Mills.27 In an article published in 2005, Herndon and Mills
showed that the application of a more rigorous criterion, the nearest-neighbor (NN) atom restriction, in
the design of reference structures nullifies the strain energy contributions from reactant and product
molecules.27 This work developed the concept of an Isotopological Homodesmotic Reaction (IHR), in
which the Aromatic Stabilization Energy (ASE) reactions contain reference structures which match the
hybridization and substitution patterns of all atoms, including the neighboring atoms of each atom
(nearest neighbor atom-types, NN-atoms).
Every ring in the homodesmotic reaction is exactly matched for the sequence of its NN-atoms
and for three-dimensional structure. Thus, individual ring topologies and overall 3D geometries are
equalized in reactants and products of each homodesmotic reaction. These restrictions on the design of
reference molecules rigorously define the class of isotopological ASE reactions employed in this study.
The topology and geometry isometries in an Isotopological Homodesmotic Reaction (IHR) nullify the
strain energy differences between reactants and products.27
A simple structural feature distinguishing IHR reactions from both isodesmotic and
homodesmotic reactions is the choice of cyclic molecules as reference structures. As opposed to the
linear polyacene reference structures commonly reported in the literature, cyclic reference structures
constitute a giant first leap toward an ASE reaction that precisely quantifies the stabilization effect of
cyclic π-electron delocalization. The formulation of the NN-atom criterion comprises the second giant
leap toward the calculation of accurate aromatic stabilization energies.
The NN-atom restriction serves a two-fold purpose. It enforces the cancellation of strain energy
contributions from the reactant and product molecules comprising an IHR reaction. Also, the NN-atom
constraint allows the matching of energy contributions from bond types and hybridizations states in
reactant and product molecules. Therefore, the IHR methodology precisely measures the energetic
stabilization resulting from cyclic π-electron delocalization by extracting the cyclic delocalization
component from the total electron delocalization.
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The ability to reproduce results stands as an epicenter of the scientific method. Thus, another
success of the IHR methodology is its accordance with the standard to produce verifiable results. The
verifiable aspect of the IHR methodology stems from the capacity to construct more than one IHR for a
given molecule by employing different reference structures. If completely different reactions give the
same ASE value, to within chemical accuracy, then the results are considered to be verifiable.
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Chapter 2: Potential Energy Surface
Any presentation on results containing geometry optimizations of molecules merits a preliminary
discussion on the concept of a Potential Energy Surface (PES).

The structure and dynamics of

molecules and other chemical systems are manifestations of the underlying PES, which has emerged as
an important tool for explaining and predicting chemical and physical properties. The geometrical
properties and other features of the PES determine the observed structural, dynamic, and thermodynamic
properties of various chemical systems.
The PES displays the potential energy of a given system as a function of atomic or molecular
coordinates and serves as a bridge between energy and structure. If a chemical reaction, in simplicity, is
viewed as a process of structural changes among the molecules, it becomes evident that the PES is
indispensable for understanding the chemical reaction process. The PES for a system containing N
atoms in three-dimensional space is a function of 3N spatial coordinates. It is more accurately depicted
as a 3N-dimensional mathematical construct embedded in a (3N+1)-dimensional space, with the extra
dimension corresponding to the value of the potential energy.
Another remarkable aspect of the PES is its extension to a free energy surface. The free energy
surface can be obtained from the PES by averaging over the degrees of freedom for parameters which
are not taken to be fixed.28 The averaging process is repeated to provide an interpolation over a range of
physically significant parameters.28 Also, thermodynamic properties can be determined by evaluating
the relative potential energies of the local minima on the PES. The dynamical behavior of a chemical
system depends on the connectivity of the PES between minima. The wealth of chemical insight yielded
by the characterization of the PES makes it an invaluable research resource.
The possible formulation of a PES is a direct consequence of the Born-Oppenheimer
approximation.29 This approximation neglects terms in the Schrödinger equation that couple electronic
and nuclear degrees of freedom. Thus, nuclear motion is completely governed by a single PES for each
electronic state. Such an approach generates the normal mode approximation throughout successive
coordinate transformations.28
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The interelectronic terms in the potential energy component of the Schrödinger equation do no
permit an analytical solution by the separation of variables technique. However, Born and Oppenheimer
reasoned that the electron density should instantaneously adjust to changes in nuclear position due to the
rest mass of a proton being approximately 1836 times greater than the rest mass of an electron.29 Since
the electrons move much faster than the nuclei, the total wavefunction can, to a first approximation, be
written as a product of two distinct wavefunctions- one depending only on electronic coordinates and the
other containing only nuclear terms (ψtot = ψeψn).30 The electronic wavefunction, ψe, depends on the
nuclear positions parametrically. Hence, different electronic wavefunctions and energies are obtained
for different nuclear configurations.
Within the Born-Oppenheimer approximation, an effective potential can be defined for the
nuclei.

Thus, the Schrödinger equation for the nuclear wavefunction is formally well-defined.

Consequently, the Born-Oppenheimer equation governs the vibrations for bound states.

Various

approaches to solve the nuclear dynamics problem are employed, but are beyond the scope of the
present investigation and so only a brief description will be given. The simplest approach, the normal
mode analysis, requires an orthogonal transformation of coordinates. The purpose of the orthogonal
transformation is to separate the nuclear dynamics of N atoms into the dynamics of 3N uncoupled
harmonic degrees of freedom, where analytical solutions become available.28
approaches than the normal mode transformation account for anharmonicity.
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More sophisticated

Chapter 3: Quantum Chemical Methods
3.1

Hartree-Fock (HF) Theory
Fock’s extension of Hartree’s SCF procedure to Slater determinantal wavefunctions allowed the

molecular orbitals to be individually determined as eigenfunctions of a set of one-electron operators.31
The Hartree-Fock Self Consistent Field (HF-SCF) method models each electron as interacting with an
average static field generated by all of the other electrons and includes exchange effects on the Coulomb
repulsion. Later, in a paper which contributed significantly to making electronic structure calculations a
practical computation, Roothan devised a matrix algebraic method that permitted HF calculations to be
performed using a basis set representation for the molecular orbitals.32
HF theory is an inspiring mathematical and physical construct which established a milestone in
developments of methods to approximate solutions to the elusive Schrödinger equation. So much so,
that methods implemented after HF theory took building in a manner useful for predicting chemical and
physical properties are denoted as post-HF methods. Needless to say, HF theory does incur certain
limitations. The principal deficiency exhibited by HF theory stems from the one-electron nature of the
Fock operators, which do not account for other types of electron correlation other than exchange.33
Furthermore, the technical aspect of HF theory was very challenging to early computational
chemists. The first problem encountered was the choice of a basis set. The use of hydrogenic orbitals
was the ideal expansion of the wavefunction, but the numerical solution of the four-index integrals
appearing in the Fock matrix elements proved to be an arduous calculation. If the basis set is composed
of N functions, the total number of integrals to be evaluated scales as N4 since each index of the Fock
operator runs over the total number of basis functions.33 The quartic scaling of basis set size is
frequently called the “bottleneck” of HF theory.34
In the early days of computational chemistry, when computer power was limited, performing HF
calculations on even small systems was unfeasible. Despite the computationally demanding solution of
the four-index integrals, many chemists realized the critical role that theory could play in interpreting
and predicting experimental data. This led many researchers to introduce additional approximations into
the HF theoretical framework to simplify the solutions and possibly improve their accuracy. With HF
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theory as a starting point, additional implementations came in the form of parameterization that
reproduced experimental quantities. This type of parameterization underlies the motivation behind the
so-called semiempirical MO theories.
3.2

Semiempirical Methods
A first step toward reducing the computational cost is to only consider valence electrons

explicitly. The core electrons could then be accounted for by introducing functions which model the
combined repulsion due to the nuclei and core electrons.35 Furthermore, a minimal basis set could be
employed for each atom. The majority of semiempirical methods use only s and p functions, which are
represented by Slater Type Orbitals (STOs).35
A central assumption common to all semiempirical methods is the Zero Differential Overlap
(ZDO) approximation. The ZDO approximation takes all products of basis functions that depend on the
same electron coordinates centered on different atoms to be equal to zero.36

It is imperative to

emphasize that the product of functions centered on different atoms are neglected, not the integral over
such a product.
This approximation has three important consequences.35 First, the overlap matrix is reduced to
unit matrix. Second, the one-electron integrals involving three centers are set equal to zero. Third, all
three- and four- center two electron integrals are neglected. The remaining one- and two- electron
integrals are converted into parameters with assigned values based on high-level theoretical calculations
or experimental data.36
The parameterization process is expected to improve the accuracy in the sense that the
experimental data includes relativistic and correlation effects which are not usually fully accounted for
even by advanced ab initio methods.

The number of integrals neglected and the specific

parameterization protocol employed defines the various semiempirical methods. The approximations
mentioned above make up the class of semiempirical methods called the Neglect of Diatomic
Differential Overlap (NDDO) methods.
The semiempirical method employed in the present study is a modified NDDO model. Among
the more commonly used modified NDDO models are the MNDO, AM1, and PM3 methods. These
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methods involve parameterization of the NDDO model in terms of atomic variables. The PM3 method
differs only in the way the core-core repulsion is defined and in the assignment of parameters.35 For
PM3, Stewart optimized the parameters by implementing formulas for the derivative of a proper error
function with respect to the parameters.37

This allowed all of the parameters to be optimized

simultaneously and included a significantly larger training set than its MNDO and AM1 predecessors.
The PM3 method is considered to be the best possible set of parameters for the given set of experimental
data.35
Stewart has continued developing approaches to further improve the accuracy of the PM3
method. The next refinement, PM4, was an unpublished experimental version. The PM5 method reintroduced diatomic parameters for the core-core repulsion but the details of the methodology have not
been published. Certain results suggest that PM5 exhibits a slight improvement over PM3.38 The
newest member of the Parametric Method (PM) family, PM6, was released in 2007.39 The PM6 method
retained a majority of the approximations present in AM1 and PM3, but entails a paramount increase in
the training set. The training set of reference data used for PM3 consisted of approximately 800 discrete
species, whereas the optimization of parameters for PM6 included over 9000 separate species.39
The evolving NDDO semiempirical methods has witnessed a decrease in the Average Unsigned
Error (AUE) as reflected in a AUE value of 12.0 kcal/mol for AM1 compared to a AUE value of 4.9
kcal/mol for PM6 with respect to a representative set of organic compounds.39 A uniform improvement
is seen for the PM6 method across a broader class of molecules. In addition, Stewart reports that the
AUE for ∆Hf are lower than those obtained by both B3LYP/6-31G* and HF/6-31G*.39 The improved
accuracy of PM6 serves as a promising method for future chemical research.
3.3

Density Functional Theory (DFT)
Kohn-Sham DFT40-43 is now the most widely used method for electronic structure calculations

with broad applicability in condensed matter physics and quantum chemistry. Some of the applications
of DFT include the prediction of chemical properties for biomolecules, nanostructures, and solid
surfaces. A study44 of published and cited papers in the Physical Review family of journals from 18932003 shows that the three most cited articles are DFT papers. The most cited physics paper published
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since 1994 contains the nonempirical construction of a gradient corrected density functional. Moreover,
four of the five papers most cited by chemists in 2003 were DFT papers.45
The basis for DFT is an important proof by Hohenberg and Kohn demonstrating that the ground
state electronic energy is completely determined by the electron density.46 There exists a one-to-one
correspondence between the electron density of a system and the energy. An intuitive proof of the
robust physical basis of DFT was first suggested in an article published by Wilson,47 wherein the
following arguments were stated: (1) the integral of the density defines the number of electrons; (2) the
cusps in the density define the position of the nuclei; and (3) the heights of the cusps define the
corresponding nuclear charges.
The earliest attempts at developing DFT models pre-date wave mechanics. The first DFT
methods, which expressed all the energy components as a functional of the electron density, exhibited
poor performance in predicting chemical properties. It was not until 1965 that DFT took a giant leap in
the direction of more highly accurate predictions of atomic and molecular properties.40 Modern DFT
took building in a manner suggested by Kohn and Sham in 1965 of calculating the electron kinetic
energy from an auxiliary set of orbitals used for representing the electron density.40 The exchangecorrelation energy consequently becomes the only unknown functional, and even relatively crude
approximations of this term yield reasonably accurate models. DFT is conceptually and computationally
similar to Hartree-Fock theory, but provides more accurate results.
The difference between various DFT methods is the choice of functional form for the exchangecorrelation energy.43 The classification of a density functional can be rationalized by the hierarchical
system denoted as “Jacob’s Ladder”.48 Each successive rung on “Jacob’s Ladder” corresponds to
additional approximations that render the density functional more complex and more accurate.
The first rung is considered to be the Local Density Approximation (LDA), in which it is
assumed that the density can be treated locally as a uniform electron gas.49 In this approximation, the
density is a slowly varying function. The second rung involves gradient corrected methods.50 The
principal improvement in the second rung over the first rung is the modeling of a non-uniform electron
gas. This is accomplished by making the exchange and correlation energies depend not only on the
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electron density but also on the derivatives of the density.41-43 In Generalized Gradient Approximation
(GGA) methods, integration constraints are imposed in addition to taking the first derivative of the
density as a variable.50
The logical extension of GGA methods, comprising the third rung of “Jacob’s Ladder”, is the
inclusion of higher order gradients. The exchange and correlation functionals depend on higher order
derivatives of the electron density.51 The fourth rung consists of hybrid-GGA methods,50,52,53 where an
exact connection is made between the exchange-correlation energy and the corresponding hole potential
by an equation called the Adiabatic Connection Formula. Models that include exact exchange, such as
the Becke 3 parameter functional54 (B3), are denoted hybrid methods. The most popular hybrid density
functional is B3LYP.55
The development of GGA and hybrid functionals in the early 1990’s solidified DFT as a
legitimate and robust theoretical construct for reproducing experimental results with remarkable
accuracy. These major advancements in electronic structure theory were deemed worthy of the Nobel
Prize awarded to W. Kohn and J.A. Pople in 1998. However, progress since the initial work on GGA
and hybrid functional development has been slow. This is supported by the hybrid functional proposed
in 1993, B3LYP, continuing to represent one of the most successful density functionals in terms of
overall performance.
The proven success of B3LYP along with its relatively low computational cost has led many
researchers to adopt this functional as the preferred form for the majority of investigations into various
chemical properties. The popular B3LYP functional has not gone without criticism. Most of the
criticism is a result of the extensive employment of the B3LYP functional in chemical research. A
functional with the enormous use that B3LYP has undergone inevitably confronts more scrutiny.
It is important to acknowledge the noteworthy articles in the literature with constructive
criticisms regarding the various shortcomings in B3LYP predictions of chemical properties.56-63
Although the B3LYP functional is largely responsible for DFT becoming one of the most popular
methods in computational chemistry, certain unsatisfactory performance issues must be addressed.
B3LYP is unable to describe van der Waals complexes bound by medium range interactions such as the
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interaction between methane and benzene dimers.64 Moreover, recent studies have shown that this
inaccuracy leads to large systematic errors in the prediction of heats of formation of organic
molecules.61,63 B3LYP and many other hybrid functionals have been found to produce unreliable results
for transition metal chemistry, where better performance is obtained with local functionals.65,66 For a
database of 76 barrier heights, B3LYP was found to underestimate barrier heights by an average of 4.4
kcal/mol.67 This systematic underestimation is usually ascribed to the unphysical interaction of an
electron with itself in local DFT.
A recent article published by Perdew and coworkers68 lays a path that can be followed in search
of an alternative density functional for use in tabulating quantities such as energy barriers. The search
for an alternative density functional merits a discussion on the two prominent schools of thought in
constructing density functional approximations for the exchange-correlation energy. The design of
density functionals takes on either a semiempirical formalism69 or a traditional nonempirical approach7073

of “constraint satisfaction”.
On the first four rungs of “Jacob’s Ladder”, the only alternative to “constraint satisfaction” is

“semiempirical fitting”, in which the functionals are fitted to selected data from experiment or from ab
initio calculations.50 The additional ingredients allowed at higher rungs of Jacob’s ladder accommodate
more fit parameters. Functionals with as many as 21 fit parameters are very popular in chemistry. The
B3LYP functional is semiempirical with eight fit parameters fixed by a particular fitting to a given data
set. The fit parameters in B3LYP consist of one empirical parameter in its Becke exchange, four in its
LYP correlation, and three in the hybridization with exact exchange.68
The overwhelming success of B3LYP, especially in chemistry, is partly responsible for the
traditional view which holds that functionals should be constructed with few but preferably no empirical
parameters being marginalized. Before any arguments are made to support the use of nonempirical
functionals, a description of the main deficiencies well defined for semiempirical functionals must be
presented. As stated in Perdew’s work,68 a fully ab initio density functional approximation would
terminate the interest of many developers due to “too little room for creative play”, whereas
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semiempirical functionals leave too much room. The semiempirical formalism is said to encourage an
“anything that works” attitude.
Many popular semiempirical functionals fail to recover the correct uniform density limit, which
results in the poor performance of higher level density functionals such as hybrid-GGAs in calculating
the bulk and surface properties of simple metals.68 The lowest level approximation, the LSDA, is
significantly more accurate for calculating the properties of solids than the higher level semiempirical
functionals. The remarkable accuracy achieved by LSDA can be attributed to the resemblance of solids
to a uniform electron gas. B3LYP is known to underestimate the magnitude of the correlation energy of
the uniform gas by about 30%.74 The foregoing discussion on the shortcomings of semiempirical
functionals as applied to the properties of solids serves to emphasize the failure of such functionals in
being exact for the limited class of systems where they can be.
Another limitation of semiempirical functionals is a consequence of the data fitting used to
construct such functionals. Semiempirical functionals can provide accurate results for molecules similar
to the molecules used in the fitting set, but can have disparate results when applied to systems that are
different from the fitting set.74 Thus, researchers who work on a broad range of systems may find
semiempirical functionals to be unreliable. In order to reduce the fitting error, semiempirical functionals
incorporate more parameters than are really justified. For example, the three hybridization parameters in
B3LYP can be reduced to one parameter without a significant increase in overall performance error.75
Since B3LYP has had tremendous success in predicting molecular properties accurately, the
nonempirical density functional chosen to contrast B3LYP in comparison must be robust and reliable.
Among the various physical conditions that must be satisfied by an exact exchange functional, three
have gained special importance in DFT.68 The first constraint intends to recover the correct uniform gas
limit in the small x region.76 The second condition, as defined by Perdew and Levy,77 satisfies some
scaling equalities for large x by a certain asymptotic form of the functional (x-ξ , ξ=>1/2). The third
condition is the so-called “Lieb-Oxford bound”,78 which is related to the energy ordering of exact and
density functional exchange. The exchange functional proposed by Perdew and Wang (PW)79 adheres
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to the three constraints mentioned above and has given accurate results in many atomic, molecular, and
solid-state calculations.
Perdew and co-workers showed that the PW exchange functional used in conjuction with its
corresponding PW correlation counterpart yields good results because the errors in exchange and
correlation contributions tend to cancel out.79 This functional, denoted PWPW, only fails seriously in
calculations involving vdW interactions. Adamo and Barone80 proposed a modification of the exchange
functional introduced by Perdew and Wang with the goal of broad applicability.
The modified exchange functional was coupled to the correlation functional also proposed by
Perdew and Wang. This model, denoted Mpwpw, improved the performance significantly over its
PWPW predecessor. The Mpwpw model was designed without increasing the number of adjustable
parameters and retained all the asymptotic and scaling properties of the original model.70 In particular,
the modified one-parameter PW exchange functional coupled to the PW91 correlation functional,
Mpw1PW91, proved to be the most accurate method developed from the Mpwpw parent density
functional.80 The Mpw1PW functional is non-empirical because it determines the ratio between exact
and density functional exchange from a purely theoretical framework.
The design and construction of the Mpw1PW91 functional is beyond the scope of the present
investigation but can be studied in the excellent exposition by Adamo and Barone published in 1998.80
In this article, they showed that the Mpw1PW protocol generally yields results that are comparably close
or even better than the results obtained by the B3LYP method.

To dispel the notion that the

improvement of the Mpw1PW functional over the popular B3LYP functional is the consequence of a
fortuitous compensation of errors, Adamo and Barone80 tested the Mpw1PW91 density functional over
the G2 molecular data set. The Mpw1PW91 functional showed uniform improvement over a wide class
of molecular properties, including geometrical and thermochemical data. On the basis of the results
reported in the work by Adamo and Barone,80 the Mpw1PW91 density functional serves as a robust nonempirical alternative functional to the semi-empirical B3LYP functional.
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3.4

Comparison between DFT and Hartree-Fock Theory
Both methods account for the antisymmetry principle by using a single Slater determinant as the

wavefunction. Consequently, the literature frequently asserts that both DFT and HF theory exhibit the
same problems and shortcomings connected to the single determinant approach. An instructive model
case is the dissociation of H2, which the HF scheme fails to describe correctly. Along the stretching
coordinate of H2, the Kohn-Sham orbitals increasingly differ from their HF counterparts as an outcome
of incorporating correlation effects, but the resulting KS non-interacting wavefunction becomes a poor
approximation to the true wavefunction.81
In principle, the exact H2 potential curve could be generated by using a single determinant KS
reference system if the exact exchange-correlation functional were known. Currently, there are no
exchange-correlation functionals able to quantitatively reproduce the subtle details of non-classical
contributions to the energy, which leads to incorrect dissociation curves in the restricted scheme (similar
to RHF). Therefore, it is imperative to emphasize that there exists a difference between the KS
formalism in principle and the actual implementations of the scheme. It is not necessarily the single
determinant KS approach which sometimes yields poor results, but rather the deficiencies in the
approximations to the exchange-correlation functional.
The general protocol for performing both DFT and HF calculations begin with the specification
of a set of nuclear coordinates, atomic numbers, and the number of electrons N. Then, a basis set is
chosen which permits use of the machinery of the Self Consistent Field (SCF) procedure. The most
popular basis sets are Gaussian type functions because they make the molecular integrals easier to
evaluate than their counterpart Slater-type functions. It is important to remark that Slater type functions
are the physically correct functions because they exhibit correct asymptotic behavior.33

Another

interesting set of basis functions are Dunning’s correlation consistent basis sets which are parameterized
to include correlation effects.35
Two steps which are present in the DFT scheme but not in the HF scheme are the grid points
being defined with weights for numerical integration of the functionals and the use of auxiliary basis sets
for expansion of ρ and ρ1/3.34 The next step in the HF scheme consists of calculating the following
molecular integrals: Suv, Huv core, and (ij|kl).33 On the other hand, the DFT scheme constructs only the
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one-electron matrix elements for the core Hamiltonian.82 The HF procedure diagonalizes the overlap
matrix and obtains a guess at the density matrix. The DFT procedure diagonalizes the core-Hamiltonian
matrix to obtain an initial guess of the orbitals which are used to construct the first trial density.82
With the trial density matrix at hand, both DFT and HF formulate the two-electron component of
the Fock operator. The one-electron matrix elements for the core Hamiltonian along with the twoelectron component is sufficient to construct the effective mean-field Fock operator for both DFT and
HF.33,82 The only difference is that the HF scheme does not include an exchange-correlation term.
Now, both methods solve the secular equation for the matrix of LCAO coefficients and form a new
density matrix.
The HF procedure integrates VXC over basis functions whereas DFT integrates over atomic grid
points.33,82 The electronic energy is calculated for both methods. If the energy or density matrix is not
converged to within some desired threshold, then the process is repeated again with the new density
matrix.33,82 If converged, then the nuclear repulsion energy is added to the electronic energy to obtain
the total energy. The final orbital matrix and density matrix can be used to calculate quantities of
interest.
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Chapter 4: Aromatic Silylene and Germylene
Robert West83 and co-workers synthesized a group of stable cyclic silylenes of the imidazol-2ylidene type in 1994.84

Up until the report of this noteworthy synthetic accomplishment,

diamidosilylene, dicoordinate silicon compounds85 had only been intercepted in trapping experiments.86
While it should be noted that West, et al. had already examined silylenes in matrices at low temperatures
in an investigation published in 1990,87 the synthesis, isolation, and structure determination came about
in 1994.84

Figure 4.1: Silylene. The bulky group on the nitrogen atoms is a tertiary butyl group.

The diamidosilylene shown in figure 1 was obtained by reducing the chlorinated, tetravalent
analog of the silylene88 (see figure 2 below) with potassium in boiling THF.84 West and co-workers
used gas-phase electron diffraction and X-ray crystallography to identify the structure of the silylene.84
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Two interesting chemical properties of the silylene that spurred great interest in compounds of the
imidazol-2-ylidene type are air-stability and negligible reactivity.84

Figure 4.2: Tetravalent silane. The bulky group on the nitrogen atoms is a tertiary butyl group.

A known silylene scavenger, triethylsilane, did not react with the cyclic silylene of figure 1
(above) after extensive heating.89 Also, no reactions were observed of the diamidosilylene (figure 1)
with compounds that are known to form Lewis acid-base complexes with silylenes.90 The imidazol-2ylidene type compound (figure 1) does not react with metal carbonyls.84
In their silylene research published in 1994,84 the unusual stability of the diamidosilylene (figure
1) was attributed, in part, to aromatic stabilization. The investigation compared structural differences
between the silylene (figure 1) and its tetravalent analog (figure 2) to support the notion of aromatic
stabilization in the silylene. In addition, NMR data obtained by West and co-workers is consistent with
aromatic delocalization in the silylene.84

23

The X-ray crystallographic and gas-phase electron diffraction data for the structure of the
silylene (figure 1) and the tetravalent silane (figure 2) shows a decrease in the difference between the
carbon-carbon double bond length and the carbon-nitrogen single bond length in going from the
tetravalent silane (figure 2) to the divalent silylene (figure 1).84 The decrease in difference between
bond lengths from figure 2 to figure 1 is indicative of increased π-electron delocalization. Hence,
experimental data intimates the presence of aromaticity in the silylene.
If the silylene is aromatic, then the cyclic conjugation property of the molecule includes πbonding between the silicon and nitrogen atoms. Evidence for π-bonding between silicon and nitrogen
in the silylene is the strong deshielding of the nitrogen atoms (15N NMR -170.3 ppm for figure 1 vs 282.9 ppm for figure 2).84 Therefore, NMR data also supports the presence of π-electron delocalization
in the silylene. This comes as no surprise since the silylene adheres to Huckel’s (4n + 2) π-electron rule
for aromaticity with six π electrons in the ring.
The 1994 silylene investigation concluded with a theoretical calculation of the aromatic
stabilization energy.84

The theoretical method employed was an isodesmic reaction involving

diamidosilylenes and the dihydrogen molecule (figure 3, 4). An important feature to note of the
isodesmic reactions is that a hydrogen atom is substituted for the tertiary butyl group of the
experimentally synthesized molecule.

Figure 4.3: Isodesmic Reaction for molecule A.
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Figure 4.4: Isodesmic Reaction for molecule B.

According to the isodesmic reactions above, molecule A is stabilized relative to molecule B by
13.92 kcal/mol. West and co-workers suggested taking the 13.92 kcal/mol result as an upper limit for
the aromatic stabilization energy of the silylene (figure 1).84 An unreliability factor for the isodesmic
reaction (figure 3) is the substitution of the tertiary butyl group bonded to the nitrogen atoms
(experimental) with a hydrogen atom. It is uncertain whether the type of substituent atom or group
bonded to the nitrogen atoms will affect the aromatic stabilization energy of the cyclic silylene.

Figure 4.5: Germylene. The bulky group on the nitrogen atoms is a tertiary butyl group.
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West and co-workers provided further experimental evidence suggesting that molecules of the
imidazol-2-ylidene type are aromatic.

The experimental method employed to investigate cyclic

conjugation is Raman Spectroscopy. The 2004 article91 examines the Raman properties of the silylene
(figure 1) and its germanium analog92 (figure 5).
The germylene92 (figure 5) is also thermally stable, but its experimental bonding properties have
been investigated less thoroughly. However, a few theoretical calculations have been performed on the
cyclic germylene supporting the notion that aromatic π-electron delocalization contributes to its
stability.92,93,94 The diamidogermylene (figure 5) also obeys Huckel’s (4n + 2) π-electron rule for
aromaticity with six π electrons in the ring.
Raman spectra serve as a very useful spectroscopic tool for investigating cyclic conjugation in
molecules. The Raman frequency of the double bond in the divalent silylene (figure 1) and the divalent
germylene (figure 5) is compared to the Raman frequency of the double bond in the analogous
tetravalent silicon and germanium compounds (figure 2 and figure 6, respectively).91 The tetravalent
silicon and germanium compounds serve as a reference representing molecules exhibiting no cyclic
conjugation.

Figure 4.6: Tetravalent Germanium compound.
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If the silylene and germylene do in fact exhibit cyclic conjugation, then the C=C stretching mode
is expected to shift to a lower frequency relative to the analogous tetravalent reference compounds
(figures 2 and 6). West and co-workers showed that the νC=C stretching frequency is lowered for the
divalent silylene (figure 1) and divalent germylene (figure 5) by about 50 cm-1 and 80cm-1, respectively,
compared to their corresponding tetravalent compounds (figures 2 and 6).91 The decrease in Raman
frequency of the double bond serves as further experimental evidence supporting the idea that the
silylene and germylene of the imadazol-2-ylidene type are aromatic because they exhibit cyclic
conjugation.
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Chapter 5: Aromatic Stabilization Energy Reactions
5.1

Isotopological Homodesmotic Reaction
An attempt will be made in this study to provide theoretical calculations that corroborate West’s

experimental data by sampling the methodology of Isotopological Homodesmotic Reaction (IHR) that
Herndon and Mills have recently utilized in determining the Aromatic Stabilization Energy (ASE) of a
fluorenyl cation.27 The advantage of employing an IHR for an ASE calculation is that the strain energy
contribution from the sigma framework of the aromatic compound can be strategically canceled-out by
choosing suitable non-aromatic reference molecules. The following ASE reactions will demonstrate
various ways to construct an effective Isotopological Homodesmotic Reaction. The structures of the
molecules contained in this work were each optimized in Gaussian 03 using HF/6-31+G(d,p) and
B3LYP/6-31+G(d,p) levels of Hartree-Fock (HF) and Density Functional Theory (DFT).95
In the present study, the working definition of aromaticity is the stabilization of an electronic π
system due to the cyclic delocalization of π electrons.27 Valence Bond Theory accurately depicts the
aromatic interactions as specific cyclic components of resonance among the contributing valence bond
structures of a resonance hybrid.27 The common approach the majority of studies take in assessing the
energetic effects of aromaticity or antiaromaticity is to design homodesmotic reactions.
These reactions usually involve the target aromatic compound and suitable nonaromatic openchain reference compounds. The drawback in using a homodesmotic reaction to measure the aromatic
stabilization energy of a molecule is that the open-chain reference compounds in a homodesmotic
reaction do not extract the molecular strain energy from the aromatic stabilization energy. A precise
general methodology to de-convolute strain from aromaticity has been developed by Herndon and will
be applied to the aromatic carbenes, silylenes, and germylenes which concern this investigation.
The Aromatic Stabilization Energy (ASE) reactions contained in this work match the
hybridization and substitution patterns of all atoms, including the neighboring atoms of each atom
(nearest neighbor atom-types, NN-atoms).27 Every ring in the homodesmotic reaction is exactly matched
for the sequence of its NN-atoms and for three-dimensional structure. Thus, individual ring topologies
and overall 3D geometries are equalized in reactants and products of each homodesmotic reaction.
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These restrictions on the design of reference molecules rigorously define the class of isotopological ASE
reactions employed in this study.

The topology and geometry isometries in an Isotopological

Homodesmotic Reaction (IHR) nullify the strain energy differences between reactants and products.27
A systematic protocol for formulating an effective Isotopological Homodesmotic Reaction relies
on the conservation of structural topology across the aromatic compound and its three associated
reference molecules. This methodical approach, as outlined by Herndon, ensures the development of a
reaction that cancels all the strain energy contributions that arise from each cyclic molecule. The IHR’s
presented in this work consist of two reactant compounds (the aromatic molecule and reference
molecule B) and two product reference compounds (reference molecules C and D) in the following
form: A + B → C + D.
The aromatic compound under investigation will always be denoted as molecule A. A balance of
strain energy on both sides of the reaction is achieved by matching the sigma framework of all four
molecules. Let us begin developing an ASE equation for the carbene96 by only displaying the aromatic
molecule on the left side of the standard reaction format.

Figure 5.1: The X- group on the nitrogen atoms of aromatic molecule A denotes a tertiary butyl group.

The hybridization of the nitrogen atoms in the aromatic carbene96 must remain constant for each
one of its three corresponding reference molecules (B, C, and D) in the IHR.
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Figure 5.2: X = tertiary butyl group.
Upon further inspection of the aromatic carbene, two important topological features of the
molecule which must be duplicated on the product side of the ASE reaction become apparent. The
carbene and the double bond must be accounted for by product reference molecules C and D,
respectively.

Figure 5.3: The carbene in compounds A and C is represented by the two dashed lines.

The next step entails making additions to ring positions 3 and 4 of reference molecule C and to
ring position 1 of reference molecule D. For the present study, the additions will consist of either a
methylene group or an exocyclic double bond. The purpose of disrupting cyclic conjugation with
interrupts such as a methylene group or an exocyclic double bond is to construct reference molecules
that are non-aromatic.
If reference molecules B, C, and D of an IHR are non-aromatic, then the “left-over” energy in
subtracting the reactant’s optimization energies from the product’s optimization energies must be
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attributable to the extra stabilization energy imparted to the imidazol-2-ylidene type molecule by
aromaticity. Therefore, the aromatic stabilization energy arising from cyclic π-electron delocalization in
molecule A serves as the chemical property that distinguishes the aromatic molecule from its
corresponding three reference molecules in an IHR. Let us choose methylene groups as the interrupts
for reference molecules C and D.

Figure 5.4: Atomic positions 3 and 4 for molecule C and position 1 for molecule D are sp3-hybridized.
Reference molecules C and D in the diagram above are now complete.

The addition of

methylene interrupts to molecules C and D eliminates the possibility of cyclic conjugation. Now, the
purpose of reactant reference molecule B becomes to conserve the methylene additions at ring postitions
3 and 4 of product reference molecule C and the methylene addition at ring position 1 of product
reference molecule D.

Figure 5.5: X = tertiary butyl group. All three carbon atoms in molecule B are sp3- hybridized.
The reaction above is a complete Isotopological Homodesmotic Reaction that has been
strategically developed to match the structural topology of the two reactant molecules (the aromatic and
reference compound B) with the structural topology of the two product reference molecules (C and D).
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The same procedure is followed to construct an IHR for the aromatic silylene and germylene molecules.
If methylene groups and exocyclic double bonds are used at ring positions 3 and 4 of reference molecule
C and ring position 1 of reference molecule D to interrupt cyclic conjugation, then the total possible
number of different ASE reactions is six for each of the imadazol-2-ylidene type aromatic compounds.
5.2

Six Isotopological Homodesmotic Reactions
Each of the following six diagrams that display the two reactant and two product molecules

composing an IHR is followed by two charts related to the geometry optimizations performed at the
HF/6-31+G(d,p) and DFT/6-31+G(d,p) levels of theory.95 The charts not only contain the numerical
values corresponding to the electronic energy of the optimized structures for the carbene, silylene, and
germylene and their respective reference structures, but also the variation in energy between the
reactants and products. This difference is tabulated and displayed under ∆E in the atomic unit of
Hartrees and then converted into units of kilocalories per mole (1 Hartree = 627.509 kcal/mol) in the
next column. The disparity is the aromatic stabilization energy of the aromatic compound under
investigation (whether it is the carbene, silylene, or germylene).

Figure 5.6: Isotopological Homodesmotic Reaction (IHR) 1
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Table 5.1: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 1

Table 5.2: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 1

The atom denoted by X in each of the four molecules represents either a carbon, silicon, or
germanium atom. The numbering scheme of atoms composing the ring (ring positions) demonstrated
for aromatic molecule A will be employed for the comparison of the hybridization of atoms between all
the four molecules. The dashed lines displayed in molecules A and C correspond to the two spin-paired
non-bonding electrons characteristic of the carbene, silylene, and germylene (with X = C, Si, and Ge,
respectively). The dashed lines are shown to convey the π-electron delocalization that contributes to the
4n+2 Huckel-type aromaticity for molecule A.
Notice that carbon atoms in ring positions 3 and 4 are sp3 hybridized for reactant reference
molecule B and product reference molecule C. The sp2 hybridization of the carbon atoms at ring
positions 3 and 4 of reactant aromatic molecule A is duplicated in the products by ring positions 3 and 4
of reference molecule D. The hybridization for both of the nitrogen atoms of aromatic molecule A is
matched with an equivalent hybridization for the nitrogen atoms on reference molecules B, C, and D.
The methylene group at ring position 1 of reactant reference molecule B is matched on the
product side of the reaction by ring position 1 of reference molecule D. Even though a symmetry
constraint was not applied in the Density Functional geometry optimization of the molecules, the
drawing demonstrates that all four molecules possess near C2V symmetry. This IHR rigorously employs
the nearest-neighbor atom type criterion necessary for establishing an ASE reaction that cancels the
strain energy differences between reactant and product molecules.
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Figure 5.7: Isotopological Homodesmotic Reaction (IHR) 2

Table 5.3: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 2

Table 5.4: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 2

The atom denoted by X in each of the four molecules represents either a carbon, silicon, or
germanium atom. The numbering scheme of atoms composing the ring (ring positions) demonstrated
for aromatic molecule A will be employed for the comparison of the hybridization of atoms between all
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the molecules. The dashed lines displayed in molecules A and C correspond to the two spin-paired nonbonding electrons characteristic of the carbene, silylene, and germylene (with X = C, Si, and Ge,
respectively). The dashed lines are shown to convey the π-electron delocalization that contributes to the
4n+2 Huckel-type aromaticity for molecule A.
Notice that carbon atoms in ring positions 3 and 4 are sp3 and sp2 hybridized, respectively, for
reactant reference molecule B and product reference molecule C. The sp2 hybridization of the carbon
atoms at ring positions 3 and 4 of reactant aromatic molecule A is duplicated in the products by ring
positions 3 and 4 of reference molecule D. The hybridization for both of the nitrogen atoms of aromatic
molecule A is matched with an equivalent hybridization for the nitrogen atoms on reference molecules
B, C, and D.
The methylene group at ring position 1 of reactant reference molecule B is matched on the
product side of the reaction by ring position 1 of reference molecule D. Even though a symmetry
constraint was not applied in the Density Functional geometry optimization of the molecules, the
drawing demonstrates that aromatic molecule A and product reference molecule D possess near C2V
symmetry.

This IHR rigorously employs the nearest-neighbor atom type criterion necessary for

establishing an ASE reaction that cancels the strain energy differences between reactant and product
molecules.

Figure 5.8: Isotopological Homodesmotic Reaction (IHR) 3
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Table 5.5: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 3

Table 5.6: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 3

The atom denoted by X in each of the four molecules represents either a carbon, silicon, or
germanium atom. The numbering scheme of atoms composing the ring (ring positions) demonstrated
for aromatic molecule A will be employed for the comparison of the hybridization of atoms between all
the molecules. The dashed lines displayed in molecules A and C correspond to the two spin-paired nonbonding electrons characteristic of the carbene, silylene, and germylene (with X = C, Si, and Ge,
respectively). The dashed lines are shown to convey the π-electron delocalization that contributes to the
4n+2 Huckel-type aromaticity for molecule A.
Notice that carbon atoms in ring positions 3 and 4 are sp2 hybridized for each of the four
molecules. The hybridization for both of the nitrogen atoms of aromatic molecule A is matched with an
equivalent hybridization for the nitrogen atoms on reference molecules B, C, and D. The methylene
group at ring position 1 of reactant reference molecule B is matched on the product side of the reaction
by ring position 1 of reference molecule D. Even though a symmetry constraint was not applied in the
Density Functional geometry optimization of the molecules, the drawing demonstrates that all four
molecules possess near C2V symmetry. This IHR rigorously employs the nearest-neighbor atom type
and equivalent atom-hybridization criterion necessary for establishing an ASE reaction that cancels the
strain energy differences between reactant and product molecules.
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Figure 5.8: Isotopological Homodesmotic Reaction (IHR) 4

Table 5.7: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 4

Table 5.8: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 4

The atom denoted by X in each of the four molecules represents either a carbon, silicon, or
germanium atom. The numbering scheme of atoms composing the ring (ring positions) demonstrated
for aromatic molecule A will be employed for the comparison of the hybridization of atoms between all
37

the four molecules. The dashed lines displayed in molecules A and C correspond to the two spin-paired
non-bonding electrons characteristic of the carbene, silylene, and germylene (with X = C, Si, and Ge,
respectively). The dashed lines are shown to convey the π-electron delocalization that contributes to the
4n+2 Huckel-type aromaticity for molecule A.
Notice that carbon atoms in ring positions 3 and 4 are sp3 hybridized for reactant reference
molecule B and product reference molecule C. The sp2 hybridization of the carbon atoms at ring
positions 3 and 4 of reactant aromatic molecule A is duplicated in the products by ring positions 3 and 4
of reference molecule D. The hybridization for both of the nitrogen atoms of aromatic molecule A is
matched with an equivalent hybridization for the nitrogen atoms on reference molecules B, C, and D.
The exocyclic double bond at ring position 1 of reactant reference molecule B is matched on the
product side of the reaction by ring position 1 of reference molecule D. Even though a symmetry
constraint was not applied in the Density Functional geometry optimization of the molecules, the
drawing demonstrates that all four molecules possess near C2V symmetry. This IHR rigorously employs
the nearest-neighbor atom type criterion necessary for establishing an ASE reaction that cancels the
strain energy differences between reactant and product molecules.

Figure 5.9: Isotopological Homodesmotic Reaction (IHR) 5
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Table 5.9: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 5

Table 5.10: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 5

The atom denoted by X in each of the four molecules represents either a carbon, silicon, or
germanium atom. The numbering scheme of atoms composing the ring (ring positions) demonstrated
for aromatic molecule A will be employed for the comparison of the hybridization of atoms between all
the molecules The dashed lines displayed in molecules A and C correspond to the two spin-paired nonbonding electrons characteristic of the carbene, silylene, and germylene (with X = C, Si, and Ge,
respectively). The dashed lines are shown to convey the π-electron delocalization that contributes to the
4n+2 Huckel-type aromaticity for molecule A.
Notice that carbon atoms in ring positions 3 and 4 are sp3 and sp2 hybridized, respectively, for
reactant reference molecule B and product reference molecule C. The sp2 hybridization of the carbon
atoms at ring positions 3 and 4 of reactant aromatic molecule A is duplicated in the products by ring
positions 3 and 4 of reference molecule D. The hybridization for both of the nitrogen atoms of aromatic
molecule A is matched with an equivalent hybridization for the nitrogen atoms on reference molecules
B, C, and D.
The exocyclic double bond at ring position 1 of reactant reference molecule B is matched on the
product side of the reaction by ring position 1 of reference molecule D. Even though a symmetry
constraint was not applied in the Density Functional geometry optimization of the molecules, the
drawing demonstrates that aromatic molecule A and product reference molecule D possess near C2V
symmetry.

This IHR rigorously employs the nearest-neighbor atom type criterion necessary for
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establishing an ASE reaction that cancels the strain energy differences between reactant and product
molecules.

Figure 5.10: Isotopological Homodesmotic Reaction (IHR) 6

Table 5.11: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 6

Table 5.12: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 6
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The atom denoted by X in each of the four molecules represents either a carbon, silicon, or
germanium atom. The numbering scheme of atoms composing the ring (ring positions) demonstrated
for aromatic molecule A will be employed for the comparison of the hybridization of atoms between all
the molecules. The dashed lines displayed in molecules A and C correspond to the two spin-paired nonbonding electrons characteristic of the carbene, silylene, and germylene (with X = C, Si, and Ge,
respectively). The dashed lines are shown to convey the π-electron delocalization that contributes to the
4n+2 Huckel-type aromaticity for molecule A.
Notice that carbon atoms in ring positions 3 and 4 are sp2 hybridized for each of the four
molecules. The hybridization for both of the nitrogen atoms of aromatic molecule A is matched with an
equivalent hybridization for the nitrogen atoms on reference molecules B, C, and D. The exocyclic
double bond at ring position 1 of reactant reference molecule B is matched on the product side of the
reaction by ring position 1 of reference molecule D. Even though a symmetry constraint was not applied
in the Density Functional geometry optimization of the molecules, the drawing demonstrates that all
four molecules possess near C2V symmetry. This IHR rigorously employs the nearest-neighbor atom
type and equivalent atom-hybridization criterion necessary for establishing an ASE reaction that cancels
the strain energy differences between reactant and product molecules.
5.3

Additional Isotopological Homodesmotic Reactions
Upon examination of the various ASE reactions, the set of six IHR’s can be separated into two

sets of three reactions grouped according to similarity in ASE values. A significant difference in ASE
values exists between the two sets of three reactions. One set is comprised of reactions 1-3 and the other
set consists of reactions 4-6. Further analysis of the three lower-valued ASE reactions reveals a factor
that may contribute to the discrepancy.
Before any conclusions may be reached, let us re-examine the principles underlying an IHR in
order to gain insight into the drastic difference in energy between the two sets of ASE reactions.
According to the methodology used to formulate an IHR, the electronic and structural energy
contributions arising from sigma-bonding and molecular strain, respectively, are conserved in the
reaction by matching NN-atom types for reactant and product molecules.27 Consequently, the quantity
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obtained from subtracting the electronic energy of the two optimized reactant molecules from the
electronic energy of the two optimized product molecules must be the stabilization energy imparted to
aromatic molecule A by cyclic π-electron delocalization.27
Hence, if one IHR yields a considerably lower ASE value than a different IHR, then the lowervalued ASE reaction must contain a product reference molecule possessing partial cyclic conjugation
(relative to the aromatic molecule) that is responsible for lowering the ASE value by stabilizing the
product’s side of the reaction. This hypothesis may be tested by developing an IHR for the product
reference molecule suspected of possessing partial cyclic conjugation. Let us evaluate the three lowervalued IHR’s (reactions 4-6) once more.
Indeed, reference molecule D displays a striking similarity to fulvene-type molecules. Herndon
has performed an extensive theoretical analysis of the aromatic character of fulvene-type molecules by
employing the IHR methodology in ASE calculations. The theoretical study definitively demonstrates
that fulvenes are aromatic.97 Hence, it will be instructive to proceed by constructing a set of IHR’s for
reference molecule D of reactions four through six.

Figure 5.11: Isotopological Homodesmotic Reaction (IHR) 7
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Table 5.13: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 7

Table 5.14: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 7

Figure 5.11: Isotopological Homodesmotic Reaction (IHR) 8
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Table 5.15: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 8

Table 5.16: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 8

Figure 5.12: Isotopological Homodesmotic Reaction (IHR) 9
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Table 5.17: Hartree-Fock/6-31+G(d,p) Energies of Optimized Structures for IHR 9

Table 5.18: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for IHR 9

Notice that reactions 1, 2, and 3 span a small range in ASE values consisting of 12.495 kcal/mol
to 17.01 kcal/mol for the carbene, 12.12 kcal/mol to 14.003 kcal/mol for the silylene, and 14.24 kcal/mol
to 15.11 kcal/mol for the germylene. The near 4.5 kcal/mol spread in ASE values for the carbene is
notably larger than its silicon and germanium analog. The range in ASE values produced by reactions 4,
5, and 6 is as follows: 3.42 kcal/mol to 6.87 kcal/mol for the carbene, 8.64 kcal/mol to 10.49 kcal/mol
for the silylene, and 6.53 kcal/mol to 9.49 kcal/mol for the germylene.
Reactions 7, 8, and 9 yield the following range in ASE values for the fulvene type molecule
suspected of being slightly aromatic: 5.63 kcal/mol to 13.60 kcal/mol for carbon, 1.63 kcal/mol to 5.37
kcal/mol for silicon, and 5.18 kcal/mol to 8.59 kcal/mol for germanium. The ASE values tabulated for
reactions 7, 8, and 9 confirm the idea that the fulvene type molecule contains a small stabilization
contribution from aromaticity. More importantly, reactions 7, 8, and 9 explain the significant disparity
in ASE values between ASE reactions 1-3 and ASE reactions 4-6. Since the fulvene type compound is
substituted as reference molecule D in reactions 4-6, the resulting ASE values will be smaller than
reactions 1-3 because the product’s side of the reaction contains a slighty aromatic molecule that
arithmetically subtracts from the aromatic stabilization energy of the imidazol-2-ylidene type aromatic
molecule in the reactant’s side of the ASE equation.
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To validate this notion, notice that if the ASE values of reactions 4 and 7 are summed for the
corresponding carbon, silicon, and germanium versions, the result is the ASE value of reaction 1.
Similarly, adding the ASE values of reactions 5 and 8 gives the ASE value of reaction 2 and adding ASE
values for reactions 6 and 9 yields the ASE value of reaction 3. Since ASE reactions 4-6 do not meet the
protocol of IHR methodology that requires that all reference molecules be non-aromatic, these reactions
can be discarded as inadequate IHR’s.
5.4

Discussion of Isotopological Homodesmotic Reactions
Notice that reactions 1, 2, and 3 span a small range in ASE values consisting of 12.495 kcal/mol

to 17.01 kcal/mol for the carbene, 12.12 kcal/mol to 14.003 kcal/mol for the silylene, and 14.24 kcal/mol
to 15.11 kcal/mol for the germylene. The near 4.5 kcal/mol spread in ASE values for the carbene
reactions is notably larger than its silicon and germanium analog. It is clear that the carbene reactions
merit reconsideration.
Before exploring the origin of the significant spread in ASE values given by reactions 1-3, a
brief commentary must be made regarding the geometry optimization calculations performed using
DFT. Each optimization was converged without imposing symmetry constraints. Therefore, each
converged structure corresponds to a global minimum on the Potential Energy Surface (PES).
When symmetry constraints are imposed in a geometry optimization, the resulting equilibrium
structure may not correspond to a local minimum on the PES. Although imposing symmetry constraints
would facilitate the matching of ring-strain energy, the possibility of introducing inconsistent electronic
energy values prompted the protocol of excluding symmetry constraints. Thus, the cyclic conjugation
interrupts (exocyclic double bond and methylene group) become the factor that determines the
cancellation of strain energy in an IHR.
It is important to remark that the geometry optimization without the symmetry constraint yielded
a planar structure as the minimum on the PES for the aromatic carbene, silylene, and germylene. This is
consistent with the structural criterion of planarity ascribed to aromaticity. It may seem natural to
designate a restriction of planarity on the three reference structures comprising each IHR equation since
the aromatic compound is optimized as a planar equilibrium structure. According to the additivity
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principle, only one of the product reference structures must be planar to match the ring planarity of the
reactant aromatic molecule. The most likely candidate to yield a planar equilibrium structure is product
reference structure D of IHR 1-3.
Reference molecule D converges to a minimum planar structure without imposing symmetry
only for the silicon and germanium analogs. The carbon version of reference structure D gives a slightly
non-planar equilibrium structure. Consequently, the constraint of matching strain energy contributions
is not satisfied. An energetic contribution to the ASE value results from the difference of strain energies
introduced by the incongruity in planarity among reactant aromatic molecule A (planar, figure 5.13
below) and product reference molecule D (non-planar, figure 5.14 below). Hence, the ASE values
produced by IHR 1-3 for the carbene are not valid.

Figure 5.13: Side view of aromatic carbene

Figure 5.14: Side view of reference molecule D for carbon IHR’s 1-3
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The lack of planarity for the optimized, constraint-free geometry of reference molecule D
(carbon analog) has given rise to an unprecedented finding. The NN-atom restriction, in some cases,
may not be sufficient to ensure the matching of ring planarity or non-planarity for reactant and product
reference structures. The solution to the predicament requires a careful inspection of the 3-dimensional
structure of the molecules composing an IHR. In particular, the side view presented above proves very
useful for a comparison of planarity.
If the equilibrium structure of the reference molecules is non-planar, the side view of the
molecule can help determine whether the deviation from planarity is matched in reactant and product
molecules. The duplication of ring strain energy in reactant and product molecules is easily checked by
comparing side views of the molecules in question. It is important to recall that if the cyclic reference
structures are non-planar, the ring strain energy can still be matched. The best way to illustrate the
matching of strain energy for non-planar equilibrium structures is to compare the side view of reactant
reference molecule B (figure 5.15, germanium) with the side view of product reference molecule C
(figure 5.16, germanium) in IHR 3.

Figure 5.15: Side view of reactant reference molecule B for germanium IHR 3
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Figure 5.16: Side view of product reference molecule C for germanium IHR 3
As can be seen from the comparison between the two different reference structures above, the
distortion from planarity is matched for both molecules. At this point, the carbon reactions in IHR 1-3
have been discarded. The remaining valid ASE reactions are IHR 1-3 for the silylene and germylene.
The ring planarity of aromatic molecule A (for silicon and germanium) in IHR 1-3 is matched by the
ring planarity of product reference molecule D (as shown below). Since the strain energy contribution
from reactant aromatic molecule A is matched by the strain energy contribution from product reference
molecule D and the strain energy contribution from reactant reference molecule B is matched by the
strain energy contribution from product reference molecule C, Isotopological Homodesmotic Reactions
1-3 (for silicon and germanium) eliminate the contribution to the ASE value from differences in strain
energy.

Figure 5.17: Side view of aromatic silylene
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Figure 5.18: Side view of product reference molecule D (silicon) in IHR’s 1-3.
A structural feature that causes concern in this investigation is the large distortion from planarity
exhibited by reactant reference molecule B (figure 5.19) and product reference molecule C (figure 5.20)
of IHR 1. The principal cause for the distortion is the two sp3-hybridized carbon atoms in the fivemembered ring.

A large deviation from planarity complicates the matching of strain energy

contributions. It is evident that designing reference molecules for a challenging structure, such as a
strained five-membered heteroatom ring with bulky tertiary butyl substituents, merits careful
consideration of the cyclic conjugation interrupts employed in an IHR.

In this case, using two

methylene groups as cyclic conjugation interrupts in the five-membered rings of reference structures,
such as in reactant reference molecule B and product reference molecule C in IHR 1, causes IHR 1 to be
less suitable for determining the ASE value.

Figure 5.19: Side view of reactant reference molecule B (germanium) in IHR 1.
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Figure 5.20: Side view of product reference molecule C (germanium) in IHR 1.

Although it is unfortunate to cast away IHR 1 and the carbene ASE reactions, much insight has
been gained into the designing of reference structures. As shown by IHR 2 and 3 (for silicon and
germanium), the NN-atom restriction is nearly enough to satisfy the matching of strain energy
contributions among reactant and product molecules. The non-planarity of product reference molecule
D (for carbon) introduces a difference of strain energy relative to the reactant planar, aromatic carbene.
The two sp3-hybridized carbon atoms in reactant reference molecule B and product reference molecule
C for IHR 1 also introduce an energetic contribution from the difference in strain energy to the ASE
value.
Now, the new range of consistent ASE values is spanned by the two remaining valid IHR,
namely IHR 2 and 3 for silicon and germanium. For the aromatic silylene, the ASE values are 13.003
kcal/mol (IHR 2) and 14.003 kcal/mol (IHR 3). For the germanium analog, IHR 2 and 3 yields values of
14.24 kcal/mol and 15.11 kcal/mol, respectively.

The range in ASE values is within the range

established for chemical accuracy in quantum chemical calculations, 1.4 kcal/mol. Furthermore, the set
of two completely different ASE reactions giving nearly equal values proves the verifiable aspect of the
IHR methodology.
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Chapter 6: Nucleus Independent Chemical Shift (NICS) Scan
6.1

Background
Since its inception in 1996, the NICS methodology has been used as an investigative theoretical

tool in aromatic chemistry.98-104 The utility of NICS as a reliable assessment of aromatic magnetic
properties is supported by its extensive use in scientific journal publications. A CAS survey confirms its
general acceptance by showing an increase in the number of research papers that contain the NICS
keyword from 10 in 1997 to 91 in 2004.105
The diamagnetic and paramagnetic ring currents associated with aromatic and antiaromatic
compounds, which give rise to the shielding and deshielding of nuclei, can be measured using NICS
methodology.98-104

Aromaticity can be characterized by the cyclic delocalization of π-electrons.

Antiaromaticity suggests considerable localization of electrons.
The NICS values are reported with reversed signs in accordance with the NMR chemical shift
sign conventions (negative upfield and positive downfield).98 A large negative NICS value in interior
positions of rings (corresponding to strong magnetic shielding) is an indication of possible induced
diatropic ring currents in response to the incident magnetic field.106 A large positive NICS value
(denoting a strong deshielding character) suggests the presence of paratropic ring currents.98-104,106
Originally, NICS values were computed at the geometric center of the cyclic compounds under
investigation, but later research demonstrated that the sigma frame influences the NICS values in some
systems and leads to contradictions with other indices of aromaticity.98-104 Functional groups, carbonhydrogen single bonds, and carbon-carbon single bonds are known to influence their magnetic
environments.107,108 These significant local effects of the sigma framework prompted Schleyer to
recommend that NICS values at one angstrom above the ring center be employed as an aromaticity
index rather than the NICS value computed in the ring center.100-104 At one angstrom above the
molecular plane, the local contributions that may result in a misleading NICS value are expected to
diminish relative to the ring current effects.106
In 2001, Schleyer and co-workers performed a thorough Nucleus Independent Chemical Shift
analysis of π- aromaticity and antiaromaticity, wherein they studied a group of four- and six-membered
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rings.100 The various magnetic shielding components for each of the four- and six-membered rings
presented in the study were all compared to the characteristic magnetic properties attributed to the
archetypes of aromaticity and antiaromaticity, namely benzene and cyclobutadiene. Schleyer performed
the refined analysis of NICS,100 termed “dissected NICS”, based on Kutzelnigg’s individual gauge for
localized orbitals (IGLO) method107 with the implementation of the Pipek-Mezey localization
procedure108 used to separate the σ and π multiple bond contributions.
The IGLO methodology reveals the individual contributions of lone pairs, bonds, and core
electrons to the total shielding of a molecule.107 In applying the dissected NICS analysis to the cyclic
molecules, Schleyer discovered that the π- component (NICSπ) of the total magnetic shielding, which
represents the π- contribution and its associated diatropic behavior (if any), yields a shielding value at
one angstrom above the ring center very similar in magnitude (and sign) to the corresponding NICS(1)
value. The exhaustive analysis embodied by the individual dissected NICS components lends further
support to using NICS(1) as a reliable measure of aromaticity.
6.2

NICS Scan Methodology
In 2005, Amnon Stanger published a very interesting article titled “Nucleus Independent

Chemical Shifts: Distance Dependence and Revised Criteria for Aromaticity and Antiaromaticity”.105 In
this article, Stanger cites numerous examples where even the NICS(1) values prescribe aromaticity to
molecules whose assignments disagree with experimental evidence. Therefore, he proposes to scan the
NICS values beginning at the geometric center of the ring and extending out to five angstroms above the
molecular plane via a set of probe atoms separated by 0.1 angstrom increments.105 Furthermore, the
NICS scan evaluates the three individual orthogonal components of the chemical shift tensor for the
series of non-chemical probes.95,98 The NICS scan gives rise to the distance dependent criteria for
aromaticity and antiaromaticity that forms the basis of Stanger’s research in the aforementioned article.
The main argument against employing a NICS scan to characterize aromaticity is that the process
and calculations are considerably time consuming and unnecessary. Many researchers argue that the
Isotropic Chemical Shift (ICS) value for a probe atom in the center of a ring is sufficient for obtaining a
reliable measure of aromaticity;98,99 especially in the case where similar molecules, such as reference
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molecules in an ASE reaction, are being examined. But Kutzelnigg has shown that even C-C and C-H
single bonds in benzene have a significant effect on the magnetic properties at the ring center.107
Since NICS at a point in space is zero, a NICS-scan analysis elucidates the magnetic shielding or
deshielding tendency arising from π- electron delocalization (or localization) in a cyclic molecule
exposed to a magnetic field by probing the region of the molecule from its point at the geometric center
of the ring to at least five angstroms above the molecular plane.105 The probing mechanism of a NICSscan consists of placing a linear succession of probe atoms (forming 180 degree point separations in
space) beginning at the geometric center of the ring and extending out of and perpendicular to the
molecular plane in 0.1 angstrom increments. The reasoning behind making a transition from employing
the standard NICS(1) value as an aromaticty indicator to incorporating the NICS scan methodology will
be developed in the following two paragraphs.
A drawback in using NICS(1) as a definitive aromaticity index is that the minimum negative
value for the Isotropic Chemical Shift (ICS) may not correspond to the spatial placement of a nonchemical probe at one angstrom above the ring center. Although many of the aromatic molecules
studied by Stanger using the NICS scan methodology reveal a minimum value for the ICS curve near
one angstrom above the ring center,105 the slight difference in the optimal positioning of the probe atom
across various compounds proves that the magnetic behavior resulting from the aromatic character of a
molecule is not being completely elucidated. Furthermore, the distance above the molecular plane
corresponding to the minimum value for the plot of the curve pertaining to the out-of-plane component
of the chemical shift tensor shows larger deviations from the standard spatial distance of one angstrom
above the ring center.
In this study, certain curve plots for the out-of-plane component exhibit a steep slope from the
geometric ring center to the optimal position above the molecular plane (producing the most negative
value). Then, the difference in the upfield chemical shift between the distance at where the minimum
value occurs and the distance of one angstrom above the ring center (NICS(1)) spans a range from 1 to 6
ppm. Since the out-of-plane component of the chemical shift tensor is governed by the π- contribution
of the cyclic system, the utility of the NICS scan begins to take precedence.
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Another reason for the unreliability of the isotropic chemical shift value as an index of
aromaticity lies in the conventional perpendicular orientation of the molecular plane relative to the
incident magnetic field.105,109 Since the out-of-plane component of the chemical shift tensor is normal to
the molecular plane, the two remaining orthogonal components of the tensor lie in the molecular plane
itself and are therefore denoted as the in-plane components.105 The isotropic chemical shift value is
tabulated as the average of the three orthogonal chemical shift tensor components (σxx + σyy + σzz / 3).
Since the chemical shift tensor has two out of the three orthogonal components in the molecular
plane, the isotropic chemical shift value is consequently heavily influenced by the in-plane components.
For this reason, it becomes important to analyze the magnetic behavior of the individual orthogonal
components. In particular, the out-of-plane component serves as the most effective probe of cyclic πelectron delocalization.105,109
6.3

Applications
The usefulness of the out-of-plane component can be understood by examining the modeling of

π-electron overlap inherent in the Ring Current Model (RCM). Since, by convention, the direction of
the uniform magnetic field in an NMR chemical shielding theoretical calculation of a cyclic molecule is
taken to be perpendicular to the plane of the ring, it becomes apparent that the advantage of employing a
NICS-scan analysis is that the out-of-plane component of the chemical shift tensor can be aligned
perpendicular to the molecular plane and parallel to the direction of the magnetic field.105 Thus, the outof-plane component will effectively probe the strength of the magnetic field induced by π-charge current
that opposes the incident field and consequently gives rise to magnetic shielding.105,109
The qualitative chemical information of a NICS-scan may be extracted from the relative
magnitudes of the three orthogonal chemical shift tensor components.105,109 The data consists of plotting
the magnitude of the individual orthogonal components for each probe atom versus the probe atom’s
distance above the geometric center of the cyclic molecule. The NICS-scan covers a range beginning at
the ring’s geometric center and extends to five angstroms above the molecular plane. Beyond five
angstroms, the magnetic environment diminishes. The probe atom of interest is the point placed one

55

angstrom above the molecular plane because near that area is where the maximum shielding is expected
to be measured.98-104

Figure 6.1: XY-plane. X-group on nitrogens = tertiary butyl. The cartesian xy-plane is coplanar with the
molecular plane. The two in-plane orthogonal components of the chemical shift tensor, σxx
and σyy, will lie along the x- and y- cartesian axis, respectively.

Figure 6.2: YZ-plane. X-group on nitrogens = tertiary butyl. The cartesian z-axis is perpendicular to the
molecular plane. The out-of-plane component of the chemical shift tensor, σZZ , will lie
along the z- cartesian axis.
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Figure 6.3: NICS-scan setup. The set of non-chemical probes, Bq atoms, are aligned collinearly with the
z-axis at a separation of 0.5 angstroms.

The descriptive connection between the magnetic properties of a cyclic molecule and aromaticity
can be obtained by analyzing the NICS-scan graph of both benzene and cyclobutadiene (see figures
below). These NICS scans may be used as the standard reference for determining whether a cyclic
molecule is aromatic or anti-aromatic. The curves that the NICS scan produces for benzene are distinct
from the plots observed for the NICS scan graph of cyclobutadiene.
Stanger’s NICS-scan investigation studied a range of cyclic molecules and showed that the inplane components all behave similarly, including the in-plane components of anti-aromatic molecules.105
The curves for both in-plane components of all the imidazol molecules display the typical behavior
shown in Stanger’s study. Since the out-of-plane component is mainly governed by the π-system which
is of interest in aromatic chemistry, the in-plane components will not receive as much consideration.
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NICS-scan for Cyclobutadiene
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Figure 6.4: NICS scan for cyclobutadiene performed at the GIAO B3LYP 6-31+G(d,p) level of theory.
NICS Scan for Benzene
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Figure 6.5: NICS scan for benzene performed at the GIAO B3LYP 6-31+G(d,p) level of theory.
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5

The out-of-plane curve for cyclobutadiene yields a large, positive NICS value at the geometric
center of the ring (approximately 120 ppm). Then, the out-of-plane curve exhibits a rather steep decline
and tailors off to zero beyond two angstroms above the ring center. Stanger separated the diamagnetic
and paramagnetic contributions to the out-of-plane component of the chemical shift tensor for the NICS
scan of cyclobutadiene.105 The magnitudes of the NICS values (positive-valued) for the paramagnetic
contribution are larger than its diamagnetic counterpart (with negative NICS values) throughout the 0.05.0 Angstrom range.105 Hence, a minimum is not produced for the out-of-plane curve of cyclobutadiene.
On the other hand, the NICS value for benzene at the geometric ring center is negative (≈ -7
ppm) for the out-of-plane curve. Then, the curve gradually decreases until reaching a minimum NICS
value (negative) at a point that corresponds to near one angstrom above the molecular plane. Beyond
one angstrom, the curve rises again as it approaches zero. The minimum of the curve near one angstrom
above the ring center can be explained by examining the diamagnetic and paramagnetic contributions to
the out-of-plane component for the NICS scan of benzene.105
Stanger showed that the shape of the curve and the magnitude of the plotted points for the
diamagnetic curve of benzene are very similar to the shape and magnitude of the diamagnetic curve for
cyclobutadiene.105 However, a significant difference in magnetic properties between benzene and
cyclobutadiene is their respective paramagnetic contribution. A comparison of the paramagnetic
contribution to the out-of-plane component between benzene and cyclobutadiene reveals the principal
factor in determining whether the NICS scan will reveal the minimum indicative of strong magnetic
shielding. Since the diamagnetic contribution is similar for benzene and cyclobutadiene, the magnitude
of the paramagnetic contribution effectively determines whether a cyclic molecule is aromatic, nonaromatic, or antiaromatic.105
Benzene has a much less pronounced paramagnetic contribution. In fact, the magnitudes of
NICS values for the paramagnetic curve (positive-valued) of benzene are smaller than the magnitudes of
corresponding plotted points for its diamagnetic curve (negative-valued).105 The disparity in relative
magnitudes produces the minimum observed at near one angstrom above the ring center for the out-ofplane component of benzene’s NICS scan. The characteristic feature of benzene’s NICS scan is the
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well-defined minimum. The minimum of the out-of-plane curve corresponds to the position above the
geometric ring center where the magnetic shielding resulting from induced π-charge currents is the
strongest.100,105
Since the NICS scan measures the shielding strength resulting from induced π-charge currents,
the more negative the value corresponding to an out-of-plane minimum, the more aromatic the molecule.
Following this train of thought, it becomes instructive to compare the out-of-plane curves for the
aromatic carbene, aromatic silylene, and aromatic germylene. According to ASE reactions 1, 2, and 3
above, the germylene possesses a slightly larger aromatic stabilization contribution than the silylene.
In hope of finding the NICS scan methodology and the IHR methodology to be consistent with
one another in assigning aromaticity, the out-of-plane curve for the germylene should display a slightly
more negative or nearly equivalent minimum to the silylene’s out-of-plane minumum. The aromatic
carbene has a larger ASE value than its silicon and germanium counterpart for ASE reactions 2 and 3.
Therefore, the out-of-plane minimum for the carbene’s NICS scan should exhibit a more negative value
than the out-of-plane minimum of the silylene and germylene.

NICS Scan for Aromatic Carbene
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Figure 6.6: NICS scan for the aromatic carbene performed at the GIAO B3LYP 6-31+G(d,p) level of
theory.
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NICS Scan for Aromatic Silylene
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Figure 6.7: NICS scan for the aromatic silylene performed at the GIAO B3LYP 6-31+G(d,p) level of
theory.
NICS Scan for Aromatic Germylene
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Figure 6.8: NICS scan for the aromatic germylene performed at the GIAO B3LYP 6-31+G(d,p) level of
theory.
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Upon comparison of the NICS scan data presented above, it is evident that the NICS scans
corroborate the results produced by ASE reactions 1, 2, and 3. The minimum of the out-of-plane curve
for the carbene (≈ -25 ppm) is more negative than the out-of-plane minumum of both the silylene and
the germylene. This is consistent with the carbene having the larger ASE values for IHR’s 2 and 3.
A close inspection of the out-of-plane plots for the silylene and germylene shows that the
minimum is a little more negative for the germylene. Unfailingly, the ASE values given by IHR’s 1, 2,
and 3 for the germylene are slightly greater than the ASE values of the silylene.

The in-plane

component curves are similar in the NICS scan plots of the carbene, silylene, and germylene.
The NICS scan methodology proved to be consistent with the IHR formalism as theoretical tools
for investigating the aromaticity of the carbene, silylene, and germylene. Therefore, the NICS scan can
be used to explore the aromaticity of the reference molecules in ASE reactions 1, 2, and 3. Since the
reference molecules are non-aromatic, the diamagnetic ring currents they exhibit must be less prominent
than the diamagnetic ring currents of aromatic compounds.
The absence of dominant diamagnetic ring currents in the reference structures of ASE reactions
1, 2, and 3 should be evident in their respective NICS scan graph. The NICS scan should display a less
pronounced or non-existent minimum-well for the out-of-plane component curve of all the non-aromatic
reference molecules utilized in ASE reactions 1, 2, and 3. Let us examine the NICS scan of reference
molecule B, C, and D used in ASE reaction 2 for carbon. Reference molecules B, C, and D were
designed to disrupt the cyclic conjugation of aromatic molecule A in the ASE equation. Therefore, the
minimum of the out-of-plane component curve for reference molecule B, C, and D is expected to be
smaller in magnitude relative to the out-of-plane minimum of the aromatic imidazol-2-ylidene type
compound.
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NICS Scan for Reference Molecule B of ASE reaction 2
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Figure 6.9: NICS scan for reference molecule B (carbon) performed at the GIAO B3LYP 6-31+G(d,p)
level of theory.
NICS Scan for Reference Molecule C of ASE reaction 2
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Figure 6.10: NICS scan for reference molecule C (carbon) performed at the GIAO B3LYP 6-31+G(d,p)
level of theory.
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NICS Scan for Reference Molecule D of ASE reaction 2
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Figure 6.11: NICS scan for reference molecule D (carbon) performed at the GIAO B3LYP 6-31+G(d,p)
level of theory.
The NICS scan plots for reference molecules B, C, and D of ASE reaction 2 are very similar. In
particular, the out-of-plane component curve is almost identical for the three reference molecules. The
out-of-plane minimum is about -5 ppm at near 1.5 angstroms above the ring center for each of the three
reference molecules comprising ASE reaction 2 for carbon.
Referring back to the NICS scan graph of the aromatic carbene, the ratio of magnitudes of the
out-of-plane minimum between the aromatic carbene and each one of its reference molecules is about 5
to 1 (≈ -25 ppm for the carbene and ≈ -5 ppm for reference molecule B, C, and D). The significant
difference in the out-of-plane minimum value between the aromatic molecule and each one of its
reference molecules indicates that the three reference molecules in ASE reaction 2 for carbon are nonaromatic. In addition, the out-of-plane curve of the NICS scan for each reference molecule does not
display the deep minimum-well characteristic of aromatic compounds. To dispel any doubts about
insufficiency of a NICS scan for determining suitable non-aromatic reference molecules, let us examine
the NICS scan graph of a known non-aromatic in cyclopentane.
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NICS-scan for Cyclopentane
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Figure 6.12: NICS scan for cyclopentane performed at the GIAO B3LYP 6-31+G(d,p) level of theory.

The requirement for a comparison in out-of-plane minimum values between any two molecules
to be significant is that the rings must contain the same type and number of atoms. Therefore, a direct
comparison of the out-of-plane minimum value between cyclopentane and reference molecules B, C,
and D of ASE reaction 2 is not valid. On the other hand, a comparison of the general shape of the outof-plane curve between the NICS scan of cyclopentane and the NICS scan of reference molecule B, C,
and D is acceptable.
The out-of-plane curve for the non-aromatic cyclopentane displays two striking similarities to the
out-of-plane curve of reference molecules B, C, and D of ASE reaction 2. First, the out-of-plane
component of the chemical sift tensor measures a large paramagnetic contribution at the ring center (≈
20 ppm). Second, the out-of-plane curve gradually decreases to a small minimum of about -7 ppm for
cyclohexane and approximately -5 ppm for the reference molecules. Hence, reference molecules B, C,
and D of ASE reaction 2 are considered to be non-aromatic according to their NICS scan.
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In discussing ASE reactions 4-6 above, it became apparent that the product’s side of those
equations contained a reference molecule that possessed a small aromatic contribution. The reference
molecule suspected of containing a small stabilizing π-charge delocalization is reference molecule D of
ASE reaction 4, 5, and 6. In fact, ASE reactions 7, 8, and 9 were constructed to tabulate the aromatic
stabilization energy of fulvene-type reference molecule D of ASE equations 4-6.
Since the ASE values for the fulvene-type compound are small, its NICS scan should display a
minimum value for the out-of-plane curve that is less negative than the minimum of the aromatic
imidazol-2-ylidene compound but slightly more negative than the minimum of non-aromatic reference
structures B, C, and D of ASE reactions 1, 2, and 3. Thus, another application of the NICS scan may be
to provide verification that the fulvene-type molecule used as reference molecule D in ASE reactions 46 contains a small aromatic contribution relative to the non-aromatic reference structures. If so, the
NICS scan lends further support to the disqualification of ASE reactions 4, 5, and 6 as suitable IHR’s.

NICS Scan for Reference Molecule D of ASE reactions 4-6
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Figure 6.13: NICS scan for reference molecule D of IHR reactions 4-6 performed at the GIAO B3LYP
6-31+G(d,p) level of theory.
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The out-of-plane curve for the NICS scan plot of the fulvene-type compound exhibits a
minimum value of -10 ppm close to 1.3 angstroms above the ring center. The minimum of the out-ofplane component for fulvene-type reference molecule D (carbon) of ASE equations 4-6 is twice more
negative than the out-of-plane minimum of reference molecule D (carbon) in ASE reactions 1-3 (its
counterpart). Therefore, the NICS scan measures considerable π-electron delocalization for fulvenetype reference molecule D (carbon) of ASE equations 4-6.

Consequently, the NICS scan also

determines that ASE reactions 4, 5, and 6 are not adequate IHR’s because one of their reference
structures is somewhat aromatic (reference molecule D).
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Chapter 7: From Benzene to C60
7.1

Background
Several works have addressed the similarities between planar monocyclic aromatic

hydrocarbons,

planar

polycyclic

aromatic

hydrocarbons

(PAHs),

and

bowl-shaped

PAHs

(buckybowls).110-117 Many buckybowls are composed of five- and six-membered rings arranged in a
similar pattern exhibited by various fullerene structures.118,119 This structural similarity has led, in part,
to the generally accepted notion that buckybowls display fullerene-like physicochemical properties. In
particular, PAHs exhibit diatropic ring currents comparable to those in fullerenes.120

Therefore,

aromatic molecules such as benzene and the PAHs share a common energetic stabilization with
fullerenes resulting from cyclic π-electron delocalization.
With the comparative rhetoric given above, the widely accepted classification of fullerenes as
novel compounds merits strong reconsideration. Part of this study is intended to show that the similarity
in physicochemical properties between PAHs and fullerenes is enough to categorize them in a common
class of compounds. The fullerene structures should be considered typical highly conjugated π-systems
very similar to PAHs. The one chemical property which truly distinguishes fullerenes from other πconjugated molecular systems is a three-dimensional delocalized electronic structure.110,111
Despite the extensive spherical π-electron delocalization exhibited by C60 and C70, many studies
ascribe an ambiguous aromatic character to fullerenes.110-117 The main arguments against the aromatic
stabilization of fullerenes are founded on the chemical reactivity exhibited by these systems. For
example, fullerenes are highly reactive molecules that undergo a larger variety of chemical
transformations than their PAH counterparts.121-126 The chemical reactivity for fullerenes in many cases
is more akin to the chemical behavior of poorly conjugated and electron deficient alkenes.127-129
Furthermore, they react mainly through addition reactions.113
Although certain reactivity displayed by the fullerenes is inconsistent with the reactivity criteria
of prototypical aromatic molecules such as the PAHs, it is uncertain how much of this deviation is
attributable to a significant strain energy contribution. In a study published in Science, Haddon showed
that the addition reactions of the fullerenes are basically driven by the reduction of strain.113 Moreover,
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the finding by Steele and co-workers22 that the enthalpy of formation of fullerenes does not support an
aromatic classification may actually lend further support to the idea that the large strain energy
contribution compensates for the characteristic non-additive property of bond energy contributions in
aromatic molecules for the case of certain fullerenes.
Another argument cited against the aromaticity of fullerenes is based upon the bonding in two of
the more well-known fullerene structures in C60 and C70. The existence of two types of bonds in C60
([5,6]- and [6,6]-bonds) and eight different bond types in C70 may be taken as an indication of a partial
localization of the π-orbitals.131-134 Indeed, any localization of π-electrons would lead to a reduced
aromatic stabilization.
The manner in which the localization of certain π-bonds in polycyclic aromatic systems affects
the total aromatic stabilization has led to an increased interest in studying the local aromaticities of
PAHs and fullerenes. Several studies on polyaromatic molecules which contain a combination of fiveand six-membered rings such as coronenes,120 heterocoronenes,135 corannulene,120 and C30H12136 have
shown that the five-membered rings have non-aromatic or slightly anti-aromatic character, whereas sixmembered rings display local aromaticities.136-138

According to Havenith and co-workers, six-

membered rings vicinal to a five-membered ring are generally less aromatic than six-membered rings
not connected directly to a five-membered ring.138
Numerous studies have been performed on determining the aromatic character of particular rings
in polycyclic aromatic systems,111,112,115,137,139,140,141 but a certain degree of ambiguity remains in regard
to the use of the current aromaticity indices in application to individual ring structures. For instance, the
local aromaticity of C60 and C70 were studied by methods commonly employed in aromatic chemistry,
namely the HOMA115 and NICS137 indices. The drawback of using the HOMA index to measure the
degree of aromaticity in a ring is that this index has an over-dependence on the condition of bond length
equalization for assigning aromaticity. This structural criterion does not necessarily hold even for
benzene where the sigma framework rather than the π-bonding is largely responsible for the high
symmetry leading to bond length equalization. The NICS methodology, on the other hand, may be used
to probe the aromatic character of individual rings in polycyclic systems, but it becomes unreliable in
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determining the relative magnitude of aromatic stabilization among different rings in the system.105
Among the recently developed indices for the evaluation of the local aromaticity of a particular ring in a
polycyclic system, the delocalization index (DI)142,143 derived from Bader’s Atoms in Molecules
(AIM)144-146 theory seems suitable for measuring the extent of π-electron delocalization which
characterizes aromaticity.
Despite the interesting implications of localized π-electron ring structures within fully aromatic
polycyclic systems, the focus of the present chapter is on the study of the global aromaticity of benzene,
five planar PAHs, one buckybowl, and two fullerenes (C20 and C60). One purpose of studying the
aromaticity of a range of molecules starting from benzene to planar PAHs to curved PAHs and onward
to C60 is to demonstrate that fullerenes are typical π-conjugated systems which exhibit an energetic
stabilization from the delocalization of π-electrons. It is important to note that two studies involving the
Diels-Alder reactions between 1,3-butadiene and several buckybowls showed that the chemical
reactivity of buckybowls converge to that of C60 with increases in their size and curvature.147,148 These
works lend further support to the idea that PAHs and fullerenes belong to the same class of compounds.
The energies and related thermodynamic properties of aromatic hydrocarbons and fullerenes
include essential energy terms due to delocalization and to cyclic conjugation of their π-electrons.
Cyclic conjugation can be accurately represented as resonance of the π-bonds in the cyclic substructures
of such systems. The energy associated with resonance in aromatic hydrocarbons and fullerenes is
termed the aromatic stabilization energy (ASE).
The biggest difficulty in evaluating aromaticity is that the enthalpic properties associated with
aromatic stabilization are always convolved with the enthalpic manifestations of bond energies and
strain energies.

The strain energy contributions are especially significant for curved PAHs and

fullerenes. It is very difficult to carry out a rigorous quantitative evaluation of molecular strain.
The problem of de-convoluting the strain energy from the ASE is solved by the IHR
methodology previously derived in chapter five. To recapitulate, the IHR reactions require that all
molecules be equalized for each type of ring, ring size, and the sequence of nearest neighbor (NN)-atom
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types in every ring. Thus, an IHR is defined by the added requirements of equivalence for twist,
curvature, and any other topological distortion in the molecular structures of reactants and products.
The aromatic stabilization energy of the aforementioned set of molecules will be calculated by
use of the IHR methodology. The nearest neighbor (NN)-atom criterion will be applied in the design of
all reference structures. In addition, cyclic conjugation interrupts such as the methylene and exocyclic
double bond groups used in the imidazol study (Chapter 5.2) will be incorporated into the reference
structures with the specific purpose of generating non-aromatic molecules. In this chapter, a new group
designed to disrupt cyclic conjugation is introduced. The following IHR’s use five-membered ring
structures containing one or two double bonds as reference molecules.
With PAHs, the procedure for formulating reference structures that do not exhibit cyclic πelectron delocalization becomes straightforward.

Simply, the design of the hydrocarbon reference

structures entails the localization of π-bonds within the polycyclic ring system. By the addition of cyclic
conjugation interrupts at certain ring points, the construction of non-aromatic polycyclic hydrocarbon
reference structures is accomplished by drawing structures with non-resonating valence bond
representations. Ideally, the Corrected Structure Count (CSC) in the enumeration of the total possible
number of Kekule structures for the odd, non-aromatic reference molecules is zero.
Not only is it clear-cut and simple to localize π-bonds in the reference structures for benzene, the
PAHs, and the fullerenes, but the nullification of strain energy contributions from the aromatic molecule
and its corresponding reference structures in an IHR is straightforward as well. In fact, the design of
non-aromatic reference structures for the polycyclic aromatic systems turned-out to be simpler than the
design of imidazol reference structures (Chapter 5.2) in regard to the matching of strain energy. The
main reason for this is that the imidazol reference structures necessarily consist of five-membered rings
with a significant strain energy contribution, which are more challenging to construct as planar
equilibrium structures.
Similar to the aromatic imidazol-2-ylidene type molecules (Chapter 5), the minimum on the PES
for benzene and the PAHs corresponds to a planar structure. Therefore, the most accurate method for
determining the energetic stabilization resulting precisely from cyclic π-electron delocalization is to
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eliminate any strain energy differences among reactant and product molecules comprising an IHR by
designing reference molecules that are planar equilibrium structures.

The polyaromatic systems

containing six-membered rings are easier to maintain planar even when methylene cyclic conjugation
interrupts make certain carbon atoms forming the ring structure sp3-hybridized.
7.2

IHRs for Benzene to C60

Figure 7.1: Isotopological Homodesmotic Reaction (IHR) 1 for Benzene

Table 7.1: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Benzene IHR 1
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Figure 7.2: Isotopological Homodesmotic Reaction (IHR) 2 for Benzene

Table 7.2: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Benzene IHR 2

Figure 7.3: Isotopological Homodesmotic Reaction (IHR) 1 for Naphthalene
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Table 7.3: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Naphthalene IHR 1

Figure 7.4: Isotopological Homodesmotic Reaction (IHR) 2 for Naphthalene

Table 7.4: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Naphthalene IHR 2
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Figure 7.5: Isotopological Homodesmotic Reaction (IHR) 1 for Acenaphthylene

Table 7.5: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Acenaphthylene IHR 1

Figure 7.6: Isotopological Homodesmotic Reaction (IHR) 2 for Acenaphthylene
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Table 7.6: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Acenaphthylene IHR 2

Figure 7.7: Isotopological Homodesmotic Reaction (IHR) 1 for Piracene

Table 7.7: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Piracene IHR 1
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Figure 7.8: Isotopological Homodesmotic Reaction (IHR) 2 for Piracene

Table 7.8: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Piracene IHR 2

Figure 7.9: Isotopological Homodesmotic Reaction (IHR) 1 for Pyrene
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Table 7.9: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Pyrene IHR 1

Figure 7.10: Isotopological Homodesmotic Reaction (IHR) 1 for Perylene

Table 7.10: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Perylene IHR 1
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Figure 7.11: Isotopological Homodesmotic Reaction (IHR) 1 for Corannulene

Table 7.11: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for Corannulene IHR 1

Figure 7.12: Isotopological Homodesmotic Reaction (IHR) 1 for C20
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Table 7.12: DFT B3LYP/6-31+G(d,p) Energies of Optimized Structures for C20 IHR 1

Figure 7.13: Isotopological Homodesmotic Reaction (IHR) 1 for C60

Table 7.13: DFT B3LYP/6-31+G(d,p) ASE Value for C60 IHR 1
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7.3

Discussion of IHRs for Benzene to C60
The ASE values given by the IHRs in the previous section show that the series of polycyclic

molecules are aromatic with the exception of piracene. The two different IHRs for piracene yield
negative values of -3.6 kcal/mol and -4.47 kcal/mol, which indicate a slight antiaromatic character. The
relatively small positive ASE value for C20 of 7.4 kcal/mol demonstrates that this fullerene is only
slightly aromatic.
Two distinct IHRs were constructed for benzene, naphthalene, acenaphthylene, and piracene by
varying the reference structures. These reactions produced a range in ASE values which fall within
chemical accuracy. Chemical accuracy is defined as the amount of energy, 1.4 kcal/mol, required to
increase the equilibrium constant of a chemical reaction by an order of magnitude. Therefore, the set of
four molecules with two separate IHRs which fall within chemical accuracy proves the verifiable aspect
of the IHR methodology.
In going from a one six-membered ring benzene molecule to a naphthalene molecule containing
two six-membered rings, it is interesting to note that the ASE value does not double. In the sequence
from naphthalene to acenaphthylene, the ASE value remains nearly the same. This small change in the
ASE value suggests that the five-membered ring in acenaphthylene does not significantly disrupt the
cyclic delocalization of the π-electrons in the naphthalene subunit of the acenaphthylene compound.
On the other hand, the transition from acenaphthylene to piracene clearly shows that an
additional five-membered ring localizes the π-electrons in the polycyclic system, leading to an
antiaromatic molecule. The negative ASE values yielded by the two different IHRs for piracene were an
unprecedented finding. The antiaromatic character of piracene shows that is unjustifiable to classify all
PAHs as aromatic compounds, which is commonly assumed in many literature sources.
The pyrene structure is similar to piracene in that both molecules contain a naphthalene subunit.
In regard to the common naphthalene subunit, pyrene has two six-membered rings attached to the
naphthalene subunit whereas piracene consists of two attached five-membered ring structures. This
subtle difference accounts for the fact that the six-membered rings appended to the naphthalene subunit
in pyrene allow for the delocalization of π-electrons whereas the five-membered rings appended to the
naphthalene subunit in piracene localize π-electrons in the polycyclic framework. Despite the four six81

membered ring constitution of pyrene, the ASE value of pyrene is only two kcal/mol greater than the
ASE value of benzene.
The central six-membered ring of perylene anchors two naphthalene subunits on either side. The
delocalization of π-electrons in perylene, which results in an ASE value of 46.03 kcal/mol, is believed to
take place mainly in the two naphthalene subunits. The non-aromatic character of the center ring will be
examined by the NICS criterion in the following section.
In the IHR shown in figure 7.3 of the previous section, product reference molecules C and D are
identical. Using two copies of the same molecule for the product side of the IHR for naphthalene does
not violate the NN-atom criterion necessary to match hybridization types and strain energy among
reactant and product molecules. Although the NN-atom criterion for the IHR of naphthalene is obeyed,
it is worth noting that a different product reference structure that matches the structural connectivity of
reactant reference molecule B more exactly could have been utilized. The figure below shows such a
product reference molecule. This structure was not used for the IHR of naphthalene because the
possibility to draw a cyclic resonance structure indicates that cyclic π-electron delocalization is not
completely disrupted. Hence, the molecule shown below is not a suitable product reference structure.

Figure 7.14: Resonance structures of a possible product reference molecule for naphthalene
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The planarity of the equilibrium structures for benzene, naphthalene, acenaphthylene, piracene,
pyrene, and perylene imparts a considerably smaller strain energy contribution to the total
thermodynamic energy of these PAHs in comparison to curved PAHs.

Buckybowls, such as

corannulene, are examples of curved PAHs where the overall non-planar molecular shape induces an
unknown admixture of strain energy and aromaticity. The reference structures comprising the IHR for
corannulene are curved non-aromatic PAHs which match the strain energy of corannulene. Therefore,
the IHR de-convolutes the strain energy from the ASE and gives an accurate estimate of the energetic
stabilization resulting precisely from cyclic π-electron delocalization of 56.81 kcal/mol for corannulene.
The IHR for the C20 fullerene makes use of two copies of a reference product molecule, C25H10.
This basket molecule contains exactly half of the C20 ball-type structure combined with a C15H10 tubular
fragment designed to interrupt cyclic conjugation. The two C15H10 components are matched by a C30H20
tubular reactant reference molecule which preserves the topology of the product tubular fragments.
Hence, the precise isometry of reactant and product geometries ensures the cancellation of strain energy
contributions.
The IHR for C60 is derived similar to the procedure for the C20 molecule. The product reference
structure is designed by introducing six five-membered rings onto a substructure of C60, which creates a
hemispheric fragment whose perimeter atoms serve as a template for a tubular extension of the
hemispheric portion. Fixed double bonds that eliminate cyclic conjugation are placed in the tubular
extension and duplicated in a reactant tube reference molecule.
The IHR for C60 matches the C60 fullerene plus a C54H36 tube with two C57H18 baskets. The
basket structure is composed of one-half of the tube (C27H18) and one half of C60. The calculated ASE
value of 214.3 kcal/mol firmly suggests that C60 must be classified as a typical polycyclic aromatic
molecule.
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7.4

NICS Scans for Benzene to C20
NICS Scan for Benzene
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Figure 7.15: NICS scan for benzene performed at the GIAO B3LYP 6-31+G(d,p) level of theory

Figure 7.16: NICS scan for naphthalene performed at the GIAO B3LYP 6-31+G(d,p) level of theory
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Figure 7.17: NICS scan for acenaphthylene (five-membered ring) at GIAO B3LYP 6-31+G(d,p)

Figure 7.18: NICS scan for acenaphthylene (six-membered ring) at GIAO B3LYP 6-31+G(d,p)
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Figure 7.19: NICS scan for piracene (five-membered ring) at GIAO B3LYP 6-31+G(d,p)

Figure 7.20: NICS scan for piracene (six-membered ring) at GIAO B3LYP 6-31+G(d,p)
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Figure 7.21: NICS scan for pyrene (ring denoted by X in inlet) at GIAO B3LYP 6-31+G(d,p)

Figure 7.22: NICS scan for pyrene (ring denoted by X in inlet) at GIAO B3LYP 6-31+G(d,p)
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Figure 7.23: NICS scan for perylene (center ring) at GIAO B3LYP 6-31+G(d,p)

Figure 7.24: NICS scan for perylene (outer ring) at GIAO B3LYP 6-31+G(d,p)
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Figure 7.25: NICS scan for corannulene (center ring) at GIAO B3LYP 6-31+G(d,p)

Figure 7.26: NICS scan for corannulene (outer ring) at GIAO B3LYP 6-31+G(d,p)
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Figure 7.27: NICS scan for C20 at GIAO B3LYP 6-31+G(d,p)
7.5

Discussion of NICS Scans for Benzene to C20
The NICS scans presented in the previous section for the series of molecules ranging from

benzene to C20 are in perfect agreement with the ASE results obtained in section 7.2 for the same set of
molecules. The NICS scans measure a significant magnetic shielding resulting from cyclic π-electron
delocalization for the molecules which were calculated to be aromatic by the IHRs. Thus, the NICS
magnetic criterion complements the IHR energetic criterion in assigning aromaticity. The fact that two
completely distinct aromaticity descriptors arrive at identical conclusions eliminates any uncertainty in
the evaluation of aromaticity.
When interpreting the NICS scan plots, it is important to recall that determining the more
aromatic ring within a polycyclic system is not valid. Only the shapes of the NICS scan curves are
useful for assigning aromatic, non-aromatic, or anti-aromatic character for different rings of a particular
molecule.

On the other hand, comparisons of the magnetic shielding magnitude (NICS) between

90

different molecules are valid for determining which ring is more aromatic. A molecule is increasingly
aromatic with an increasingly more negative minimum value of its NICS scan curve.
The NICS scan curve for benzene was discussed thoroughly in section 6.3 and represents the
prototypical magnetic shielding plot for an aromatic molecule. The NICS scan curve of a naphthalene
ring is nearly indistinguishable to the NICS scan plot of benzene. The magnetic shielding exhibited by
naphthalene is greater by less than one ppm. Therefore, the induced π-ring current in a naphthalene ring,
upon exposure to an incident magnetic filed perpendicular to the molecular plane, is comparable in
strength to the ring current displayed by benzene.
For the five-membered ring in acenaphthylene, the NICS scan reveals a non-aromatic character.
This is consistent with the statement made in section 7.3 regarding the cyclic delocalization of πelectrons in the naphthalene subunit of acenaphthylene being unaffected by the five-membered ring.
The non-aromatic character of the five-membered ring in acenaphthylene explains why the ASE value of
naphthalene and acenaphthylene are nearly equal.

A model NICS scan plot for the out-of-plane

component of a non-aromatic molecule is the NICS graph of cyclopentane shown on page 65. Although
the five-membered ring is non-aromatic, the six-membered rings of the naphthalene subunit do display
significant aromatic delocalization. The cyclic π-electron delocalization exhibited by the six-membered
rings gives the acenaphthylene an overall aromatic character.
The study of the magnetic shielding demonstrated by piracene reveals further interesting
implications. The five- and six- membered rings of piracene are anti-aromatic. This lends support to the
notion that an additional five-membered ring in going from acenaphthylene to piracene localizes the πelectrons of the naphthalene subunit. Consequently, cyclic π-electron delocalization throughout the
polycyclic framework is inhibited and piracene becomes an anti-aromatic molecule. A prototypical
NICS scan curve for the out-of-plane component of an anti-aromatic molecule is the NICS graph of
cyclobutadiene shown on page 58.
In going from the piracene to pyrene structure, the transition can be thought of as substituting the
five-membered rings of piracene with unsaturated six-membered rings. Whereas the four rings in
piracene are anti-aromatic, the four rings of pyrene are now aromatic. The aromatic character of the
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four rings in pyrene reveals that the six-membered rings appended to the naphthalene subunit facilitate
the cyclic delocalization of π-electrons throughout the polycyclic system. In addition, the six-membered
rings attached to the naphthalene subunit of pyrene exhibit stronger diatropic ring currents than a
benzene ring.
The center ring of perylene displays a NICS scan curve for the out-of-plane component
characteristic of non-aromatic molecules. The six-membered rings comprising the naphthalene subunit
appended to the center ring of perylene are aromatic. Since the ASE value of 46.03 kcal/mol given by
the IHR on page 78 shows that the perylene molecule experiences a global aromatic stabilization, it is
evident that the cyclic π-electron delocalization takes place on both of the naphthalene subunits attached
to the center ring.
Similar to the perylene molecule, the center ring of corannulene does not exhibit a diatropic ring
current.

The NICS scan plot for the outer rings of corannulene displays a steep minimum well

characteristic of aromatic molecules. Since the ASE value of corannulene is 56.81 kcal/mol, the cyclic
π-electron delocalization must take place on each of the outer rings.
The NICS scan for a ring in C20 is unique among the molecules studied in this investigation. A
distinctive feature in the graph of the out-of-plane component for C20 is the steep increase in going from
the geometric center to 0.5 angstroms above the molecular plane. This increase corresponds to a
significant magnetic deshielding near the center of the five-membered ring. Beyond the distance of 0.5
angstroms above the molecular plane of a ring in C20, the magnetic response in regard to ring currents is
typical of a non-aromatic molecule.
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Chapter 8: Future Applications of the IHR Methodology
The development of the Isotopological Homodesmotic Reaction (IHR) methodology provides a
platform for launching further applications to interesting aromatic molecules. A special interest resides
in aromatic fullerene structures and nanotubes. The study of tubular carbon structures holds a special
place at the University of Texas at El Paso due to the work published by Herndon in year 1992.149 In an
article titled, Tubular graphitic carbon structures, Herndon and Gao were the first to postulate the
existence of four distinct classes of tubular carbon structures (buckytubes).149 This article marked a
milestone in nanoscience, serving as a starting point of the fervent interest in research on nanotubes.
Extensive research has already been performed on fullerene structures. The work performed by
Dr. Roger Taylor is considered pioneering investigation in the field of nanoscience. Taylor was the first
to isolate pure samples of C60 and C70 in a classic paper published in 1990 titled, Isolation, separation,
and characterization of the fullerenes C60 and C70: The third form of carbon.150 The immense body of
work elaborated by Taylor on C60 and related carbon structures is a source of many possible applications
for the IHR method. The focus of future work will be narrowed down to Taylor’s work concerning
functionalized buckyballs.151-157 In particular, the series of fluorinated C60 buckyballs will form the
basis of an aromaticity study on fullerenes.158-167
The application of the IHR methodology to determine the aromatic stabilization energy (ASE) of
fluorinated fullerene structures will reveal the effect that functionalizing a buckyball has on the
aromaticity.

The results obtained from the IHR energetic criterion can be compared directly to

experimental results. The structure of functionalized C60 isomers has been characterized by various
spectroscopic techniques including X-ray Diffraction, NMR, mass spectrometry, and Infra-red (IR). The
experimentally determined structures of fluorinated fullerenes reported by Taylor158-167 will serve as the
starting structures for many of the theoretical geometry optimization calculations.
The isolation and characterization of C60F4, C60F6, and C60F8 was reported in the literature in
year 2002 by Taylor and co-workers.168 The 19F NMR spectrum of C60F4 shows the addends being in a
1,2,3,4-arrangement. The spectrum for C60F6 shows the fluorine atoms to be in an S-shaped motif with
C2 symmetry. The C60F8 spectrum is based on a T-shaped motif. The peak couplings of the 19F NMR
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spectra indicate that the C60F8 structure is created by addition of three pairs of fluorine atoms across
contiguous double bonds, followed by a 1,8-addition of the final fluorine pair.168
Three important theoretical experiments can be designed to study the effect of fluorination on the
aromaticity of fullerenes. First, an IHR equation can be formulated for the experimentally168 isolated Sshaped motif of C60F6 with C2 symmetry. The result (ASE value) can be compared to the ASE value
obtained from an IHR equation for a T-shaped motif of C60F6 (hypothetical structure). If the ASE value
is larger for the S-shaped isomer, then the higher stability of the S-shaped isomer of C60F6 relative to the
T-shaped isomer could be explained, in part, by the propensity for maximum retention of aromaticity. A
conjecture is being made based on the results reported by Taylor and co-workers on the reaction of the
C60 fullerene with K2PtF6 at 470°C.61 The S-shaped motif is assumed to be the more stable isomer
because the experimentally isolated isomer of C60F6 reported is the S-shaped structure.168
The second experiment follows an approach similar to the procedure delineated in the preceding
paragraph. In this case, an IHR equation will be formulated for both the experimentally168 isolated Tshaped isomer of C60F8 and the S-shaped isomer of C60F8 (hypothetical structure). For the C60F8
molecule, the characterized structure reported by Taylor and co-workers is the T-shaped isomer.168 If
the IHR equation for the T-shaped motif yields an ASE value larger than the ASE value obtained from
the IHR equation for the S-shaped motif, then the role of aromaticity may be to determine the most
stable isomer. Again, it is assumed that the more stable isomer of C60F8 is the experimentally isolated Tshaped structure.
The third experiment aims at corroborating experimental results published in year 2004 by
Taylor and co-workers.169 In this work, the fluorination of fullerene C60 with a mixture of MnF3 and
K2NiF6 at 485 °C yielded two isomers of C60F38. This reaction falls into the category of significant
reaction types exhibited by C60 that is useful as a test-bed for investigating theories of polyaddition and
regiochemistry- 1,2 addition of small groups. Up until the isolation of C60F38 in 2004,169 the previously
characterized C60Fn compounds comprised n = 2, 4, 6, 8, 16, 18, 36 (three isomers), and 48. As Taylor
notes, fluorination is the only fullerene reaction of the 1,2-addition type in which the stepwise addition
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can, in principle, be monitored up to the maximum level of significant addition (C60F48 in the case of
fluorination).169
Taylor and co-workers assumed that C60F38 would be formed by addition to one of the isolated
double bonds in either the C3 or C1 isomers of C60F36, which would preserve three aromatic
hexagons.169 Addition to the T isomer, containing four aromatic rings, is expected to be unfavorable in
view of the inevitable disruption of aromaticity. Since C60F48 does not retain aromatic rings, Taylor and
co-workers propose that the unavoidable addition to the aromatic rings on the synthetic pathway from
C60F2 to C60F48 must take place at an addition stage beyond that of C60F36. Both C60F38 isomers elute at a
more rapid rate than the isomers of C60F36 and are attained in lower yields. The low yield of C60F38
relative to that of C60F36 is attributed to a loss of aromaticity upon addition of F2.169
The change in aromatic stabilization energy in going from C60F36 to C60F38 can be evaluated by
constructing an IHR equation for both molecules. The experimental work performed by Taylor and coworkers strongly suggests a reduction in aromatic delocalization.169 With the IHR methodology in hand,
I plan to quantify the difference in energetic stabilization between C60F36 and C60F38 resulting from
aromaticity. Therefore, the experimental work published in the aforementioned 2004 article can be
confirmed with the verifiable and robust IHR methodology for determining the aromatic stabilization
energy (ASE) of molecules.
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