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Abstract
The solution of eigenproblems is often a key computational bottleneck that
limits the tractable system size of numerical algorithms, among them elec-
tronic structure theory in chemistry and in condensed matter physics. Large
eigenproblems can easily exceed the capacity of a single compute node, thus
must be solved on distributed-memory parallel computers. We here present
GPU-oriented optimizations of the ELPA two-stage tridiagonalization eigen-
solver (ELPA2). On top of its existing cuBLAS-based GPU offloading, we
add a CUDA kernel to speed up the back-transformation of eigenvectors,
which can be the computationally most expensive part of the two-stage
tridiagonalization algorithm. We benchmark the performance of this GPU-
accelerated eigensolver on two hybrid CPU-GPU architectures, namely a
compute cluster based on Intel Xeon Gold CPUs and NVIDIA Volta GPUs,
and the Summit supercomputer based on IBM POWER9 CPUs and NVIDIA
Volta GPUs. Consistent with previous benchmarks on CPU-only architec-
∗Corresponding author.
Email address: wenzhe.yu@duke.edu (Victor Wen-zhe Yu )
Preprint submitted to Computer Physics Communications June 19, 2020
ar
X
iv
:2
00
2.
10
99
1v
2 
 [p
hy
sic
s.c
om
p-
ph
]  
18
 Ju
n 2
02
0
tures, the GPU-accelerated two-stage solver exhibits a parallel performance
superior to the one-stage counterpart. Finally, we demonstrate the perfor-
mance of the GPU-accelerated eigensolver developed in this work for routine
semi-local KS-DFT calculations comprising thousands of atoms.
Keywords: Eigensolver, dense linear algebra, parallel computing,
high-performance computing, GPU, CUDA
1. Introduction
Finding the eigenvalues and eigenvectors of large dense matrices is a fre-
quent problem in computational science and engineering. For example, in
Kohn-Sham density-functional theory (KS-DFT) [1, 2], the many-electron
problem for the Born-Oppenheimer electronic ground state is reduced to a
system of single particle equations that can be discretized into a generalized
eigenproblem in the following matrix form
HC = SCΣ. (1)
Here the Hamiltonian matrix H and the overlap matrix S are real symmet-
ric or complex Hermitian. The matrix C and the diagonal matrix Σ are
the eigenvectors and eigenvalues, respectively, of this eigensystem. In the
framework of KS-DFT, C and Σ (or the information they carry, at least) are
needed for the construction of H . Therefore, Eq. 1 is a non-linear problem
and must be solved self-consistently. It is possible, and has already been
implemented in various codes [3, 4, 5, 6], to restrict the computational cost
of the construction of H to scale linearly with respect to the system size N
for any semi-local and hybrid exchange-correlation functional. In contrast,
the solution of a dense eigenproblem (“diagonalization”) scales as O(N3),
quickly growing to become prohibitive as N increases to large values.
Today, DFT simulations in condensed matter physics and materials sci-
ence make up a very large fraction of supercomputer time used in production.
The progress of this community relies inherently on the availability of scalable
solvers on new hardware. In the past, various developments have originated
in this community to facilitate or circumvent the solution of Eq. 1 [7, 8].
• The algorithm typically employed in a conventional dense eigensolver [9,
10] is tridiagonalization, which brings the original matrix to a tridi-
agonal form by a series of Householder transformations. This algo-
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rithm suffers from the inefficiency of BLAS level-2 matrix-vector oper-
ations. New algorithms such as pentadiagonalization [11] and two-stage
tridiagonalization [12, 13, 14, 15] have been developed, leading to en-
hanced performance over the conventional one-stage tridiagonalization
approach.
• Iterative eigensolvers [16, 17, 18, 19] are commonly employed by DFT
codes, particularly those based on plane-wave (PW) basis functions and
pseudopotentials. In that case, because of the large number of basis
functions, i.e. the large dimension of the matrices in Eq. 1, needed in
an accurate calculation, a direct solution of Eq. 1 is rather infeasible.
Iterative eigensolvers are well suited to find a small fraction of low-lying
eigenstates, commensurate with the needs of a PW-based code. When
using spatially localized basis functions, such as linear combination of
atomic orbitals (LCAO), the fraction of needed eigenpairs out of the
full matrix dimension can be fairly large. In this scenario, iterative
solvers no longer have an advantage over direct eigensolvers.
• With localized basis functions, locality in the physical system can be
translated to sparsity in theH and S matrices. Methods exploiting this
sparsity can be formulated as O(N) ∼ O(N2) [20, 21, 22, 23, 24, 25] by
circumventing the explicit solution of Eq. 1. In particular, linear scal-
ing algorithms in a density matrix formalism have been successfully
applied to simulations of one million atoms [26, 27]. Despite the suc-
cess in extreme-scale simulations, reduced scaling methods come with
a computational prefactor that is much larger than that of the O(N3)
diagonalization method. Moreover, the applicability and optimal per-
formance of reduced scaling methods are often limited to some certain
problem types.
As of today, dense eigensolvers, with their small computational prefactor
and general applicability, remain the default method in most LCAO codes.
Even in PW codes, the performance of a dense eigensolver is still crucial, be-
cause at some stage of an iterative solver there will typically be a reduced-size
dense eigenproblem, the size of which scales with the number of valence elec-
trons in the system being simulated. Therefore, any improvement made to
a dense eigensolver would benefit the entire electronic structure community,
and the broader field of computational physics in general.
3
The ubiquitous adoption of graphics processing units (GPU) in high-
performance computing opens up new opportunities to accelerate the solution
of dense eigenproblems. A GPU device consists of hundreds to thousands
of parallel cores operating at a relatively low frequency. These cores are
naturally suited for parallel computational tasks, such as vector and matrix
operations found in dense linear algebra. On top of that, GPUs typically
have a power efficiency superior to traditional CPUs, and therefore play
an important role in supercomputing towards the exascale. According to the
latest release of the TOP500 list at the time of writing (November 2019) [28],
five of the top ten machines are GPU-accelerated, including Summit, the
world’s fastest computer based on IBM POWER9 CPUs and NVIDIA Tesla
Volta V100 GPUs.
Eigensolvers operating on hybrid CPU-GPU machines have long been
available in GPU-oriented linear algebra packages such as cuSOLVER [29]
and MAGMA [30, 31]. These packages are designed and optimized for shared-
memory host architectures. They can be very fast, but the problem size they
can tackle is limited by the memory capacity of a single compute node. Fully
exploiting the power of GPU-accelerated supercomputers would require a
distributed-memory implementation.
The MPI-parallel, distributed-memory ELPA library [32] implements the
conventional one-stage diagonalization method and the two-stage diagonal-
ization proposed in Refs. [12, 13], known as the “ELPA1” and “ELPA2”
solvers, respectively. The ELPA library is being used in a large number of
quantum chemistry and solid state physics software packages (mentioned ei-
ther in the publications cited here or in the documentation of the package),
including ABINIT [33], CP2K [34], CPMD [35], DFTB+ [36], FHI-aims [4],
GPAW [37], NWChem [38], Octopus [39], OpenMX [40], QuantumATK [41],
Quantum ESPRESSO [42], SIESTA [6], VASP [43], and WIEN2k [44]. Both
the ELPA1 and ELPA2 solvers have been ported to GPUs by substituting
BLAS calls with the corresponding cuBLAS functions [45], making ELPA
the only publicly available, distributed-memory, GPU-accelerated eigensolver
to our knowledge. The CPU-only version of ELPA1 and ELPA2 and the
GPU-accelerated version of ELPA1 and ELPA2 are hereafter referred to as
CPU-ELPA1, CPU-ELPA2, GPU-ELPA1, and GPU-ELPA2, respectively.
In single-node tests published by Ku˚s et al. [45, 46], the performance of GPU-
ELPA1 is better than that of GPU-ELPA2. When using 2 IBM POWER8
CPUs (24 cores in total) and 4 NVIDIA Pascal P100 GPUs, GPU-ELPA1
delivers up to 11.9x performance boost compared to CPU-ELPA1 using 24
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CPU cores. The efficiency of CPU-ELPA2 on various distributed-memory
CPU platforms [15, 47, 48] indicates that GPU-ELPA2 may outperform
GPU-ELPA1 on multiple nodes. Historically, the GPU porting of ELPA2
dates back to 2013, when Peter Messmer from NVIDIA programmed the
first version of GPU-ELPA2. Then the code was refactored and merged into
the mainline version of ELPA, and has been available in released versions
of the ELPA eigensolver library since 2016. In this paper, we report our
latest optimizations and developments that enable a performance improve-
ment on distributed-memory, GPU-accelerated architectures. Specifically,
several synchronizations and memory transfers between CPUs and GPUs
have been optimized. Additionally, some kernels in one of the major compu-
tational steps, the tridiagonal-to-banded back-transformation of eigenvectors
(Eq. 6d), have been rewritten.
The rest of this paper is organized as follows. First, we briefly review
the two-stage diagonalization algorithm, in particular the tridiagonal-to-
banded back-transformation of eigenvectors and its CPU implementation in
the ELPA library. Next, we outline the GPU acceleration strategies em-
ployed in GPU-ELPA2, and elaborate on our CUDA implementation of the
tridiagonal-to-banded back-transformation of eigenvectors, which is essen-
tially a GPU extension of the algorithm in Refs. [14, 49]. We then bench-
mark the performance and scalability of the GPU-ELPA2 solver on two GPU-
accelerated computers, namely the Talos cluster at Max Planck Computing
and Data Facility in Garching, Germany, based on Intel Xeon Gold CPUs
and NVIDIA Volta GPUs, and the Summit supercomputer at Oak Ridge
National Laboratory in Tennessee, USA, based on IBM POWER9 CPUs
and NVIDIA Volta GPUs. Finally, we demonstrate the performance of the
approach for practical computational physics problems on the current top su-
percomputer, Summit, for routine semi-local KS-DFT calculations including
thousands of atoms without sacrificing any accuracy.
2. Two-Stage Tridiagonalization in ELPA2
2.1. Overview of the Two-Stage Tridiagonalization
The textbook procedure [9, 10] to solve a dense generalized eigenproblem,
like the one in Eq. 1, first computes the Cholesky factorization of S
S = LL∗, (2)
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then uses L to transform Eq. 1 to a standard eigenproblem
H˜C˜ = C˜Σ. (3)
H˜ is
H˜ = L−1H(L∗)−1, (4)
and the eigenvectors C˜ must be back-transformed in order to retrieve the
eigenvectors of Eq. 1, i.e.
C = (L∗)−1C˜. (5)
The direct solution of Eq. 3 is based on tridiagonalization, that is, the
full matrix H˜ is transformed to a tridiagonal matrix T . This is typically ac-
complished by individual Householder transformations, which take the shape
of matrix-vector operations. Eigenvalues and eigenvectors of T can be eas-
ily (compared to the original problem) solved. Then, eigenvectors of T are
back-transformed to obtain eigenvectors of H˜ . This algorithm is adopted by
a variety of dense linear algebra packages, such as LAPACK [50] targeting
sequential and shared-memory parallel architectures; cuSOLVER [29] and
MAGMA [30, 31] targeting shared-memory architectures with GPU accel-
erators; ScaLAPACK [51] and Elemental [52] targeting distributed-memory
parallel architectures. However, as mentioned above, the tridiagonalization
step makes extensive use of memory-bound, BLAS level-2 matrix-vector op-
erations, whose performance is limited on modern computer architectures.
The two-stage tridiagonalization algorithm proposed by Bischof, Sun,
and Lang [12, 13] is an established alternative to the conventional one-stage
method. As shown in Eq. 6 below and further illustrated in Fig. 1, the
tridiagonalization of the full matrix H˜ is carried out in two transformations.
The first transformation P reduces H˜ to a banded matrix B, and the second
transformation Q reduces B to a tridiagonal matrix T . The eigenvalues Σ
and eigenvectors X of T are solved as done in the one-stage method. The
back-transformation of eigenvectors is also carried out in two steps. X is first
back-transformed to Y , the eigenvectors of B, then to C˜, the eigenvectors
of H˜ .
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B = PH˜P ∗, (6a)
T = QBQ∗, (6b)
TX = XΣ, (6c)
Y = Q∗X, (6d)
C˜ = P ∗Y . (6e)
Figure 1: Computational steps of the two-stage tridiagonalization approach: the reduc-
tion of the full matrix H˜ to a banded matrix B, the reduction of the banded matrix
B to the tridiagonal matrix T , the solution of the tridiagonal eigenproblem, the back-
transformation of the eigenvectors to the banded form, and the back-transformation of
the eigenvectors to the full form. Matrix size N = 17. Semi-bandwidth b = 4.
This two-stage tridiagonalization approach is implemented in several lin-
ear algebra software packages [14, 15, 30, 50, 53], including a high-performance
distributed-memory implementation in the ELPA library [14, 15]. The intro-
duction of the banded matrix stage leads to faster computation compared to
the one-stage method, for the transformation in Eq. 6a mostly involves highly
efficient BLAS level-3 matrix-matrix operations, and the transformation in
Eq. 6b only works on a sparse banded matrix B instead of a full matrix.
The solution of Eq. 6c is accelerated in ELPA by extending the divide-and-
conquer symmetric tridiagonal eigensolver [54, 55, 56] such that unwanted
eigenvectors are not computed [14, 49]. Regarding the back-transformation
of eigenvectors, it is rather difficult to directly use BLAS routines for Eq. 6d.
Manually optimized “kernels” written in architecture-specific instruction sets
are employed for this particular step [14, 46, 49]. The ELPA2 solver is highly
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scalable on massively parallel, distributed-memory architectures. It avoids
global MPI communications by using a 2-dimensional (2D) process grid and
restricting the communication to take place within either the row direction
or the column direction. Depending on the size of the matrix, ELPA2 scales
to at least tens of thousands of CPU cores [15, 47, 48].
2.2. Tridiagonal-to-Banded Back-Transformation of Eigenvectors
We now summarize the tridiagonal-to-banded back-transformation algo-
rithm and its CPU implementation in ELPA2. The reader is also referred to
Refs. [12, 13, 14, 49]. ELPA2 relies on the “bulge chasing” algorithm [12, 13]
to reduce a banded matrix B to a tridiagonal matrix T . Let N and b de-
note the dimension and semi-bandwidth of B, respectively. The banded-to-
tridiagonal transformation is done in N − 2 stages, with (N − i)/b sweeps in
the ith stage. The first sweep of the ith stage reduces the ith column of B to
the target tridiagonal form, at the same time introducing fill-ins (“bulges”)
to the remainder of B. From the second sweep on, the first column of the
fill-ins introduced in the previous sweep is eliminated, while introducing new
fill-ins further down the matrix. The transformation applied in the jth sweep
of the ith stage can be written as
Q(i,j) = Q
∗
(i,j) = I − τ(i,j)v(i,j)v∗(i,j), (7)
where Q(i,j) is a Householder transformation matrix; I is the identity matrix;
the scalar τ(i,j) and vector v(i,j) are computed following the standard House-
holder method [9, 57]. Most Householder vectors v(i,j) have a length equal to
b, except that v(i,j) generated in the last sweep of each stage may be shorter.
Matrix-vector operations are still needed in order to apply these Householder
transformations, but the computational cost is much less than in the one-
stage tridiagonalization algorithm, as the vectors are much shorter. The left
panel of Fig. 2 shows where vectors v(i,j) are generated with an example of
N = 17, b = 4, and N − 2 = 15 stages of bulge chasing. In the actual code,
the Householder matrices Q(i,j) are never explicitly constructed. Instead,
τ(i,j) and v(i,j) are stored and used for the transformations in Eqs. 6b and 6d,
where Q is the product of all Q(i,j).
After the tridiagonal eigenproblem (Eq. 6c) is solved, we get the eigen-
values Σ and eigenvectors X of the tridiagonal matrix T . The main task
of the tridiagonal-to-banded back-transformation is to apply all Q∗(i,j) to X
(Eq. 6d). It is obvious that the eigenvectors can be back-transformed inde-
pendently, leading to a trivial parallelism over eigenvectors. Moreover, as
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Figure 2: Visualization of Householder vectors v(i,j) and eigenvectors X involved in the
tridiagonal-to-banded back-transformation. Matrix size N = 17. Semi-bandwidth b = 4.
Number of eigenvectors Nev = 12. The left panel shows where vectors v(i,j) are gener-
ated in the banded-to-tridiagonal transformation. Note that in the code these vectors are
stored in a separate array. They cannot be stored in place, because the transformations
generated in the full-to-banded transformation are stored there. The (i, j) pair inside a
vector denotes its stage and sweep indexes. For symmetric and Hermitian eigenproblems,
only the lower triangular part is considered. The right panel shows the eigenvectors X to
be back-transformed. When using multiple processes, the local computation performed by
each process is the application of a series of Householder transformations Q(i,j) to a part
of the eigenvectors X. As a fictitious example, in the first step of the back-transformation,
a process could be responsible for applying the colored Householder transformations se-
quentially, i.e. (8,1) → (7,1) → (6,1) → (5,1), to the colored part of the eigenvectors.
the Householder vectors v(i,j) are shorter than the eigenvectors X, a single
transformation Q∗(i,j) only alters a few rows of X where v(i,j) has non-zero
values. For instance, the Householder vector v(1,4) at the left bottom corner
of Fig. 2 only alters the last four rows of X. This leads to another level of
parallelism to be exploited within an individual eigenvector.
In ELPA2, the Np processes are organized in an Npr by Npc grid. The
Nev eigenvectors are uniformly distributed across the Npc process columns.
Within a process column, the eigenvectors are distributed across the Npr
processes in a block manner. Each process applies a series of Householder
transformations to its local part of the eigenvector matrix X. The colored
part in Fig. 2 shows an example of the local computation by a process.
This process applies four Householder transformations, Q∗(8,1), Q
∗
(7,1), Q
∗
(6,1),
and Q∗(5,1), to its local part of the eigenvector matrix, referred to as X local
hereafter. Apparently, Q∗(4,1), Q
∗
(3,1), and Q
∗
(2,1) also modify the top part
of X local. These three transformations are however applied by the upper
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adjacent process in the same process column. Therefore, the top three rows
of X local must be exchanged with the upper adjacent process. Likewise,
the bottom three rows of X local must be exchanged with the lower adjacent
process in the same process column. The middle part of X local is not involved
in any data exchange. It appears in Fig. 2 that almost the entireX local matrix
needs to be exchanged between adjacent process rows, as there is only one
row in the middle part. However, the height of the middle part actually
increases with the matrix size N , whereas the height of the top and bottom
parts can never exceed the semi-bandwidth b. Therefore, the amount of data
that needs to be exchanged, i.e., data in the top and bottom parts, is limited
by b, usually accounting for a small fraction of X local.
3. GPU Acceleration of ELPA2
In ELPA2, the two-stage tridiagonalization is implemented as five sepa-
rate subroutines corresponding to the five steps in Eq. 6. The input, output,
and internal working matrices of ELPA2 are distributed across CPU cores.
ELPA2 relies on its own explicit MPI calls to handle distributed linear al-
gebra operations. The efficient MPI communication pattern in the CPU
version of ELPA2 is not altered in the GPU version, where GPU acceler-
ation is mainly realized by substituting local BLAS calls with the corre-
sponding cuBLAS functions, as is done for the full-to-banded transformation
(Eq. 6a), the solution of the tridiagonal system (Eq. 6c), the banded-to-full
back-transformation (Eq. 6e), and additionally the matrix multiplications in
the transformation between generalized and standard eigenproblems (Eqs. 4
and 5). The tridiagonal-to-banded back-transformation (Eq. 6d) is GPU ac-
celerated by a CUDA implementation of Eq. 7. The banded-to-tridiagonal
transformation (Eq. 6b) has not been ported to GPUs, because of its low
computational cost as shown in Fig. 7.
3.1. GPU Offloading via cuBLAS
The API of cuBLAS is designed to be almost identical to that of the stan-
dard CPU BLAS, making cuBLAS-based GPU offloading straightforward.
Here we only comment on two technical aspects. First, the communication
and synchronization between CPUs and GPUs should be avoided as much
as possible. Before calling a cuBLAS function, the input arrays must reside
on the GPU memory, which often requires a copy of the data from CPU to
GPU. In order for the CPU to access the result of cuBLAS, another copy
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from GPU to CPU is needed. In our GPU porting of ELPA2, CPU-GPU
memory transfers are reduced to minimum by leaving data on the GPU as
long as possible. Most often, GPU data is copied to the CPU in order to
participate in an MPI communication call. In the version discussed in this
paper, we have not yet explored GPU-aware MPI to directly communicate
data on the GPU. In each of the GPU-accelerated subroutines, the allocation
of GPU memory, which implies a CPU-GPU synchronization, is performed
before the main work begins by precomputing the size of the allocation. The
allocated GPU memory is reused wherever possible, and is deallocated af-
ter the main work finishes. Avoiding frequent allocation and deallocation of
GPU memory in a loop or in a recursive routine greatly reduces the amount
of implicit CPU-GPU synchronization.
Second, the CPU code of the GPU-accelerated version of ELPA2 operates
in a pure MPI mode without threading, i.e., one MPI task for each CPU core.
As most (if not all) mainstream computers today have more CPU cores than
GPU devices, several MPI tasks would have to share one GPU device. When
the size of an eigenproblem is relatively small, the amount of work assigned
to each individual MPI task may not be able to fully saturate the GPU. In
such cases, the NVIDIA Multi-Process Service (MPS) transparently allows
work from different MPI tasks to be executed concurrently on the GPU,
increasing the overall GPU utilization. It is thus recommended to use ELPA
with MPS switched on.
3.2. CUDA Implementation of Parallel Householder Transformations
In this section, we present our CUDA implementation of the local com-
putation in Fig. 2, which is the key step in the tridiagonal-to-banded back-
transformation (Eq. 6d). In a CUDA program, the large number of GPU
cores are arranged into a grid of blocks, each of which in turn comprises a
grid of threads. All the GPU cores work in a single instruction, multiple
thread (SIMT) fashion, i.e., a single instruction is simultaneously executed
by multiple threads with different data [58]. As explained in Sec. 2.2, in
a given step of the tridiagonal-to-banded back-transformation, a process is
responsible for applying Nv Householder transformations to its local eigen-
vector matrix X local, which has NR rows and NC columns. A Householder
transformation defined by τ and v is applied to an eigenvector x by
(I − τvv∗)x = x− τv(v∗x). (8)
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The Nv Householder transformations are applied sequentially. The order
in which they are applied in the tridiagonal-to-banded back-transformation
is the reverse of the order in which they are generated in the banded-to-
tridiagonal transformation. Consider the example in Fig. 2 again, the first
transformation would be Q∗(8,1), then Q
∗
(7,1), Q
∗
(6,1), and finally Q
∗
(5,1). It is
obvious that from one transformation to the next, the rows of X local modified
by the transformation are shifted upward by one row. This is also seen in
Fig. 2, where Q∗(8,1) modifies the 4
th to 7th rows of X local, Q
∗
(7,1) modifies the
3rd to 6th rows of X local, and so forth. Each individual Q
∗
(i,j) actually only
modifies b rows of X local.
In order to map this local computation to the GPU cores, we choose a
1D block grid with a 1D thread grid within each block. The CUDA kernel is
launched with NC blocks and b threads, so that each block works on an eigen-
vector, and each thread works on an element of this eigenvector. Specifically,
the Householder transformations are applied to X local as follows:
1. CopyX local, as well as all v and τ that ever updateX local, from CPU to
GPU. Each GPU block is responsible for one column of X local, denoted
as x.
2. Compute Eq. 8 for the first Householder transformation.
(a) Compute dot product v∗x. Only b elements of x contribute to
the dot product. Each of the b GPU threads loads one element
of v and one element of x, multiplies them together, and stores
the thread-local result in shared memory. The final dot product
is obtained by a parallel reduction involving all the threads in a
block.
(b) Update x by x = x − τ(v∗x)v. Again, only b elements of x are
modified. Since the dot product v∗x has already been computed
and τ is a scalar, this update can be done in a straightforward
element-wise fashion, i.e., each thread updates one element of x.
3. Among the b elements of x that are updated by the first Householder
transformation, only the lowest element will not be affected by the next
Householder transformation. Before applying the next transformation,
the last thread in each block writes its element of x into X local. Then
thread i (i >= 1) takes the element of x from thread (i − 1), while
thread 0 loads a new element from X local.
4. Now all threads are ready to repeat steps 1, 2, and 3 for the next
Householder transformation.
12
5. The CUDA kernel finishes when all transformations are applied. The
updated X local is then copied back to CPU.
An example of this procedure is given in Fig. 3, where four Householder
transformations are applied to a local eigenvector matrix with NR = 7 rows
and NC = 6 columns. The CUDA kernel is launched with six blocks and
four threads, as indicated by the block id and thread id (both zero-based)
in the figure. Throughout the execution of the kernel, block i is responsible
for the (i + 1)th eigenvector. The four Householder transformations need to
be applied in reverse order, i.e. from right to left. In the application of the
rightmost transformation, threads 0, 1, 2, 3 in each block are responsible for
the 4th, 5th, 6th, and 7th elements, respectively, of the eigenvector this block
is responsible for. After computing Eq. 8, thread 3 immediately writes the
7th element back to the X local array. Threads 1, 2, 3 take the updated 4
th,
5th, and 6th elements from threads 0, 1, 2, respectively. Then thread 0 loads
the 3rd element of the eigenvector from X local, and all the threads are ready
for the next transformation. It is obvious that all the transformations can
be applied in exactly the same way. After the kernel finishes, the final X local
is copied back from GPU to CPU.
Figure 3: Workflow of the Householder transformation CUDA kernel. The semi-bandwidth
is b = 4. Four Householder transformations are applied to the local eigenvector matrix
with NR = 7 rows and NC = 6 columns. As indicated by the block index (blockIdx.x) and
thread index (threadIdx.x), a CUDA block works on a column of the eigenvector matrix,
while a thread within a block works on a single element. From the nth iteration to the
(n−1)th iteration, the work set of the eigenvector matrix is shifted upward by one element.
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4. Performance and Scalability
The performance of the GPU-accelerated ELPA2 solver is benchmarked
on the Talos cluster at Max Planck Computing and Data Facility and the
Summit supercomputer at Oak Ridge National Laboratory. Each node of
Talos has 2 Intel Xeon Gold 6148 CPUs (40 cores in total) and 2 NVIDIA
Tesla Volta V100 (each has 32 GB high-bandwidth memory, double precision
peak 7.0 TFLOP/s, PCIe 32 GB/s interconnect) GPUs. Benchmarks pre-
sented in Fig. 4 are performed on Talos. The ELPA code is compiled with
the Intel 19.0.5 compiler suite, Intel MPI 2019.5, Intel MKL 2019.5, and
CUDA 10.1. Each node of Summit has 2 IBM POWER9 CPUs (44 cores in
total, of which 42 are for running applications) and 6 NVIDIA Tesla Volta
V100 (each has 16 GB high-bandwidth memory, double precision peak 7.8
TFLOP/s, NVLink 300 GB/s interconnect) GPUs. Benchmarks presented
in Figs. 5, 6, 7 are performed on Summit. The ELPA code is compiled with
the IBM XL 16.1.1 compiler suite, IBM Spectrum MPI 10.3, IBM ESSL 6.1,
and CUDA 10.1.
Fig. 4 shows the total time to solution of CPU-ELPA1, CPU-ELPA2,
GPU-ELPA1, and GPU-ELPA2 on the Talos cluster. All eigenvalues and
eigenvectors of randomly generated real and complex matrices of size N =
40,000 to 100,000 are computed with up to 64 nodes. As already demon-
strated in published benchmarks [15, 47, 48, 49], CPU-ELPA2 greatly out-
performs CPU-ELPA1 in terms of performance and scalability. The per-
formance difference between GPU-ELPA1 and GPU-ELPA2 is rather small.
For small node counts, GPU-ELPA1 is marginally faster than GPU-ELPA2,
which agrees with the published single-node tests [46]. What has not been
tested previously is the performance on multiple nodes. It turns out that
GPU-ELPA2 becomes faster than GPU-ELPA1 as the node count increases.
The crossover point depends on the dimension of the problem, e.g., 4 nodes
in the N = 40,000 real case, and 16 nodes in the N = 100,000 complex
case. When using 64 nodes, the speedup of GPU-ELPA2 over GPU-ELPA1,
averaged over all matrix sizes in Fig. 4, is 2.2x.
In Fig. 4, the speedup enabled by the GPUs ranges from no speedup at
all to 3.3x. Three general trends emerge: (1) For the same matrix size, the
speedup becomes smaller as the node count increases. For small N , CPU-
ELPA2 can even be faster than the GPU-accelerated solvers, thanks to the
near-optimal strong scaling of CPU-ELPA2. (2) For the same number of
nodes, the speedup becomes larger as the matrix size increases. (3) For the
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same node count and the same matrix size, the speedup is larger for complex
matrices than for real matrices.
Figure 4: Timings of CPU-ELPA1 (red solid), CPU-ELPA2 (blue solid), GPU-ELPA1
(red dashed), and GPU-ELPA2 (blue dashed) for randomly generated, real symmetric
and complex Hermitian matrices of size N = 40,000, 60,000, 80,000, and 100,000. All
eigenvalues and eigenvectors are computed. The gray dotted lines indicate ideal strong
scaling. Tests are performed on the Talos cluster. The nodes are fully exploited by running
40 MPI tasks and 2 GPUs per node.
The timing experiment in Fig. 4 is repeated on the Summit supercom-
puter. The results are shown in Fig. 5. CPU-ELPA1 is omitted for simplicity.
On Summit, the GPU-accelerated solvers GPU-ELPA1 and GPU-ELPA2 are
always faster than the CPU-ELPA2 solver, with a maximum speedup of over
20x. The speedup of GPU-ELPA2 over CPU-ELPA2 remains 2.2x (N =
40,000 real) to 6.7x (N = 100,000 complex) even for 64 nodes. For the
same matrix size and the same node count, the speedup on Summit appears
greater than on Talos, which can be partially attributed to the difference
in hardware. Summit has 6 GPUs per node, whereas Talos only has two
GPUs per node. Data transfers on Summit take advantage of the NVLink
technology [59] for high-bandwidth interconnect between CPUs and GPUs.
Besides, a high-performance CPU kernel for the tridiagonal-to-banded back-
transformation, written in AVX512 instructions [46], is employed for the Intel
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Xeon Gold CPUs on Talos, rendering better performance of CPU-ELPA2 on
Talos. Overall, we therefore observe that the absolute per-node timings of
CPU-ELPA2 in Figs. 4 and 5 are already lower on Talos than on Summit.
This difference in the CPU-only results, which are the baseline of the re-
ported speedups, probably exaggerates the comparison of GPU-ELPA2 and
CPU-ELPA2 on Summit somewhat, relative to Talos. Nevertheless, the three
trends summarized from the tests on Talos are still valid on Summit, that
is, the GPU speedup is larger for (1) larger matrix size, (2) fewer nodes, and
(3) solving a complex problem instead of a real one. On both computers,
the strong scaling of the GPU solvers is never as good as that of the CPU
solvers. This can be explained by the workload assigned to the individual
nodes. When using a large number of nodes or solving a small matrix, the
workload on each node becomes so little that the many GPUs cannot be
saturated, and the cost of CPU-GPU communications cannot be amortized.
In contrast, when solving a large matrix or using a small number of nodes, a
large amount of local work is offloaded to the GPUs, resulting in a significant
speedup.
Note that in Figs. 4 and 5, all eigenvalues and eigenvectors are computed.
In applications such as materials simulations based on KS-DFT, only a por-
tion of the eigenspectrum, e.g., typically 20% to 60% for LCAO basis sets,
is of interest. In this case, the advantage of ELPA2 over ELPA1 should be
more significant, as the computational complexity of the back-transformation
is proportional to the number of eigenvectors to be calculated. This is demon-
strated in Fig. 6, where the total timings (red circles) of the GPU-ELPA1
(solid) and GPU-ELPA2 (dashed) are decomposed into the forward tridiag-
onalization (blue squares), the solution of the tridiagonal problem (yellow
diamonds), and the backward transformation (violet triangles). Two test
cases, namely N = 40,000 real and N = 100,000 real, are shown as examples
for a single node on Summit, i.e., the worst-case scenario for ELPA2. The
two-stage tridiagonalization in ELPA2 is always faster than the one-stage
tridiagonalization in ELPA1 by a factor of approximately three. The back-
transformation accounts for a small fraction of the total time in ELPA1, but
is the most time-consuming part in ELPA2 when all the eigenvectors are
computed. When computing fewer eigenvectors, the burden of the two-stage
back-transformation in ELPA2 can be greatly alleviated, making ELPA2
more favorable than ELPA1.
Given that the optimal performance may be achieved with GPU-ELPA1,
GPU-ELPA2, or CPU-ELPA2, depending on the specifics of the problem
16
Figure 5: Timings of CPU-ELPA2 (blue solid), GPU-ELPA1 (red dashed), and GPU-
ELPA2 (blue dashed) for randomly generated, real symmetric and complex Hermitian
matrices of size N = 40,000, 60,000, 80,000, and 100,000. All eigenvalues and eigenvectors
are computed. The gray dotted lines indicate ideal strong scaling. Tests are performed on
the Summit supercomputer. The nodes are fully exploited by running 42 MPI tasks and
6 GPUs per node.
and the architecture, we highlight the auto-tuning feature in the ELPA li-
brary [46]. When ELPA is called repeatedly, like e.g. in a self-consistent KS-
DFT calculation, this auto-tuning feature automatically iterates over possible
combinations of solvers and runtime parameters. The best solver for a given
problem can be identified and utilized without any additional input from the
user.
In Fig. 7, we further decompose the timings of CPU-ELPA2 and GPU-
ELPA2 into the five computational steps defined in Eq. 6. Again, the N
= 40,000 real and N = 100,000 real tests are shown as examples. Steps
that have been GPU-accelerated display an excellent speedup, namely 5.8x,
6.1x, 17.1x, and 11.3x (averaged over all data points in Fig. 5) for the full-
to-banded transformation (Eq. 6a), the solution of the tridiagonal problem
(Eq. 6c), the tridiagonal-to-banded back-transformation (Eq. 6d), and the
banded-to-full back-transformation (Eq. 6e), respectively. The banded-to-
tridiagonal transformation step (Eq. 6b) is not yet GPU-accelerated, as it
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Figure 6: Timings of GPU-ELPA1 (solid) and GPU-ELPA2 (dashed) as a function of the
number of eigenvectors computed, for randomly generated, real symmetric matrices of size
N = 40,000 and 100,000. Tests are performed on one node of the Summit supercomputer.
Shown are the total timing (red circles), the timings of the forward tridiagonalization
(blue squares), the solution of the tridiagonal problem (yellow diamonds), and the back-
transformation of the eigenvectors (violet triangles).
never stands as a bottleneck. The tridiagonal-to-banded back-transformation,
which uses the newly developed CUDA kernel described in Sec. 3.2, shows a
strong scaling that is close to ideal. The scaling of the full-to-banded trans-
formation and the banded-to-full back-transformation is not as good as the
other steps. These two steps limit the overall parallel efficiency of GPU-
ELPA2, therefore they would be the first target for further algorithmic and
technical optimization.
5. Application in Materials Calculations
Finally, we demonstrate the efficiency of GPU-ELPA2 in actual materi-
als simulations. Two atomic structure models are selected as test systems,
namely Cu2BaSnS4 and graphene on SiC as shown in Fig. 8 (a) and (b),
respectively. Cu2BaSnS4 is a semiconductor that was designed as a poten-
tial photovoltaic absorber material [60, 61]. In this class of materials, large
supercells can be of importance to understand, for example, the impact of
dynamical properties, of defects, or of deliberately introduced dopant materi-
als. Graphene on SiC features a monolayer graphene of very high crystalline
quality that can be obtained as a thermodynamic equilibrium phase [62] on a
SiC surface. The combined system has a very large (6
√
3× 6√3)-R30◦ crys-
tallographic unit cell. Calculations of this system have, for instance, been
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Figure 7: Timing decomposition of CPU-ELPA2 (solid) and GPU-ELPA2 (dashed) for
randomly generated, real symmetric matrices of size N = 40,000 and 100,000. Tests
are performed on the Summit supercomputer. Node utilization is identical to that in
Fig. 5. All eigenvalues and eigenvectors are computed. Shown are the timings of the
full-to-banded transformation (red circles, Eq. 6a), the banded-to-tridiagonal transforma-
tion (blue squares, Eq. 6b), the solution of the tridiagonal problem (yellow diamonds,
Eq. 6c), the tridiagonal-to-banded back-transformation (violet up triangles, Eq. 6a), and
the banded-to-full back-transformation (green down triangles, Eq. 6e).
used to gain insights into subsurface structure perturbations by comparing
to experimentally obtained signals from contact-resonance atomic force mi-
croscopy [63].
Figure 8: Atomic structures of (a) Cu2BaSnS4 and (b) graphene on SiC.
The crystallographic unit cell of Cu2BaSnS4 contains 24 atoms. For this
number of atoms, simulations based on semi-local DFT or a higher level of
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theory are affordable even on desktop computers. However, the number of
atoms and the associated computational cost increase rapidly with respect
to the size of the supercell. To test the performance of the GPU-ELPA2
solver, KS-DFT calculations with the PBE exchange-correlation functional
are carried out using the all-electron full-potential FHI-aims code [4, 64] for
2×2×2, 3×3×3, 4×4×4, and 5×5×5 supercell models of Cu2BaSnS4. The
ELPA library is connected to FHI-aims through the ELSI interface [7, 8]. In
these calculations, the number of atoms ranges from 192 to 3,000, and the
number of basis functions ranges from 5,136 to 80,250. The timings are shown
in Fig. 9, with CPU-ELPA2 timings obtained on the Cori supercomputer
(Haswell partition) included for comparison. In this particular test case, the
performance of GPU-ELPA2 on two (four) Summit nodes is comparable to
that of CPU-ELPA2 on 40 (80) Cori-Haswell nodes.
Figure 9: Performance comparison of CPU-ELPA2 and GPU-ELPA2 in KS-DFT calcu-
lations of Cu2BaSnS4 models, as a function of the number of atoms. All the eigenvalues
and 69.2% of the eigenvectors are computed. CPU-ELPA2 and GPU-ELPA2 results are
obtained by running the FHI-aims code on the Cori supercomputer (Haswell partition)
and the Summit supercomputer, respectively. Red circles: GPU-ELPA2 on two Summit
nodes. Blue squares: GPU-ELPA2 on four Summit nodes. Yellow diamonds: CPU-ELPA2
on 40 Cori-Haswell nodes. Violet triangles: CPU-ELPA2 on 80 Cori-Haswell nodes.
Table 1 shows the timing of one SCF iteration in the largest calculation
in Fig. 9, i.e., the 5 × 5 × 5 Cu2BaSnS4 supercell with 3,000 atoms. The
total timing is decomposed into the computation of the electrostatic poten-
tial, the numerical integration of the Hamiltonian matrix, the solution of
the generalized eigenproblem (ELPA2), and the computation of the electron
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density. When running FHI-aims on Summit, GPU acceleration is enabled in
the Hamiltonian integration, the density computation, and the eigensolver.
The electrostatic potential is computed on CPUs, as the code has not been
ported to GPUs. On Cori, the time spent on CPU-ELPA2 amounts to more
than 85% of the total time. In contrast, GPU-ELPA2 on Summit takes only
about 45% of the total time, to a fair extent eliminating the key computa-
tional bottleneck in large simulations based on semi-local KS-DFT.
Table 1: Performance comparison of GPU-accelerated and CPU-only KS-DFT calcula-
tions of the Cu2BaSnS4 model (CBTS) and the graphene on SiC model (SiC+G) in Fig. 8.
Timings are obtained by running the FHI-aims code on Nnode nodes of the Summit su-
percomputer and the Cori supercomputer (Haswell partition). The total time of one SCF
iteration is decomposed into the computation of the electrostatic potential, the numeri-
cal integration of the Hamiltonian matrix, the solution of the generalized eigenproblem
(ELPA2), and the computation of the electron density.
* The electrostatic potential is computed on CPUs.
system computer Nnode
time [s]
potential Hamiltonian eigenproblem density total
Summit 2 246.1* 21.3 280.7 50.8 598.9
CBTS Summit 4 123.4* 12.8 161.4 28.2 325.8
(3,000 atoms) Cori 40 15.1 3.7 277.8 23.6 320.2
Cori 80 10.3 1.9 170.7 16.1 199.0
Summit 2 164.7* 15.0 88.5 28.1 296.3
SiC+G Summit 4 82.6* 7.5 58.4 15.7 164.2
(3,376 atoms) Cori 40 10.8 2.8 81.4 8.6 103.6
Cori 80 6.6 1.4 60.9 6.8 75.7
The structure in Fig. 8 (b) is a strain-free (6
√
3 × 6√3)-R30◦ interface
model of graphene on SiC substrate. The 3,376-atom model contains 12
bilayers of SiC. The carbon atoms in the bottom layer are saturated by
hydrogen atoms. On top of the substrate, there are two layers of carbon
atoms, corresponding to a carbon buffer layer and a graphene monolayer. As
done in the Cu2BaSnS4 case, we report in Table 1 the timing decomposition
of one SCF iteration of KS-DFT calculations, performed with the FHI-aims
code on the Summit and Cori supercomputers. The performance of GPU-
ELPA2 on two and four Summit nodes generally matches the performance
of CPU-ELPA2 on 40 and 80 Cori-Haswell nodes, respectively. GPU-ELPA2
on Summit consumes a much smaller fraction of the total computation time
compared to CPU-ELPA2 on Cori. We note again that at the time of writing,
the computation of the electrostatic potential in FHI-aims is not able to use
GPUs, hence its relatively poor performance on Summit. This also implies
that in this particular case, the formally O(N3) scaling eigenproblem is no
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longer the top computational bottleneck, which we consider as a success of
the GPU-ELPA2 solver.
The Cu2BaSnS4 and graphene on SiC models are two examples of many
similar areas where large scale simulations can connect experiment to under-
lying computationally derived, atomistic insights. In the benchmark calcu-
lations reported in this section, the difference in the total energies computed
with CPU-ELPA2 and GPU-ELPA2 lies below 10−6 eV, or 10−9 eV/atom.
The availability of the GPU-ELPA2 solver accelerates semi-local KS-DFT
calculations comprising at least thousands of atoms without sacrificing any
accuracy. It is thus expected to strengthen the field of computational physics
and materials science significantly.
6. Conclusions
In this paper, we report our GPU-oriented optimizations of the two-stage
tridiagonalization eigensolver ELPA2 in the ELPA library, the only publicly
available, distributed-memory, GPU-accelerated eigensolver library at the
time of writing. The local BLAS operations in ELPA2 are offloaded to GPUs
via the cuBLAS library. The tridiagonal-to-banded back-transformation of
eigenvectors, which cannot be easily written as BLAS operations, is GPU-
accelerated by a CUDA implementation. The overall performance of the
GPU-accelerated ELPA2 solver is promising. It delivers a significant per-
formance boost over the CPU-only version of ELPA2, as demonstrated by
benchmarks on the Talos and Summit computers. Owing to the advanced
two-stage tridiagonalization algorithm, the parallel scaling of the GPU-ELPA2
solver is superior to that of the GPU-ELPA1 solver. Based on an analy-
sis of the individual computational steps in ELPA2, we identify the full-to-
banded transformation and banded-to-full back-transformation steps as the
next target for future optimization, as their strong scaling is not yet optimal.
Nevertheless, the GPU-ELPA2 solver in its current form already unlocks a
significant potential of GPU computations, as exemplified by KS-DFT based
simulations of thousands of atoms.
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