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Abstract: Background
Residency program faculty participate in clinical competency committee (CCC)
meetings, which are designed to evaluate residents’ performance and aid in the
development of individualized learning plans. In preparation for the CCC meetings,
faculty members synthesize performance information from a variety of sources. Natural
language processing (NLP), a form of artificial intelligence, might facilitate these holistic




Examine whether NLP can be used to estimate CCC ratings.
 
Methods
We aggregated and analyzed text from end-of-rotation assessments for surgical
residents who trained at one institution between 2014 and 2018. No residents were
excluded. We created predictive models for 16 Accreditation Council for Graduate
Medical Education (ACGME) Milestones. We compared the performance of models
with and without NLP predictors.
 
Results
We analyzed 594 end-of-rotation assessments and 97 CCC assessments for 24
Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation
general surgery residents. The mean (standard deviation) AUC was 0.84 (0.05) for
models with non-NLP predictors, 0.83 (0.06) for models with NLP predictors, and 0.87
(0.05) for models with both NLP and non-NLP predictors. 
 
Conclusions 
NLP can identify language correlated with specific ACGME Milestone ratings. In
preparation for CCC meetings, faculty could use information automatically extracted
from text to focus attention on residents who might benefit from additional support and
guide the development of educational interventions.
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Residency program faculty participate in clinical competency committee (CCC) meetings, which are 
designed to evaluate residents’ performance and aid in the development of individualized learning 
plans. In preparation for the CCC meetings, faculty members synthesize performance information from a 
variety of sources. Natural language processing (NLP), a form of artificial intelligence, might facilitate 
these holistic reviews. However, there is little research involving the application of this technology to 
resident performance assessments.  
Objective 
Examine whether NLP can be used to estimate CCC ratings. 
Methods 
We aggregated and analyzed text from end-of-rotation assessments for surgical residents who trained at 
one institution between 2014 and 2018. No residents were excluded. We created predictive models for 
16 Accreditation Council for Graduate Medical Education (ACGME) Milestones. We compared the 
performance of models with and without NLP predictors. 
Results 
We analyzed 594 end-of-rotation assessments and 97 CCC assessments for 24 general surgery residents. 
The mean (standard deviation) for area under the receiver operating characteristic curve (AUC) was 0.84 
(0.05) for models with non-NLP predictors, 0.83 (0.06) for models with NLP predictors, and 0.87 (0.05) 
for models with both NLP and non-NLP predictors.  
Conclusions 
NLP can identify language correlated with specific ACGME Milestone ratings. In preparation for CCC 










































































































































Residency programs use a system of assessments to track trainee progress and development. For 
example, a subset of faculty members participate in clinical competency committee (CCC) meetings, 
which occur every six months and are designed to evaluate performance and aid in the development of 
individualized learning plans and interventions.1 In preparation for the CCC meetings, committee 
members synthesize performance information from a variety of sources—some formal (e.g., monthly 
end-of-rotation assessments) and some informal (e.g., conversations).  
 
Artificial intelligence could support the CCC faculty performing these holistic reviews by guiding their 
attention to residents who may benefit from additional support. Natural language processing (NLP) is a 
form of artificial intelligence that interprets complex human language.2 In general surgery, Milestones 
are used to structure CCC meeting discussion and resident assessment.3,4 It is unknown whether NLP can 
identify language correlated with specific Accreditation Council for Graduate Medical Education 
(ACGME) Milestone ratings, but this could help faculty identify residents who may need additional 
support in a specific performance domain. For example, faculty could review predictions of Milestone 
ratings, gather additional information about residents who are predicted to have low Milestone ratings, 
and spend additional CCC meeting time discussing these residents.  
 
With this study, we examine whether NLP can be used to estimate CCC Milestone ratings, using text 






































































We collected deidentified performance assessments for surgical residents who trained at one institution 
between 2014 and 2018. No residents were excluded. Assessments included monthly end-of-rotation 
assessments gathered via an online assessment system (MedHub, https://www.medhub.com/) and 
biannual CCC assessments. End-of-rotation assessments included nine numeric items with anchors that 
were generally related to the ACGME general surgery Milestones,3,4 and asked faculty to rate trainees 
along multiple dimensions, using a 9-point Likert scale. End-of-rotation clinical assessments also 
included a tenth numeric item that asked faculty to rate a trainee’s overall clinical competence, and one 
text field for general comments. The CCC assessments included a numeric rating for each of the 16 
Milestones grouped within 6 competencies (patient care, medical knowledge, systems-based practice, 
practice-based learning and improvement, professionalism, and interpersonal and communication skills) 
and 8 domains (care for diseases and conditions, coordination of care, performance of operations and 
procedures, self-directed learning, teaching, improvement of care, maintenance of physical and 
emotional health, and performance of administrative tasks). CCC assessments also included a text field 
for comments for each Milestone.  
Analysis 
Figure 1 summarizes our analytic process. First, we identified and aggregated text from all the end-of-
rotation assessments (not CCC assessments) delivered during each CCC assessment period. Since we 
aimed to detect low performance, we dichotomized CCC ratings into high (≥7) and low (<7) ratings. 
 
Next, we used the googleLanguageR package5 to connect to Google Cloud Natural Language6 and 
complete sentiment analysis of text comments from end-of-rotation assessments. Sentiment analysis is 




































































interpret large amounts of qualitative data, such as social media comments, product reviews, or 
restaurant reviews.7 Sentiment analysis can extract information related to opinion and translate it into 
quantitative data, such as positive or negative numeric values for specific words; for example, in the 
phrase “excellent performance,” the noun performance has positive sentiment, because excellent is 
positive, and the adjective excellent describes the noun performance. By contrast, in the phrase “terrible 
performance,” the same noun performance has negative sentiment, because terrible is negative. 
Google’s NLP software produces numeric scores between -1 and 1, in intervals of 0.1.  
 
Then, we used the tidytext and textstem packages8,9 to create a frequency matrix of words extracted 
from text comments. For example, a comment consisting only of “solid performance” would yield a 1 in 
the column for the word solid, a 1 in the column for the word performance, and 0 in all columns for 
other words. In creating this word frequency matrix, we discarded stop words, which are extremely 
common words of little value in NLP,2 and used lemmatization, which is a means of identifying variants 
of the same word;2 for example, singular resident and plural residents were both be mapped to resident. 
 
Next, we used h2o.ai’s Driverless AI10 to estimate the probability of a low CCC assessment rating. This 
software automatically evaluates thousands of possible predictive models, which may involve a variety 
of machine learning algorithms, and then creates an ensemble of predictive models that yield the best 
performance. We created 48 models: 16 models with non-NLP predictors, 16 models with NLP 
predictors, and 16 models with all predictors. Outcome variables included each of the 16 numeric 
ratings on CCC assessments. NLP predictors included Google sentiment score for text comments from 
aggregated end-of-rotation assessments and the above-described word frequency matrix. We evaluated 
the performance of each of these models with 3-fold cross validation, using the resulting predictions to 





































































We used R version 4.0.011 to aggregate and analyze all assessment data.  
IRB Statement 
This study was exempt from review by the University of Michigan Institutional Review Board (IRB).  
Results 
We analyzed 594 end-of-rotation assessments and 97 clinical competency assessments for 24 general 
surgery residents (Table 1). CCC assessment ratings varied by Milestone, with the prevalence of low 
ratings <7 ranging from 0.23 to 0.57 (Table 2); prevalence of low ratings was greatest for performance of 
operations and procedures under patient care and performance of assignments and administrative tasks 
under professionalism. Across all models, sensitivity for detection of low ratings ranged from 0.28 to 
0.89; accordingly, AUCs ranged from 0.71 to 0.96 (Table 2). AUCs were comparable for models with NLP 




































































Table 1. Sample characteristics and clinical competency committee assessment ratings. 
Variable Post-graduate year (PGY) pa 
 PGY-1 PGY-2 PGY-3 PGY-4 PGY-5  
n  1 3 9 35 49  
Gender = female (%) 0 (0) 0 (0) 3 (33.3) 10 (28.6) 12 (24.5) 0.765 
Ethnicity = non-white (%) 0 (0) 2 (66.7) 4 (44.4) 13 (37.1) 19 (38.8) 0.626 
       
Patient care       
 1. Care for diseases and conditions (mean (SD)) 4 (NA) 5.33 (1.15) 6 (0) 7.6 (0.81) 7.92 (0.40) <0.001 
 2. Care for diseases and conditions (mean (SD)) 4 (NA) 5.33 (1.15) 6 (0) 7.54 (0.85) 7.8 (0.61) <0.001 
 3. Performance of operations and procedures (mean (SD)) 4 (NA) 4.67 (1.15) 5.78 (0.67) 6.51 (1.01) 7.27 (1.06) <0.001 
Medical knowledge       
 1. Care for diseases and conditions (mean (SD)) 6 (NA) 5.33 (1.15) 5.33 (1.00) 6.97 (1.12) 7.35 (1.11) <0.001 
 2. Performance of operations and procedures (mean (SD)) 4 (NA) 6 (0) 5.78 (0.67) 6.86 (1.00) 7.55 (0.84) <0.001 
Systems-based practice       
 1. Coordination of care (mean (SD)) 6 (NA) 5.33 (1.15) 6.22 (0.67) 7.66 (0.76) 7.71 (0.71) <0.001 
 2. Improvement of care (mean (SD)) 6 (NA) 6 (2.00) 5.78 (1.56) 7.03 (1.22) 7.43 (0.91) 0.001 
Practice-based learning and improvement       
 1. Teaching (mean (SD)) 6 (NA) 6 (0) 5.89 (2.03) 7.6 (0.81) 7.63 (0.78) <0.001 
 2. Self-directed learning (mean (SD)) 6 (NA) 6 (0) 5.56 (1.33) 6.97 (1.40) 7.31 (1.19) 0.002 
 3. Improvement of care (mean (SD)) 4 (NA) 6 (0) 5.11 (1.05) 7.2 (0.99) 7.8 (0.61) <0.001 
Professionalism       
 1. Care for diseases and conditions (mean (SD)) 6 (NA) 6 (0) 6.44 (1.33) 7.77 (0.65) 7.67 (0.75) <0.001 
 2. Maintenance of physical and emotional health (mean (SD)) 4 (NA) 5.33 (1.15) 5.56 (1.33) 7.49 (0.89) 7.71 (0.71) <0.001 
 3. Performance of assignments and administrative tasks (mean (SD)) 4 (NA) 3.33 (1.15) 5.11 (1.05) 6.17 (1.64) 7.31 (1.19) <0.001 
Interpersonal and communication skills       
 1. Care for diseases and conditions (mean (SD)) 4 (NA) 5.33 (1.15) 5.56 (0.88) 7.43 (1.04) 7.71 (0.71) <0.001 
 2. Coordination of care (mean (SD)) 6 (NA) 6.67 (1.15) 5.78 (0.67) 7.49 (0.89) 7.71 (0.71) <0.001 
 3. Performance of operations and procedures (mean (SD)) 4 (NA) 5.33 (1.15) 5.78 (0.67) 6.46 (0.98) 7.63 (0.78) <0.001 
PGY: post-graduate year; SD: standard deviation; NA: not applicable 




































































Table 2. Performance of models estimating clinical competency committee assessment ratings, with and without natural-language processing predictors. 
Competency Prevalence AUC 
 
Low ratings,  
mean (SD) = 0.36 (0.11)  
Non-NLP predictors, 
 mean (SD) = 0.84 (0.05) 
NLP predictors, 
mean (SD) = 0.83 (0.06) 
All predictors, 
mean (SD) = 0.87 (0.05) 
Patient care     
 1. Care for diseases and conditions 0.23 0.86 0.95 0.96 
 2. Care for diseases and conditions 0.27 0.93 0.88 0.92 
 3. Performance of operations and procedures 0.57 0.89 0.78 0.95 
Medical knowledge     
 1. Care for diseases and conditions 0.45 0.81 0.82 0.85 
 2. Performance of operations and procedures 0.45 0.83 0.82 0.81 
Systems-based practice     
 1. Coordination of care 0.26 0.79 0.81 0.83 
 2. Improvement of care 0.40 0.75 0.82 0.81 
Practice-based learning and improvement     
 1. Teaching 0.28 0.76 0.80 0.81 
 2. Self-directed learning 0.42 0.78 0.83 0.85 
 3. Improvement of care 0.33 0.83 0.92 0.92 
Professionalism     
 1. Care for diseases and conditions 0.23 0.88 0.87 0.94 
 2. Maintenance of physical and emotional health 0.29 0.86 0.82 0.83 
 
3. Performance of assignments and 
administrative tasks 0.52 0.83 0.79 0.84 
Interpersonal and communication skills     
 1. Care for diseases and conditions 0.30 0.83 0.74 0.86 
 2. Coordination of care 0.29 0.89 0.89 0.90 
 3. Performance of operations and procedures 0.49 0.88 0.71 0.92 





































































We are aware of no previous research applying NLP to the ACGME Milestone rating process. In this 
study, we used NLP of end-of-rotation assessments to examine whether NLP could identify language 
correlated with specific Milestone ratings. We found that NLP could be used to estimate Milestone 
ratings on biannual CCC assessments. Information automatically extracted from text could help faculty 
focus attention on residents who might benefit from additional support. 
 
Many prior studies have applied NLP to analysis of medical records,12 but little research applies NLP to 
medical education. A recent review found only a handful of studies of NLP in medical education,13 and 
only one of these involved performance assessments. That study classified text into six ACGME 
competencies,14 but did not relate narrative data to ACGME Milestone ratings.3,4 We found that NLP can 
be used to estimate Milestone ratings. This extends prior research into NLP in graduate medical 
education. 
 
Faculty could use NLP to help prepare for CCC meetings. For example, automated analyses of numeric 
ratings and text comments could be used to predict the probability of a low Milestone rating or 
recommend a numeric Milestone rating. The scope of these analyses might include certain Milestones of 
interest, Milestones grouped according to competency or domain, or all Milestones. Before a CCC 
meeting, faculty could gather additional information about residents identified by these analyses, and 
during a CCC meeting, faculty could spend additional time discussing these residents. Faculty could also 
track estimates of CCC ratings over time. Since AUCs for models using NLP predictors are comparable to 
AUCs for models using all predictors, priority might be given to incorporating data sources that do not 
already include numeric information (e.g., messages existing outside of the MedHub performance 




































































(e.g., improvement of care under systems-based practice). Alternately, faculty rater training could be 
used to enhance the quality of text feedback for specific Milestones.  
 
This study has limitations. First, the development of predictive models can entail tradeoffs between 
performance and interpretability (e.g., the ability to see how specific predictors account for variance in 
each Milestone rating). This increases the risk of an NLP model obscuring bias related to gender, 
ethnicity, or other variables that should have no bearing on performance ratings. Therefore, 
implementation of these methods should be preceded by attempts at detection and mitigation of biases 
that NLP might propagate from written assessments. Second, our study incorporated assessments from 
only 24 residents at a single institution and these findings might not generalize to other groups of 
residents. However, the pattern of high AUCs across models, despite such a small sample, is reassuring. 
Despite these limitations, our findings should provide medical educators with useful information on how 
NLP might support holistic review processes. 
Conclusion 
NLP can identify language correlated with specific ACGME Milestone ratings. In preparation for CCC 
meetings, faculty could use information automatically extracted from text to focus attention on 
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• Complete sentiment analysis
• Remove stop words
• Lemmatize
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Dr. Joceline Vu Resident Account  Log Off
In evaluating the resident's performance, use as your standard the level of knowledge, skills and attitudes expected from the clearly satisfactory resident at this stage of
training. For any component that is rated as 3 or less, please provide specific comments and recommendations in the comments field at the bottom of this form. Be as specific
as possible, including reports of critical incidents and/or outstanding performance. Global adjectives or remarks, such as "good resident", do not provide meaningful feedback
to the residents.
Sunday, September 27, 2020
Evaluations Form
Dr. Example - Peer to Peer Evaluation 
Program:  General Surgery    HO Level:  1
Evaluator:  Dr. Vu, Joceline
Service: Endocrin/MIS - Blue 1 & 2
Rotation: September (09/01-09/30/20)
Issue Date: 9/25/2020
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10. Resident's overall clinical
competence*  
11. General Comments: (no responses)
* Required fields  Option description (place mouse over field to view)
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