We numerically study the forced-oscillation-frequency responses on the three-dimensional thermal convection in a cubic cavity heated from one wall and chilled from its opposite wall in the non-gravitational field at vibrational Rayleigh number (the Rayleigh number based on the cavity's acceleration amplitude instead of the gravitational acceleration) Ra η = 5.0×10 3 -1.1×10 5 , Plandtl number Pr = 7.1 (water) and non-dimensional forced-oscillation frequency ω = 1.0×10 0 -1.0×10 3 . The direction of the forced sinusoidal oscillation is parallel to the temperature gradient inside the cubic cavity. We especially focus upon the influences of both Ra η and ω. As a result, five kinds of structures S2 (with a single roll), S4 (with a toroidal roll), S5 (with four roll), S6 (with four roll) and S (with six roll) appear in the tested ranges of Ra η and ω. The S consists of a pair of trident currents, namely, three ascending streams and three matching descending streams in the cubic cavity. And, such flow structures are revealed in detail. Whenever it is not conductive but convective for ω < 5.0×10 2 , convective motion always starts with the S4 from the rest at each forcing cycle. We find out the optimum frequency where the amplitude of a spatially-averaged kinetic energy K , which is defined by the difference between the maximum K and the minimum K over one forcing cycle, attains the maximum at each Ra η . At ω = , the flow structure is characterised by the S4. So, this fact suggests that the optimum frequency can be related with the S4. In addition, we show the occurrence condition for convection as a function of Ra η and ω, and the boundary for the quasi-steady approximation which is permissible at ω ≲ 10 0 from a quantitative viewpoint.
Introduction
Thermal convection has been a key phenomenon for heat and mass transfer. So, a lot of researchers have studied about thermal convection. -See Bénard (1900) . And, see Davis (1967) and Stork & Müller (1972) for a cubic cavity.-Furthermore, thermal convection is treated in various fields such as geology, meteorology, nuclear engineering, material mixings in many appliances and so on.
Especially in low-gravity and microgravity environments, we can expect that the reduction or the elimination of thermal convection may enhance the properties and performance of materials such as crystals and composites. However, aboard orbiting spacecraft, all objects experience low-amplitude broad-band perturbed accelerations or g-jitters, caused by crew activities, orbiter maneuvers, equipment vibrations, solar drag, space-debris impacts and other sources. Therefore, understanding the effects of these perturbations on the system behaviour is important. -See Kamotani et al. (1981) , Gershuni et al. (1988) , Biringen & Danabasoglu (1990) , Hirata et al. (2001) and Shevtsova et al. (2015) .-In the present study, we numerically investigate the forced-oscillation-frequency responses on the three-dimensional thermal convection in a cubic cavity heated from one wall and chilled from its opposite wall in the non-gravitational field with a vibrational Rayleigh number Ra η = 5.0×10 3 -1.1×10 5 , a Plandtl number Pr = 7.1 (water) and non-dimensional forced-oscillation frequency ω = 1.0×10 0 -1.0×10 3 . (See later for parameter's definitions.) The direction of a forced sinusoidal oscillation is parallel to the temperature gradient. The full Navier-Stokes equations in three-dimensional Cartesian coordinates are simplified by introducing the Boussinesq approximation. Then, these simplified equations are solved by using the finite difference method (Hirata et al., 2006; Tanigawa et al., 2009; Hirata et al., 2013) . We especially focus upon the influences of both Ra η and ω. Figure 1 shows the present model, namely, the computational domain to be analysed, together with the present coordinate system and boundary conditions. The model is the flow in a cubic cavity with a length scale H * . We analyse the thermal convection assuming incompressible flow with a constant Prandtl number Pr = 7.1 (water) in the non-gravitational field. A pair of opposed walls are taken to be isothermal, and the temperature one of them (hereinafter, referred to as a cold wall) is greater than the other (hereinafter, referred to as a hot wall). The four walls besides the cold and hot walls (hereinafter, referred to as sidewalls) are conductive. The present coordinate system is a 3D Cartesian O-xyz. The origin O is at a corner of the cubic cavity on the hot wall. x and y axes are perpendicular to the temperature gradient. And, the z axis is parallel to the temperature gradient, which is the same as the direction of the forced oscillation. The governing equations are the continuity equation, the dimensionless Navier-Stokes equations with the Boussinesq approximation and a dimensionless energy equation. They are as follows;
Method 2.1 Model and governing equation
and
where u, t, p, T, e z and ω denote velocity vector, time, pressure, temperature, the unit vector in the z direction and (angular) frequency, respectively. We give the definitions of Ra η and Pr in the following subsection. Independent variables are non-dimensionalised as follows;
and Fig. 1 Computational domain, together with coordinate system and boundary conditions.
Prandtl number:
And, non-dimensional (angular) frequency:
Here, β * , ν * and η * denote thermal expansion coefficient, kinetic viscosity and acceleration amplitude, respectively. In the present study, Pr is fixed to 7.1 (water). The test ranges of Ra η and ω are from 5.0×10 3 to 1.1×10 4 and from 1.0×10 0 to 1.0×10 3 , respectively.
Under a constant gravity like a terrestrial gravity, as governing parameters, we usually use the Rayleigh number Ra, Pr, ω and a non-dimensional acceleration amplitude η, instead of Ra η , Pr and ω (See Hirata et al., 2006) . We should note that zero gravity is represented by Ra = 0. And, no-forced oscillation is represented by η = 0. Ra and η are related with Ra η by the following equation.
Boundary condition
The boundary conditions for velocity are as follows.
(on all the walls) (11) The boundary conditions for pressure are as follows. 
The boundary conditions for temperature are as follows. 
In Eq. (17), we consider thermally-conductive conditions on the four sidewalls. 
Numerical procedure
The governing equations (1) -(3) are solved by a finite difference method based on the MAC scheme for velocity-pressure coupling using a staggered computational grid, as well as Hirata et al. (2006) , Tanigawa et al. (2009) and Hirata et al. (2013) . Concerning the mesh size, we adopt 81 3 for the main computations. Concerning the time step ∆t, most of the main computations are conducted with ∆t = 5.010 -7 . Incidentally, even in some cases of the main computations, we further check the ∆t effect upon numerical accuracy. Concerning the spin-up time, we always discuss the results at t > 20. Because, we have confirmed in advance that they are strictly periodic. We have already confirmed the numerical accuracies in both non-forced-oscillation and forced-oscillation cases in the terrestrial-gravity environment (Hirata et al., 2006; Tanigawa et al., 2009; Hirata et al., 2013) . On the other hand, there might exist unknown factors concerning the numerical accuracy in forced-oscillation cases in low gravity environments. Then, we have conducted preliminary computations prior to main ones, in order to ensure the numerical accuracy. Figure 2 shows 
Global indicator
As a global indicator, we consider such a physical quantity as a spatially-averaged kinetic energy K . Its definition is as follows.
where K is a kinetic energy defined as
and V is the volume of the cavity. According to our previous studies (Miyanishi et al., 1999; Tanigawa et al., 2000; Hirata et al., 2006; Tanigawa et al., 2009) , K is more useful than other global indicators like the Bejan number, the Nusselt number, spatially-averaged internal energy (or spatially-averaged temperature), spatially-averaged vorticity and so on. More specifically, the dominant spectral peaks of K tend to be clearer than those of the other global indicators. When we investigate the flow structure in detail, we regard other physical quantities such as velocity vector u, temperature T, vorticity vector Ω, the second invariant Q of the velocity-gradient tensor and relative helicity H n , in addition to K . Three components of Ω are as follows. 
The definition of Q which represents local balance between rotation and strain is as follows
where A ij , S ij and W ij represent the velocity-gradient tensor, its symmetry and its anti-symmetry respectively. The subscripts i and j are integers 1, 2 or 3. The definition of H n is as follows.
3. Results and discussion
Convection in the terrestrial environment
At first, as shown in Fig. 3 , we reveal flow structures for Pr = 7.1 (water) as a function of Ra in the terrestrial-gravity environment. The results for Ra ≤ 8.0×10
4 are from Hirata et al. (2006) . We should note that this figure is for η = 0, which represents a non-forced-oscillation case. The upper row in the figure corresponds to decreasing Ra, and the lower row corresponds to increasing Ra. Specifically speaking, the upper row indicates the flow structure solved using the solution at a higher Ra as an initial condition, and the lower row is vice versa. Black zones denote to be in a conductive state. And, gray zones denote to be in transitional states. In the figure, we see the appearances of steady flow structures S1, S2, S5 and S6. Table 1 summarises the definitions of these four kinds of steady flow structures, together with another steady flow structure S4 and another, according to Pallares et al. (1996 Pallares et al. ( , 1999 Pallares et al. ( , 2002 . The S1 and the S2 are single-roll structure. The S5 and the S6 are four-rolls structures. And, the S4 is a nearly-toroidal-roll structure. Furthermore, the table includes another flow structure S, which will appear later. The S consists of a pair of trident currents, namely, three ascending streams and three matching descending streams in a cube heated from a bottom wall and chilled from its opposite top wall.
The table also shows schematic diagrams on the horizontal mid plane. In these diagrams, gray zones represent ascending (or z-ward) fluid, and white zones represent descending (or -z-ward) fluid. Chained lines denote the roll axises of flow structures, and solid thin lines denote vertical (or z-ward) symmetry planes.
Because the present test range of Ra η is below 1.1×10 5 , we can expect the appearances of the S1, the S2, the S5 and the S6 in such a condition as ω ≃ 0 where the quasi-steady approximation is satisfied. Fig. 3 Flow structures under the terrestrial gravity for Ra ≤ 2.0×10 5 , Pr = 7.1 and η = 0 (non-forced-oscillation state).
Black zones denote to be in a conductive state. Gray zones denote to be in transitional states. The results for Ra ≤ 8.0×10 4 are from Hirata et al. (2006) . Table 1 Definitions of flow structures S1 -S7, together with the present flow structure S. The S1 -S7 are according to Pallares et al. (1996 Pallares et al. ( , 1999 Pallares et al. ( , 2002 . Gray zones of schematic diagrams represent ascending (z-ward) fluid, and white zones represent descending (-z-ward) fluid. Chained lines of schematic diagrams denote the roll axises of flow structures, and solid thin lines denote vertical (z-ward) symmetry planes. Owing to symmetry, it should be noted that the roll axies, the symmetry elements and the ascending and descending regions shown in these schematic diagrams can be rotated by π/2, π or 3π/2 with respect to the vertical centre axis of the cubic cavity. The toroidal roll of the S4 can also be obtained with the descending central current and ascending peripheral current near the sidewalls, instead of the ascending central current and descending peripheral current. In Fig. 4(a) , K becomes zero (conductive state) at ωt > 30π. This is related to the suppression of convective flow at a high forcing frequency even with a large forcing amplitude, because fluid cannot follow a faster acceleration change (Hirata et al., 2001) . In all the figures except for Fig. 4(a) , we can see that K becomes non-zero (convective state) at least in some instant each forcing cycle (or forced-oscillation period) even enough long after the beginnings of computations, and that the periodicity of K is almost definite one forcing cycle after the beginning of computation. More strictly, in Figs. 4(b) and (c), the periodicity is definite not one forcing cycle but several forcing cycles after the beginning of computation. In addition, not in Fig. 4(b) but in Figs. 4(c) -(h), we can confirm that there exist the time intervals where K becomes zero (conductive state) each forcing cycle. That is, because thermal distribution is conductive in the time intervals, the perfectly-conductive state which means linear thermal distribution with K = 0 can appear once each forcing cycle. This suggests that the convective motion in each forcing cycle is free from the hysteresis in preceding forcing cycles. Of course, this freedom depends upon the choice of governing parameters Ra η and . 
Optimum Frequency
In Fig. 5 , we consider the frequency response of the amplitude K of the spatially-averaged kinetic energy K for a fixed Ra η and Pr = 7.1. Exactly speaking, K is defined by the difference between the maximum and the minimum kinetic energies during one forcing cycle. Figures (a) , ω = 50 (in Type (4)) (e) Ra η = 9.0×10 4 , ω = 20 (in Type (5)) (f) Ra η = 9.0×10 4 , ω = 10 (in Ttype (6)) (g) Ra η = 9.0×10 4 , ω = 5 (in Type (7)) (h) Ra η = 1.1×10
5
, ω = 1 (in Type (8)) Fig. 4 Time history of K for Pr = 7.1. In each figure, a For all the Ra η 's, K approaches to zero with increasing ω toward 10 3 . And, K approaches the quasi-steady approximation with decreasing ω toward 10 0 , which is not enough small from a qualitative viewpoint concerning flow structure (see Fig. 6 ). It is important from such a practical viewpoint as heat-transfer enhancement that there exists the maximum peak of K at ω ≈ 10 1 -10 2 in figures (b) -(g). The peak value of K is much larger than the quasi-steady approximation. -There is no peak of K in figure (a) , where K monotonically decreases with increasing ω.-So, we define the optimum frequency where K attains the maximum peak for each Ra η . We will later discuss the mechanism of the maximum peak of K at ω  in Subsection 3.4. Fig. 5(g) , it is interesting to observe another peak with smaller K at ω  400, in addition to the maximum peak at ω  (= 70). In our previous study (Hirata et al. 2013 ) under a constant gravity instead of the present zero gravity, we have also reported plural peak frequencies with locally-maximum K 's at ω  . This will be discussed later in Fig. 6. 
Especially in

Frequency and amplitude responses
Figure 6 summarises all the observations in the present study concerning flow structure, typical ones of which will be discussed in the following subsection in detail. The ranges of the governing parameters are as follows: Ra η < 1.1×10 5 , Pr = 7.1 and ω = 1.0×10 0 -1.0×10 3 . In other words, Fig. 6 is a stability diagram concerning flow structure for Pr = 7.1 on the ω-Ra η plane.
To conclude, we can classify all the observations into eight types (1) - (8), as described as the legend on the right hand of the figure. Specifically speaking, the Types (1) - (8) are defined on the basis of a sequence of flow-structure appearance during one forcing cycle. Namely, in the Type (1), there is no convection at anytime. In the Type (2), we first see the S2, and next see its reversed one. In the Type (3), we first see the S4, and next see its reversed one. In the Type (4), we see always the S4, whenever flow occurs. In the Type (5), we first see the S4, and next see the S2. In the Type (6), we see the S4, the S2 and the S5 in sequence. In the Type (7), we see the S4, the S2 and the S in sequence. In the Type (8), we see the S4, the S2, the S5 and the S6 in sequence. In Fig. 6 , these eight types of flow-structure-appearance sequences the Types (1) -(8) are denoted by the following symbols: a cross, a plus sign, a solid circle, a solid triangle, a solid square, a solid diamond, an asterisk and a minus sign.
We can see that the Type (1) tends to appear for small Ra η and large ω. On the other hand, complicated flow structures tend to appear for large Ra η and small ω. To conclude, the type number, which is regarded as an indicator on flow complexity tends to increases, with increasing Ra η or with decreasing ω. A chained line in Fig. 6 denotes the border between convective and conductive states. And, a dotted line denotes the border beyond which we can observe any other flow structures in addition to only a single flow structure such as the S4 or the S2 during one forcing cycle. We can confirm that the above tendency on flow complexity is consistent with these two borders.
In addition, we can see that convective state always starts up with the S4 from conductive state each one forcing cycle in the Types (3) - (8), except for the Type (2) the conductive state during one forcing cycle. This fact suggests that the start-up of convection from conductive state always relates with the S4. Because, during each forcing cycle in the Types (3) - (8), there exists the time interval during which fluid is stationary everywhere and during which temperature is steady conductive. Even if about the start-up is from conductive state, the S4 is tend to be first induced in the terrestrial environment, (Tanigawa et al., 2009 ). The start-up with the S4 is consistent with the fact that we cannot observe the S4 in the Type (2), where there exists no conductive state at any time during one forcing cycle.
Again, we consider the optimum frequency. Open circles denote the peak frequencies where K attain local peaks.
And, a dashed line denotes the optimum frequency where K attains the maximum. The dashed line seems to be related with flow structure. In fact, a dotted line in the figure is close to the dashed line. The dotted line is defined as the border beyond which we can observe any other flow structures in addition to only a single flow structure (the S4 or the S2) during one forcing cycle. More precisely, the optimum frequency is related with not the S2 but the S4. This importance of the S4 suggests a much stronger downward/upward central current of the S4 than any currents of the S2, the S5, the S6 and the S. From a practical point of view, this means a much higher heat-transfer rate of the S4 than those of the S2, the S5, the S6 and the S. On the other hand, Pallares et al. (1996) have shown that the heat-transfer rate of the S4 is quite low in comparison with those of the S1, the S2 and the S3 under a constant gravity with no-forced oscillation for Ra  10 4 . As well, Tanigawa et al. (2009) have shown that a gradual transition on flow structure from the S4 with a smaller K to the S2 with a larger K in an indicial-response simulation for Ra from zero to 1.010 4 . These two facts are not inconsistent to the S4 with a much larger K at the optimum frequency. In fact, the S4 with a much larger K appears prior to the transition from the S4 with a smaller K to the S2 with a larger K in the indicial-response simulation by Tanigawa et al. In other words, the optimum frequency cannot be applicable to the quasi-steady approximation, being related with a transient nonlinear phenomenon. This will be supported below. Of course, the appearance of the S4 is contradictory to the quasi-steady approximation, where only the S1, the S2, the S5 and the S6 could appear, and where the S4 never appear (see Fig. 3 ). This suggests that the quasi-steady approximation could be valid for ω≪10 0 , which is much lower than the present test range of ω. And, if we remind the indicial-response simulation by Tanigawa et al., we might anticipate some complexities of flow structure even for  ≪ 10 0 . On the other hand, the quasi-steady approximation might be permissible at ω ≲ 10 0 from a quantitative viewpoint concerning K . Two solid lines denote the borders beyond which the quasi-steady approximations concerning K averaged over one forcing cycle keep relative errors QSA  less than 5% and 10%. -QSA  is defined as follows.
where a subscript RMS denotes the root-mean-squared, and QSA K denotes the K under the terrestrial gravity.-Complementarily speaking, we can see the peak frequency (a red circle in the figure) at Ra η = 1.1×10 5 and ω = 400, which represents the second peak with locally-maximum K in Fig 5(g ). In Fig 6 , this peak frequency is in the Type (2). Then, each peak frequency corresponds to a governing flow structure like the S4 or the S2, even under zero gravity as well as a constant gravity (or the terrestrial gravity).
Flow structure
Now, we consider flow structure in detail. Figures 7, 8, 9, 10, 11 and 12 show the flow structures representing the S1, the S2, the S4, the S5, the S6 and the S respectively. In each figure, Flow structure for Pr = 7.1. Types (1) - (8) in the legend are defined on the basis of a sequence of flow-structure appearance during one forcing cycle. A chained line denotes the border between convective and conductive states. Open circles and a dashed line denote the peak frequencies where K attain local peaks, and the optimum frequency where K attains the maximum, respectively. A dotted line denotes the border beyond which we can observe any other flow structures in addition to only a single flow structure such as the S4 or the S2 during one forcing cycle. Two solid lines denote the borders beyond which the quasi-steady approximations concerning K averaged over one forcing cycle keep relative errors QSA  less than 5 % and 10 %. in a colour bar. The temperature distribution is far from the steady conductive state, where all the iso-thermal contours are almost straight being perpendicular to the temperature gradient.
In general, it is difficult to grasp three-dimensional structures. Spatial distributions of velocity vectors, vorticity vectors and so on are effective to analyse the flows closely and quantitatively, but not suitable for the primary comprehension of the three-dimensional whole flow structures. So, we have proposed the iso-kinetic-energy surface to grasp the whole flow structures (Hirata et al., 2006) .
We can see that the S1 has a horizontal axis perpendicular to a pair of opposite sidewalls, and that the S2 has a horizontal axis on a vertical diagonal section. We can clearly recognise a single-roll structure in Figs. 7 and 8. As well, Fig. 9 shows the S5 with four rolls. Now, we can attempt an iso-vorticity surface and an iso-Q-value, in addition to the iso-kinetic-energy surface. In each figure of Figs. 7 -12, figures (d) , (e) and (f) represent the iso-kinetic-energy, iso-voriticity and iso-Q-value surfaces, respectively. More specifically, each surfaces colour denotes temperature in figures (d) and (e) or the relative helicity H n , as shown in a colour bar. Especially in figures (d) and (e), we plot the vortex core (Sujiki & Haimes, 1995; Haimes & Kenwright, 1999) by violet dots, for reference.
From Fig. 7 , we can see that the S1 is a single-roll structure which has a horizontal axis perpendicular to a pair of opposite sidewalls. From Fig. 8 , we can see that the S2 is a single-roll structure which has a horizontal axis on a vertical diagonal section. From Fig. 9 , we can see that the S4 is a nealy-toroidal structure, with centrally-ascending and peripherally-ascending flow. From Fig. 10 , we can see that the S5 is four-rolls structure, which has horizontal axes perpendicular to four sidewalls. From another viewpoint, the S5 is a pair of (two-pronged) fork currents on thermal convection in a cube, which consist of two ascending streams and two matching descending streams. From Fig. 11 , we can see that the S6 is the four-rolls structure, which has horizontal axes on two vertical diagonal sections. From another viewpoint, the S6 is a pair of (two-pronged) fork currents as well as the S5. From Fig. 12 , we can see that the S is the six-roll structure. From another viewpoint, the S is a pair of trident currents on thermal convection in a cube, which consist of three ascending streams and three matching descending streams.
To conclude, the iso-kinetic energy surface seems to the most suitable for the present problem. Concerning the iso-vorticity surface, one difficulty is in the large magnitude of vorticity on walls. The iso-Q-value surface seems suitable for turbulent flows rather than laminar flows without strong shearing or rotational base flow.
Conclusion
We have numerically investigated the forced-oscillation-frequency response on the three-dimensional thermal convection in a cubic cavity heated from one wall in weightlessness, concerning flow characteristics such as flow structure and a global quantity the spatially-averaged kinetic energy K , assuming incompressible fluid with a Prandtl number Pr = 7.1 (water). The direction of a forced sinusoidal oscillation is parallel to that of the temperature gradient direction. We especially focus upon the influences of both the vibrational Rayleigh number Ra η and frequency ω in non-dimensional forms, whose test ranges are 5.0×10 3 ≤ Ra η ≤ 1.1×10 4 and 10 0 ≤ ω ≤ 10 3 . The obtained results are as follows.
(1) Five kinds of flow structures the S2, the S4, the S5, the S6 and the S appear in the ranges of 5.0×10 3 < Ra η < 1.1×10 5 and for 10 0 ≤ ω ≤ 10 3 .
(2) We have found out the optimum frequency where the amplitude of a spatially-averaged kinetic energy K (i.e., the difference between the maximum and minimum kinetic energies over one forcing cycle) attains the maximum at each Ra η . All the results are summarised on the ω-Ra η plane as a stability diagram. Whenever it is not conductive but convective for ω < 5×10 2 , convective motion always starts with S4 in each forcing cycle.
(3) The stability diagram suggests that the optimum frequency is related with the S4. In addition, the quasi-steady approximation could be effective at ω ≲ 10 0 , not qualitatively but quantitatively.
(4) Such flow structures are revealed in detail. The iso-kinetic-energy surface is more suitable than the iso-vorticity surface and the iso-Q-value surface, in order to visualised three-dimensional structures.
max K ω
