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In this paper, we briefly discuss the methodology for simulating a quantum computer which per-
forms Shor’s algorithm on a 7-qubit system to factorise 15. Using this simulation and the overlooked
quantum brachistochrone method, we devised a Monte Carlo algorithm to estimate the expected time
a theoretical quantum computer could perform this calculation under the same energy conditions
as current working quantum computers. We found that, experimentally, a nuclear magnetic reso-
nance quantum computer would take 1.59 ± 0.04s to perform our simulated computation, whereas
the expected optimal time under the same energy conditions is 0.955 ± 0.004 ms. Moreover, we
found that the expected time is inversely proportional to the energy variance of our qubit states (as
expected). Finally, we propose this theoretical method for analysing the time-efficiency of future
quantum computing experiments.
I. INTRODUCTION
It is trivial for a classical computer to multiply two
large prime numbers. However, it is difficult to do the
opposite: to find the prime factors of an extremely large
number. Common forms of cryptography such as the
RSA algorithm [1] use arbitrarily large prime numbers
as keys to encrypt messages. Without knowing any of
these prime factors, classical computers can only decrypt
these messages via a process of trial and error. For num-
bers that are hundreds of digits long, even the most pow-
erful computers today would take hundreds of years to
process the factorisation [2]. Quantum computers pro-
vide a more sophisticated way of decoding such messages,
through Shor’s algorithm [3]. A physical implementation
of Shor’s algorithm for factorising 15 has been realised
using a nuclear magnetic resonance scheme [4].
There is, however, scope for minimisation in the oper-
ation time. Using the overlooked theory of the quantum
brachistrochrone, laid out by Carlini et al. in their semi-
nal paper [5], we can calculate a theoretical optimal time
for this implementation. The application of the quantum
brachistochrone theory to Shor’s algorithm for factoris-
ing 15 is, to the best of our knowledge, not available in
literature.
We devised a new method based on a Monte Carlo
simulation to find the expected optimal time of the gates
used, given the experimental constraints of [4]. Fur-
ther, we compared our result to the experimental du-
ration that we calculated using reported values from [4].
Even though our paper is based on this experiment, the
method that we implement need not be. Thus, there is
scope for extension to other algorithms and experiments.
Section II gives a summary of Shor’s factorisation al-
gorithm.
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Section III covers the fundamentals of quantum
brachistochrone theory.
Section IV looks at the nuclear magnetic resonance
implementation of Shor’s algorithm for factorising the
number 15.
Section V builds on the previous two sections and de-
tails the method that we used to find out the expected
optimal time for Shor’s algorithm for factorising 15.
Section VI offers a comparison between the experimen-
tal duration and the expected optimal time of Shor’s al-
gorithm for factorising 15.
II. SHOR’S FACTORISATION ALGORITHM
An in-depth analysis of quantum algorithms can be
found in the influential book of M. Nielsen and I. Chuang
[6].
The qubit is the basic element of a quantum algorithm.
It represents a linear superposition of two basis states
usually denoted by |0〉 and |1〉 both of which can have
complex coefficients. This representation is isomorphic
to a 2D complex vector whose elements are given by the
coefficients of the basis states. Then, naturally, the inner
product between quantum states becomes a dot product
between the vectors they represent. This trend contin-
ues to a system of an arbitrary number of qubits. As an
important example, suppose we have a system compris-
ing of 2 qubits. This system will be defined by a linear
superposition of 4 basis states along with complex coeffi-
cients: a |00〉+b |01〉+c |10〉+d |11〉, where the first digit
represents the state of the first qubit. This, in turn, can
be represented as a 4D vector:
a |00〉 + b |01〉 + c |10〉 + d |11〉 ←→
abc
d
 . (1)
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2FIG. 1. A gate by gate breakdown of the 7-qubit Shor’s algorithm circuit used for factorising 15. All the symbols used in the
diagram are presented in detail in Ref. [6]. The system was initialised to the state |0000001〉 as described in [8]. The first 3
qubits from top comprise the x-register and the next 4 qubits are the f -register. Part (1) corresponds to putting the x-register
in a superposition of all possible values of x from 0 to 23 − 1. Part (2) corresponds to the gate-by-gate break down of the 3
function gates described in Ref. [8]. These function gates control-multiply the f -register by ax mod 15. The resulting value of
the f -register will be periodic. Part (3) represents the inverse Fourier transform which brings out the period of the function
and we then read this out using the measurements on the far right of the diagram. The complete description of the process is
available in Ref. [8].
We assume, without loss of generalisation, normalisa-
tion of all vectors.
Furthermore, it is a fact of quantum computation that
all n qubit gates with n > 3 can be written in terms of
1 and 2-qubit gates [6][7]. We carried out this decompo-
sition on the entirety of Shor’s algorithm for 7 qubits, as
1 and 2-qubit gates lend themselves well to our purpose.
Figure 1 illustrates a simplified version of the circuit di-
agram given in Refs. [8][4].
III. TIME-OPTIMAL EVOLUTION OF PURE
STATES
One critical aspect of any type of computation,
whether it is on a classical or quantum computer, is the
computation time. This is the physical time it takes for a
certain task to be performed. This section is devoted to
describing the basics of time-optimal computation with
special regard to the implementation of Shor’s algorithm
using NMR techniques by employing the so-called quan-
tum brachistochrone equation
A. The Quantum Brachistochrone
Quantum computation relies on the use of unitary op-
erators (as quantum gates) that map an input state to
some output state depending on the nature of the gate
employed. This is denoted, in the Schro¨dinger picture,
as:
Uˆ(tf , ti) |ψ(ti)〉 = |ψ(tf )〉 , (2)
where |ψ(ti)〉 and |ψ(tf )〉 denote the state at time ti ini-
tial and tf final respectively. We can observe that the
nature of the time optimisation problem described above
relies on time-optimising the transition between the ini-
tial input state |ψ(ti)〉 to the final target output state
|ψ(tf )〉. We shall hence study what is the fastest possi-
ble way that any transformation of the form of (2) can
be done, subject to some initial constraints. Such a task
is already well described by what is known as the quan-
tum brachistochrone equation, which solved the following
variational problem [5][9]:
Given an initial pure state, |ψi〉, and a final state |ψf 〉
find the possibly time-dependent Hamiltonian, Hˆ, such
that |ψi〉 evolves to |ψf 〉 in the shortest possible time.
The above problem was solved by proposing the action
S(ψ, φ, Hˆ, λ) =
∫
dt
[√〈ψ˙| (1− Pˆ )|ψ˙〉
∆E
+
Re
(
i 〈φ˙|ψ〉+ 〈φ| Hˆ |ψ〉
)
+
∑
mλmfm(Hˆ
′)
]
,
(3)
where Pˆ = |ψ〉 〈ψ| represents the projector onto the
state |ψ〉, ∆E is the energy variance of the Hamiltonian
Hˆ, |φ〉, λ are Lagrange multipliers and fm(Hˆ ′) = 0 are
the constraints imposed on Hˆ ′, the traceless part of the
Hamiltonian. The over-dot represents the time deriva-
tive. For convenience, we will from now on consider the
Hamiltonian to be traceless as it can always be rescaled
by:
Hˆ ′ = Hˆ − Tr(Hˆ)
N
1ˆ, (4)
where 1ˆ is the identity and N is the dimension of the
Hilbert space. This is because we are more interested in
3the spacing of the energy levels (energy spectrum) rather
than the actual value of the levels themselves [5]. From
now onwards we will omit the dash notation employed in
(4) unless it is explicitly stated.
With this action (3) in hand, and by taking the variation
with respect to |φ〉, |ψ〉 and Hˆ we obtain
Fˆ = Fˆ Pˆ + Pˆ Fˆ (5)
and the brachistochrone equation
d
dt
Fˆ = i[Hˆ, Fˆ ] (6)
where
Fˆ ,
∑
m
λm
(
δfm
δHˆ
− 〈δfm
δHˆ
〉Pˆ
)
. (7)
Given some constraints fm(Hˆ) we find Fˆ by using (7).
With Fˆ , we may now solve (6) with (5) to obtain the
time-optimal Hamiltonian Hˆ and the time-optimal state
|ψ〉 that evolves from our initial state |ψi〉 to some final
target state |ψf 〉.
B. Time-Optimal evolution
An appropriate choice of constraint fm(Hˆ) is that that
avoids the trivial infinitely energetic Hamiltonian that is
indeed “time-optimal” but far from physical. Thus, we
avoid this problem by setting the variance of the energy
spectrum to some constant ω
ω2 = E2 − E2 = E2 ∵ Tr(Hˆ) = 0 (8)
where E2 = Tr(Hˆ
2)
N and E =
Tr(Hˆ)
N . In fact, it can
be mathematically shown that due to the nature of the
variational problem
〈Hˆ〉 = Tr(Hˆ)
N
and 〈Hˆ2〉 = Tr(Hˆ
2)
2
, (9)
where 〈Hˆ〉 denotes the expectation value of Hˆ with re-
spect to |ψ〉 [5]. Expression (9) implies
(∆E)2 = 〈Hˆ2〉 − 〈Hˆ〉2 = 〈Hˆ2〉 = ω2, (10)
where ∆E is the energy variance and we have used ex-
pression (8). We are now in a position to assert the gen-
eral mathematical form of our energy constraint,
fm(Hˆ) =
Tr(Hˆ2)
2
− ω2 = 0. (11)
We can now obtain operator Fˆ from (7) by using (11).
With Fˆ , we may now solve (6) with (5) to obtain the
time-optimal Hamiltonian Hˆop, the time-optimal state
|ψ〉op and the optimal time Top[5]:
Hˆop = iω(|ψ′f 〉 〈ψi| − |ψi〉 〈ψ′f |), (12)
|ψ(t)〉op = cos(ωt) |ψi〉+ sin(ωt) |ψ′f 〉 , (13)
and
Top =
1
|ω| arccos(| 〈ψf |ψi〉 |), (14)
where |ψ′f 〉 and |ψi〉 denotes the final and initial state
which are orthonormalised by using the Gram-Schmidt
method.
IV. EXPERIMENTAL COMPARISON USING
NMR QUANTUM COMPUTATION
In 2001, a 7-qubit experimental realization of Shor’s
algorithm was accomplished by means of nuclear mag-
netic resonance (NMR) techniques [4]. These quantum
computers work by initialising, controlling, manipulat-
ing and measuring the spins of nuclei within a cloud of
molecules. These techniques are well documented in the
literature [10–16].
A strong magnetic field is applied in the chosen z-
direction across a collection of identical molecules. Under
the influence of this field, the spin- 12 nuclei within each
molecule will either align or anti-align with the z-axis
[17]. These are the two NMR qubit states.
As the electron cloud varies from atom to atom, dif-
ferent atoms will have varying Larmor frequencies, ω0,
within the same molecule [11]. This allows for the se-
lective control of each nucleus [15]. An NMR quantum
computer takes advantage of this to rotate individual
qubit spin orientations about the orthonormal axes of the
system, producing superpositions and effectively perform
quantum gates.
Quantum spin transitions are induced by applying
pulses of magnetic field rotating about the chosen z-axis.
The rotating magnetic field is implemented by surround-
ing the cloud of nuclei with a coil connected to an AC
voltage source [16]. This AC current will induce an effec-
tive magnetic field, which is proportional to the current
passing through the coil. The Hamiltonian of a spin- 12
nucleus in the lab frame under the influence of both the
constant and rotating magnetic field becomes
Hˆ = ω0Iˆz + ωn[cos(ωrt+ Φ)Iˆx + sin(ωrt+ Φ)Iˆy], (15)
where ωn represents the frequency at which the spin ori-
entation nutates about the orthonormal axes, ωr and Φ
4are the frequency and initial phase of the AC circuit re-
spectively and the Iˆ terms represent the Pauli spin matrix
notation used by Jones et. al. [10]. This Hamiltonian in
the ωr rotating frame becomes,
H˜ = [ω0 − ωr]Iˆz + ωn[cos(Φ)Iˆx + sin(Φ)Iˆy]. (16)
By setting the frequency of the AC circuit such that
ω0 = ωr, the z-spin component of the Hamiltonian will
cancel. Thus, the quantisation in the stationary frame
is maintained along the z-axis. Regardless, the rotat-
ing magnetic field pulses cause the nuclear spin to rotate
about a different axis, hence putting it into a superposi-
tion of the qubit states.
We are now able to control the phase Φ of our AC cir-
cuit and thus select the axis of rotation [18]. By combin-
ing rotations about the x and y-axes, we can effectively
induce any single qubit quantum gate on our system.
If we now wish to perform a single qubit operation,
such as a NOT gate, we induce a magnetic field in the
x-direction by setting Φ = 0. This operation would thus
have the following Hamiltonian:
H˜NOT = ωnIˆx. (17)
Any qubit state |ψ˜〉, under the action of this Hamiltonian,
will evolve over time like
|ψ˜(t)〉 = exp (−iωnIˆxt) |ψ˜(0)〉 . (18)
After a time of t = piωn the state will evolve such that
the exponential term in (18) becomes −iIˆx. This matrix
corresponds to the NOT gate operation up to a global
phase of −i. Fortunately, this can be neglected [10].
We denote this single NOT rotation as 180◦x as it is
applied by inducing a rotation of 180◦ about the x-axis.
Likewise any single rotation of an angle φ about either
the x or y-axis will take an evolution time of:
tφ =
φ
ωn
. (19)
Thus, if we apply the same pulse but for half the time
span, we end up with the operation of a square-root NOT
gate which is also used in the simulation. The Hadamard
gate is experimentally implemented using a sequence of
three pulses:
45◦y → 180◦x → 45◦−y. (20)
This gate is implemented such that it always acts as a
self-inverse operation regardless of the initial qubit state
[10].
We have therefore introduced how gates are imple-
mented for single qubits. An additional level of complex-
ity is added when implementing controlled gates. Let
us consider the CNOT gate. This operation is applied
by sandwiching a controlled pˆi phase gate between two
Hadamard gates acting on the controlled qubit [7].
The matrix representation of this gate can be expressed
as the sum of the two-qubit spin operators defined in
Jones et. al. [10]:
pˆi = exp[±ipi
2
(
1
2
1ˆ− Iˆz − Sˆz + 2IˆzSˆz)], (21)
with the 12 1ˆ term included as a global phase shift which
can be neglected. The coupled term (2IˆzSˆz) is imple-
mented using a spin-echo technique [16] which involves a
sequence of x and y-axis rotations acting on both qubits.
The Iˆz and Sˆz operations are implemented by periods of
free precession about the z-axis which can be interpreted
as rotating the ωr reference frame. Due to the fact that
operations on different qubits commute, they can be ap-
plied in any order, thus a variety of combinations can
be implemented. Some are favoured over others as rota-
tions are cancelled. One such optimal combination, given
in the literature [10], is
1
4J
→ 180◦x →
1
4J
→ 90◦x → 90◦−y → 90◦x, (22)
with each pulse acting on both spins and the 14J repre-
senting the periods of free evolution given by the spin-
coupling frequency J which is intrinsic to any pair of two
spin- 12 nuclei within the same molecule.
To further simplify the CNOT operation, we can re-
place the Hadamard gates on either side of the phase gate
with an inverse pseudo-Hadamard (90◦−y) and a pseudo-
Hadamard (90◦y). Alone these operations are non-unitary
and are not good substitutes for the Hadamard opera-
tion given in equation (20), but when combined with the
phase gate rotations (22) form a unitary CNOT opera-
tion.
The controlled square-root NOT and φ = pi4 phase
gates are performed in a similar manner to the controlled
NOT gate, the main difference being that the rotation
time given for some operation steps are shortened. Im-
plementation methods for these operations are explained
in more detail in the literature [18].
By adding up the time to make each rotation induce
these phase gates using equation (19) along with the du-
ration of the J-coupling intervals, we get the following
expressions for the time taken to complete the phase gate
operation:
t 180
◦
=
3pi
2ωn
+
1
2J
, t 90
◦
=
9pi
4ωn
+
1
4J
,
t 45
◦
=
11pi
8ωn
+
1
8J
,
(23)
where the superscript denotes the angle of the phase gate.
We now have all the tools needed to calculate the time
it would take to physically implement this version of
Shor’s algorithm using NMR techniques.
5A. Experimental Duration of Shor’s Algorithm in
NMR
Section IV portraits how the gate operations in
Shor’s algorithm can be implemented using NMR tech-
niques. Moreover, we introduced a way of calculating the
time it takes to perform each operation using equations
(19) and (23). Employing these, we only need to know
the ωn and J-coupling values used in the experimental
realisation [4].
Although the J-coupling values are provided, the exact
values needed to calculate ωn had to be estimated. We
can use the approximate times given for all single qubit
rotation to acquire a good estimate for ωn. This ap-
proximation is made because we are told the pulse times
range from ‘0.22 to ∼2ms’ [4]. As our shortest rotations
(22.5◦−y) take 8 times less time than the (180
◦
−y) rota-
tions then it implies that tφ =
pi
φ ×1.88±0.12. Therefore
by using equation (19) we estimate ωn = 1670 ± 110Hz
(further experimental data would aid testing the theory
proposed). This is a reasonable estimation as nutation
frequencies tend to be in the low radio-frequency range
[16]. Using this ωn along with the J-coupling values of
our system from the paper by Vandersypen et. al. [4],
we can plot the cumulative time of each of the 25 gates
(see Figure 2).
We calculate the total time an NMR quantum com-
puter would take to perform the quantum part of Shor’s
algorithm to be 1.59±0.04s. In particular, the time taken
to perform the inverse quantum Fourier transform part
(steps 20-25) of our computation is 112 ± 2ms, as por-
trayed in Figure 2. We cannot compare the total time
with that given in the experimental realisation due to
certain gates being “removed” and “replaced by simpler
gates” [4], yet no information is given on what these
adaptations are. However, the inverse quantum Fourier
transform is performed in the same way as in our simu-
lation and is quoted as taking of the order of 120ms to
implement which compares well to our theoretical value.
Discrepancies between the times are likely due to the nu-
clei representing the first and third qubits having similar
gyromagnetic frequencies, thus a few short pulses were
added in the experiment to refocus one nucleus after the
other has been operated on. For simplicity, we have omit-
ted the times of the refocusing pulses as they do not take
a significant amount of time [16]. As errors are not given
in the data-set [4], we assume the errors are given by the
precision of the values provided.
V. CALCULATING THE TIME-EFFICIENCY
OF THE EXPERIMENT
Calculating the expected optimal time presents the
problem that it cannot be approached analytically as
one cannot predict the quantum state of the system due
to the stochastic nature of the problem. However, one
can bypass such issue by performing a numerical simula-
tion with an arbitrarily large number of states (1 million
states in our case). In this way, one could at least predict
what the average expected time duration would be if an
experiment was to be performed. Hence, we programmed
a simulation with the circuit described in Figure 1 and
with the time-optimal gates described in Section III.
The simulation selected a random point on a unit 2D
circle (or 4D sphere in the case of 2-qubit gates) as the
input state, took the final vector according to the effect
of a given gate on the input state and calculated the op-
timal time according to equation (14). This process was
repeated with different random initial states and aver-
aged over 1 million times to get the expected optimal
time for the given gate. In the simulation, ω denoted the
physical parameters which were calculated in Section IV.
Finally, all expected times were added together to ob-
tain the overall expected time of the experiment. This
proposed method is a fast way to check the time-efficiency
of a given quantum experiment, where time is a crucial
asset, such as in the computational field.
VI. RESULTS & CONCLUSION
In order to meaningfully present the data, we plotted
a logarithmic scale of the expected optimal time of the
circuit and we also included the calculated time of the
experiment. Findings are shown in figure 2.
FIG. 2. Plot comparing the duration of Shor’s algorithm for
factorising 15 using NMR techniques and time-optimal trans-
lations. The scale is logarithmic such that both data sets
appear clearly on the plot. The x-axis represents each of the
25 steps of the quantum computation given in Figure 1. The
y-axis shows the cumulative time it takes to perform each step
in our algorithm, calculated using the frequency values given
by Vandersypen et. al. [4]. Errors are not quoted but we
assume the error is given by the precision of the values pro-
vided, although they are not clearly visible on the logarithmic
scale. The 0 point on the x-axis is omitted as it corresponds
to log(0) = −∞ on the logarithmic scale. This plot was made
using Python.
The key point is that there is a 3 order of magnitude
difference in the time taken by the experiment compared
to that obtained using the variational approach. Thus,
6we show that there is significant room for improvement
in terms of duration of this algorithm. However, our
method does not take into account technical difficulties
which the implementation might present. Therefore, the
result is to be interpreted rather as theoretical lower
bound of time for the NMR implementation of Shor’s
algorithm for factorising 15.
Another important aspect of our work is that the
method can be extended to any scheme for implementing
quantum algorithms, since all that is needed are the ex-
perimental parameters ω and since all gates which act on
3 or more qubits can be broken down into 1 and 2 qubit
gates.
VII. FURTHER WORK
The natural continuation of this work would be to ex-
tend the above methodology to mixed states as opposed
to pure quantum states. This continuation could be
based on Ref. [19] and implement a similar Monte Carlo
approach for calculating the expected optimal time as
described previously. The proposed work could be more
suitable for instance in cases where quantum decoherence
plays a big role in the experiment.
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