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Riassunto 
 
I televisioni e i giornali ci informano ogni JLRUQRVXOOಬDQGDPHQWRGHLWLWROLGL
ERUVDVXLWDVVLGLFDPELRHVXDOWUHVHULHILQDQ]LDULHVSHVVRGHVLGHUDELOH
monitorare  il  comportamento  dei  prezzi  finanziari  e  provare  a  capire  i 
probabili sviluppi del futuro.  
9HQWಬDQQL ID YHQLYDQR XVDWL GDWL JLRUnalieri,  ma  negli  ultimi  anni,  con  lo 
VYLOXSSR GHOOD WHFQRORJLD GHL PHUFDWL ILQDQ]LDUL ª QDWD XQD QXRYD DUHD GL
ULFHUFDLQILQDQ]DOಬDQDOLVLGHLGDWLDGDOWDIUHTXHQ]D,PRGHOOLXWLOL]]DWLSHUOR
studio  di  dati  intragiornalieri  sono  una  naturale  estensione  dei  modelli  per 
serie finanziarie giornaliere. Un approccio interessante consiste nel seguire la 
logica dei modelli MEM (Multiplicative Error Model) per processi non negativi 
come  ad  esempio  OD YRODWLOLW¢ UHDOL]]DWD Questi  modelli  sono  definiti 
GDOOಬHTuazione  della  media  condizionata  del  processo  che  segue  una 
GLQDPLFDGLWLSR*$5&+HGDOWHUPLQHGಬHUURUHFKHDVVXPHYDORULSRVLWLYL   
/ಬRELHWWLYRFKHLOSUHVHQWHHODERUDWRVLSUHILJJHFRQVLVWHQHOODYDOXWD]LRQHGL
alcune diverse specificazioni appartenenti alla famiglia dei modelli MEM. Il 
ODYRUR ªVWUXWWXUDWR FRPH VHJXH QHOSULPR FDSLWROR YHQJRQR LQWURGRWWL GHL
concetti  di  base  riguardanti  le  serie  storiche  finanziarie.  Definiamo  in 
SDUWLFRODUHLUHQGLPHQWLOHORURSL»LPSRUWDQWLSURSULHW¢HPSLULFKHH le loro 
SRVVLELOLGLVWULEX]LRQL,OUHQGLPHQWRGLXQDVVHWªXQDLQIRUPD]LRQHFRPSOHWD
delle opporWXQLW¢GLLQYHVWLPHQWR6LSDVVD successivamente a descrivere la 
YRODWLOLW¢HOHVXHSRVVLELOLYDOXWD]LRQL/DYRODWLOLW¢GHLSUH]]LªOHJDWDDOOH
variazioni  GHO OLYHOOR GHOOಬDWWLYLW¢ GHO PHUFDWR FKH D VXD YROWD  SX´ HVVHUH
misurata  da  diverse  variabili  come  ad  esempio,  il  volume  di  trading  e  la 
TXDQWLW¢GLQXRYDLQIRUPD]LRQH/HVWLPHSL»FRPXQLGHOODYRODWLOLW¢GHLSUH]]L10 
 
sono: la varianza storica, la varianza mobile, la varianza Riskmetrics  e la 
varianza implicita.    
,OVHFRQGRFDSLWRORªGHGLFDWRDOOಬDQDOLVLGHLGDWLILQDQ]LDULDGDOWDIUHTXHQ]DH
al  relativo  impatto  sulla  microstruttura  del  mercato.  In  questo  capitolo 
descriviamo  i  dati  transaction-by-transaction  o  trade-by-trade  che  sono 
LPSRUWDQWL SHU FRQIURQWDUH OಬHIILFLHQ]D GL GLYHUVL VLVWHPL GL WUDGLQJ R SHU
studiare le dinamiche di domanda ದ offerta di un particolare titolo. Parliamo in 
seguito del funzionamento dei mercati azionari e del ruolo degli agenti che 
interagiscono in questi mercati. Ci concentriamo in particolare sulle principali 
caratteristiche del New York Stock Exchange (NYSE), LOSL»JUDQGHPHUFDWR
azionario del mondo per volume di scambi. 
Nel terzo capitolo formuliamo e applichiamo quattro possibili specificazioni 
appartenenti alla famiglia dei modelli MEM che a loro volta, rientrano in una 
FODVVHSL»JHQHUDOHFKLDPDWD*/$50$(Generalized Linear Autoregressive 
Moving Average). I quattro possibili modelli che applichiamo e confrontiamo 
sono: 
 
1. Gamma a parametri variabili  (PV). 
2. Mistura di Gamma con pesi fissi (MIX) . 
3. Mistura di Gamma con pesi variabili (TVM).    
4. Mistura di due MEM (LANNE).  
 
,OWHUPLQHGಬHUURUHGHOODSULPDVSHFLILFD]LRQH, considerata per la prima volta in 
questo elaborato, segue una distribuzione Gamma con parametri variabili. Il 
secondo e il terzo modello sono stati formulati da De Luca e Gallo (2007) e 
FRQWHQJRQRGHLWHUPLQLGಬHUURUHFKHVHJXRQRULVSHWWLYDPHQWHXQDPLVWXUDGL
Gamma a pesi fissi e a pesi variaELOL/ಬXOWLPRPRGHOORªVWDWRVXJJHULWRGD11 
 
Lanne (2006) HGªGHILQLWRGDOODPLVWXUDGLGXH0(0RJQXQRFRQLOULVSHWWLYR
WHUPLQHGಬHUURUH 
$SSOLFKLDPR OH QRVWUH VSHFLILFD]LRQL DOOH YRODWLOLW¢ UHDOL]]DWH GHL WLWROL
-RKQVRQಬV	-RKQVRQಬVH3URFWHU	*DPEOH Nel caso del titolo -RKQVRQಬV	
-RKQVRQಬV si osserva dai controlli diagnostici che tranne qualche problema 
per  il  modello  PV,  le  altre  specificazioni  si  adattano  bene  ai  dati.  Per  il 
FRQWUROORGHOODERQW¢GHLPRGHOOLVWLPDWLXVLDPRil metodo dei residui quantile. 
Se  i  residui  quantile  seguono  la  distribuzione  normale  standard  e  sono 
indipendentiLOPRGHOORªVSHFLILFDWRFRUUHWWDPHQWH,QWXWWLLFDVLLPRPHQWL
principali  dei  residui  quantile  corrispondono  ai  rispettivi  momenti  della 
distribuzione  normale  VWDQGDUG /ಬXQLFR PRGHOOR FKH SUHVHQWD TXDOFKH
SUREOHPDGLVSHFLILFD]LRQHªLOPV. Dal confronto finale vediamo che i modelli 
che si adattano meglio ai dati sono il MIX  e il TMV.  
3DVVLDPR DOOಬDQDOLVL VYROWD SHU OD YRODWLOLW¢ UHDOL]]DWD GHO WLWROR Procter  & 
Gamble.  In  questo  caso  i  modelli  presentano  problemi  di specificazione.  I 
momenti  principali  dei  residui  quantile  sono  diversi  dai  rispettivi  momenti 
teorici in tutte le specificazioni prese in considerazione. Con  il modello MIX  
otteniamo  delle  migliori  performance  rispetto  agli  altri  modelli,  anche  se 
OಬDGDWWDPHQWRQRQªSHUIHWWRQHDQFKHLQTXHVWRFDVR 
Abbiamo analizzato in questo modo OHYRODWLOLW¢UHDOL]]DWHGLdue titoli. Nel 
primo caso le nostre specificazioni danno degli ottimi risultati e invece nel 
secondo caso i modelli non si adattano bene ai dati. Questo significa che 
dobbiamo  applicare  con  cautela  le  varie  formulazioni  della  famiglia  dei 
modelli MEM.  12 
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CAPITOLO 1: Introduzione alle serie storiche 
finanziarie 
 
 
 
1.1.  Introduzione 
 
I prezzi finanziari sono continuamente sotto la nostra attenzione. Ogni giorno, 
le televisioni e i giornali ci informano DGHVHPSLRGHOOಬXOWLPRYDORUHGLXQFHUWR
indice  azionario,  dei  tassi  di  cambio  delle  valute  principali  o  dei  prezzi 
GHOOಬRUR/H FXUYHGHLSUH]]LSRVVRQRVSRVWDUVLYHUVROಬDOWRRYHUVRLOEDVVRGL
tanti punti percentuali in brevi periodi di tempo. VSHVVRLPSRUWDQWHULXVFLUHD
prevedere le dinamiche e i sviluppi futuri dei prezzi finanziari. 
 
Figura 1.1. Immagine simbolica delle serie finanziarie. 
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Chiamiamo serie storica finanziaria ogni serie temporale di numeri basata sui 
prezzi finanziari considerando in particolare i tassi di cambio, i prezzi dei titoli 
e  dei  commodity.  /ಬDQDOLVL GHOOH VHULH VWRULFKH ILQDQ]LDULH ª VWUHWWDPHQWe 
legata alla valutazione degli asset finanziari nel tempo. Questo tipo di serie si 
distingue dalle altre serie storiche per un alto livello di incertezza. La teoria e i 
PHWRGLVWDWLVWLFLKDQQRXQUXRORIRQGDPHQWDOHQHOOಬDQDOLVLGHOOHVHULHVWRULFKH
finanziarie. 
In  questo  primo  capitolo  diamo  delle  caratteristiche  di  base  delle  serie 
finanziarie. Definiamo dei concetti importanti come i rendimenti degli asset  e 
ODYRODWLOLW¢GHLSUH]]L Descriviamo in particolare OHSURSULHW¢GHLUHQGLPHQWLH
le possibili YDOXWD]LRQLGHOODYRODWLOLW¢   
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1.2. Rendimenti 
 
In  una  buona  parte  degli  studi  in  finanza  vengono  analizzati  i  rendimenti 
DQ]LFK«LSUH]]LGHJOLDVVHWI motivi principali sono due. In primo luogo, per 
tanti investitori, il rendimento dLXQDVVHWªXQDinformazione completa delle 
RSSRUWXQLW¢GLLQYHVWLPHQWRIn secondo luogo, le serie dei rendimenti sono 
SL» IDFLOL GD PDQHJJLDUH GHOOH VHULH GHL SUH]]L SHU OH ORUR LQWHUHVVDQWL
caratteristiche  statistiche,  in  particolare  per  la  loro  stazioQDULHW¢.  Ci  sono 
diverse definizioni del rendimento di un asset finanziario. 
 
 
1.2.1. Rendimento semplice uniperiodale  
 
Chiamiamo  t P     il  prezzo di un asset al tempo t.  Assumiamo per ora che 
OಬDVVHWQRQSDJKL dividendi. 
La detenzione dHOOಬasset dal tempo t-1 al tempo t comporta un rendimento 
semplice lordo di   
1
1

  
t
t
t P
P
R  o   ) 1 ( 1 t t t R P P     . 
Il corrispondentHUHQGLPHQWRVHPSOLFHQHWWRª: 
1
1
1
1




    
t
t t
t
t
t P
P P
P
P
R  
 
 
1.2.2. Rendimento semplice multiperiodale 
 
Il posseVVRGHOOಬDVVHWSHUNSHULRGLGDOODGDWDW-NDOODGDWDWG¢un rendimento 
semplice lordo di :  16 
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Il rendimento semplice lordo per k SHULRGLªLOSURGRWWRGHLNrendimenti 
semplici lordi uniperiodali . Questo viene chiamato rendimento composto. Il 
rendimento semplice netto k ದ SHULRGDOHª 
k t k t t t P P P k R      / ) ( ] [  . 
/ಬLQWHUYDOOR GL WHPSR ª LPSRUWDQWH SHU FRQIURQWDUH L UHQGLPHQWL HV
UHQGLPHQWRPHQVLOHRUHQGLPHQWRDQQXDOH6HOಬLQWHUYDOORGLWHPSRQRQª
GDWRSHUVHPSOLFLW¢VLDVVXPHFhe sia annuale. Se deteniamo un asset per k 
anni, il rendimento annuale  PHGLRªGHILQLWRFRPH:   
^ ` 1 ) 1 (
1
] [
1
1
0
 »
¼
º
«
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   

 

k k
j
j t t R
k
k R Annuo , 
FKH ª  XQD PHGLD JHRPHWULFD GHL UHQGLPHQWL VHPSOLFL ORUGL FRLQYROWL ª SX´ 
anche essere scritta come:       
^ ` 1 ) 1 ln(
1
exp ] [
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k k
j
j t t R
k
k R Annuo . 
PeUVHPSOLFLW¢GLFDOFRORSRWUHEEHHVVHUHXVDWDOಬDSSURVVLPD]LRQHGL7aylor 
di primo ordine ottenendo: 
^ ` ¦

 
 |
1
0
1
] [
k
j
j t t R
k
k R Annuo . 
 
 
1.2.3. Rendimento continuo 
 
In generale, il valore netto A GHOOಬDVVHWnel FRQWLQXRª 
                                                  A=C exp(r Q ,                                        (1.1)                                                                                     17 
 
dRYHUªLOWDVVRGಬLQWHUHVVHDQQXR&ªLOFDSLWDOHLQL]LDOHHGQªLOQXPHUR
degli anni. Dalla equazione (1.1) otteniamo  C=A exp(-UQFKHªLOYDORUH
DWWXDOHGLXQDVVHWFKHDYU¢XQYDORUHGL$GRSRQDQQL 
Il  logaritmo  naturale  del  rendimento  semplice  lordo  di  un  asset  viene 
chiamato log-rendimento. Abbiamo:  
1
1
ln ) 1 ln( 

        t t
t
t
t t p p
P
P
R r , 
dove   ) ln( t t P p   . I log-rendimenti hanno degli vantaggi rispetto ai rendimenti 
semplici lordi. Consideriamo i rendimenti multiperiodali. Abbiamo 
. ...
) 1 ln( ... ) 1 ln( ) 1 ln(
) 1 )...( 1 )( 1 ln[( ]) [ 1 ln( ] [
1 1
1 1
1
  
  
 
    
         
         
k t t t
k t t t
k t t t t t
r r r
R R R
R R R k R k r
 
Quindi,  il  log-rendimento  multiSHULRGDOH ª VHPSOLFHPHQWe  la  somma  dei 
rendimenti uniperiodali coinvolti. I log-UHQGLPHQWLVRQRSL»SUDWLFLSHUOHORUR
SURSULHW¢VWDWLVWLFKH 
 
 
1.2.4. I rendimenti del portafoglio 
 
Il rendimento semplice netto di un portafoglio composto da N asset e una 
media ponderata dei rendimenti semplici netti degli asset, dove il peso per 
RJQLDVVHWªODSHUFHQWXDOHGHOYDORUHGHOSRUWDIRJOLRLQYHVWLWRLQTXHODVVHW
Sia p un portafoglio con pesi  i Z  per ogni asset i. Il rendimento semplice del 
SRUWDIRJOLRSDOWHPSRWª it
N
i
i t p R R ¦
 
 
1
, Z  dove  it R  ªLOUHQGLPHQWRVHPSOLFH
GHOOಬDVVHWL 18 
 
I log-UHQGLPHQWLGLXQSRUWDIRJOLRQRQKDQQRTXHVWDSURSULHW¢6HLUHQGLPHQWL
semplici  sono  piccoli  allora  it
N
i
i t p r r ¦
 
|
1
, Z .  Questa  approssimazione  si  usa 
spesso per studiare i rendimenti del portafoglio. 
 
 
1.2.5. Il pagamento dei dividendi  
 
Se un asset paga dividendi periodicamente dobbiamo cambiare la definizione 
dei rendimenti degli asset. Sia  t D  il pagamento del dividendo di un asset tra 
le  date  t-1  e  t,  t P   il  prezzo  di  un  asset  alla  fine  del  periodo  t.  Quindi  il 
GLYLGHQGR QRQ ª LQFOXVR QHO SUH]]R ,O UHQGLPHQWR VHPSOLFH ORUGR H LO ORJ- 
rendimento al tempo t diventano:  
1
1


 
 t
t t
t P
D P
R                     
              ) ln( ) ln( 1      t t t t P D P r  
 
 
1.2.6. Extra-rendimenti  
 
Chiamiamo  extra-UHQGLPHQWR GL XQ DVVHW DOOಬWHPSR W OD GLIIHUHQ]D WUD LO
UHQGLPHQWRGHOOಬDVVHWHLOrendimento in alcuni asset di ULIHULPHQWR/ಬDVVHWGL
riferimento viene scelto  in  genere,  con  un  livello  basso  di  rischio.  /ಬH[WUD- 
rendimento semplice e il log-extra-rendimento semplice sono definiti come  
t t t R R Z 0     
t t t r r z 0    , 
dove  t R0   e  t r0   sono  rispettivamente  il  rendimento  semplice  e  il  log- 
rendimento deOOಬDVVHWGLULIHULPHQWR 19 
 
 
1.3. La distribuzione dei rendimenti 
 
3HUDQDOL]]DUHLUHQGLPHQWLGHJOLDVVHWªLPSRUWDQWHVWXGLDUHOHORURSURSULHW¢
DVLQWRWLFKH/ಬRELHWWLYRªGLFDSLUHLOFRPSRUWDPHQWRGHLUHQGLPHQWLSHUDVVHW
diversi e in tempi diversi. Consideriamo un gruppo di n asset per T periodi, 
W ಹ73HUogni asset i abbiamo il suo log-rendimento al tempo t. I log- 
rendimenti  sono  ^ ` T t n i rit ,..., 1 ; ,..., 1 ;         e  i  rendimenti  semplici  sono 
^ ` T t n i Rit ,..., 1 ; ,..., 1 ;     . Possiamo scrivere anche i log-extra-rendimenti come 
^ ` T t n i zit ,..., 1 ; ,..., 1 ;     . 
Consideriamo  un  modello  generale  per  i  log-rendimenti 
^ ` T t n i rit ,..., 1 ; ,..., 1 ;     : 
                                    ) ; ; ,..., ;...; ,..., ; ,..., ( 1 2 12 1 11 - Y r r r r r r F NT T N N r ,                    (1.2) 
GRYH<ªXQYHWWRUHFRPSRVWRGDYDULDELOLFKHGHVFULYRQROಬDPELHQWHGRYHL
rendimHQWLGHJOLDVVHWVRQRGHWHUPLQDWLH˥ªXQYHWWRUHGLSDUDPHWULGHOOD
funzione  di  ripartizione  (.) r F .  La  funzione  di  ripartizione  (.) r F   governa  il 
comportamento  stocastico  dei  rendimenti  e  del  vettore  Y.  In  molti  studi 
fLQDQ]LDULLOYHWWRUH<ªWUDWWDWRFRPHXQGDWRGHOSUREOHPDHOಬLQWHUHVVHH
stato rivolto al comportamento dei log-rendimenti condizionato al passato.  
Scriviamo la funzione di ripartizione come: 

 
     
T
t
i t i it i i T i iT it i i iT i r r r F r F r r r F r r F r F r r F
2
1 1 , 1 1 1 , 2 1 1 ) ; ,..., ( ) ; ( ) ; ,..., ( )... ; ( ) ; ( ) ; ,..., ( - - - - - -
La funzione di ripartizione dipende dai log-UHQGLPHQWLSDVVDWL(ಬLPSRUWDQWH
capire come la distribuzione condizionata evolve nel tempo.  
In molti casi i rendimenti degli asset vengono trattati come variabili casuali 
continue,  in  particolare  per  dati  di  bassa  frequenza,  e  si  usa  la  rispettiva 
IXQ]LRQHGLGHQVLW¢ 20 
 
. ) ; ,..., ( ) ; ( ) ; ,..., (
2
1 1 , 1 1 
 
  
T
t
i t i it i iT i r r r f r f r r f - - -  
3HU L GDWL DG DOWD IUHTXHQ]D ª QHFHVVDULD XQD GLVWULEX]LRQH GLVFUHWD 8Q
HVHPSLR ª LO FDPELDPHQWR GHO SUH]]R GHO  titolo  LQ PXOWLSOL GL XQD TXDQWLW¢
prefissata (i dati tick by tick).   
Le distribuzioni condizioQDWHVRQRSL»XWLOLSHUVWXGLDUHLOFRPSRUWDPHQWRGHL
rendimenti degli asset finanziari. I rendimenti hanno in alcuni casi una debole 
correlazione seriale. Per la modellazione dei rendimenti sono state suggerite 
WDQWHGLVWULEX]LRQLVWDWLVWLFKH/HSL»LPSRrtanti sono la distribuzione normale, 
lognormale, di Cauchy e la distribuzione normale con parametri misti. 
 
 
1.3.1. La distribuzione normale     
 
8Q LSRWHVL WUDGL]LRQDOH QHJOL VWXGL LQ DPELWR ILQDQ]LDULR ª FKH L UHQGLPHQWL
semplici  siano  indipendenti  e  identicamente  distribuiti  come  una  variabile 
FDVXDOH QRUPDOH 4XHVWD DVVXQ]LRQH VHPSOLILFD QRWHYROPHQWH OಬDQDOLVL
VWDWLVWLFDHIDFLOLWDORVWXGLRGHOOHSURSULHW¢GHOOHVHULH Ci  sono comunque 
diversi ostacoli. Il limite inferiore di un rendimento semplice pu´HVVHUH -1 per 
definizione.  &RPH VDSSLDPR OD YDULDELOH QRUPDOH SX´ DVVXPHUH TXDOVLDVL
YDORUH QHOOಬDVVH UHDOH H QRQ KD FHUWDPHQWH XQ OLPLWH LQIHULRUH  Un  altro 
problema consiste nella distribuzione del rendimento semplice multiperiodale 
FKH ª Ll  prodotto  dei  rendimenti  uniperiodali  assunti  normali.  Quindi,  il 
rendimento multiSHULRGDOHQRQSX´HVVHUHGLVWULEXLWRQRUPDOPHQWH Un altro 
RVWDFRORULOHYDQWHªFKHOಬDVVXQ]LRQHGLQRUPDOLW¢QRQSX´HVVHUHYDOLGDSHU
XQD EXRQD SDUWH GHL UHQGLPHQWL 4XHVWR ª GRYXWR D  un  eccessiva  curtosi 
positiva. 
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1.3.2. La distribuzione lognormale  
 
Un'altra  ipotesL FRPXQHPHQWH XVDWD ª FKH L ORJ-rendimenti  seguano  una 
distribuzione normale (iid) con media ˩HYDULDQ]D
2 V . Questo significa che i 
rendimenti  semplici  seguono  una  distribuzione  lognormale  con  media  e 
varianza: 
1
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/ಬDVVXQ]LRQH GHOOD GLVWULEX]LRQH ORJQRUPDOH QRQ ª FRQIRUPH DOOH SURSULHW¢ 
delle serie dei  rendimenti  dei  titoli.  In particolare,  tanti  rendimenti  dei titoli 
presentano un eccesso di curtosi positivo. 
 
 
1.3.3. La distribuzione di Cauchy  
 
4XHVWD GLVWULEX]LRQH ª VLPPHWULFD ULVSHWWR DOOD VXD PHGLDQD HG KD XQD
YDULDQ]DLQILQLWDXQDSURSULHW¢FKHYLHQHVRVWHQXWDGDOODWHRULDGHOODILQanza.  
/DPRGHOOD]LRQHVWDWLVWLFDªGLIILFLOHLQTXHVWRFDVR 
 
 
1.3.4. Mistura di normali  
 
6RWWR OಬLSRWHVL GL mistura  di  normali,  i  log-rendimenti  t r   sono  distribuiti 
QRUPDOPHQWHFRQPHGLD˩HYDULDQ]D
2 V . La varianza 
2 V ªSRVLWLYD. 
Un esempio di mistura di normali ª: 
t r ~ ) , ( ) , ( ) 1 (
2
2
2
1 V P V P XN N X   , 22 
 
GRYH;ªXQDYDULDELOHFDVXDOHGL%HUQRXOOLWDOHFKH3;  ˞H3;  -˞
FRQ˞
2
1 V  assume valori piccoli e 
2
2 V  assume valori relativamente 
JUDQGL&RQXQ˞ la distribuzione ci indica che il 95% dei rendimenti 
seguono una  ) , (
2
1 V P N    e il restante 5% una  ) , (
2
2 V P N .  Questa impostazione 
DWWULEXLVFHSL»peso alle code della distribuzione. 
I  vantaggi  di  questa  distribuzione  FRQVLVWRQR QHOOD IDFLOLW¢ DSSOLFDWLYD
$EELDPRGHLPRPHQWLDOWLOLPLWDWLHVLSX´FDWWXUDUHOಬHFFHVVRGLFXUWRVL 1RQª
semplice la stima e la relativa inferenza dei parametri.  
 
 
        Figura 1.2. Distribuzioni messe a confronto. 
 
 
1.4. Rendimenti multivariati  
 
Consideriamo i log-rendimenti di N asset al tempo t   
'
1 ) ,..., ( Nt t t r r r   . 
/ಬLQWHUHVVH H ULYROWR DOOD GLVWULEX]LRQH FRQJLXQWD GL ^ ` . 1
T
t t r     Questo  significa 
poter   specificare la funzione  di ripartizione  ) , ,..., ( 1 1 - r r r F t t  .  (ಬLPSRUWDQWH 23 
 
studiare, in particolare come la media condizionata e la matrice di covarianza 
condizionata evolvono nel tempo. 
Il  vettore  della  media  e  la  matrice  di  covarianza  di  un  vettore  casuale 
) ,..., ( 1 p X X X   sono definiti come:  
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I rispettivi momenti campionari sono definiti come: 
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4XHVWHVWDWLVWLFKHVRQRGHOOHVWLPHFRQVLVWHQWLGHOOHTXDQWLW¢WHRULFKHSpesso 
nella letteratura in finanza, si usa la normale multivariata per la distribuzione 
dei log-rendimenti. 
 
 
1.5. La funzione di verosimiglianza dei rendimenti 
 
Partiamo  dalla  espressione  generale  della  funzione  di  ripartizione  dei  log- 
rendimenti: 
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Assumiamo una distribuzione normale condizionata di media  t P  e varianza 
2
t V /DIXQ]LRQHGLYHURVLPLJOLDQ]DªWUDVFXULDPRSHUVHPSOLFLW¢LOWHUPLQHL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dove    ) ; ( 1 - r f    ªODIXQ]LRQHGLGHQVLW¢GHOODSULPDRVVHUYD]LRQH,OYDORUHGL
˥ FKH PDVVLPL]]D OD IXQ]LRQH GL YHURVLPLJOLDQ]D ª OD VWLPD GL PDVVLPD24 
 
verosimiglianza (SMV,OORJDULWPRªXQDIXQ]LRQHPRQRWRQDTXLQGLODSMV 
GL˥SX´HVVHUHRWWHQXWDPassimizzando la funzione di log-verosimiglianza, 
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/DIXQ]LRQHGLORJYHURVLPLJOLDQ]DSX´HVVHUHRWWHQXWDVHJXHQGRORVWHVVR
procedimento anche per altre distribuzioni. 
 
 
1.6. 3URSULHW¢ empiriche dei rendimenti 
 
&HUFKLDPRGLFDSLUHDOFXQHGHOOHSURSULHW¢GHLUHndimenti  osservando dati 
reali. I pagamenti dei dividendi sono inclusi nei nostri dati (se sono presenti 
ovviamente). Nella figura 1.3 abbiamo le serie dei rendimenti semplici e dei 
log-rendimenti mensili per il titolo IBM (International Business Machines) dal 
gennaio 1926 fino a dicembre 2003. Nella figura 1.4 abbiamo i rendimenti 
semplici di un titolo americano per frequenze diverse.   
 
Figura 1.3. Serie storiche dei rendimenti mensili del titolo IBM da gennaio 1926 fino a  
dicembre 2003. In alto: rendimenti semplici. In basso: log-rendimenti. 
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Figura 1.4. Serie storiche dei rendimenti in una giornata del mercato scelta a caso per 
diverse frequenze. Dati tick by tick (in alto a sinistra); Un minuto (in alto a destra); 5 minuti 
(in basso a sinistra); 10 minuti (in basso a destra). 
 
Nella tabella 1.1 abbiamo delle statistiche descrittive sui rendimenti semplici e 
sui log-rendimenti di alcuni titoli e indici del mercato americano. I rendimenti 
sono mensili e giornalieri e sono espressi in percentuale.  
Osserviamo  che  i  rendimenti  giornalieri  dei  titoli  e  degli  indici  di  mercato 
hanno una curtosi relativamente grande. Per i rendimenti mensili possiamo 
GLUHFKHLUHQGLPHQWLGHJOLLQGLFLGLERUVDKDQQRXQDFXUWRVLSL»JUDQGHGHL
singoli titoli. La media dei renGLPHQWLJLRUQDOLHULªSURVVLPDDOOR]HUR1RQ
possiamo dire la stessa cosa per i rendimenti mensili. I rendimenti mensili 
KDQQR XQD GHYLD]LRQH VWDQGDUG SL» JUDQGH GHL UHQGLPHQWL JLRUQDOLHUL  In 
generale si osserva che non ci sono grossi problemi di simmetria. Le nostre 
statistiche  descrittive  ci  mostrano  che  sostanzialmente  non  ci  sono  tante 
differenze tra i rendimenti semplici e i rendimenti logaritmici.   26 
 
 
Tabella1.1. Statistiche descrittive sui rendimenti di alcuni titoli. 27 
 
Nella  figura  1.5  abbiamo  le  fuQ]LRQL GL GHQVLW¢ HPSLULFKH GHO UHQGLPHQWR
semplice e logaritmico mensile del titolo IBM. La linea tratteggiata in entrambi 
i grafici indica la IXQ]LRQHGLGHQVLW¢GHOODGLVWULEX]LRQHQRUPDOHRWWHQXWDGDOOD
media e varianza campionaria. Possiamo assumere lDQRUPDOLW¢LQTXHVWR
caso. 
 
 
Figura 1.5. Distribuzione empirica e normale messe a confronto per i rendimenti del titolo 
IBM. A sinistra: rendimenti semplici. A destra: rendimenti logaritmici. La linea tratteggiata 
appartiene alla distribuzione normale. Periodo di osservazione: gennaio 1926 ದ dicembre 
2003. 
 
 
1.7. 9RODWLOLW¢ 
 
/HYDULD]LRQLGHOOLYHOORGHOOಬDWWLYLW¢GLXQPHUFDWRFDXVDQRFDPELDPHQWLGHOOH
YDULDQ]H GHL UHQGLPHQWL JLRUQDOLHUL /ಬDWWLYLW¢ SX´ HVVHUH PLVXUDWD GD WDQWH
variabili,  come  ad  esempio,  il  volume  di  trading  H OD TXDQWLW¢ GL QXRYD28 
 
informazione. Queste variabili cambiano ogni giorno facendo variare anche la 
YRODWLOLW¢GHLSUH]]L8QDVSLHJD]LRQHLQWHUHVVDQWHGHOOHFDXVHGHOODYRODWLOLW¢ª
quella di un effetto psicologico a catena dovuto alla sorpresa di nuove notizie 
positive  o  negative  che  potrebbero  influenzare  OಬDQGDPHQWR GHOOಬHFRQRPLD
Queste notizie hanno bisogno di ulteriore conferma. Un segnale di questo 
tipo porterebbe ad un ribasso dei prezzi provocando dubbi e nervosismo con 
possibili conferme o smentite successive. Questi segnali rendono il mercato 
DQFRUDSL»DWWHQWRGLTXHOORFKHSX´VXFFHGHUHQHOIXWXUR 
 
 
Figura  1.6.  I  cambiamenti  giornalieri  in  YDORUL SHUFHQWXDOL GHOOಬLQGLFH 6	3  ULIHULWL DO
periodo 1988-2006.  Evidenti periodi di piccole fluttuazioni (1992-1996 e 2003-2006) e di 
grandi fluttuazioni (1997-2003). 
 
7XWWR TXHVWR FL ID FDSLUH OಬLPSRUWDQ]D GHOOD YDOXWD]LRQH GHOOಬLQFHUWH]]D GHL
UHQGLPHQWL IXWXUL /D YRODWLOLW¢ ª OHJDWD DG XQD PLVXUD VWDWLVWLFD GHOOD
YDULDELOLW¢/DSL»VHPSOLFHªTXHOODdella varianza storica dei rendimenti. La 
YDULDELOLW¢ GHL UHQGLPHQWL QRQ ª FRVWDQWH QHO WHPSR  IRQGDPHQWDOH
individuare stime che ci permettano di formulare ipotesi sul comportamento 
IXWXUR GHOOD YRODWLOLW¢ /D YRODWLOLW¢ KD FDratteristiche  prevedibili  e  quindi  si 29 
 
SRVVRQRIRUPXODUHPRGHOOLVWDWLVWLFLSHUTXHVWR(QJOHªVWDWRLOSULPR
a studiare i modelli ARCH (Autoregressive Conditional Heteroskedasticity). 
4XHVWL PRGHOOL FL SHUPHWWRQR GL VWXGLDUH OಬDQGDPHQWR GHOOD YDULDnza 
condizionata dei rendimenti. 
9HGUHPR LQ TXHVWD VH]LRQH GHOOH PLVXUH GHVFULWWLYH GHOOD YRODWLOLW¢ FKH
FDWWXUDQRODVXDYDULDELOLW¢QHOWHPSR 
 
 
1.8. &DUDWWHULVWLFKHGHOODYRODWLOLW¢  
 
/HFDUDWWHULVWLFKHSL»LPSRUWDQWLGHOODYRODWLOLW¢VRQRODFLFOLFLW¢ (per dati intra-
giornalieri),  la  persistenza  e  la  SURSULHW¢ GL ULWRUQR DOOD PHGLD  LD YRODWLOLW¢
tende  a  cambiare  in  modo  ciclico.  Dopo  una  fase  di  crescita,  registra  un 
massimo per poi contrarsi fino a un valore minimo e riprendere il processo 
dall'inizio. Molti trader  ULWHQJRQRFKHODYRODWLOLW¢VLDPROWRSL»SUevedibile del 
prezzo (a causa della sua caratteristica ciclica) e hanno sviluppato strategie 
in grado di sfruttare questo principio.  
La  seconda  caratteristica  importante  della  YRODWLOLW¢ ª la  persistenza.  La 
SHUVLVWHQ]DªVHPSOLFHPHQWHODFDSDFLW¢GHOODYRODWLOLW¢GLHYROYHUHXQJLRUQR
dopo l'altro nella stessa direzione, suggerendo che la vRODWLOLW¢GLRJJLPROWR
probabilmente VDU¢SUHVHQWHDQFKHGRPDQi. Questo vuol dire che se i mercati 
hanno uQDOWROLYHOORGLYRODWLOLW¢RJJLªPROWRSUREDELOH un livello elevato di 
YRODWLOLW¢DQFKHGRPDQL6HXQPHUFDWRQRQªYRlatile oggi, probabilmente non 
ORVDU¢QHDQFKH GRPDQL$OORVWHVVRPRGRVHODYRODWLOLW¢ªLQDXPHQWRRJJL
molto probabilmente contiQXHU¢DGDXPHQWDUHDQFKHGRPDQLPHQWUHVHF
ª
XQD FRQWUD]LRQH GHOOD YRODWLOLW¢ RJJL PROWR SUREDELOPHQWH OD YRODWLOLW¢
FRQWLQXHU¢DFRQWUDUVLDQFKHGRPDQL 30 
 
/D WHU]D SURSULHW¢ ª OHJDWD  DO ULWRUQR GHOOD YRODWLOLW¢ DOOD PHGLD  Questo 
IHQRPHQR ª SUHVHQWH LQ tutti  i  mercati  azionari.  Strumenti  finanziari 
dall'andamento regolare potranno subire una forte crescita o decrescita, ma 
queste saranno reazioni momentanee destinate a rientrare. In modo analogo, 
titoli molto volatili tenderanno ad essere per lungo tempo molto reattivi e le 
fasi  di  calma  saranno  nient'altro  che  dei  segnali  che  preannunciano  una 
QXRYDULSUHVDGHOO
DWWLYLW¢JLRUQDOLHUD 
7XWWR TXHVWR SRUWD VHPSOLFHPHQWH DG DIIHUPDUH FKH OD YRODWLOLW¢ KD XQD
tendenza a tornare verso i suoi valori medi, ovveURSL»QRUPDOLGRSRDYHU
raggiunto valori estremi sia verso l'alto che verso il basso. Una volta che un 
PHUFDWR DYU¢ UHJLVWUDWR XQ YDORUH HVWUHPDPHQWH DOWR GL YRODWLOLW¢ FL VRQR
EXRQHSUREDELOLW¢FKHODYRODWLOLW¢ULWRUQLYHUVRLVXRLYDORULPHGL$OFRQtrario, 
TXDQGRXQPHUFDWRUDJJLXQJHU¢XQYDORUHHVWUHPDPHQWHEDVVRGLYRODWLOLW¢
FLVRQREXRQHSUREDELOLW¢FKHODYRODWLOLW¢ULWRUQLYHUVRYDORULPDJJLRULRYYHUR
ULWRUQLYHUVRLVXRLOLYHOOLPHGL/DYRODWLOLW¢ªFRPHXQHODVWLFRFKHGRSRDYHUOR
tirato, tende a ritornare alla sua lunghezza normale.  
 
 
1.99DOXWDUHODYRODWLOLW¢ 
 
/DYRODWLOLW¢ªXQDYDULDELOHQRQRVVHUYDELOHGLUHWWDPHQWH7XWWDYLDFLVRQR
GLYHUVL PRGL SHU VWLPDUOD /D VWLPD GHOOD YRODWLOLW¢ QRQ PLJOLRUD
QHFHVVDULDPHQWH FRQ OಬDXPHQWR GHOOD  QXPHURVLW¢ FDPSLRQDULD 4XHVWR
VLJQLILFDFKHFLVDU¢VHPSUHLQFHUWH]]DVXLveri valori  GHOODYRODWLOLW¢/HVWLPH
SL» XVDWH GHOOD YRODWLOLW¢ VRQR OD YDULDQ]D VWRULFD OD YDULDQ]D PRELOH OD
varianza Riskmetrics  e la varianza implicita. 
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1.9.1. Varianza storica 
 
/ಬLQGLFHGLYDULDELOLW¢SL»XVDWRSHUODYDOXWD]LRQHGHOODYRODWLOLW¢ªODYDULDQ]D
storica  (realized  volatility).  Il  calcolo  viene  fatto  sul  periodo  campionario. 
Abbiamo: 
¦
 



 
T
t
t r r r
T 1
2
2
) (
1
1
V , 
dove  r  ªODPHGLDFDPSLRQDULDGHLUHQGLPHQWLFKHSX´HVVHUHVRVWLWXLWDLQ
DOWUHPLVXUHGDSDUDPHWULGLSRVL]LRQHDOWHUQDWLYLFRPHODPHGLDPRELOH
SRVVLELOH FKH OD VHULH GHL UHQGLPHQWL DEELD XQD FHUWDSHULRGLFLW¢ 3ULPD GL
procedere con il calcolo bisogna depurare la serie eliminando questi effetti. 
 
 
Figura 1.7. 9RODWLOLW¢UHDOL]]DWDGHOOಬLQGLFH6	3SHULRGROXJOLRದ ottobre 2008). 
 
 
1.9.2. Varianza mobile 
 
'DOOಬDQDOLVLGHOFRPSRUWDPHQWRGHLUHQGLPHQWLSRVVLDPRHYLGHQ]LDUHFKHFL
sono periodi in cui la varianza tende a rimanere alta e altri periodi nei quali 
VXFFHGH LO FRQWUDULR 4XHVWD SURSULHW¢ YLHQH FKLDPDWD SHUVLVWHQ]D 6H32 
 
FHUFKLDPRGLYDOXWDUHODYDULDELOLW¢VXWXWWDODVHULHQRQRVVHUYLDPRTXHVWD
FDUDWWHULVWLFD ,O YHUR SUREOHPD ª TXHOOR GL VDSHU PLVXUDUH OD YRODWLOLW¢
cercando  di  evidenziare  questi  periodi  di  bassi  e  alti.  Per  questo  scopo 
usiamo la varianza mobile. 
/DYDULDQ]DPRELOHªGHILQLWDFRPH: 
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   
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Scindiamo il periodo di osservazione T in tanti intervalli di ampiezza W e ogni 
YROWD DJJLXQJHQGR XQಬRVVHUYD]LRQH SL» UHFHQWH HG HOLPLQDQGRQH XQD SL»
vecchia,  ricalcoliamo  la  varianza  mantenendo  costante  il  numero  di 
RVVHUYD]LRQL VX FXL HVVD ª  calcolata.  Ovviamente,  anche  la  media 
campionaria dei rendimenti viene ricalcolata di volta in volta. Questa misura 
viene usata in molti casi. 
8QDPLVXUDDOWHUQDWLYDGLYRODWLOLW¢SX´HVVHUHRWWHQXWDDSSOLFDQGRODYDULDQ]D
mobile per ogni mese. Questa misura attribuisce lo stesso valore a tutte le 
osservazioni  del  mese.  Anche  in  questo  caso  si  cerca  di  cogliere  la 
FDUDWWHULVWLFDSL»LPSRUWDQWHGHOODYRODWLOLW¢ODYDULDELOLW¢QHOWHPSR 
 
 
1.9.3. Varianza Riskmetrics 
 
$QFKH TXHVWD PLVXUD ª YDULDELOH QHO WHPSR /D YDULDQ]D Riskmetrics    ª
definita come: 
2
2
1
2
) )( 1 ( t t t t r r      
 
O V O V  
dove 0 ื ˨ ื 1. Se ˨  WRUQLDPRDOFDVRGLYRODWLOLW¢FRVWDQWH6H˨ = 0 
RWWHQLDPR FRPH VWLPD GHOOD YDULDQ]D OR VFDUWR SL» UHFHQWH GHOOD PHGLD DO
quadrato.  Il  valore  di  ˨  SRWUHEEH HVVHUH VFHOWR LQ EDVH DOOಬHVSHULHQ]D 'L
solito, si prende un ˨ ป 0.9. 33 
 
 
1.9.4. VoODWLOLW¢LPSOLFLWD 
 
/DYRODWLOLW¢LPSOLFLWDHVSULPDXQDVSHWWDWLYDFLUFDODYRODWLOLW¢IXWXUDGLXQD
FHUWDDWWLYLW¢  (VVDªFRQQHVVDDOPHFFDQLVPRGLDWWULEX]LRQHGLSUH]]RD
prodotti  derivati,  in  particolare  alle  opzioni.  Uno  strumento  derivato  ª
considerato ogni titolo LOFXLYDORUHªEDVDWRVXOYDORUHGLPHUFDWR di altri beni,  
come ad esempio le azioni. Le variabili alla base dei titoli derivati sono dette 
DWWLYLW¢VRWWRstanti e possono avere diversa natura. Le opzioni conferiscono la 
IDFROW¢QRQO
REEOLJRGLFRPSUDUH(Call) o vendere (Put) un determinato titolo 
a  una  determinata  data  futura  a  un  determinato  prezzo  detto  prezzo  di 
esercizio (strike price).  
Il valore deOOಬRS]LRQHGLSHQGHGDOOHYDOXWD]LRQLGLPHUFDWRVXOODYRODWLOLW¢  
8QPRGHOORPROWRQRWRSHUYDOXWDUHLOSUH]]RGHOOHRS]LRQLªLOPRGHOORGL
Black  &  Scholes 4XHVWR PRGHOOR ID GLSHQGHUH LO SUH]]R GHOOಬRS]LRQH GDO
prezzo del sottostante, strike price, vita residua, tasso di interesse risk-free  e 
YRODWLOLW¢GHOVRWWRVWDQWHVHFRQGRTXHVWDUHOD]LRQH 
 
^ ` ) ( exp ) ( 2 1 d r PE d P OC f t t t )    )     W W , 
 
dove 
W V
W V W ) 2 / ( ) / ln(
2
1
 
 
 f t t r PE P
d       e         W V    1 2 d d , 
 
dove   ^ ` W f r  exp   indica il fattore di sconto al tasso di interesse risk-free  per 
un periodo W  e ˓ªODIXQ]LRQHGLULSDUWL]LRQHGLYDULDELOHFDVXDOHQRUPDOH
standard.  34 
 
3HURWWHQHUHODYRODWLOLW¢LPSOLFLWDODIRUPXODGLBlack & Scholes  viene risolta 
rispetto  al  parametro  ˰  utilizzando  i  prezzi  osservati  per  le  opzioni.  La 
YRODWLOLW¢LPSOLFLWDªIunzione del prezzo del sottostante, strike price, del tasso 
di  rendimento  privo  di  rischio,  del  tempo  alla  scadenza  e  del  prezzo 
GHOOಬRS]LRQH4XLQGLDEELDPR 
) , , , , ( t f t t
implicita
t OC r PE P W V V W 

  . 
/ಬHVSUHVVLRQH GL TXHVWD IXQ]LRQH QRQ ª GLVSRQLELOH LQ IRUPD FKLXVD 8QD 
PLVXUDGHOODYRODWLOLW¢LPSOLFLWDSX´HVVHUHRWWHQXWDQXPHULFDPHQWHVXOODEDVH
dei valori osservati delle variabili  t f t t OC r PE P , , , , W W  .  
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CAPITOLO  2:  Dati  finanziari  ad  alta 
frequenza 
 
 
 
2.1. Introduzione 
 
9HQWಬDQQLIDQHOODPDJJior parte degli studi empirici in finanza venivano usati 
GDWLJLRUQDOLHUL6LSUHQGHYDODSULPDROಬXOWLPDRVVHUYD]LRQHGHOODJLRUQDta per 
OD YDULDELOH GಬLQWHUHVVH Ln  questo  modo  si  tralasciavano  gli  eventi 
intragiornalieri.  Con  lo  sviluppo  tecnologico  dei  mercati  finanziari  e  della 
SRWHQ]D GHL FDOFRODWRUL ª DXPHQWDWD DQFKH la  frequenza  delle  rilevazioni. 
Tanti  mercati  azionari  hanno  sviluppato  database  intragiornalieri  che 
registrano ogni singola transazione assieme alle sue caratteristiche (prezzo, 
volume, etc).  
/DGLVSRQLELOLW¢GHLGati intragiornalieri ha fatto nascere una nuova area di 
ricerca  finanziaria  che  VL RFFXSD GHOOಬDQDOLVL GHL GDWL  ad  alta  frequenza. 
/ಬDQDOLVL GHL GDWL DG DOWD IUHTXHQ]D ª PROWR LPSRUWDQWH SHU OR VWXGLR GHOOD
DWWLYLW¢GHOPHUFato.  
/DUDSLGLW¢GHJOLVFDPELªFUHVFLXWDQHJOLXOWLPLDQQL,IHQRPHQLGಬLQWHUHVVH
per la modellazione  possono essere diversi, come ad esempio i volumi di 
VFDPELROHGXUDWHRODYRODWLOLW¢  36 
 
I  modelli  per  i  fenomeni  intragiornalieri  sono  una  naturale  estensione  dei 
modelli  per  serie  storiche  giornaliere.  Ci  sono  state  tante  formulazioni 
alternative in diversi studi in finanza. Questi modelli si basano sugli  effetti 
intragiornalieri  e possono essere utili per previsioni.  
Gli studi SL»utili e interessanti in questo campo sono quelli basati su dati non 
equispaziati. Engle  (2000)  li ha chiamati ಫXOWUDKLJKIUHTXHQF\ dataಬ  (UHFD) 
suggerendo anche vari modelli utili a IDUHSUHYLVLRQLGHOODYRODWLOLW¢ 
In TXHVWRFDSLWRORSDUOHUHPRGHOOಬDQDOLVLGHLGDWLDG alta frequenza. Vedremo 
le  caratteristiche  e  i  metodi  principali  utili  a  studiare  questo  tipo  di  dati  e 
infine,  daremo  anche  una  semplice  descrizione  del  funzionamento  del  SL»
noto mercato azionario statunitense, il NYSE (New York Stock Exchange). 
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2.2. Analisi di dati ad alta frequenza e la microstruttura del mercato  
 
1HJOL XOWLPL DQQL Fಬª VWDWR XQ LQWHUHVVH FUHVFHQWH VXOOಬXVR GL GDWL
intragiornalieri per stimare modelli migliori. I dati ad alta frequenza vengono 
rilevati ad intervalli mROWRSLFFROL1HOOಬambito finanziario si tratta di dati rilevati 
giornalmente  o  anche  SL» VSHVVR 4XHVWR OLYHOOR GL IUHTXHQ]D  ª UHVR
disponibile grazie a tecniche avanzate di acquisizione di dati. I dati ad alta 
frequenza sono molto importanti per gli studi empirici della microstruttura del 
mercato. 
Un esempio di dati ad alta frequenza in finanza sono i dati transaction-by-
transaction o trade-by-trade,QTXHVWRFDVRLOWHPSRªVSHVVRPLVXUDWRLQ
secondi.  
 
 
Tempo (minuti) 
Figura 2.1. Dati transaction-by-transaction (titolo IBM).  
 
4XHVWRWLSRGLGDWLªLPSRUWDQWHSHUORVWXGLRGLIDWWRULOHJDWLDOSURFHVVRGL
trading  e  alla  microstruttura  del  mercato.  Possono  essere  usati  per 38 
 
FRQIURQWDUHOಬHIILFLHQ]DGLGLYHUVLVLVWHPLGLtrading (es.,sistema del NYSE e il 
sistema  di  NASDAQ).  I  dati  possono  essere  usati  anche  per  studiare  le 
dinamiche di domanda ದ offerta di un particolare titolo. 
I  dati  ad  alta  frequenza  hanno  delle  caratteristiche  particolari  che  non  si 
WURYDQRQHLGDWLGLIUHTXHQ]DSL»EDVVD 
 
 
2.3. Scambi in frequenze diverse 
 
8QLQWHUYDOORGLWHPSRQDWXUDOHSHUOHGXUDWHGLFRQVXPRGLXQLQGLYLGXRSX´
essere  quello  mensile  o  annuale.  Le  transazioni  nei  mercati  azionari 
avvengono in intervalli brevissimi e non regolari.  
Se  si  sceglie  un  intervallo  breve,  ci  saranno  tanti  intervalli  senza  nuova 
LQIRUPD]LRQH H L GDWL DYUDQQR XQD QXRYD IRUPD GL HWHURVFKHGDVWLFLW¢ 6H
scegliamo  un  intervallo  lungo,  OD PLFURVWUXWWXUD GHO PHUFDWR YHUU¢ SHUVD
0ROWHSURSULHW¢LPSRUWDQWLGHLGDWLYHUUDQQRSHUVH 
Il  problema  si  FRPSOLFD GL SL» VH VL SHQVD FKH OಬLQWHQVLW¢ GHL GDWL GL
transazione dei mercati azionari SX´FDPELDUHQHOFRUVRGHOODJLRUQDWDGHOOD
VHWWLPDQD H GHOOಬDQQR /D VFHOWD GHOOಬLQWHUYDOOR RWWLPR GLYHQWD GLIILFLOH 1HL
mercati  azionari  OಬDWWLYLW¢ ª SL» DOWD LQ DSHUWXUD H LQ FKLXVXUD FKH D PHW¢
JLRUQDWD 8Q FDVR DQFRUD SL» LQWHUHVVDQWH ª TXHOOR GHOOH WUDQVD]LRQL
JHQHUDOPHQWH LQIUHTXHQWL PD TXDOFKH YROWD DOOಬLPSURYviso,  possono  avere 
una DOWLVVLPDLQWHQVLW¢4XHVWRSX´HVVHUHGRYXWRDHYHQWLRVVHUYDELOL, come 
ad esempio le news  o a eventi non osservabili legati ai processi stocastici. In 
questi casi, ODVFHOWDGLXQLQWHUYDOORILVVRSHUOಬDQDOLVLGHLGDWLSRWUHEEHHVVHUH
molto pericolosa e inutile. Si possono perdere i periodi di maggiore interesse.             39 
 
Titoli GLYHUVLKDQQRGLYHUVHIUHTXHQ]HGLVFDPELR/ಬLQWHQVLW¢GHOORVFDPELR
SX´YDULDUHanche per lo stesso titolo. Si potrebbe passare dalle ore ai giorni 
e viceversa.  
Spesso analizziamo le serie dei rendimenti in intervalli di tempo fissi, come 
ad esempio giornalieri, settimanali o mensili. Per le serie giornaliere, come 
prezzo  del  titolo  VL SUHQGH LO SUH]]R GL FKLXVXUD FKHFRUULVSRQGH DOOಬXOWLPD
transazione della giornata. In questo modo si assume erroneamente che le 
serie dei rendimenti siano equispazLDWHQHOWHPSRHOಬLQWHUYDOORHGLRUH
&RV®SRVVLDPRWUDUUHFRQFOXVLRQLVEDJOLDWHVXOODPRGHOOD]LRQHHOHpossibili 
previsioni dei rendimenti. 
Sia  ^ ` t r  la serie dei log-rendimenti indipendente e identicamente distribuita 
(iid)  con  media    P   ) ( t r E   e  varianza 
2 ) ( V   t r Var .  Per  ogni  periodo  la 
SUREDELOLW¢FKHORVWUXPHQWRILQDQ]LDULRQRQYHQJDVFDPELDWRª˭˭QRQYDULD
FRQ LO WHPSR HG ª LQGLSHQGHQWH GDL UHQGLPHQWL 6LD
0
t r   il  rendimento 
osservato. Se non ci sono scambi al tempo t, abbiamo  0
0   t r SHUFK«siamo in 
DVVHQ]DGLLQIRUPD]LRQH6HFಬªXQRVFDPELRDOWHPSRWDOORUDGHILQLDPR
0
t r come  il  rendimento  cumulato  dallo  scambio  precedente  (es., 
...) ... 1
0         k t t t t r r r r . Quindi, la relazione tra  t r  e  
0
t r  ª:          
°
°
°
°
°
¯
° °
°
°
°
®
­
 

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
 
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/DVRPPDGHOOHSUREDELOLW¢ªRYYLDPHQWHHGªGDWDGD: 
1 1
1
1
) 1 ( ...] 1 [ ) 1 (
2 2 2      

         S S
S
S S S S S S . 40 
 
Possiamo ora considerare le equazioni dei momenti della serie dei rendimenti 
osservati ^ `
0
t r /DPHGLDª: 
.
) 1 (
1
) 1 (
...] 4 3 2 1 [ ) 1 (
... 3 ) 1 ( 2 ) 1 ( ) 1 (
... ] [ ) 1 ( ] [ ) 1 ( ] [
2
2
3 2 2
2 2 2 2
1
2 2 0
P
S
P S
S S S P S
P S S P S S P S
S S S
 

  
      
       
        t t t t r r E r E r E
 
Calcoliamo ora la varianza della serie dei rendimenti osservati ^ `
0
t r . 
Sappiamo che 
2 0 2 0 0 )] [( ] ) [( ) ( t t t r E r E r Var    . Calcoliamo quindi: 
» ¼
º
« ¬
ª 

  
         
        
       
1
1
2
...)] 9 4 1 ( ...) 3 2 1 ( [ ) 1 (
...] ) 9 3 ( ) 4 2 ( ) [( ) 1 (
... ] ) [( ) 1 ( ] ) [( ) 1 ( ) (
2 2
2 2 2 2 2
2 2 2 2 2 2 2 2
2
1
2 2 2 2 0
S
P V
S S P S S V S
P V S P V S P V S
S S S t t t t r r E r E r E
 
4XLQGLODYDULDQ]DVDU¢: 
.
1
2
1
1
2
) (
2
2 2 2 2 0
S
SP
V P
S
P V

    » ¼
º
« ¬
ª 

   t r Var  
&RQVLGHULDPRRUDOಬDXWRFRYDULDQ]DDOSULPRULWDUGRGL^ `
0
t r . Qui usiamo:   
2 0
1
0 0
1
0 0
1
0 0
1
0 ) , ( ) ( ) ( ) , ( ) , ( P           t t t t t t t t r r E r E r E r r E r r Cov  . 
Quindi bisogna trovare  ) , (
0
1
0
 t t r r E .    Ricordiamo che il prodotto   
0
1
0
 t t r r    ª
nullo se non ci sono scambi al tempo t, al tempo t-1 oppure in nessuno dei 
due casi. Quindi, abbiamo: 
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La somma dHOOHSUREDELOLW¢ªVHPSUHXQLWDULD$EELDPR
0
1
0
 t t r r = 1  t tr r    se e 
solo se ci sono stati tre scambi consecutivi nei tempi t-2,t-1 e t.  Usando 
OಬHTXD]LRQH(2.1) HOಬXJXDJOLDQ]D
2 ) ( ) ( ) ( P       j t t j t t r E r E r r E  per j>0 abbiamo: 
. ) 1 ( ...] 3 2 1 [ ) 1 (
... ] ) ( [ )] ( [ ) ( ) 1 ( ) (
2 2 2 3
3
1
2
2 1 1
3 0
1
0
P S S S P S
S S S
        
¿
¾
½
¯
®
­
       ¦
 
    
i
i t t t t t t t t t r r E r r r E r r E r r E
 
/ಬDXWRFRYDULDQ]DDULWDUGRXQRª:  
. ) , (
2 0
1
0 SP     t t r r Cov  
&RQ˩ำJOLVFDPELQRQHTXLVSD]LDWLLQGXFRQRDGXQDFRUUHOD]LRQe negativa 
al primo ritardo data da: 
2 2
2
0
1 2 ) 1 (
) 1 (
) (
SP V S
SP S
U
 
 
  t r  
In generale possiamo estendere il risultato e mostrare che: 
, ) , (
2 0 0 j
j t t r r Cov S P       SHUMุ 
,OYDORUHGHOOಬDXWRFRUUHOD]LRQHDOSULPRULWDUGRGLSHQGHGDOODVFHOWDGL˩˭H˰
HSX´HVVHUHGHFLVLYD 
 I risultati appena visti possono essere generalizzati  alle serie dei rendimenti 
di un portafoglio che contiene N titoli. Gli effetti degli scambi irregolari o non 
equispaziati nel rendimento di un singolo  titolo sono equivalenti agli effetti 
FDVXDOL VXOOD VHULH WHPSRUDOH OHJDWL DOOD SUREDELOLW¢ GHOOR VFDPELR ˭ FKH
governa il nostro processo. 
 
 
2.4. Domanda e offerta 
 
In  alcuni  mercati  azionari  i  market  maker  hanno  un  ruolo  importante  nel 
facilitare  gli  scambi.  Loro  sono  pronti  a  vendere  o  a  comprare  quando  il 42 
 
SXEEOLFR YXROH YHQGHUH R FRPSUDUH IRUQHQGR OLTXLGLW¢ DO PHUFDWR &RQ LO
WHUPLQH OLTXLGLW¢ GHO PHUFDWR LQWHQGLDPR OಬDELOLW¢ GL YHQGHUH R FRPSUDUH
UDSLGDPHQWHTXDQWLW¢FRQVLGHUHYROLGLXQWLWRORLQXQPRGRDQRQLPRHFRQ
piccole  conseguenze  sul  prezzo.  3HU JDUDQWLUH TXHVWD OLTXLGLW¢ L PDUNHW
maker hanno dei diritti di monopolio. Loro possono imporre prezzi differenti di 
vendita o di acquisto di un titolo. 
I market maker   comprano  al prezzo  b P  HYHQGRQRDGXQSUH]]RSL»DOWR
pari a   a P . La differenza    b a P P   viene chiamata bid-ask spread  HGªODIRnte 
primaria  di  guadagno  dei  market  maker.  Tipicamente  la  bid-ask  spread  ª
piccola, uno o due tick. 
/ಬHVLVWHQ]D GHOOD bid-ask  spread DQFKH VH LQ TXDQWLW¢ OLPLWDWH KD GHOOH
FRQVHJXHQ]HLPSRUWDQWLVXOOHSURSULHW¢GHOOHVHULHVWRULFKHGHLUHQGLPHQWL 
Consideriamo  un  modello  semplice  (Roll,  1984).  Consideriamo  il    prezzo 
osservato di un asset  t P . Abbiamo:  
2
S
I P P t t t   


  , 
dove  b a P P S     ªLOQRVWURbid-ask spread, 


t P  ªLOYDORUHIRQGDPHQWDOHdi un 
asset in un mercato in assenza di frizioni e  ^ ` t I ªXQDVHTXHQ]DGLYDULDELOL 
casuali binarie indipendenti FRQSUREDELOLW¢XJXDOL t I  FRQSUREDELOLW¢
t I   FRQ SUREDELOLW¢ -0.5=0.5).  $OWHUQDWLYDPHQWH LO PRGHOOR SX´ HVVHUH
scritto come:  
¯
®
­


  


2 /
2 /
S
S
P P t t  con
con
  à probabilit
à probabilit
  5 . 0
5 . 0
 
Se non ci sono cambiamenti in 


t P  il processo osservato del cambiamento 
GHOSUH]]Rª:  
.
2
) ( 1
S
I I P t t t     '  
Sotto la precedente specificazione di ^ ` t I  abbiamo: 
0 ) (   t I E  43 
 
1 ) (   t I Var . 
Quindi:  
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         0 ) , (   ' '  j t t P P Cov   se   1 ! j . 
La funzione di autocorrelazione di  t P '  ª:  
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La bid-ask spread causa una correlazione negativa nel primo ritardo delle 
serie  del  cambiamento  osservato  dei  prezzi.  Questa  cRQVHJXHQ]D ª
conosciuta come la bid-ask bounce  nella letteratura in finanza. Vediamola da 
XQSXQWRGLYLVWDSL»LQWXLWLYR  
Assumiamo che: 
.
2
b a
t
P P
P

 


 
t P   assume  uno  dei  due  valori,  a P   o  b P .  Se  il  prezzo  osservato 
SUHFHGHQWHPHQWH ª a P   LO YDORUH SL» DOWR DOORUD LO SUH]]R RVVHUYDWR
FRUUHQWHPHQWHQRQFDPELDRSSXUHª b P LO YDORUHSL»EDVVR4XLQGL t P '  
assume due valori, 0  o  ದS. La correlazione negativa al primo ritardo diventa 
evidente.  
8QDIRUPXOD]LRQHSL»UHDOLVWLFDªGLDVVXPHUHFKH


t P  sia un random walk, 
quindi:  
t t t t P P P H      '




 

1  
ªXQDVHTXHQ]DGLYDULDELOLFDVXDOLLQGLSHQGHQWLHLGHQWLFamente distribuite 
con media nulla e varianza  .
2 V  Questo significa che ^ ` t H  e indipendente da 
^ ` t I .  In  questo caso  2 / ) (
2 2 S P Var t    ' V ,  ma  la  covarianza  non  cambia. 
Quindi abbiamo:  44 
 
. 0
2 /
4 /
) 1 (
2 2
2
d


  ' V
U
S
S
t P  
/D JUDQGH]]D GHOOಬDXWRFRUUHOD]LRQH GL SULPR RUGLQH ª ULGRWWD PD OಬHIIHWWR
negativo rimane quando  . 0 !    b a P P S   
Gli effetti della bid-ask spread esistono ancora nei rendimenti del portafoglio 
e nelle serie storiche finanziarie multivariate.  
 
 
2.5. Caratteristiche empiriche dei dati di transazioni  
 
Chiamiamo  i t  LVHFRQGLGDOODPH]]DQRWWHOಬLVWDQWHDOTXDOHYLHQHHVHJXLWDOD
i-esima  transazione  di  un  asset.  Ci  sono  altre  variabili  collegate  con  le 
transazione come il prezzo della transazione, il volume della transazione, etc. 
Gli istanti delle transazioni e le altre variabili collegate fanno parte dei dati di 
transazione. 
Questi  dati  hanno  delle  caratteristiche  particolari.  Alcune  di  queste 
caratteristiche le elenchiamo di seguito: 
 
1.Intervalli di tempo non equispaziati.  Le transazioni nei mercati azionari non 
avvengono in intervalli di tempo equispaziati. Questo significa che i prezzi 
osservati  non  costituiscono  una  serie  equispaziata.  Le  durate  tra  uno 
scambio  H OಬDOWUR GLYHQWDQR LPSRUWDQWL H SRVVRQR FRQWHQHUH LQIRUPD]LRQL
importanti sulla microstruttura del mercato. 
  
2. Prezzi discreti.  Il cambiamento del prezzo di un asset da una transazione 
DGXQ
DOWUDªHVSUHVVRLQPXOWLSOLGHOtick. Nel New York Stock Exchange, il 
tick  era di 0.125 dollari fino al 1997 e di 0.0625 dollari fino al 2001. Dopo il 
KDQQRFRPLQFLDWRDGXVDUHLGHFLPDOL4XLQGLLOSUH]]RªXQDYDULDELOH45 
 
discreta nei dati di transazioni. In qualche mercato il cambiamento del prezzo 
SX´HVVHUe soggetto a limiti stabiliti dai regolatori.  
 
3.PerioGLFLW¢intragiornaliera. Sotto condizioni normali di trading, le transazioni 
possono avere delle periRGLFLW¢JLRUQDOLHUH$GHVHPSLR in alcuni mercati si 
osserva  un flusso di  transazioni  in  apertura e  in chiusura.  Nel  resto  della 
JLRUQDWDOಬLQWHQVLW¢GHOOHWUDQVD]LRQLGHFUHVFH4XLQGLDQFKHOHGXUDWHWUDOH
transazioni avranno la stessa caratteristica.  
 
4.Transazioni multiple in un secondo.  SRVVLELOHFKHLQXQVHFRQGRFLVLDQR
SL» WUDQVD]LRQL D SUH]]L GLYHUVL 4XHVWR SUREOHPD ª GRYXWR DO IDWWR FKH LO
WHPSRªPLVXUDWRLQVHFRQGL/DVFDODGHYHHVVHUHIRUVHSL»SLFFROD 
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Figura 2.2. Serie storiche di dati di transazioni in una giornata del mercato scelta a caso 
per diverse frequenze. Dati tick by tick (in alto a sinistra); Un minuto (in alto a destra); 5 
minuti (in basso a sinistra); 10 minuti (in basso a destra). 
 
 
2.6. Mercati azionari 
 
8QಬD]LRQH RUGLQDULD FKLDPDWD VHPSOLFHPHQWH D]LRQH R stock ª XQR
strumento finanziario che raSSUHVHQWDXQDTXRWDGLSURSULHW¢GLXQDVRFLHW¢
XQGLULWWRVXLVXRLUHGGLWLHVXOVXRSDWULPRQLR/ಬHPLVVLRQHGLD]LRQLHLOORUR47 
 
FROORFDPHQWR SUHVVR LO SXEEOLFR ª XQD GHOOH WHFQLFKH FRQ FXL OH D]LHQGH
UDFFROJRQRIRQGLSHUILQDQ]LDUHOHORURDWWLYLW¢,Omercato azionario, sul quale 
YHQJRQR VFDPELDWH OH TXRWH D]LRQDULH ª LO PHUFDWR ILQDQ]LDULR FXL VL ID
ULIHULPHQWR8QDIRUWHRVFLOOD]LRQHGHLFRUVLD]LRQDULªVHPSUHRJJHWWRGLWLWROL
nelle prime pagine dei giornali. Spesso le persone amano esprimere le loro 
RSLQLRQLVXOOಬDQGDPHQWRGHOPHUFDWRERUVLVWLFR,OPHUFDWRD]LRQDULRªLOOXRJR
dove le persone diventano ricche e povere molto in fretta. 
 
 
 
Figura 2.3. Andamento di un indice azionario americano. 
 
I prezzi delle azioni sono molto volatili come abbiamo visto nel primo capitolo.  
Il mercato azionario gioca un ruolo importante nel processo decisionale degli 
LQYHVWLPHQWLD]LHQGDOLSHUFK«LOSUH]]RGHOOHD]LRQLLQFLGHVXOODTXDQWLW¢GL
IRQGL FKH SX´ HVVHUH UDFFROWD FROORFDQGR WLWROL GL QXRYD HPLVVLRQH DJOi 
LQYHVWLWRUL8QSUH]]RSL»HOHYDWRSHUXQD]LRQHVLJQLILFDFKHODVRFLHW¢SX´
EHQHILFLDUH GL XQD TXDQWLW¢ GL GHQDUR VXSHULRUH  e  questi  maggiori  fondi 
SRWUDQQRHVVHUHLPSLHJDWLSHUOಬDFTXLVWRGLDWWUH]]DWXUHHGLQXRYLLPSLDQWL
produttivi.        
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2.6.1. Funzionamento dei mercati azionari 
 
Lo  scambio  dei titoli  in  borsa  segue  regole  e  procedure  molto  complesse  
che sono soggette a modifiche nel corso del tempo per adattarsi ai progressi 
WHFQRORJLFL H DOOಬevoluzione  delle  esigenze  normative.  I  dati  ad  altissima 
frequenza contengono tutte le informazioni riguDUGDQWLOHDWWLYLW¢GLPHUFDWR
Di  consegXHQ]D QRQ ª XQ FRPSLWR IDFLOH sintetizzare  le  caratteristiche 
istituzionali che possono avere conseguenze rilevanti sullಬDQDOLVLGHLGDWLDG
altissima frequenza.  
Gli agenti interagiscono con il mercato di un asset mediante una operazione 
di vendita o acquisto che si chiama ordine (order)1RQªSRVVLELOHSresentare 
ordini in continuazione, ma solo in un determinato periodo di tempo dedicato 
alle transazioni, il trading day.  
Gli ordini possono essere classificati in due grandi categorie: i market order e 
i limit order. Un market order  rappresenta un ordine di acquisto o di vendita 
di  un  certo  numero  di  asset  al  prezzo  corrente.  La  caratteristica  rilevante  
di WDOLRUGLQLªFKHVLDPRFHUWL sulla transazione, ma YLªincertezza per quanto 
riguarda il prezzo della transazione. D'altro canto, un limit order  specifica un 
limite del prezzo di acquisto o di vendita di un certo numero di asset. Un limit 
order    di  acquisto  specifica  il  prezzo  massimo  al  quale  un  operatore  ª
disposto ad acquistare, mentre un limit order  di vendita specifica il prezzo 
minimo  al  quale  un  operatore  ª GLVSRVWR D YHQGHUH 8QD caratteristica 
importante  dei  limit  order  ª O
LQFHUWH]]D per  quanto  riguarda  l'esecuzione 
dell'ordinHVHYHUU¢HVHJXLWRHTXDQGR 
L'insieme  di  tutti  i  limit  order    di  acquisto  e  di  vendita  di  un  dato  titolo 
costituiscono il cosiddetto book, che elenca gli ordini sulla base dei prezzi e 
della loro data di presentazione. 4XHVWRHOHQFRFLG¢un quadro dettagliato 49 
 
GHO PHUFDWR GHOOಬDVVHW H SHU TXHVWR YLHQH FRQVXOWDWR GDJOL RSHUDWRUL GHO
mercato. 
8QDYDULDELOHULOHYDQWHªODquote. Questa variabile ci indica un limite inferiore 
e  uno superiore entro  i  quali le transazioni avranno luogo.  I  market order  
verranno eseguiti con la quote attuale generando uno scambio (trade).  
/HUHJROHXWLOL]]DWHSHUIDULQFRQWUDUHODGRPDQGDFRQOಬRIIHUWDLQun mercato 
azionario sono molto complesse e specifiche. 
 
 
2.6.2. Trading  al NYSE (New York Stock Exchange) 
 
Il New York Stock Exchange (NYSE), situato al Wall Street  a Manhattan 
(New  York),    ª LO  SL» JUDQGH mercato  azionario  del  mondo  per  volume  di 
scambi.  
,O1<6(ªXQPHUFDWRLEULGRSHUOHVXHGLYHUVHFDUDWWHULVWLFKHSi tratta di un 
organismo dove gli ordini di acquisto o di vendita sono eseguiti attraverso un 
agente, il market maker, che si chiama lo specialLVWDDO1<6(,O1<6(ª
SDUDJRQDELOHDQFKHDGXQPHUFDWRGRYHVLIDYHQGLWDDOOಬDVWDGDOPRPHQWR
che  i  broker  partecipano  attivamente  alla  
negoziazione sul piano degli scambi contribuendo FRV®DOODGHWHUPLQD]LRQH
del  prezzo  di  transazione.  Non  bisogna  dimenticare  che,  nonostante  la 
tendenza globale verso sistemi di trading virtuali, la componente XPDQDª
un  elemento  fondamentale  nel  meccanismo  di  scambio  e  questo  
fatto ha un profondo impatto sui dati. 
Gli scambi si svolgono sul floor GDOXQHG®DYHQHUG® dalle 9:30 alle 16:00.  
Il piano di negoziazione del 1<6(ªFRPSRVWR di una serie di stanze dove si 
trovano i posti di trading. TuttHOHDWWLYLW¢ legate a un determinato titolo sono 
fatte nei panel  situati negli posti di trading. 50 
 
 
 
Figura 2.4. Il NYSE in una giornata di trading. 
 
Ad ogni panel, lo specialista del titolo assegnato e i broker interessati allo 
scambio  formano  la  cosiddetta  trading  crowd.      
La funzione della trading crowd  ªGLGHWHUPLQDUHLOSUH]]RGHOODWUDQVD]LRQH  
DWWUDYHUVR OD QHJR]LD]LRQH &RPH PDUNHW PDNHU OR VSHFLDOLVWD ªWHQXto  a  
garantire che il mercato sia abbastanza liquido e stabile. Lui ha il compito di 
rendere le transazioni semplici e facili a proprio rischio e pericolo. In altre 
SDUROHORVSHFLDOLVWDಫYDcontro il mercatoಬDFTXLVWDTXDQGRLOSUH]]RVDOHH
vende quando il prezzo va JL»'XUDQWHLOtrading day  lo specialista resta 
insieme ai suoi clienti vicino al posto di negoziazioni e al panel  relativo al 
titolo FKHOLªVWDWRDVVHJQDWR,broker   invece  possono scambiare ogni titolo 
nel floor  (piano degli scambi), quindi si muovono in tutti i posti di scambio 
anche se specializzati solo su alcuni titoli. I broker possono partecipare alle 51 
 
negoziazioni  attivamente,  interagendo  all'interno  delle  trading  crowd    o 
passivamente, lasciando i loro ordini allo specialista.  
,OPHFFDQLVPRGHOODJHVWLRQHGHJOLRUGLQLGLVFDPELRªFRVWUXLWR attorno alla  
figura dello specialista. Gli ordini raggiungono lo specialista tramite un broker 
o  attraverso  la  rete  del  NYSE.  Gli  ordini  che  raggiungono  lo  specialista 
DWWHQGRQR GL HVVHUH HVHJXLWL /R VSHFLDOLVWD SX´ HVHJXLUOL LQ XQ  
ordine diverso.  
Gli ordini sono sempre effettuati al SUH]]RGLDFTXLVWRSL»DOWRHal prezzo di 
YHQGLWDSL»EDVVRILVVDWRGDOlo specialista. importante sottolineare che le 
operazioni in genere, non sono  automaticamente eseguiti. In pratica, tutte le 
operazioni  rilevanti  sono  effettuate  sotto  la  vigilanza  dello  specialista.  
Abbiamo  anche  dei  regolamenti  particolari  applicati  a  eventi  importanti 
GHOOಬDWWLYLW¢GLtrading  ossia l'apertura del mercato, la chiusura e le interruzioni 
GHJOLVFDPEL$OOಬDSHUWXUDdella giornata di trading, lo speFLDOLVWDªWHQXWRD
presentare una TXRWD]LRQHFKHGHYHHVVHUHLOSL»YLFLQRpossibile al prezzo di 
chiusura del giorno precedenWH/RVSHFLDOLVWDªDLXWDWRLQTXHVWDRSHUD]LRQH
da  un  programma  automatico  sviluppato  dal  NYSE.  Questo  programma 
prende in considerazione tutti gli ordini di acquisto e di vendita e presenta il 
bilancio allo specialista. Lui decide in base a questo quanti ordini di acquisto 
o di vendita saranno presentati. 
Il prezzo di chiXVXUDªILVVDWRVXOODEDVHGHJOLRUGLQLmarket-on-close  (MOC).  
I MOC sono ordini di acquisto o di vendita che vengono eseguiti interamente 
al prezzo di chiusura o sono annullati. Nel caso in cui si ha un saldo non nullo 
degli ordini MOC, la differenza influenza ODGRPDQGDHOಬRIIHUWDLQFKLXVXUD
determinando il  prezzo di  chiusura. Gli  altri  ordini saranno eseguiti a quel 
prezzo. Se gli ordini di acquisto e di vendita MOC sono uguali, il prezzo di 
FKLXVXUD ª LO SUH]]R GHOOಬXOWLPD  transazione.  
In  alcune  particolari  circostanze,  lo  specialista  SX´ GLFKLDUDUH XQ ULWardo 52 
 
dell'apertura  delle  operazioni  per  alcuni  titoli  (opening  delay)  o  una 
interruzione temporanea delle operazioni (trading halt). Le possibili cause per 
questi tipi di ULWDUGLRVRVWHVRQROಬattesa di notizie, la diffusione di notizie o 
ordini rilevanti in attesa di essere eseguiti. Dopo le interruzioni del 1987 e 
1989, il NYSE ha introdotto gli interruttori del mercato (circuit ದbreakers)  in 
modo da fare abbassare la frequenza delle transazioni o anche di fermarle in 
IDVL GL DOWD YRODWLOLW¢  ,Q FDVL Sarticolari,  i  dirigenti  del  NYSE  possono 
interrompere  le  transazioni  di  una  normale  giornata  di  trading  (ad  es., 
problemi di rete).   
 
 
2.6.3. Commenti sul meccanismo di  trading  del NYSE 
 
Anche se una gran parte delle procedure del NYSE sono automatizzate, le 
dinamiche delle transazioni sono fortemente influenzate dalla interazione sul 
floor    tra  specialisti  e  broker. 
Dal 1993 il NYSE ha stabilito delle norme in materia che riguardano il tempo 
di esecuzione. La maggior parte delle transazioni sono accompagnate dallo 
VSHFLDOLVWDGRSROಬLQWHUD]LRQHFRQODIROOD/
HVHFX]LRQHGHJOL ordini di mercato 
QRQ ª sempre  immediata.  Le  segnalazioni  di  trading  possono  essere 
LQIOXHQ]DWHGDULWDUGL1HOFDVRGHOOಬHVHFX]LRQHGLXQRUGLQHFKHFRLQYROJHun 
membro del floor, ODWUDQVD]LRQHVDU¢VHJQDODWDFRQXQFHUWRULWDUGROHJDWRDO  
tempo necessario per generare il rapporto. I meccanismi di segnalazione sul  
floor    hanno  subito  dei  cambiamenti  radicali  nel  corso  degli  anni.  Questo 
comporta  anche  un  ordine  di  grandezza  variabile  nel  tempo  
per i ritardi. 
Le  transazioni  effettuate  dai  broker  sul  floor  complicano  ulteriormente  le 
dinamiche  dei  prezzi.  Anche  se  quasi  tutte  le  operazioni  che  vengono 53 
 
eseguite  al  NYSE  provengono  dalla  rete  del  sistema  (Exchange  Network 
System), i broker del floor  effettuano una gran parte del volume totale delle 
operazioni. Ci sono alcuni studi empirici interessanti VXOODTXDOLW¢GHOtrading. 
Secondo le stime riportate da Sofianos e Werner (2000) gli ordini del broker  
(da 10000 a 49000 titoli) soQRLQPHGLDYROWHSL»JUDQGLGHJOLRUGLQLFKH
raggiungono il floor  attraverso la rete. I broker  scompongono poi un ordine 
LQWUDQVD]LRQLSL»SLFFROHFKHVDUDQQRHVHJXLWH in un intervallo di tempo che 
varia in media da 11 a 29 minuti. I broker  hanno a disposizione informazioni 
importanti che non si trovano fuori dal floor. 
&RQ OಬDXPHQWR GHOOD IUHTXHQ]D GRYUHEEH DXPHQWDUH DQFKH OಬDWWHQ]LRQH
dedicata alla analisi dei dati.   
 
 
2.6.4. Dati ad altissima frequenza al NYSE 
 
I  tipi  di  dati  raccolti  dal  NYSE  sono:  ordini  (order  details),  quotazioni 
(quotations) e transazioni. Il NYSE e il primo mercato ad aver distribuito i suoi 
GDWLDGDOWLVVLPDIUHTXHQ]DQHLSULPLDQQLಬ1HOªVWDWRSXEEOLFDWRSHU
la  prima  volta  il  TORQ  (Trades,  Orders  and  Quotes),  un  database  che 
contiene  un  campione  di  dati  di  tre  mesi.  Dal  1994  abbiamo  un  altro 
database,  il  TAQ  (Trades  and  Quotes).  Il  TAQ  ha  subito  delle  piccole 
modifiche negli anni seguenti. 
I  dati  distribuiti  dal  NYSE  sono  grezzi  e  bisogna  fare  delle  piccole 
trasformazioni per poterli usare per scopi di ricerca. 
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Figura  2.5.  TAQ  (Trades  and  Quotes)  per  il  titolo  General  Electric  dalle  10:30:00  alle 
10:31:00 del 11 Novembre, 2002. 
 
 
Quotazioni 
 
Le quotazioni (quote data)  contengono informazione sulle migliori condizioni 
di  trading    disponibili  sul  mercato.  Nella  tabella  2.1  abbiamo  un  piccolo 
campione di quotazioni preso dal TAQ. 
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Tabella 2.1. Quotazioni dal TAQ 
   
Diamo anche una breve descrizione dei campi della tabella. 
 
SYMBOL:  il simbolo del titolo.  
EX:  il mercato azionario. 
QDATE:  la data. 
QTIM:   il tempo espresso in secondi dalla mezzanotte. 
BID:  prezzo GHOOಬRIIHUWD. 
OFR:  prezzo domandato. 
BIDSIZ:  dimensione GHOOಬofferta HVSUHVVDLQORWWLGDXQLW¢. 
OFRSIZ: dimensione domandata espressa in loWWLGDXQLW¢. 
QSEQ: numero sequenziale del MDS (Market Data Systems).  
MODE: stato della quote. 
MMID:  codice market maker. 
 
/DWDEHOODQRQFRQWLHQHLQIRUPD]LRQLVXOODTXDOLW¢GHLGDWLULSRUWDWL,OFDPSR
MODE  contiene informazioni utili a ricostruire accuratamente le giornata di 
trading. 
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Dati di transazioni 
 
I dati di transazioni contengono informazioni sugli ordini eseguiti sul mercato 
azionario. Nella tabella 2.2 abbiamo un campione estratto dal database delle 
transazioni. 
 
  Tabella 2.2. Quotazioni dal TAQ 
 
'LDPR DQFKH LQ TXHVWR FDVR XQD EUHYH GHVFUL]LRQH GHOOH FRORQQH SL»
importanti. 
 
SYMBOL:  il simbolo del titolo.  
EX:  il mercato azionario. 
TDATE:  la data. 
TTIM:   il tempo espresso in secondi dalla mezzanotte. 
PRICE:  prezzo della transazione. 
SIZ:  volume della transazione. 
CORR: indicatore di correzione. 
COND: indicatore di una transazione successiva. 
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CAPITOLO  3:  Differenti  specificazioni  e 
applicazione dei modelli MEM 
 
 
 
3.1. Introduzione 
 
Lo studio del comportamento dei mercati azionari ªVSHVVREDVDWR VXOOಬDQDOLVL
di processi non negativi, come ad esempio il volume scambiato, il range, i 
UHQGLPHQWLLQYDORUHDVVROXWROHGXUDWHILQDQ]LDULHODYRODWLOLW¢UHDOL]]DWDLO
numero di scambi, etc. Tutte queste serie finanziarie hanno una caratteristica 
comune: la persistenza. La loro evoluzione dipende dal passato. 
Per modellare dati giornalieri sono stati usati diversi modelli simili al GARCH 
(Generalized Autoregressive Conditional Heteroskedasticity, Bollerslev, 1986) 
FRQLOWHUPLQHGಬerrore indipendente e identicamente distribuito. Molti risultati 
empirici  hanno  mostrato  una  buona  performance  di  queste  equazioni.  La 
letteratura sui GARCH ha avuto un periodo di grande sviluppo negli ultimi 25 
DQQL5HFHQWHPHQWHOಬDWWHQ]LRQHVLªVSRVWDta verso i dati intragiornalieri. Il 
GLOHPPD ª TXDOHVWUDWHJLDVHJXLUH SHU OಬDQDOLVL GHOOH GLQDPLFKH GHOOHVHULH 
finanziarie. 
/D YRODWLOLW¢ ª XQD variabile  rilevante  dei  mercati  finanziari.  /D FDSDFLW¢ GL
SUHYHGHUH OD YRODWLOLW¢ DFFXUDWDPHQWH ªYLWDOH LQ Polti  campi  della finanza, 
come ad esempio il pricing dei strumenti derivati e la gestione del rischio. 58 
 
&RQ OD UHFHQWH GLVSRQLELOLW¢ GL GDWL LQWUDJLRUQDOLHUL,  ª possibile  misurare  la 
YRODWLOLW¢JLRUQDOLHUDSL»DFFXUDWDPHQWH/DYRODWLOLW¢UHDOL]]DWDªXQDEuona 
misura per questo scopo. 
1HJOLXOWLPLDQQLVRQRVWDWLIDWWLGHJOLVWXGLVXQXRYLPRGHOOLSHUODYRODWLOLW¢
realizzata.  Andersen  KD GLPRVWUDWR FKH OD UDGLFH TXDGUDWD GHOOD YRODWLOLW¢
realizzata  dei  rendimenti  dei  titoli  e  dei  tassi  di  cambio  segue  una 
GLVWULEX]LRQHORJQRUPDOHHGªXQSURFHVVRGLOXQJDPHPRULD,QTXHVWLVWXGL
LO PRGHOOR SL» XVDWR ª Oಬ$5),0$ (Gaussian  Autoregressive  Fractionally 
Integrated Moving Average) ed ªVSHFLILFDWRSHULOORJDULWPRGHOODYRODWLOLW¢
realizzata.  
Un approccio differente consiste nel seguire la logica dei MEM (Multiplicative 
Error  Model)  per  processi  non  negativi.  Questi  modelli  sono  definiti 
GDOOಬHTXD]LRQH GHOOD PHGLD FRQGL]LRQDWD GHO SURFHVVR FKH VHJXH XQD
GLQDPLFDGLWLSR*$5&+HGDOOಬLQQRYD]LRQHFKHDVVXPHYDORUL positivi. 
/DVFHOWDGHOOಬLQQRYD]LRQHªFUXFLDOHSHUODFDSDFLW¢GHOPRGHOORQHOFDWWXUDUH
i comportamenti delle code della distribuzione della serie GಬLQWHUHVVH.   
In questo capitolo vedremo delle diverse possibili formulazioni del modello 
MEM con le rispettive applicazioni su serie finanziarie reali. 
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3.2. MEM: formulazione generale 
 
Consideriamo    t y ,  un  processo  non  negativo  univariato.  Sia  1  t I  
OಬLQIRUPD]LRQH VXO QRVWUR SURFHVVR ILQR DO WHPSR W-1.  Il  MEM  per  t y   ª
espresso come: 
t t t y H P   , 
GRYH FRQGL]LRQDWDPHQWH DOOಬLQIRUPD]LRQH 1  t I :  (i)  t P   ª XQ SUocesso 
prevedibile  non  negativo;  (ii)  lಬHYROX]LRQH GL t P   dipende  da  un  vettore  di 
parametri ignoti ˥,  ) (- P P t t   ; (iii)  t H  segue una distribuzione con supporto 
non negativo, con media 1 e varianza ignota 
2 V . Abbiamo: 
1  t t I H ~  ) , 1 (
2 V D . 
Queste definizioni ci garantiscono: 
t t t I y E P    ) ( 1  
2 2
1) ( t t t I y V P V    . 
Per chiudere LOPRGHOORGREELDPRDGRWWDUHXQDIXQ]LRQHGLGHQVLW¢SHU t H  e 
specificare una equazione per la media condizionata  t P . Una scelta comune 
in molti studLªGLXVDUHODGLVWULEX]LRQH*DPPDFKHKDFRPHFDVRSDUWLFRODUH
la distribuzione Esponenziale. Quindi, abbiamo: 
1  t t I H ~  ) / 1 , ( I I Gamma , 
dove  I >0,  1 ) ( 1    t t I E H   e  I H / 1 ) ( 1    t t I V .  La  funzionH GL GHQVLW¢ 
condizionata GHOOಬLQQRYD]LRQH t H  ª: 
^ ` t t t t I f IH H I
I
H
I I 
*
 

 exp
) (
1
) (
1
1 . 
 Possiamo  dedurre  anche  che  t y   segue  una  distribuzione  condizionata 
Gamma: 
1  t t I y ~  ) / , ( I P I t Gamma . 
La funzione di GHQVLW¢ condizionata di  t y  ª:  60 
 
^ ` t t t
t
t t y y I y f P I
P
I
I
I
I
I
/ exp
) (
1
) (
1
1  
*
 

 . 
Abbiamo in questo modo: 
t
t
t t I y E P
I
P
I       ) ( 1  
I
P
I
P
I
2
2
2
1) (
t t
t t I y V       . 
Per quanto riguarda la specificazione di  t P FRQVLGHULDPRODIRUPXOD]LRQHSL»
semplice, quella del tipo GARCH(p,q). 
La forma di base  di  t P  ª: 
¦ ¦
 

 
      
q
j
j t j
p
i
i t t y
1 1
P E D Z P  . 
t y  ªXQDVHULHGLYDULDELOLSRVLWLYHFRPHDGHVHPSLRODYRODWLOLW¢UHDOL]]DWDOH
durate finanziarie o i volumi scambiati nei mercati azionari. La specificazione 
HVWHVD SHU TXHVWD HTXD]LRQH ª XWLOH TXDQGR DEELDPR LQIRUPD]LRQL extra. 
Definiamo  t z , un vettore di variabili esogene eventualmente ritardate incluse 
nella informazione fino al tempo t-L/ಬHTXD]LRQHSHU  t P  SX´HVVHUHHVSUHVVD
QHOODVXDIRUPDSL»JHQHUDOHFRPH: 
t
q
j
j t j
p
i
i t t z y
'
1 1
J P E D Z P        ¦ ¦
 

 
 . 
Riportiamo nella figura 3.1 GHOOHIXQ]LRQLGLGHQVLW¢per il nostro termine di 
innovazione per diversi valori di I . Con I  DEELDPRODIXQ]LRQHGLGHQVLW¢
di  una  variabile  casuale  Chi-TXDGUDWR FRQ XQ JUDGR GL OLEHUW¢ 6H I =1,  il 
QRVWUR WHUPLQH GL LQQRYD]LRQH DYU¢ XQD GLVWULEX]LRQH HVSRQHQ]LDOH ,Q
generale, valori di I GDQQRSL»SHVRDYDORULHVWUHPLJUDQGLRSLFFROLGHOOD
variabile casuale.  Valori di  I !GDQQRDOODIXQ]LRQHGLGHQVLW¢XQDIRUPD
simile  alla campana.  Per  valori  sufficientemente  grandi di  I   si  passa  alla 
distribuzione normale. 
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Figura 3.1. )XQ]LRQHGLGHQVLW¢GHOWHUPLQHGLLQQRYD]LRQHSHUGLYHUVLYDORULGL˓. 
 
Supponiamo  per  adesso  che  gli  unici  parametri  di  interesse  siano  quelli 
inclusi  nella  equazione  di  t P ,  chiamiamoli  ˥.  La  funzione  di  log- 
YHURVLPLJOLDQ]DXWLOHSHUODVWLPDGHLSDUDPHWULª: 
¦
  ¸ ¸
¹
·
¨ ¨
©
§
     
T
t t
t
t t t
y
c y l y L
1
log ) ; ( ) ; ( log
P
P I T T , 
dove c  ªXQDFRstante irrilevante per il metodo di stima (massimizzare la 
stima di massima verosimiglianza, max SMV) che dipende dalle  t y  e da ˓. 
Massimizziamo la funzione rispetto a ˥: 
0
1
2  
w
w
¸ ¸
¹
·
¨ ¨
©
§ 
¦
  T
P
P
P t
T
t t
t t x
. 
Otteniamo le nostre stime  SMV

T  usando delle procedure iterative. Abbiamo: 
) ; ( max arg T T T t SMV y l  

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Per  quanto  riguarda  la  distribuzione  asintotica  delle  nostre  stime  sotto 
FRQGL]LRQLGLUHJRODULW¢ abbiamo: 
asy
n T ) ( T T 

~ ) , 0 ( as V N   
   
asy
n

T  ~  )
1
, ( as V
T
N T , 
dove 
1    J Vas  ªODYDULDQ]DDVLQWRWLFD$EELDPR 
                                    »
¼
º
«
¬
ª
w w
w
  
'
2 ) ; (
T T
T t y l
E J   , 
                              '
1
'
1
'
2 ) ; ( ) ; ( 1 ) ; ( 1
T T T
T
T
T
T T
T
 
   

¦ ¦ w
w
w
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w w
w
  
T
i
t t
T
i
t y l y l
T
y l
T
J  
Se vogliamo verificare unಬipotesi nulla del tipo  0 , 0 : i i H T T   , possiamo usare il 
test di Wald:  
ii
i i
V
t
0 , T T 
 

, 
dove  i

T  ªOಬL-esima riga del vettore  

T  e  ii V  ªOಬHOHPHQWRLLGHOODPDWULFH
1 1 1
  
  J
T
V
T
as . 
 
 
3.3. MEM visto come  PHPEURGLXQDIDPLJOLDSL»JUDQGH 
 
Il modello MEM definito nel paragrafo precedente appartiene alla famiglia dei 
modelli  GLARMA  (Generalized  Linear  Autoregressive  Moving  Average) 
introdotti da Shephard (1995). Nei modelli GLARMA, la fuQ]LRQHGLGHQVLW¢
condizionata di  t y  fa parte della famiglia esponenziale. Abbiamo: 
                     )] , ( )) ( ( exp[ ) ( 1 I - - I t t t t t t y d b y I y f                                   (3.1) 63 
 
t -  H˓Vono rispettivamente il parametro canonico e di precisione, b(.) e 
d(.)  sono  le  funzioni  specifiche  che  definiscono  la  distribuzione  dentro  la 
IDPLJOLDSL»JHQHUDOH,PRPHQWLSULQFLSDOLVRQRGDWLGD 
t t t b I y E P -      ) ( ) (
'
1  
             I
P Q
I -
) (
/ ) ( ) (
' '
1
t
t t t b I y V      . 
Descriviamo  la  dinamica  (p,q)  della  media  condizionata  t P   attraverso  la 
funzione monotona g(.) scritta in termini generale come: 
¦ ¦
 
   
 
   
q
j
j t j t j i t i t
p
i
i t t x M z x A z g
1 1
' ), , ( ) , , ( ) ( P E J D J P  
 dove A(.) e M(.) sono funzioni che rappresentano i termini autoregressivi.   
8QDYHUVLRQHSL»SUDWLFDGLTXHVWDHTXD]LRQHª 
¦ ¦
 
   
 
     
q
j
j t j t j i t i t
p
i
i t t g x g z x g z g
1
'
1
' )]. ( ) ( [ ] ) ( [ ) ( P E J D J P  
Specificando  la  distribuzione  GaPPD QHOOಬHTXD]LRQH )  e  sostituendo 
RSSRUWXQDPHQWHOHIXQ]LRQLQHOOಬHTXD]LRQHGHOODPHGLDFRQGL]LRQDWDVLDUULYD
DOPRGHOOR0(04XLQGLLOPRGHOOR0(0ªXQFDVRSDUWLFRODUHGHOPRGHOOR
GLARMA. 
 
 
3.4. Possibili specificazioni dei modelli   MEM. 
 
In  questa  sezione  definiamo  delle  possibili  specificazioni  dei  modelli 
appartenenti alla famiglia dei MEM. Cercheremo di confrontare mediante le 
applicazioni  quattro  diversi  modelli.  Il  primo  modello  (chiamato  PV)    ª
considerato per la prima volta in questa tesi. Prenderemo in considerazione 
anche due specificazioni (MIX e TMV) di De Luca e Gallo (2007) e un'altra 
modello della stessa famiglia, quella di Lanne (2006).  64 
 
,OWHUPLQHGಬHUURUHGHOSULPRPRGello  segue una distribuzione Gamma con 
SDUDPHWULYDULDELOL,OWHUPLQHGಬHUURUHGHOODVHFRQGDVSHFLILFD]LRQHLQYHFHVL
distribuisce secondo una mistura di Gamma con pesi fissi (De Luca e Gallo, 
2007).  Le  equazioni  che  definiscono  il  terzo  modello  sono  simili  a  quello 
precedente. La differenza consiste nei pesi della mistura che sono variabili in 
TXHVWRFDVR/ಬXOWLPRPRGHOORVXJJHULWRGD Lanne (2006)ªGHILQLWRGDOOD
PLVWXUDGLGXH0(0RJQXQRFRQLOULVSHWWLYRWHUPLQHGಬHUURUH 
 
  
3.4.1. Gamma a parametri variabili  (PV)   
 
,QTXHVWRSDUDJUDIRFRQVLGHULDPRXQPRGHOOR0(0SDUWLFRODUH/ಬLQQRYD]LRQH
t H  segue una distribuzione Gamma a parametri variabili. La media ª sempre 
unitaria rispettando la definizione del primo paragrafo.  
Sia  t y ODYRODWLOLW¢UHDOL]]DWDGLXQWLWROR$EELDPR: 
t t t y H P   , 
FRQOಬLQQRYD]LRQHGHILQLWDLQTXHVWRPRGR 
t H  ~  ) / 1 , ( t t Gamma O O , 
con: 
1 2 1 1 0         t t t y O G G G O , 
dove  0 , , 2 1 0 ! G G G . 
La  forPD GHOOಬHTXD]LRQH GHOOD PHGLD FRQGL]LRQDWD  valida  per  tutte  le 
specificazioni ª:  
¦ ¦
 

 
      
q
j
j t j
p
i
i t t y
1 1
P E D Z P . 
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3.4.2. Mistura di Gamma con pesi fissi (MIX)    
 
Consideriamo  un  modello  appartenente  alla  famiglia  dei  MEM  con 
OಬLQQRYD]LRQHFKHVLGLVWULEXLVFH secondo una mistura di Gamma con i pesi 
fissi,  il  modello  MIX  (De  Luca  e  Gallo,  2007).  La  media  complessiva  
GHOOಬLQQRYD]LRQHªVHPSUHXQLWDULD$EELDPR 
) 1 ( .
.
, 2
, 1
S
S
H
H
H
 ¯
®
­
 
prob
prob
con
con
t
t
t  
                                          t , 1 H  ~  ) , ( 1 1 J O Gamma  
                                          t , 2 H  ~  ) , ( 2 2 J O Gamma  
con 1 0  S .  
Imponendo il vincolo di media unitaria a tutta la mistura, abbiamo: 
2
1 1
2 ) 1 (
1
O S
J SO
J


  . 
 
 
3.4.3. Mistura di Gamma con pesi variabili (TVM)    
 
&RQVLGHULDPR XQ PRGHOOR GHOOD FODVVH 0(0 FRQ OಬLQQRYD]LRQH FKH VL
distribuisce  secondo  una  mistura  di  Gamma  con  pesi  che  variano  con  il 
tempo. Questo tipo di modello lo chiamiamo TVM (De Luca e Gallo, 2007).   
La media complessiva  GHOOಬLQQRYD]LRQHªXQLWDULD 
,OWHUPLQHGಬHUURUHªGHILQLWRLQTXHVWRPRGR: 
) 1 ( .
.
, 2
, 1
t
t
t
t
t prob
prob
con
con
S
S
H
H
H
 ¯
®
­
   
                                          t , 1 H  ~  ) , ( 1 1 J O Gamma  66 
 
                                          t , 2 H  ~  ) , ( , 2 2 t Gamma J O  
con   1 0  S . 
Assumiamo che i pesi (variabili) siano dipendenti dal loro passato e dal primo 
ULWDUGRGHOODYRODWLOLW¢UHDOL]]DWD/DUHOD]LRQHªTXHVWD 
^ `
^ ` 1 2 1 1 0
1 2 1 1 0
exp 1
exp
 
 
   
  
 
t t
t t
t y
y
S G G G
S G G G
S . 
Imponendo il vincolo di media unitaria a tutta la mistura, abbiamo: 
2
1 1
, 2 ) 1 (
1
O S
J O S
J
t
t
t 

  . 
Questo significa che anche uno dei parametri della mistura varia con il tempo. 
 
 
3.4.4. Mistura di due MEM (LANNE)  
 
In  questa  sezione  formuliamo  un  altro  modello  della  classe  MEM  per 
descrivere OಬHYROX]LRQHGHOODYRODWLOLW¢UHDOL]]DWD 
Lanne  (2006)    suggerisce  un  modello  definito  dalla  mistura  di  due  MEM, 
RJQXQRFRQODVXDGLVWULEX]LRQH*DPPDSHUOಬLQQRYD]LRQHHLOYLQFRORVXOOD
media. I pesi della mistura sono fissi in questo caso. Abbiamo: 
) 1 ( .
.
, 2
, 1
S
S
H
H
H
 ¯
®
­
 
prob
prob
con
con
t
t
t  
con   1 0  S  e  
t , 1 H  ~  ) / 1 , ( 1 1 J J Gamma  
t , 2 H  ~  ) / 1 , ( 2 2 J J Gamma . 
,QTXHVWRPRGRLOWHUPLQHGಬHUURUHKDPHGLDXQR 
,SDUDPHWULGHOOಬHTXD]LRQHGHOODPHGLDFRQGL]LRQDWDvariano nel tempo con i 
SDUDPHWULGHOODGLVWULEX]LRQHGHOWHUPLQHGಬHUURUH/DPHGLDFRQGL]LRQDWDª67 
 
pari a  t 1 P  FRQSUREDELOLW¢ S  HGªSDULD t 2 P con SUREDELOLW¢-  S ). Quindi, 
abbiamo: 
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3.5. Analisi GHOODYRODWLOLW¢UHDOL]]DWDGHOWLWROR -RKQVRQಬV	-RKQVRQಬV 
 
&RQVLGHULDPR OD VHULH GHOOD YRODWLOLW¢ UHDOL]]DWD GHO WLWROR -RKQVRQಬV 	
-RKQVRQಬV  (JNJ)  per il periodo 03/01/2001 - 30/11/2006. La serie storica 
GHOOD YRODWLOLW¢ JLRUQDOLHUD ª VWDWD RWWHQXWD FRPH OD UDGLFH TXDGUDWD GHOOD
varianza  realizzata  in  intervalli  di  cinque  minuti.  Nelle  figure  3.2  e  3.3 
DEELDPRULVSHWWLYDPHQWHLJUDILFLGHLUHQGLPHQWLHGHOODYRODWLOLW¢UHDOLzzata 
del titolo -RKQVRQಬV	-RKQVRQಬV.  
 
Figura 3.2. Serie dei rendimenti del titolo -RKQVRQಬV	-RKQVRQಬV. 
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Figura 3.3. Serie deOODYRODWLOLW¢UHDOL]]DWDGHOWLWROR-RKQVRQಬV	-RKQVRQಬV. 
 
Nella figura  3.4 abbiamo la funzione di autocorrelazione  globale  (ACF)   e 
parziale (Partial ACF)  VWLPDWDGHOODYRODWLOLW¢UHDOL]]DWD2VVHUYLDPRFKHOD
funzione di autocorrelazione globale decresce lentamente, un segno di lunga 
memoria.  La  funzione  di  autocorrelazione  parziale  va  a  zero  in  un  modo 
esponenziale.    69 
 
 
Figura 3.4. Funzione di autocorrelazione globale (ACF)  e parziale (PACF)  GHOODYRODWLOLW¢
realizzata del titolo -RKQVRQಬV	-RKQVRQಬV. 
 
3URYLDPR D PRGHOODUH OD VHULH GHOOD YRODWLOLW¢ UHDOL]]DWD FKLDPLDPROD \
attraverso  le  quattro  possibili  specificazioni  della  classe  dei  MEM. 
Cominciamo  con  la  specificazione  PV    considerando  p=2  e  q=1. 
Riassumendo, abbiamo: 
                                          t t t y H P    
                                          t H  ~  ) / 1 , ( t t Gamma O O  
                                          1 1 2 2 1 1           t t t t y y P E D D Z P  
                                          1 2 1 1 0         t t t y O G G G O  
 &RPH VL YHGH L SDUDPHWUL GHOOD GLVWULEX]LRQH *DPPD GHOOಬLQQRYD]LRQH
dipendono  dai  valori  precedenti  della  serie  dHOOD YRODWLOLW¢ UHDOL]]DWD H GHO
SDUDPHWURVWHVVR,OYHWWRUHGHLSDUDPHWULGDVWLPDUHª 
  2 1 0 1 2 1 , , , , , , G G G E D D Z T    
Usiamo  il  metodo  della  massima  verosimiglianza  per  la  stima  dei  nostri 
SDUDPHWUL/DYRODWLOLW¢UHDOL]]DWD t y  ªGHILQLWDcome: 70 
 
t y  ~  ) / , ( t t t Gamma O P O  
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con funzione di log-verosimiglianza: 
¦     ) ( log ) ( 1 1 t t t t I y f I y l . 
Nella tabella sottostante abbiamo la stima, lo standard error,  il valore della 
VWDWLVWLFDWHVWHLOULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢RVVHUYDWRSHUFLDVFXQRGHL
sette parametri.  
 
Parametro  Stima  Std. Error  Stat.test  p-value 
Z   0.015  0.0001  115.464  ~0 
1 D   0.250  0.0005  460.399  ~0 
2 D  
12 10 795 . 2
 u   0.00004 
8 10 942 . 6
 u   0.999 
1 E   0.735  0.0005  1249.402  ~0 
0 G   3.889  0.061  63.735  ~0 
1 G   0.025  0.007  3.396  0.00068 
2 G   0.722  0.004  173.564  ~0 
Tabella 3.1. Stima, standard error, VWDWLVWLFDWHVWHULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢
osservato per LVHWWHSDUDPHWULGಬLQWHUHVVH (modello PV). 
 
2VVHUYLDPROಬXOWLPDFRORQQDGHOODWDEHOODGRYHªVWDWRFDOFRODWRLOOLvello di 
VLJQLILFDWLYLW¢RVVHUYDWRSHULQRVWULSDUDPHWUL&RQXQOLYHOORGLVLJQLILFDWLYLW¢
GHOWHVWGHOOಬDEELDPRXQVRORSDUDPHWURQRQVLJQLILFDWLYR 2 D .  
3HUFRQWUROODUHODERQW¢GHOPRGHOORDSSHQDVWLPDWRXVLDPRLO metodo dei 
residui  quantile  (Rosenblatt,  1952  e  Cox  &  Snell,1968) 4XHVWR PHWRGR ª
valido per tutti i modelli parametrici usando la funzione di ripartizione delle 
osservazioni. Il termine residui quantile  ªGRYXWRDDunn and Smyth (1996) .  71 
 
I  residui  quantile    sono  definiti  da  due  trasformazioni.  Primo,  usiamo  la 
funzione  di  ripartizione  stimata  per  trasformare  le  osservazioni  in  variabili 
FDVXDOL LQGLSHQGHQWL H LGHQWLFDPHQWH GLVWULEXLWH 6HFRQGR XVLDPR OಬLQYHUVD
della funzione di ripartizione della distribuzione normale standard per ottenere 
(in  un  modo  approssimativo)  delle  variabili  indipendenti  con  distribuzione 
normale standard che saranno i nostri residui quantile.  Riassumendo, se i 
residui  quantile    VHJXRQR OD GLVWULEX]LRQH QRUPDOH VWDQGDUG LO PRGHOOR ª
specificato correttamente e le stime dei parametri sono consistenti. Se no, i 
residui  quantile    hanno  delle  caratteristiche  diverse  da  quelle  appena 
descritte. 
I residui quantile  osservati sono definiti in questo modo: 
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T t t
t
I y F r
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T
T , 
dove 
1  )  ªOಬLQYHUVDGHOODIXQ]LRQHGLULSDUWL]LRQHGHOODGLVWULEX]LRQHQRUPDOH
standard. 
Calcoliamo  inizialmente  le  stime  dei  due  momenti  principali  dei  residui 
quantile, la media e la varianza campionaria. Abbiamo: 
999 . 0
01 . 0
2  
  
q s
q
 
, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui quantile. Facciamo due test per verificare se la media e la varianza 
dei  residui quantile    corrispondono  ai  rispettivi  momenti  della distribuzione 
QRUPDOHVWDQGDUGFLRªGHOOD1/DSULPDFRSSLDGLLSRWHVLª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Il  test,    sotto  0 H ,  si  approssima  ad  una  variabile  normale  standard. 
Accettiamo ampiamente  OಬLSRWHVLQXOOD/DFRSSLDGLLSRWHVLSHUYHULILFDUHVH
la varianza dei residui quantile  ªXQLWDULDª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DL nostri dati abbiamo 
t=1485.2$FFHWWLDPRDQFKHLQTXHVWRFDVROಬLSRWHVLQXOOD 
Possiamo dire che la media e la varianza dei residui quantile  corrispondono 
alla media e alla varianza della distribuzione normale standard.  
Nella  figura  3.5  abbiamo  il  grafico  dei  residui  quantile,  il  grafico  quantile-
quantile  per  vedere  se  la  distribuzione  si  approssima  a  quella  normale 
VWDQGDUG OಬDXWRFRUUHOD]LRQH JOREDOH (ACF)    e  parziale  (PACF)    dei  residui 
quantile e dei residui quantile DOTXDGUDWR2VVHUYLDPRFKHOಬDSSURVVLPD]ione 
ª GLVFUHWD &ಬª TXDOFKH SUREOHPD QHO plot  quantile-quantile    ed  anche per 
TXDQWRULJXDUGDOಬDXWRFRUUHOD]LRQHHOಬLQGLSHQGHQ]D 73 
 
 
Figura  3.5.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello PV). 
 
Proviamo adesso a stimare la nostra serie storica attraverso il modello MIX.  
/ಬHTXD]LRQHGHOODPHGLDFRQGL]LRQDWDª 
1 1 2 2 1 1           t t t t y y P E D D Z P . 
Usiamo  il  metodo  della  massima  verosimiglianza  (SMV)  per  stimare  i 
SDUDPHWULGಬLQWHUHVVH 74 
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con funzione di log-verosimiglianza: 
¦     ) ( log ) ( 1 1 t t t t I y f I y l . 
Nella tabella 3.2 abbiamo la stima, lo standard error,  il valore della statistica 
test  e  il  rispettivo  livello  di  significatiYLW¢ RVVHUYDWR SHU L QRVWUL SDUDPHWUL
GಬLQWHUHVVH  
 
Parametro  Stima  Std. Error  Stat.test  p-value 
1 O   8.101  0.079  102.483  ~0 
2 O   18.530  0.028  641.667  ~0 
Z   0.014  0.0001  109.841  ~0 
1 D   0.250  0.0005  457.454  ~0 
2 D  
9 10 079 . 4
 u   0.00004  0.0001  0.999 
1 E   0.737  0.0006  1254.508  ~0 
1 J   0.179  0.0012  141.553  ~0 
S   0.074  0.001  68.948  ~0 
Tabella 3.2. Stima, standard error, statistica test e rispettivo livello GLVLJQLILFDWLYLW¢
RVVHUYDWRSHULSDUDPHWULGಬLQWHUHVVHPRGHOORMIX). 
 
/ಬXOWLPD FRORQQD GHOOD WDEHOOD  FRUULVSRQGH DO OLYHOOR GL VLJQLILFDWLYLW¢
RVVHUYDWR&RQXQOLYHOORGLVLJQLILFDWLYLW¢SUHILVVDWRGHOOಬDEELDPRXQVROR
parametro  non  significativo:  2 D .  $FFHWWLDPR OಬLSRWHVL QXOOD SHU TXHVWR
parametro.   75 
 
Passiamo  alla  diagnostica  del  modello  appena  stimato.  Controlliamo  la 
distribuzione  dei  residui  quantile  SHU VWDELOLUH VH LO PRGHOOR ª VSHFLILFDWR
correttamente. 
Calcoliamo la media e la varianza campionaria dei residui quantile. Abbiamo: 
0.99  
-0.012
2  
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, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui quantile. Verifichiamo adesso se la media e la varianza dei residui 
quantile    corrispondono  ai  rispettivi  valori  della  distribuzione  normale 
VWDQGDUG/DSULPDFRSSLDGLLSRWHVLª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Il test, sotto  0 H , KDXQDGLVWULEX]LRQHQRUPDOHVWDQGDUG$FFHWWLDPROಬLSRWHVL
QXOOD/DVHFRQGDFRSSLDGLLSRWHVLª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DL nostri dati abbiamo 
t=1477.53$FFHWWLDPROಬLSRWHVLQXOOD 
Possiamo dire anche in questo caso, che la media e la varianza dei residui 
quantile  corrispondono alla media e alla varianza della distribuzione normale 
standard.  76 
 
Nella  figura  3.6  abbiamo  il  grafico  dei  residui  quantile,  il  grafico  quantile-
quantile OಬDXWRFRUUHOD]LRQH JOREDOH (ACF)    e  parziale  (PACF)    dei  residui 
quantile e dei residui quantile al quadrato per il modello MIX.  
Osservando il grafico quantile-quantile, possiamo dire che i residui quantile 
seguono  una  distribuzione  normale  standard  e  quindi  sono  incorrelati  e 
LQGLSHQGHQWL,OPRGHOORQHOVXRFRPSOHVVRªVSHFLILFDWRFRUUHWWDPHQWHHOH
stime sono consistenti.       
 
Figura  3.6.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello MIX). 
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3URYLDPRDGHVVRDVWLPDUHODYRODWLOLW¢UHDOL]]DWDDWWUDYHUVRLOPRGHOORTVM  
mantenendo la stessa equazione di media condizionata: 
1 1 2 2 1 1           t t t t y y P E D D Z P . 
Stimiamo  i  nostri  parametri  applicando  il  metodo  della  massima 
verosimiglianza (SMV).  
,OYHWWRUHGHLSDUDPHWULGಬLQWHUHVVHª 
  1 2 1 0 1 2 1 2 1 , , , , , , , , , J G G G E D D Z O O T    
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Nella tabella sottostante abbiamo la stima, lo standard error,  il valore della 
statistica test e il riVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢RVVHUYDWRSHUFLDVFXQRGHL
nostri parametri. 
Parametro  Stima  Std.error  Stat.test  p-value 
1 O   7.092  0.058  122.241  ~0 
2 O   17.923  0.021  851.459  ~0 
Z   0.012  0.0001  109.801  ~0 
1 D   0.248  0.0005  481.669  ~0 
2 D  
6 10 502 . 1
 u   0.00003  0.053  0.957 
1 E   0.743  0.0005  1389.729  ~0 
0 G   0.974  0.009  102.529  ~0 
1 G   0.916  0.005  202.145  ~0 
2 G   19.264  0.147  130.638  ~0 
1 J   0.218  0.002  141.933  ~0 
Tabella 3.3. Stima, standard error, VWDWLVWLFDWHVWHULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢
osservato per LVHWWHSDUDPHWULGಬLQWHUHVVH (modello TVM). 
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2VVHUYLDPR OಬXOWLPD FRORQQD GHOOD WDEHOOD  FKH FRUULVSRQGH DO OLYHOOR GL
VLJQLILFDWLYLW¢RVVHUYDWRSHULQRVWULSDUDPHWUL&RQXQOLYHOORGLVLJQLILFDWLYLW¢
SUHILVVDWRGHOOಬDEELDPRXQVRORSDUDPHWURQRQVLJQLILFDWLYR 2 D .  
&RQWUROOLDPR DGHVVR OD ERQW¢ GHO PRGHOOR VWLPDWR XVDQGR FRPH SULPD LO
metodo dei residui quantile.  
Calcoliamo la media e la varianza campionaria dei residui quantile. Abbiamo: 
0.98  
-0.04
2  
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, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui  quantile.  Verifichiamo  se  corrispondono  ai  rispettivi  momenti  della 
YDULDELOHFDVXDOHQRUPDOHVWDQGDUG/DSULPDFRSSLDGLLSRWHVLª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Il test, sotto  0 H , si approssima ad una variabile normale standard. Accettiamo 
OಬLSRWHVLQXOOD/DFRSSLDGLLSRWHVLSHUYHULILFDUHVHODYDULDQ]DGHL residui 
quantile  ªXQLWDULDª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DLQRVWULGDWLDEELDPR
W $FFHWWLDPRDQFKHLQTXHVWRFDVROಬLSRWHVLQXOOD 
Possiamo dire che la media e la varianza dei residui quantile  corrispondono 
alla media e alla varianza della distribuzione normale standard.  79 
 
Nella  figura  3.7  abbiamo  il  grafico  dei  residui  quantile,  il  grafico  quantile-
quantile  per  vedere  se  la  distribuzione  si  approssima  a  quella  normale 
VWDQGDUG OಬDXWRcorrelazione  globale  (ACF)    e  parziale  (PACF)    dei  residui 
quantile e dei residui quantile al quadrato per il modello appena stimato. 
Osserviamo che i punti si allineano perfettamente alla retta della distribuzione 
normale. Le autocorrelazioni globali e parziali dei residui quantile  e del loro 
quadrato  non  escono  quasi  mai  dalle  bande  di  confidenza.  Possiamo 
FRQFOXGHUHFKHFRPSOHVVLYDPHQWHLOPRGHOORªVSHFLILFDWRFRUUHWWDPHQWHH
le stime sono consistenti.  
 80 
 
 
Figura  3.7.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello TVM). 
 
Stimiamo la nostra serie utilizzando anche OಬXOWLPDGHOle nostre specificazioni 
della famiglia dei MEM, il modello suggerito da Lanne. 4XHVWRPRGHOORSX´
essere stimato con il metodo della massima verosimiglianza. La funzione di 
GHQVLW¢FRQGL]LRQDWDGHOODYRODWLOLW¢UHDOL]]DWD t y  ª 81 
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La funzione di log-YHURVLPLJOLDQ]DªGDWDGDTXHVWDHVSUHVVLRQH 
¦     ) ( log ) ( 1 1 t t t t I y f I y l . 
6WLPLDPR OD YRODWLOLW¢ UHDOL]]DWD GHO WLWROR -RKQVRQಬV 	 -RKQVRQಬV    con  il 
modello appena definito. Prendiamo p=q=1. Riassumendo tutte le equazioni, 
abbiamo: 
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                                          1 , 2 21 1 21 2 , 2        t t t y P E D Z P , 
dove  1 0  S . 
,OYHWWRUHGHLSDUDPHWULGಬLQWHUHVVHª 
  21 21 2 2 11 11 1 1 , , , , , , , , E D Z J E D Z J S T    
Nella tabella 3.4  abbiamo la stima, lo standard error,  il valore della statistica 
WHVWHLOULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢RVVHUYDWRSHUi nove parametri. 
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Parametro  Stima  Std.error  Stat.test  p-value 
S   0.097  0.001  96.051  ~0 
1 J   6.173  0.028  217.813  ~0 
1 Z   0.163  0.003  62.003  ~0 
11 D   0.339  0.004  81.567  ~0 
11 E   0.595  0.005  119.311  ~0 
2 J   18.958  0.031  597.681  ~0 
2 Z   0.013  0.0001  107.552  ~0 
21 D   0.242  0.0006  410.097  ~0 
21 E   0.736  0.0006  1140.315  ~0 
Tabella 3.4. Stima, standard error, VWDWLVWLFDWHVWHULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢
osservato per LVHWWHSDUDPHWULGಬLQWHUHVVH (modello di  Lanne ). 
 
2VVHUYLDPR L YDORUL GHOOಬXOWLPD FRORQQD FKH FRUULVSRQGRQR DO OLYHOOR GL
VLJQLILFDWLYLW¢RVVHUYDWR(lso).  Le stime sono tutte significative considerando 
XQDVRJOLDSUHILVVDWDGHOOಬ.  
Passiamo  ora  alla  diagnostica  del  modello  stimato.  Controlliamo  se  la 
distribuzione dei residui quantile  corrisponde alla normale standard. 
Calcoliamo la media e la varianza campionaria dei residui quantile. Abbiamo: 
1.001  
0.0068
2  
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, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui quantile. Verifichiamo se la media e la varianza dei residui quantile  
corrispondono ai rispettivi momenti della distribuzione normale standard. La 
prima coSSLDGLLSRWHVLª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Il test, sotto  0 H , si approssima ad una variabile normale standard. Accettiamo 
OಬLSRWHVLQXOOD/DVHFRQGDFRSSLDGLLSRWHVLª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DLQRVWULGDWLDEELDPR
t=1486. Accettiamo ampiamente  OಬLSRWHVLQXOOD 
La media e la varianza dei residui quantile  corrispondono alla media e alla 
varianza della distribuzione normale standard. 
Nella  figura  3.8  abbiamo  il  grafico  dei  residui  quantile,  il  grafico  quantile-
quantileOಬDXWRFRUUHOD]LRQHJOREDOH (ACF)    e parziale  (PACF)    dei  residui 
quantile e dei residui quantile al quadrato per il modello di Lanne. 84 
 
 
Figura  3.8.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello di Lanne). 
 
A parte qualche piccolo problema sulle code, i punti si allineano bene alla 
retta della  distribuzione normale.  Le  funzioni  di autocorrelazione globale e 
parziale per i residui quantile  e per i rispettivi quadrati hanno un andamento 
VRGGLVIDFHQWH 3RVVLDPR FRQFOXGHUH FKH LO PRGHOOR ª VSHFLILFDWR
correttamente e le stime sono consistenti. 85 
 
,QTXHVWRPRGRDEELDPRVWLPDWRODYRODWLOLW¢UHDOL]]DWDXWLOL]]DQGROHTXDWWUR
diverse  specificazioni  del  modello  appartenente  alla  famiglia  dei  MEM.   
Confrontiamo  adesso le nostre stime usando dei criteri EHQQRWLFRPHOಬ$,&
(Asymptotic  Information  Criterion,  Akaike,  1974)  e  il  BIC  (Bayesian 
Information Criterion,  Schwarz, 1978)    accompagnati dai  rispettivi  valori di 
massima log-verosimiglianza. Lಬ$,&HLO%,&VRQRGXHPLVXUHGLDGDWWDPHQWR
del modello ai dati e possono essere usati per tutti i modelli stimati attraverso 
il metodo della massima verosimiglianza.   
,OSULPRFULWHULRFLRªTXHOORGL$,&ªGHILQLWRFRPH 
T l k k AIC      2 2 ) ( , 
dove  T l  ªLOYDORUHGHOODIXQ]LRQHGLORJ-verosimiglianza nel suo punto di 
PDVVLPRNªODGLPHQVLRQHGHOYHWWRUHGHLSDUDPHWULGಬLQWHUHVVH7ªOD
dimensione del campione. 
 Il BIC viene calcolato in questo modo: 
T l n T k k BIC       2 ) log( ) ( , 
dove QªLOQXPHURQHFHVVDULRGLYDORULLQL]LDOL 
Nella  tabella  sottostante  abbiamo  il  valore  della  funzione  di  log-
verosimiglianza nel punto di massimo, OಬAIC e il BIC per i nostri modelli.  
 
Modello 
T l   AIC  BIC 
PV  -109.159  232.318  269.436 
MIX  -61.629  139.258  181.678 
TVM  -56.806  133.613  186.638 
LANNE  -63.454  144.908  192.637 
Tabella 3.5. Valore della funzione di log-verosimiglianza nel punto di massimo, AIC e BIC 
per i nostri modelli. 
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,YDORULGL$,&H%,&SL»EDVVLFRUULVSRQGRQR al modello migliore e viceversa 
per il valore della funzione di log-verosimiglianza nel punto di massimo. In 
questo caso possiamo dire che complessivamente i modelli TVM e MIX  si 
adattano meglio ai dati. 
 
 
$QDOLVLGHOODYRODWLOLW¢UHDOL]]DWDGHOWLWROR Procter & Gamble  
 
&RQVLGHULDPRODVHULHGHOODYRODWLOLW¢UHDOL]]DWDGHOWLWRORProcter & Gamble  
per  il  periodo  02/01/2003  -  08/10/2007.  /D VHULH VWRULFD GHOOD YRODWLOLW¢
JLRUQDOLHUDªVWDWDRWWHQXWDFRPHODVRPPDGHLTXDGUDWLGHLUHQGLPHQWLSHU
ogni  singolo  giorno  in  intervalli  di  cinque  minuti.  Nelle  figure  3.9  e  3.10  
DEELDPRULVSHWWLYDPHQWHLJUDILFLGHLUHQGLPHQWLHGHOODYRODWLOLW¢UHDOL]]DWD
del titolo Procter & Gamble.  
 
Figura 3.9. Serie dei rendimenti del titolo Procter & Gamble. 
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Figura 3.10. Serie deOODYRODWLOLW¢UHDOL]]DWDGHOWLWRORProcter & Gamble. 
Nella figura 3.11 abbiamo la funzione di autocorrelazione globale (ACF)  e 
parziale (Partial ACF)  VWLPDWDGHOODYRODWLOLW¢UHDOL]]DWD2VVHUYLDPRFKHOD
funzione di autocorrelazione globale decresce lentamente verso lo zero. La 
funzione di autocorrelazione parziale va a zero in un modo esponenziale.    
 
 
 
 
 
 
 88 
 
 
 
Figura  3.11.    Funzione  di  autocorrelazione  globale  (ACF)    e  parziale  (PACF)    della 
YRODWLOLW¢UHDOL]]DWDGHOWLWRORProcter & Gamble. 
 
3URYLDPRDPRGHOODUHODVHULHGHOODYRODWLOLW¢UHDOL]]DWDFRQOHTXDWWURSRVVLELOL
specificazioni  della  classe  dei  modelli  MEM.  Cominciamo  con  la 
specificazione PV  considerando p=2 e q=1 con questa equazione di media 
condizionata: 
1 1 2 2 1 1           t t t t y y P E D D Z P  
Nella tabella sottostante abbiamo la stima, lo standard error,  il valore della 
VWDWLVWLFDWHVWHLOULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢RVVHUYDWRSHUFLDVFXQRGHL
sette parametri.  
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Parametro  Stima  Std. Error  Stat.test  p-value 
Z  
5 10 527 . 1
 u   0.00001  16.887  ~0 
1 D   0.0025  0.0014  1.721  0.085 
2 D   0.941  0.004  239.21  ~0 
1 E   0.029  0.002  11.616  ~0 
0 G   0.151  0.0004  388.346  ~0 
1 G   0.306  4.855  0.063  0.95 
2 G   0.787  0.004  196.7  ~0 
Tabella  3.6.  Stima,  standard  error,  VWDWLVWLFD WHVW H ULVSHWWLYR OLYHOOR GL VLJQLILFDWLYLW¢
osservato per LVHWWHSDUDPHWULGಬLQWHUHVVH (modello PV). 
 
2VVHUYLDPROಬultima colonna della tabella 3.6 GRYHªVWDWRFDOFRODWRLOOLYHOORGL
VLJQLILFDWLYLW¢RVVHUYDWRSHULQRVWULSDUDPHWUL&RQXQOLYHOORGLVLJQLILFDWLYLW¢
GHOWHVWGHOOಬDEELDPRXQVRORSDUDPHWURQRQVLJQLILFDWLYR 1 G . Con un 
livello  di  signiILFDWLYLW¢ SL» VHYHUR DG HVHPSLR GHOOಬ DEELDPR XQ DOWUR
parametro non significativo:  1 D .    
3HU FRQWUROODUH OD ERQW¢ GHO PRGHOOR DSSHQD VWLPDWR XVLDPR FRPH QHOOD
sezione precedente il metodo dei residui quantile. Calcoliamo inizialmente le 
stime dei due momenti principali dei residui quantile, la media e la varianza 
campionaria. Abbiamo: 
0.189
0.257
2  
 
q s
q
 
, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui quantile. Facciamo due test per verificare se la media e la varianza 
dei  residui quantile    corrispondono  ai  rispettivi  momenti  della distribuzione 
QRUPDOHVWDQGDUGFLRªGHOOD1/DSULPDFRSSLDGLLSRWHVLª 90 
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Il test,  sotto  0 H , si approssima ad una variabile normale standard. Rifiutiamo  
OಬLSRWHVLQXOOD/DFRSSLDGLLSRWHVLSHUYHULILFDUHVHODYDULDQ]DGHL residui 
quantile  ªXQLWDULDª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'ai nostri dati abbiamo 
t=226.45LILXWLDPRDQFKHLQTXHVWRFDVROಬLSRWHVLQXOOD3RVVLDPRGLUHFKHOD
media e la varianza dei residui quantile  non corrispondono alla media e alla 
varianza della distribuzione normale standard.  
Nella figura 3.12 abbiamo il grafico dei residui quantile, il grafico quantile-
quantile  per  vedere  se  la  distribuzione  si  approssima  a  quella  normale 
VWDQGDUG Oಬautocorrelazione  globale  (ACF)    e  parziale  (PACF)    dei  residui 
quantile e dei residui quantile DOTXDGUDWR2VVHUYLDPRFKHOಬDSSURVVLPD]LRQH
QRQªEXRQD&LVRQRSUREOHPLVRSUDWWXWWRVXOOHFRGHGHOODGLVWULEX]LRQHQHO
plot  quantile-quantile    ed  anche  per  qXDQWR ULJXDUGD OಬDXWRFRUUHOD]LRQH H
OಬLQGLSHQGHQ]D&RQFOXGLDPRFKHLOPRGHOORQRQªVSHFLILFDWRFRUUHWWDPHQWH 91 
 
 
Figura  3.12.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello PV). 
 
Proviamo adesso a stimare la nostra serie storica attraverso il modello MIX 
prendendo p=2 e q=1 con la rispettiva equazione di media condizionata: 
1 1 2 2 1 1           t t t t y y P E D D Z P . 
Nella tabella 3.7 abbiamo la stima, lo standard error,  il valore della statistica 
test  e  il  rispettivo  livello  di  significatiYLW¢ RVVHUYDWR SHU L QRVWUL SDUDPHWUL
GಬLQWHUHVVH  92 
 
 
Parametro  Stima  Std. Error  Stat.test  p-value 
1 O   0.524  0.0007  683.6  ~0 
2 O   0.291  0.0003  853.3  ~0 
Z   0.0003 
6 10 16 . 2
 u   123.5  ~0 
1 D   0.038  0.014  2.79  0.005 
2 D   0.488  0.013  36.66  ~0 
1 E   0.228  0.004  57.18  ~0 
1 J   0.192  0.0004  444.2  ~0 
S   0.364  0.0002  1513.9  ~0 
Tabella 3.7. Stima, standard error, VWDWLVWLFDWHVWHULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢
RVVHUYDWRSHULSDUDPHWULGಬLQWHUHVVH(modello MIX). 
 
/ಬultima  colonna  della  tabella  3.7  FRUULVSRQGH DO OLYHOOR GL VLJQLILFDWLYLW¢
RVVHUYDWR&RQXQOLYHOORGLVLJQLILFDWLYLW¢SUHILVVDWRGHOOಬWXWWLLSDUDPHWUL
sono significativi. 
Passiamo  alla  diagnostica  del  modello  appena  stimato.  Controlliamo  la 
distribuzione  dei  residui  quantile  SHU VWDELOLUH VH LO PRGHOOR ª VSHFLILFDWR
correttamente.  Calcoliamo  la  media  e  la  varianza  campionaria  dei  residui 
quantile. Abbiamo: 
0.04  
0.107
2  
 
q s
q
 
, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui quantile. Verifichiamo adesso se la media e la varianza dei residui 
quantile    corrispondono  ai  rispettivi  valori  della  distribuzione  normale 
VWDQGDUG/DSULPDFRSSLDGLLSRWHVLª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Calcoliamo il valore del test: 93 
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Il test, sotto  0 H , KDXQDGLVWULEX]LRQHQRUPDOHVWDQGDUG5LILXWLDPROಬLSRWHVL
QXOOD/DVHFRQGDFRSSLDGLLSRWHVLª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DLQRVWULGDWLDEELDPR
W 5LILXWLDPROಬLSRWHVLQXOOD3RVVLDPRGLUHDQFKHLQTXHVWRFDVRFKHOD
media e la varianza dei residui quantile  non corrispondono alla media e alla 
varianza della distribuzione normale standard.  
Nella figura 3.13 abbiamo il grafico dei residui quantile, il grafico quantile-
quantile OಬDXWRFRUUHOD]LRQH JOREDOH (ACF)    e  parziale  (PACF)    dei  residui 
quantile e dei residui quantile al quadrato per il modello MIX. Osservando il 
grafico quantile-quantile, SRVVLDPRGLUHFKHOಬDSSURVVLPD]LRQHªGLVFUHWDHLO
modello ha bisogno di ulteriori modifiche. 
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Figura  3.13.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello MIX). 
 
3URYLDPRDGHVVRDVWLPDUHODYRODWLOLW¢UHDOL]]DWDDWWUDYHUVRLOPRGHOORTVM  
prendendo quesWDYROWDS HT /ಬHTXD]LRQHGHOODPHGLDFRQGL]LRQDWDLQ
questo caso diventa:  
2 2 1 1 1 1           t t t t y P E P E D Z P . 95 
 
Nella tabella sottostante abbiamo la stima, lo standard error,  il valore della 
VWDWLVWLFDWHVWHLOULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢RVVHUYDWRper ciascuno dei 
nostri parametri. 
 
Parametro  Stima  Std.error  Stat.test  p-value 
1 O   0.289  0.0003  931.6  ~0 
2 O   0.392  0.005  70.97  ~0 
Z   0.0005 
6 10 16 . 2
 u   59.6  ~0 
1 D   0.215  0.025  8.41  ~0 
1 E   0.036  0.022  1.602  0.109 
2 E   0.039  0.032  1.243  0.212 
0 G   1.226  0.047  25.88  ~0 
1 G   0.201  59.11  0.003  0.997 
2 G   1.004  5.204  19.29  ~0 
1 J   0.389  0.008  45.7  ~0 
Tabella 3.8. Stima, standard error, VWDWLVWLFDWHVWHULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢
osservato per LVHWWHSDUDPHWULGಬLQWHUHVVH (modello TVM). 
 
2VVHUYLDPR OಬXOWLPD FRORQQD GHOOD WDEHOOD  3.8  che  corrisponde  al  livello  di 
VLJQLILFDWLYLW¢RVVHUYDWRSHULQRVWULSDUDPHWUL&RQXQOLYHOORGLVLJQLILFDWLYLW¢
SUHILVVDWRGHOOಬDEELDPRWUHSDUDPHWULQRQVLJQLILFDWLYL 2 D , 1 E  e  1 G . 
ControlliaPR DGHVVR OD ERQW¢ GHO PRGHOOR VWLPDWR XVDQGR FRPH SULPD LO
metodo dei residui quantile. Calcoliamo la media e la varianza campionaria 
dei residui quantile. Abbiamo: 
0.054  
0.41
2  
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, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui  quantile.  Verifichiamo  se  corrispondono  ai  rispettivi  momenti  della 
YDULDELOHFDVXDOHQRUPDOHVWDQGDUG/DSULPDFRSSLDGLLSRWHVLª 96 
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Il test, sotto  0 H , si approssima ad una variabile normale standard. Rifiutiamo 
DPSLDPHQWHOಬLSRWHVLQXOOD/DFRSSLDGLLSRWHVLSHUYHULILFDUHVHODYDULDQ]D
dei residui quantile  ªXQLWDULDª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DLQRVWULGDWLDEELDPR
W 5LILXWLDPRDQFKHLQTXHVWRFDVROಬLSRWHVLQXOOD3RVVLDPRGLUHFKHOD
media  e  la  varianza  dei  residui  quantile    non  corrispondono  ai  rispettivi 
momenti della distribuzione normale standard.  
Nella figura 3.14 abbiamo il grafico dei residui quantile, il grafico quantile-
quantile  per  vedere  se  la  distribuzione  si  approssima  a  quella  normale 
VWDQGDUG OಬDXWRFRUUHOD]LRQH JOobale  (ACF)    e  parziale  (PACF)    dei  residui 
quantile e dei residui quantile al quadrato per il modello appena stimato. 
Osserviamo che i punti non si allineano alla retta della distribuzione normale. 
Le autocorrelazioni globali e parziali dei residui quantile  e del loro quadrato ci 
LQGLFDQRXQDFHUWDGLSHQGHQ]D3RVVLDPRFRQFOXGHUHFKHLOPRGHOORQRQª
specificato correttamente e le stime non sono consistenti.  
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Figura  3.14.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello TVM). 
 
6WLPLDPRODQRVWUDVHULHXWLOL]]DQGRDQFKHOಬXOWLPDGHOOHQRVWUHVSHFLILFD]LRQL
della famiglia dei MEM, il modello suggerito da Lanne. Prendiamo p=2 e q=1. 
/DPHGLDFRQGL]LRQDWDSHUTXHVWRPRGHOORªVSHFLILFDWDLQTXHVWRPRGR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                                          1 , 2 21 2 22 1 21 2 , 2           t t t t y y P E D D Z P , 
dove  1 0  S .                            
Nella tabella 3.9  abbiamo la stima, lo standard error,  il valore della statistica 
test e il rispettivo livello GLVLJQLILFDWLYLW¢RVVHUYDWRSHUi nove parametri. 
 
Parametro  Stima  Std.error  Stat.test  p-value 
S   0.343  0.0003  1140  ~0 
1 J   0.379  0.0004  1020  ~0 
1 Z  
5 10 4 . 6
 u  
6 10 4 . 2
 u   26.9  ~0 
11 D   0.067  0.003  19.6  ~0 
12 D   0.057  0.004  15.5  ~0 
11 E   0.005  0.004  1.28  0.2 
2 J   0.295  0.0003  1087  ~0 
2 Z  
5 10 9 . 1
 u  
6 10 8 . 1
 u   10.51  ~0 
21 D   0.267  0.005  50.9  ~0 
22 D   0.269  0.006  41.6  ~0 
21 E   0.171  0.008  21.5  ~0 
Tabella 3.9. Stima, standard error, VWDWLVWLFDWHVWHULVSHWWLYROLYHOORGLVLJQLILFDWLYLW¢
osservato per LVHWWHSDUDPHWULGಬLQWHUHVVH (modello di  Lanne ). 
 
2VVHUYLDPR L YDORUL GHOOಬXOWLPD FRORQQD FKH FRUULVSRQGRQR DO OLYHOOR GL
VLJQLILFDWLYLW¢RVVHUYDWR(lso).  6HFRQVLGHULDPRXQDVRJOLDSUHILVVDWDGHOOಬ
abbiamo un solo parametro non significativo:  11 E .   
Passiamo  ora  alla  diagnostica  del  modello  stimato.  Controlliamo  se  la 
distribuzione  dei  residui  quantile    corrisponde  alla  normale  standard. 
Calcoliamo la media e la varianza campionaria dei residui quantile. Abbiamo: 
0.07  
0.54  
2  
 
q s
q
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, dove  q  e 
2
q s  sono rispettivamente, la media e la varianza campionaria dei 
residui quantile. Verifichiamo se la media e la varianza dei residui quantile  
corrispondono ai rispettivi momenti della distribuzione normale standard. La 
SULPDFRSSLDGLLSRWHVLª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Il test, sotto  0 H , si approssima ad una variabile normale standard. Rifiutiamo 
DPSLDPHQWHOಬLSRWHVLQXOOD /DVHFRQGDFRSSLDGLLSRWHVLª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VRWWROಬLSRWHVLQXOODSHUQVXIILFLHQWHPHQWHJUDQGH'DLQRVWULGDWLDEELDPR
W 5LILXWLDPROಬLSRWHVLQXOOD/DPHGLDHODYDULDQ]Ddei residui quantile  
non  corrispondono  alla  media  e  alla  varianza  della  distribuzione  normale 
standard. 
Nella figura 3.15 abbiamo il grafico dei residui quantile, il grafico quantile-
quantileOಬDXWRFRUUHOD]LRQHJOREDOH (ACF)    e parziale  (PACF)    dei  residui 
quantile e dei residui quantile al quadrato per il modello di Lanne. 100 
 
 
Figura  3.15.  Residui  quantile,  plot  quantile-quantile  per  vedere  se  la  distribuzione  si 
approssima alla normale standard, autocorrelazione globale (ACF)  e parziale (PACF)  dei 
residui quantile e dei residui quantile  al quadrato (modello di Lanne). 
 
Osserviamo dei problemi sulle code della distribuzione normale. Le funzioni 
di autocorrelazione globale e parziale per i residui quantile  e per i rispettivi 
quadrati non hanno un andamento soddisfacente. Possiamo concludere che 
LOPRGHOORQRQªVSHFLILFDWRFRUUHWWDPHQWHHOHVWLPHQRQVRQRFRQVLVWHQWL 101 
 
,QTXHVWRPRGRDEELDPRVWLPDWRODYRODWLOLW¢UHDOL]]DWDXWLOL]]DQGROHTXDWWUR
diverse specificazioni del modello appartenente alla famiglia dei MEM. 
Come abbiamo visto per tutti i casi presi in considerazione ci sono problemi di 
adattamento del modello ai dati. 
 
 
3.7. Conclusioni 
 
In  questo  ultimo  capitolo  abbiamo  visto  delle  possibili  formulazioni  del 
modello MEM con le rispettive applica]LRQHVXOOHYRODWLOLW¢UHDOL]]DWHGHLWLWROL
-RKQVRQಬV	-RKQVRQಬVH3URFWHU	*DPEOH Abbiamo utilizzato in particolare 
quattro  diverse  specificazioni  appartenenti  alla  famiglia  dei  MEM. 
/ಬLQQRYD]LRQH GHO  primo  modello  (PV)  segue  una  distribuzione  Gamma  a 
SDUDPHWULYDULDELOL,WHUPLQLGಬHUURUHGHOVHFRQGRHGHOWHU]RPRGHOOR(MIX  e 
TMV)  seguono rispettivamente, una mistura di Gamma a pesi fissi e a pesi 
YDULDELOL /ಬXOWLPR PRGHOOR Lanne)    ª GHILQLWR GDOOD PLVWXUD GL GXH 0(0
ognuno con il rispettivo teUPLQHGಬHUURUH 
Per quanto riguarda il caso del titolo -RKQVRQಬV	-RKQVRQಬV, abbiamo visto 
dai controlli diagnostici che complessivamente tutte le nostre specificazioni si 
DGDWWDYDQREHQHDLGDWL3HUFRQWUROODUHODERQW¢GHLPRGHOOLVWLPDWLDEELDPR
usato  il  metodo  dei  residui  quantile.  Se  i  residui  quantile  seguono  la 
GLVWULEX]LRQHQRUPDOHVWDQGDUGLO PRGHOORªVSHFLILFDWRFRUUHWWDPHQWHHOH
stime dei parametri sono consistenti. Abbiamo visto che in tutti i casi la media 
e  la varianza  dei  residui  quantile  corrispondeva  ai  rispettivi  momenti  della 
GLVWULEX]LRQH QRUPDOH VWDQGDUG /ಬXQLFR PRGHOOR FKH SUHVHQWDYD TXDOFKH102 
 
problema di specificazione era il PV. Dal confronto finale abbiamo visto che i 
modelli che si adattavano meglio ai dati erano il MIX e il TMV. Queste sono le 
due formulazioni introdotte da De Luca e Gallo (2007). 
3DVVLDPR DOOಬDQDOLVL VYROWD SHU OD YRODWLOLW¢ UHDOL]]DWD GHO WLWROR Procter  & 
Gamble. Abbiamo visto in questo caso che  i modelli presentavano problemi 
di specificazione e di consistenza delle stime. I momenti principali dei residui 
quantile erano diversi dai rispettivi momenti teorici in tutte le specificazioni 
prese in considerazione. Con il modello MIX  abbiamo ottenuto delle migliori 
performance rispetto agli altri modelli anche se OಬDGDWWDPHQWRQRQHUDSHUIHWWR
neanche in questo caso.  
Abbiamo visto in questo modo due tipi di esempi, uno ಫnegativoಬ (-RKQVRQಬV
	-RKQVRQಬV) con ottime performance dei nostri modelli e un altro ಫpositivoಬ 
(Procter & Gamble), dove i modelli sono risultati mal specificati e le stime 
inconsistenti.  Quindi  dobbiamo  applicare  con  cautela  le  varie  possibili 
formulazioni della famiglia dei modelli MEM.         
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Appendice 
 
In questo appendice diamo una descrizione delle tecniche usate (software: R, 
www.r-project.org)  per OಬDSSOLFD]LRQHGHOOHGLYHUVHVSHFLILFD]LRQLGHLPRGHOOL
0(0DOOHVHULHGHOOHYRODWLOLW¢UHDOL]]DWHGHLWLWROL/DPHGLDFRQGL]LRQDWDª
VHPSUHODVWHVVDLQWXWWLLTXDWWURFDVLSUHVLLQFRQVLGHUD]LRQHFLRªFRQS e 
q=1.  
Cominciamo  con  la  nostra  prima  specificazione:  la  Gamma  a  parametri 
variabili (PV). &KLDPLDPR\ODVHULHGHOODYRODWLOLW¢UHDOL]]DWD6SHFLILFKLDPROD
lunghezza della nostra serie:  
 
n=length(y) 
 
La funzione lvmem  restituisce la log-verosimiglianza del modello PV per il 
vettore dei parametri.  
 
lvmem<-function(theta) 
{ 
c=abs(theta[1]) 
a1=abs(theta[2]) 
a2=abs(theta[3]) 
b1=abs(theta[4]) 
d0=abs(theta[5]) 
d1=abs(theta[6]) 
d2=abs(theta[7]) 105 
 
m=matrix(0,ncol=1,nrow=n) 
p=matrix(0,ncol=1,nrow=n) 
m[2]=c/(1-a1-a2-b1) 
p[2]=0.5 
for (i in 3:n) 
{ 
 m[i]=c+a1*y[i-1]+a2*y[i-2]+b1*m[i-1] 
 p[i]=d0+d1*y[i-1]+d2*p[i-1] 
} 
m=m[3:n] 
p=p[3:n] 
y=y[3:n] 
l=sum(log(((p^p)/(m^p))*(1/gamma(p))*(y^(p-1))*(exp(-y*p/m)))) 
if (a1+a2+b1>=1) l=-10^(9) 
return(l) 
} 
 
Stimiamo i nostri parametri usando la funzione optim. 
 
fit.y=optim(par=c(0.2,0.15,0.3,0.2,0.1,0.3,0.4),fn=lvmem,gr=NULL,method="B
FGS", control=list(fnscale=-1,maxit=200), hessian=TRUE) 
 
Calcoliamo la varianza asintotica. 
 
theta.hat=fit.y$par 
theta.hat=matrix(abs(theta.hat),nrow=length(theta.hat),ncol=1) 
jmeno1=solve(-(fit.y$hessian))    
varas.ml.num=jmeno1/n               106 
 
 
Visualizziamo i nostri risultati in una tabella. 
 
parametri=c("c","a1","a2","b1","d0","d1","d2) 
dimnames(theta.hat)=list(parametri,NULL) 
riga2="------------- Stime ML con derivate tutte numeriche ----------" 
names(riga2)=" " 
print(riga2) 
Coef=theta.hat                              
Std.Err.ML.num=sqrt(diag(varas.ml.num))     
tstat2=Coef/Std.Err.ML.num                  
pval=2*pnorm(abs(tstat2),lower.tail=F)      
tabella2=data.frame(Coef,Std.Err.ML.num,tstat2,pval) 
print(tabella2) 
riga8="------------- Verosim. e convergenza -------------------------" 
names(riga8)=" " 
print(riga8) 
cat("Verosimiglianza in theta.hat=",fit.y$value,"\n")   # loglik in theta.hat 
cat("Codice  di  convergenza=",fit.y$convergence,"\n")        #  codice  di 
convergenza 
 
Controlliamo il nostro modello usando il metodo dei residui quantile.  
 
lvq<-function(theta) 
{ 
c=abs(theta[1]) 
a1=abs(theta[2]) 
a2=abs(theta[3]) 107 
 
b1=abs(theta[4]) 
d0=abs(theta[5]) 
d1=abs(theta[6]) 
d2=abs(theta[7]) 
m=matrix(0,ncol=1,nrow=n) 
p=matrix(0,ncol=1,nrow=n) 
m[2]=c/(1-a1-a2-b1) 
p[2]=0.5 
for (i in 3:n) 
{ 
 m[i]=c+a1*y[i-1]+a2*y[i-2]+b1*m[i-1] 
 p[i]=d0+d1*y[i-1]+d2*p[i-1] 
} 
m=m[3:n] 
p=p[3:n] 
y=y[3:n] 
l=sum(log(dgamma(y,shape=p,scale=m/p))) 
q=qnorm(pgamma(y,shape=p,scale=m/p)) 
if (a1+a2+b1>=1) l=-10^(9) 
return(q) 
} 
 
res_quant<-lvq(fit.y$par) 
par(mfrow=c(3,2)) 
res_quant<-ts(res_quant) 
plot(res_quant) 
qqnorm(res_quant) 
qqline(res_quant) 108 
 
mean(res_quant) 
var(res_quant) 
acf(res_quant) 
pacf(res_quant) 
acf(res_quant^2) 
pacf(res_quant^2) 
 
Consideriamo la seconda specificazione: la mistura di Gamma con pesi fissi 
(MIX). La funzione lvmem  restituisce la log-verosimiglianza del modello MIX 
per il vettore dei parametri.  
 
lvmem<-function(theta) 
{ 
g1=abs(theta[1]) 
g2=abs(theta[2]) 
c=abs(theta[3]) 
a=abs(theta[4]) 
b1=abs(theta[5]) 
b2=abs(theta[6]) 
g=abs(theta[7]) 
p=abs(theta[8]) 
m=matrix(0,ncol=1,nrow=n) 
m[2]=c/(1-a-b1-b2) 
for (i in 3:n) 
{ 
m[i]=c+a*y[i-1]+b1*y[i-2]+b2*m[i-1] 
} 
m=m[3:n] 109 
 
y=y[3:n] 
l=sum(log((p*(1/m)*(1/gamma(g1))*(1/(g^g1))*((y/m)^(g1-1))*exp(-
y/(m*g)))+((1-p)*(1/m)*(1/gamma(g2))*(1/(((1-p*g1*g)/((1-
p)*g2))^g2))*((y/m)^(g2-1))*exp(-y/(m*((1-p*g1*g)/((1-p)*g2))))))) 
if (a+b1+b2>=1) l=-10^(9) 
return(l) 
}     
 
La  stima,  la  visualizzazione  dei  risultati  e  il  controllo  del  modello  stimato 
diventano identici al modello precedente cambiando opportunamente solo i 
SDUDPHWULGಬLQWHUHVVH 
Scriviamo  adesso  la  log-verosimiglianza  per  il  terzo  modello:  mistura  di 
Gamma con pesi variabili (TVM).  
 
lvmem<-function(theta) 
{ 
g1=abs(theta[1]) 
g2=abs(theta[2]) 
c=abs(theta[3]) 
a=abs(theta[4]) 
b1=abs(theta[5]) 
b2=abs(theta[6]) 
d=theta[7] 
d1=theta[8] 
d2=theta[9] 
g=abs(theta[10]) 
m=matrix(0,ncol=1,nrow=n) 
p=matrix(0,ncol=1,nrow=n) 110 
 
m[2]=c/(1-a-b1-b2) 
p[2]=0.5 
for (i in 3:n) 
{ 
m[i]=c+a*y[i-1]+b1*y[i-2]+b2*m[i-1] 
p[i]=(exp(d+d1*y[i-1]+d2*p[i-1]))/(1+exp(d+d1*y[i-1]+d2*p[i-1])) 
} 
m=m[3:n] 
p=p[3:n] 
w=(1-p*g1*g)/((1-p)*g2) 
y=y[3:n] 
l=sum(log((p*(1/m)*(1/gamma(g1))*(1/(g^g1))*((y/m)^(g1-1))*exp(-
y/(m*g)))+((1-p)*(1/m)*(1/gamma(g2))*(1/(w^g2))*((y/m)^(g2-1))*exp(-
y/(m*w))))) 
if (a+b1+b2>=1) l=-10^(9) 
return(l) 
} 
 
&RQVLGHULDPR OಬXOWLPD VSHFLILFD]LRQH Mistura  di  due  MEM  (LANNE).  La 
funzione lvmem  restituisce la log-verosimiglianza del modello di Lanne  per il 
vettore dei parametri.  
 
lvmem<-function(theta) 
{ 
p=abs(theta[1]) 
g1=abs(theta[2]) 
c1=abs(theta[3]) 
a11=abs(theta[4]) 111 
 
b11=abs(theta[5]) 
b12=abs(theta[6]) 
g2=abs(theta[7]) 
c2=abs(theta[8]) 
a21=abs(theta[9]) 
b21=abs(theta[10]) 
b22=abs(theta[11]) 
m1=matrix(0,ncol=1,nrow=n) 
m2=matrix(0,ncol=1,nrow=n) 
m1[2]=c1/(1-a11-b11) 
m2[2]=c1/(1-a11-b11) 
for (i in 3:n) 
{ 
m1[i]= c1+a11*y[i-1]+b11*y[i-2]+b12*m1[i-1] 
m2[i]= c2+a21*y[i-1]+b21*y[i-2]+b22*m2[i-1] 
} 
m1=m1[3:n] 
m2=m2[3:n] 
y=y[3:n] 
l=sum(log(p*dgamma(y,shape=g1,scale=m1/g1)+(1-
p)*dgamma(y,shape=g2,scale=m2/g2))) 
if (a11+b11+b12>=1) l=-10^(9) 
if (a21+b21+b22>=1) l=-10^(9) 
return(l) 
} 
 112 
 
Bibliografia 
 
 
ANDERSEN  T.G.  AND  BOLLERSLEV  T.  (1998),  Answering  the  Skeptics: 
Yes, Standard Volatility Models Do Provide Accurate Forecasts, International 
Economic Review, 39, 885-905. 
 
ANDERSEN,  T.G.,  BOLLERSLEV,  T.,  CHRISTOFFERSEN,  P.F.,  AND 
DIEBOLD, F.X. (2005), Volatility and Correlation Forecasting, Handbook of 
Economic Forecasting, Amsterdam. 
 
ANDERSEN  T.G.,  BOLLERSLEV,  T.,  DIEBOLD,  F.X.,  AND  LABYS,  P., 
(2003), Modeling and Forecasting Realized Volatility, Econometrica, 71, 579- 
625. 
 
CHRISTIAN  T.  BROWNLEES,  GIAMPIERO  M.  GALLO  (2006),  Financial 
Econometric  Analysis  at  UltraದHigh  Frequency:  Data  Handling  Concerns, 
Working paper. 
 
COX,  D.  R.  AND  SNELL,  E.  J.  (1968),  A  general  definition  of  residuals, 
Journal of the Royal Statistical Society, Series B 30(2), 248ಧ275. 
 
DI  FREDERIC  S.  MISHKIN,  STANLEY  G.  EAKINS,  GIANCARLO 
FORESTIERI  (2007),  Istituzioni  e  mercati  finanziari,  Addison  Wesley 
Longman Italia. 
 113 
 
DUNN,  P.  K.  AND  SMYTH,  G.  K.  (1996),  Randomized  quantile  residuals, 
Journal of Computational and Graphical Statistics 5(3), 236ಧ244. 
 
FABRIZIO CIPOLLINI, GIAMPIERO M. GALLO (2009), Automated Variable 
Selectionin Vector Multiplicative Error Models, Working paper. 
 
FABRIZIO CIPOLLINI, ROBERT F. ENGLE, GIAMPIERO M. GALLO (2006), 
Multiplicative  Error  Models:  Representation  And  Inference,  Working  Paper 
12690 National Bureau Of Economic Research 1050 Massachusetts Avenue 
Cambridge, Ma 02138.  
 
GALLO G. M. e PACINI B. (2002), Metodi quantitativi per i mercati finanziari: 
LVWUX]LRQLSHUOಬXVR Casa Editrice Carrocci, Firenze. 
 
GIAMPIERO  M.  GALLO  MARGHERITA  VELUCCHI  (2007),  On  the 
Interaction  between  Ultraದhigh  Frequency  Measures  of  Volatility,  Working 
paper. 
 
GIOVANNI DE LUCA, GIAMPIERO M. GALLO (2005), Time-varying Mixing 
Weights  in  Mixture  Autoregressive  Conditional  Duration  Models,  Working 
paper. 
 
GIOVANNI  DE  LUCA  AND  GIAMPIERO  M.  GALLO  (2007),  Time-Varying 
Mixture Mem For Realized Volatility, Working paper. 
 
JEFFREY R. RUSSELL AND ROBERT F. ENGLE (2005), "A Discrete-State 
Continuous-Time  Model  of  Financial  Transactions  Prices  and  Times:  The 114 
 
Autoregressive Conditional Multinomial-Autoregressive Conditional Duration 
Model", Journal of Business & Economic Statistics, 23(2), pp. 166. 
 
LEENA  KALLIOVIRTA  (2006),  Misspecification  Tests  Based  On  Quantile 
Residuals, University Of Helsinki, Ruesg And Hecer Discussion Paper No. 
124. 
 
MARIA PACURAR (2006), Autoregressive Conditional Duration (Acd) Models 
In Finance: A Survey Of The Theoretical And Empirical Literature, School Of 
Business Administration, Dalhousie University.  
 
R.F. ENGLE, G.M. GALLO, M. VELUCCHI (2008), A MEM-based Analysis of 
Volatility Spillovers in East Asian Financial Markets, Working paper. 
 
R.F. ENGLE, G.M. GALLO, M. VELUCCHI (2008), A Model for Multivariate 
Non-negative Valued Processes in Financial Econometrics, Working paper. 
 
RICHARD ROLL (1984), A simple implicit measure of the effective bid-ask 
spread in an efficient market, The Journal of Finance, Volume 39, Issue 4 
1127-1139. 
 
ROBERT ENGLE (2002), New Frontiers For Arch Models, Journal Of Applied 
Econometrics, pp 425ದ446.  
 
ROBERT  F.  ENGLE  AND  JEFFREY  R.  RUSSELL  (1998),  Autoregressive 
Conditional Duration: A New Model For Irregularly Spaced Transaction Data, 
Econometrica, Vol. 66, No. 5, Pp. 1127-1162 ,The Econometric Society. 
 115 
 
ROBERT  F.  ENGLE
 
AND  GIAMPIERO  M.  GALLO  (2003),  A  Multiple 
Indicators Model For Volatility Using Intra-Daily Data, Working paper. 
ROBERT  E.  MCCULLOCH  AND  RUEY  S.  TSAY  (2001),  "Nonlinearity  in 
High-Frequency  Financial  Data  and  Hierarchical  Models.",  Studies  in 
Nonlinear Dynamics and Econometrics, 5(1), pp. 1-17. 
 
ROSENBLATT,  M.  (1952),  Remarks  on  a  multivariate  transformation,  The 
Annals of Mathematical Statistics 23(3), 470ಧ472. 
 
SHEPHARD, N. (1995), Generalized linear autoregressions, Working paper, 
Nuffield College, Oxford OX1 1NF, UK. 
 
SOFIANOS E WERNER (2000), ಯ7KH7UDGHVRIWKH1<6()ORRU%URNHUVರ, 
Journal of Financial Markets (3): 139-176. 
 
TAYLOR, STEPHEN (1988), Modelling financial time series, John Wiley & 
Sons, Great Britain. 
TIM  BOLLERSLEV  (1986),  Generalized  Autoregressive  Conditional 
Heteroskedasticity, Journal of Econometrics, vol. 31, issue 3, pages 307-327.  
 
TSAY (2005), Analysis Of Financial Time Series, 2nd Edition, A John Wiley & 
Sons, Inc., Publication. 
 
 116 
 
 
Webgrafia 
 
0DWHULDOH GLGDWWLFR D FXUD GHO SURIHVVRU ) /LVL GHOOD )DFROW¢ GL 6FLHQ]H
6WDWLVWLFKHGHOOಬ8QLYHUVLW¢GHJOL6WXGLGL3DGRYDSHULOFRUVRGLಫ6HULH6WRULFKH
)LQDQ]LDULHSURJUHGLWRಬ 
http://www.statistica.unipd.it/servizi/matdid.asp?idins=163 
 
Materiale  sul  funzionamento  dei  mercati  azionari,  informazioni  e  analisi  
dell'andamento degli indici azionari principali: 
http://www.dimensional.com/famafrench/qa/     
http://www.e-investimenti.com/ 
http://searchengineflashindexing.wordpress.com/ 
   
Analisi della YRODWLOLW¢HGHOOHVXH caratteristiche: 
http://staff.science.uva.nl/~marvisse/volatility.html    
http://www.tradingprofessionale.it/indexarticolo.php?idarea=2&idsez=2&idart=
723&ids=no 
 
 
 
 
 117 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 