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現在,生物資源科学部の一般教養において数学の講義である 「線形代数」 , 「解析学」,

















2 講義 「ネットワーク入門」 について
「ネットワーク入門」 は一般教養の半期1単位の実習科目として開講している.“ネッ


































3https:  //www . anaconda.  com/
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とmatplotlib も同梱されている.また,Spyder4 と呼ばれる Python用の簡易開発環境も
同梱されている.Anaconda はWindows だけでな  \langle MacOS にも対応しているオープン
ソースソフトウェアである.プログラミング環境の選択には,自宅で学習環境を構築す
ることができることも重要視している.Windows 限定となるが,Anaconda と似たパッ
ケージとして WinPython5 というプロジェクトも存在する.こちらはUSB メモリー等に
インストールができるので利便性が高い.
最初のプログラミング環境はAnaconda Prompt から導入を行った.Python実行環境
を設定された cmd exe と考えて良い.基本的に演習は Windows のメモ帳でプログラミ




その他に講義資料の作成に BIEX環境として Luatex‐ja6, もしくは ptex  2pdf^{7}を用い
た.ネットワーク図等の図形描画に  PGF/TikZ^{8} , 論理回路の描画に circuitikz9を用いて
いる.グラフの描画は matplotlib, 場合によっては GeoGebralo も利用した.この講究録
についても  PGF/TikZ, GeoGebra を用いている.また,課題提出確認は,大学で契約
している Google 社の GSuite for Education に含まれている Google Classroom11を活
用した.
3 ニューラルネットワークを理解するための準備











4https:  //www . spyder‐ide.  org/
5https://winpython.github. io/









ロンは1957年に Frank Rosenblatt によって考案された神経回路網を模したモデルであ
る.まずは単層パーセプトロンと出力の評価式について学ぶ.Python でパーセプトロ
























 w_{1} h() x_{1} a  y
 w_{2}
 x_{2}
図2: 活性化函数  h()
以下の評価式は単層パーセプトロンと活性化函数の関係をベクトルの内積で表したも
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習を繰り返し行っている.NumPy による計算も行うが,簡単な  2\cross 2 もしくは  2\cross 3 型
や  3\cross 2型の行列について,前もって手計算による習熟が重要である.










 (a_{1}^{(1)1)} a_{2}^{(1)} a_{3}^{(1)})=(x_{1} x_{2})  (\begin{array}{lll}
w_{11}^{(1)}   w_{21}^{(1)}   w_{31}^{(1)}
w_{12}^{(1)}   w_{22}^{(1)}   w_{32}^{(1)}









 \bullet シグモイド函数:  h(x)= \frac{1}{1+e^{-x}}
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図4: 階段函数とシグモイド函数 図5: 正規分布の確率密度関数















 \bullet 2乗和誤差:  E= \frac{1}{2}\sum_{k}(y_{k}-t_{k})^{2}








4 授業に関するアンケー  \vdash
以下は,学部で行われている授業アンケートの設問と回答である.
1. この授業科目を1週 (回) 受けるに当たり,授業時間以外で学習 (予習,復習,課
題等) にどのくらい取り組みましたか?
(1) 3時間以上 (2)  2\sim 3 時間 (3)  1\sim 2 時間 (4) 1時間未満 (5) していない
2. この授業科目に関し,授業時間外 (授業終了直後を含む) に,担当教員に対し質
問等をしましたか?
(1) 7回以上 (2) 5回程度 (3) 3回程度 (4) 1回程度 (5) 全くしていない
3. この授業科目を受けるに当たり,図書館をどのような目的で利用しましたか?
(1) 図書や文献資料を閲覧借りた (2) 図書館で予習復習をした (3) レファレン
スサービスを利用した (4) 相互利用サービスを利用した (5) 全く利用しなかった
4. この授業科目に関し,授業時間外に,学生間で共に学習しましたか?
(1) 何度もした (2) 数回した (3) 1回した (4) 休み時間に話す程度 (5) 全くしてい
ない
5. 授業時間外の学習 (予習,復習等) の方法について,担当教員から具体的 (シラ
バスに明記を含む) に示されましたか?
(1) 強くそう思う (2) そう思う (3) どちらとも言えない (4) そう思わない (5) 全く
そう思わない
6. 課題 (レポート,小テスト等) に対し,担当教員から学生へのフィードバック (評
価や講評等の開示) はありましたか?
(1) 詳細な講評,模範解答が示され,評価が開示された (2) 講義中に講評や解説,
個人への評価の開示があった (3) 評価の開示があったのみ (4) ほとんどなかった
(5) 課題は課されなかった
7. この授業科目は,シラバス (授業計画) 通り行われていたと思いますか?
(1) 強くそう思う (2) そう思う (3) どちらとも言えない (4) そう思わない (5) 全く
そう思わない
8. 担当教員は,授業に際し十分な準備を行し  \ovalbox{\tt\small REJECT} , 意欲的に授業を進めていたと思いま
すか?




(1) 強くそう思う (2) そう思う (3) どちらとも言えない (4) そう思わない (5) 全く
そう思わない
10. この授業科目の難易度及び進行は適切でしたか?
(1) 非常に適切であった (2) かなり適切であった (3) 難しく理解できない点があっ
た (4) 難しく,進行も速いので理解できない点があった (5) 全体的に難しく不適
切であった
11. この授業科目で学んだ内容をどのくらい理解できたかと思いますか?
(1) 9割以上 (2) 8割程度 (3) 6割程度 (4) 4割程度 (5) 2割以下
12. この授業を5段階で評価してください.
(1) とても良い (2) 良い (3) 普通 (4) 悪い (5) とても悪い
アンケートの回答分布表には 『「評定平均」 とは,「無記入記入ミス」 を除く有効回
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