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Abstract
GaAsBi is a promising candidate material for a 1 eV junction for multi-junction photo-
voltaics, as well as having many other potential applications in areas such as telecommu-
nications and spintronics. The growth of GaAsBi has proven problematic due to the large
size and low electronegativity of the Bi atom, and this has hindered its development. In this
thesis, the growth and material characterisation of GaAsBi is presented.
A systematic series of bulk GaAsBi samples were grown by molecular beam epitaxy to
investigate the effects of growth temperature, As flux and As species on the bismuth content
and optical quality of the samples. Two growth regimes became apparent: a temperature
limited regime in which the Bi content is limited by the miscibility of GaAs and GaBi,
and a Bi flux limited regime in which the Bi incorporation coefficient approaches unity.
The production of good quality GaAsBi was shown to require near a near stoichiometric
Ga:As atomic flux ratio. The dependence of Bi content on As species was explained by
considering the results of Foxon and Joyce, which show the necessary desorption of 50 %
of the incident As4 flux during GaAs growth. The optical quality of GaAsBi was shown to
have no dependence on the As species used during growth.
Using the expertise gained from the growth of bulk GaAsBi, a series of GaAsBi/GaAs mul-
tiple quantum well p-i-n diodes was grown and characterised. Preliminary results showed
that good quality structures were grown with photoluminescence peaks at around 1050 nm.
The samples containing a large number of quantum wells showed signs of strain relaxation
and a redshift and attenuation of their photoluminescence spectra. Calculations of the effects
of strain relaxation and loss of quantum confinement on the photoluminescence emission
wavelength, suggest that both factors contribute to the observed redshift. The onset of strain
relaxation in these samples appeared to occur at a similar average strain to InGaAs/GaAs
samples reported in the literature. These results suggest that GaAsBi could provide a com-
petitive alternative to InGaAs for high efficiency multi-junction photovoltaics.
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Chapter 1
Review of semiconductor physics and
the photovoltaic effect
1.1 Introduction
This chapter introduces the fundamental working principles of solar cells, starting at basic
semiconductor physics and then introducing the photovoltaic effect. Then follows a short
review of solar cell technology, including the fundamental limits to efficiency and the three
generations of solar cell designs. A brief overview of the thesis is given at the end of this
chapter.
1.2 Band structure in crystalline solids
1.2.1 Band formation
A crystalline solid comprises many atoms with discrete electron energy levels or orbitals,
bound together to form a repeating structure. The bonding of the electrons between the
atoms causes the degeneracy of their energy levels to be lifted, broadening the discrete
states into bands of electron states. This is shown in figure 1.1.
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Figure 1.1: The electron orbitals of an atom are used to bond to other atoms in a molecule. The
bonding orbitals have lower energy than the anti-bonding orbitals (those not used for bonding) and
they fill first (shown by the black dots representing electrons); in a crystalline solid these orbitals
form continuous bands of electron states (the grey regions in the crystal bands represent occupied
states; the white regions represent unoccupied states). Adapted from [1].
1.2.2 Band filling
The number of electron states in each band is equal to the number of atoms in the crystal.
The Pauli exclusion principle dictates that each state can only be occupied by two electrons
(spin up and spin down). Therefore, the average number of valence electrons of the atoms
in the crystal determines the filling of the bands. The level to which the bands are filled and
the alignment of the bands determines the class of the material. This is shown in figure 1.2.
In a crystalline material, the valence electron wavefunctions are delocalised, meaning the
electrons are free to move through the crystal, provided that there are states available for
them to move into. As such, no current can flow through the crystal in a band which is
completely full or completely empty. In order for current to flow, one or more of the bands
must be partially filled.
The energy gap between the highest filled band (valence band) and the next band up (con-
duction band) is known as the band gap (Eg). In an insulator the valence band is full and
the conduction band is empty, the band gap between them being large enough to prevent
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Figure 1.2: Band occupancies for different classes of material. The boxes represent bands of allowed
energy states; the grey areas represent states occupied by electrons. Note that the semiconductor is
the only material shown at a temperature above 0 K in order to highlight how it is different from
an insulator. The small occupancy of the semiconductor conduction band is due to the thermal
excitation of electrons. At 0 K it would look the same as the insulator. The metal will remain
conductive down to 0 K as it contains one partially filled band. The dashed lines represent the Fermi
levels of the materials as discussed in section 1.2.3. Adapted from [2].
any electrons from being thermally promoted to the conduction band at room temperature.
An intrinsic semiconductor is different because its band gap is small enough to allow some
thermal promotion of carriers at reasonable temperatures. Thus the difference between a
semiconductor and an insulator is purely quantitative and both classes will become insulat-
ing at 0 K. In a metal, the densities of states and electrons means that the conduction band
is half filled even at 0 K, explaining the excellent electrical conduction properties of metals.
1.2.3 The Fermi level
A useful way to quantify the occupancy of electron states is using the Fermi level. The Fermi
level is the energy level at which the probability of an electron state being occupied is 0.5.
Another way to consider the Fermi level is the level below which all of the electron states
are occupied and above which all of the electron states are empty at 0 K. The dashed lines
in figure 1.2 represent the Fermi levels of the materials. This thesis is concerned with the
development of new semiconductor materials and, as such, the remainder of this chapter will
consider semiconductors with band gaps nominally between 0.2 eV and 2 eV. The energy
distribution of electrons in a non-degenerate semiconductor (i.e. a semiconductor with a
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small population of electrons in the conduction band) is given by the Fermi function as
shown in equation 1.1:
f (E) ' exp
[
− (E − EF)
kBT
]
(1.1)
where f (E) is the probability of a state of energy E being occupied; EF is the Fermi energy;
kB is Boltzmann’s constant; T is the temperature.
1.2.4 Electrons and holes
When an electron is promoted into the conduction band it leaves an unoccupied electron
state in the valence band. It is convenient to consider an unoccupied electron state in the
valence band as a particle of positive mass and positive charge known as a hole. Hence, it
is common to say that electron-hole pairs are created when an electron is promoted. This
process is shown schematically in figure 1.3. As the energy of an electron in a band dia-
gram such as figure 1.3 is increased by moving vertically upwards, the energy of a hole is
increased by moving vertically downwards. In these diagrams electrons “sink” and holes
“float”.
Figure 1.3: An electron can absorb energy from an incident photon of sufficiently high energy and
be promoted into the conduction band. This process can also be considered as a hole being promoted
into the valence band.
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1.2.5 The dispersion relation
Each electron state in a crystalline solid has an associated energy and momentum. The
dispersion relation between the momentum and energy of electrons in the crystal lattice
produces a plot such as those in figure 1.4. The valence band maximum and conduction
band minimum do not always possess the same value of momentum. Semiconductors can
therefore be divided into two classes: direct gap and indirect gap. In a direct gap semi-
conductor the valence band maximum and the conduction band minimum possess the same
momentum and an electron in the conduction band may emit a photon to return to an un-
occupied state in the valence band. However, in an indirect gap semiconductor the valence
band maximum is not at the same momentum as the conduction band minimum. In this
case, as photons have very little momentum, an electron would need to emit a photon and
simultaneously interact with a lattice vibration (phonon) in order to relax. The same princi-
ple is true for absorption. Direct and indirect absorption are shown in figure 1.4. Direct gap
semiconductors absorb strongly for photon energies above the band gap but have short car-
rier lifetimes, as the carriers can radiatively recombine without phonon interaction. Indirect
gap semiconductors exhibit weaker absorption of photons with energy above the band gap
but have much longer carrier lifetimes.
Electrons in the conduction band can relax back to the valence band by one of several
mechanisms. These mechanisms are discussed in section 2.2. For now it is sufficient to
state that electrons have a finite excited lifetime which is dependent on the material quality
of the host semiconductor.
1.3 Lattice constants, band gaps and alloying
1.3.1 Binary III-V compounds and alloying
Each semiconductor has an associated lattice constant, which is the length of one side of
the unit cell of that material. As most III-V alloys have zinc-blende structures (see sec-
tion 2.1.7.1), the lattice constant of all of these alloys will be considered to be independent
of direction. Figure 1.5 shows the band gaps and lattice constants of several III-V semicon-
ductors.
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Figure 1.4: Diagram of the dispersion relations in direct and indirect band gap semiconductors.
Carriers in semiconductors with direct band gaps can be promoted simply by absorbing incident
photons. In indirect semiconductors, carriers can only be promoted if they interact with a lattice
vibration (phonon) and simultaneously absorb a photon. The k axis represents carrier momentum
and the E axis represents carrier energy.
Figure 1.5: Lattice constants and band gaps for several III-V semiconductors.
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It is possible to produce semiconductors with different band gaps and lattice constants by
alloying these materials together. Figure 1.6 shows how the band gaps and lattice constants
of these semiconductors are modified by alloying in ternary compounds.
Figure 1.6: Lattice constants and band gaps for several ternary III-V semiconductors. The discon-
tinuities in some of the alloying curves are due to the band gap changing from direct to indirect (as
discussed in section 1.2.5).
III-V ternaries clearly allow significant band gap and lattice constant tailoring; however,
they are still restricted to the lines in figure 1.6. The regions between the ternary alloying
lines can be reached by further alloying (quaternaries, quinternaries etc...).
1.3.2 Vegard’s law
The lattice constants of the ternary alloys are usually assumed to obey Vegard’s law [3],
which states that the lattice constant of a ternary compound can be determined by linear
interpolation between the lattice constants of its end binary compounds. Vegard’s law can
be expressed mathematically for a compound AxB1−xC as shown in equation 1.2:
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aABC = xaAC + (1 − x)aBC (1.2)
where aABC is the lattice parameter of the ternary; aAC and aBC are the lattice parameters
of AC and BC respectively; x is the proportion of the ternary comprising AC. A similar
expression can be used to describe the variation of the band gap with alloying. The ex-
pression must be modified to account for the slightly non-linear variation of band gap with
alloy composition, as observed in most compounds, by incorporating a bowing parameter.
The variation of band gap with alloying for most III-V compounds can be described by
equation 1.3:
EABC = xEAC + (1 − x)EBC + x(1 − x)b (1.3)
where EABC is the band gap of the ternary compound; EAC and EBC are the band gaps of
the end binary compounds AC and BC respectively; b is the bowing parameter. Note that
some of the alloying lines in figure 1.6 show abrupt changes in curvature. This is caused by
the material changing from direct to indirect, meaning that these curves can be recreated by
calculating the direct and indirect band gaps using equation 1.3 and taking the smaller value
at each point. Compounds which have a large difference in electronegativity between the
component elements, such as GaAsBi, exhibit bowing parameters which vary as a function
of x. This phenomenon implies that the modified form of Vegard’s law is not sufficient to
describe the band gaps of these compounds. Instead they need to be described using the
band anticrossing model. This will be discussed in section 3.1.2.1.
1.4 Doping and devices
1.4.1 Doping
The Fermi level, and hence the electron occupancy of band states, can be artificially modi-
fied by the inclusion of dopant atoms in the host lattice. An insulator which is made semi-
conducting by the addition of dopant atoms is known as an extrinsic semiconductor. A
dopant atom is an atom which has a different number of valence electrons to the other atoms
in the crystal and occupies one of the host lattice sites. There are two types of dopant: donor
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and acceptor. A donor has more valence electrons than the atom it replaces and an acceptor
has fewer. The energy levels of donor electrons or acceptor holes are usually within the
band gap and very close to the conduction or valence band edge respectively. This means
that they are easily thermally ionised to either donate an electron to the conduction band
or accept an electron (donate a hole) from (to) the valence band. This process is shown in
figure 1.7. A donor atom is known as an n-type dopant and doping a semiconductor with
it produces an n-type semiconductor. An acceptor atom is known as a p-type dopant and
doping a semiconductor with it produces a p-type semiconductor. By changing the doping
type and level throughout a semiconductor it is possible to produce structures with specific
functionalities.
Figure 1.7: Schematic diagram of donors and acceptors in p-type and n-type semiconductors. When
there is sufficient thermal energy the donors become ionised and free carriers are injected into the
system. Note that the fermi level (E f ) has been modified by the addition of the dopants. At room
temperature it is reasonable to assume that all of the donor impurities in an extrinsic semiconductor
have been ionised as they have binding energies of a few meV [4]. However, as acceptor impurities
typically have binding energies of up to 20 meV in GaAs, they tend to only be partially ionised at
room temperature [4].
1.4.2 The pn junction
The fundamental building block of many semiconductor devices is the pn junction. The
characteristics of a pn junction can be understood by considering joining together two lay-
ers, one n-type, the other p-type, as shown in figure 1.8. In practice this is not possible and
the junctions are produced by growing or diffusing the layers on top of each other. However,
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considering the joining of a p-type and an n-type layer allows one to understand the physics
of the pn junction.
Figure 1.8: A pn junction prior to any charge transfer between the p-type and n-type layers.
At room temperature the n-type layer has an excess of free electrons and the p-type layer
has an excess of free holes. Diffusion will cause electrons to migrate into the p-type layer
and holes to migrate into the n-type layer. This is known as a diffusion current of majority
carriers. These charge carriers then annihilate, leaving behind the ionised dopant atoms. The
resulting region, which is devoid of free carriers, is known as the depletion region. The build
up of negative charge in the p-type layer and positive charge in the n-type layer produces
a voltage across the junction known as the built in potential. The electric field caused by
the built in potential induces a current which flows in the opposite direction to the diffusion
current. This current is known as the drift current. The junction reaches equilibrium when
the diffusion and drift currents are equal and opposite. This theoretical sequence of events
is shown in figure 1.9.
1.4.2.1 The effect of bias
It is instructive to consider the behaviour of the pn junction when an external bias is applied.
When the external bias is in the same sense as the built in potential then the junction is said
to be reverse biased and when the external bias acts against the built in potential the junction
is said to be forward biased. Biasing the junction has the effect of changing the potential
between the n and p regions.
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Figure 1.9: Illustration of the theoretical stages of pn junction formation. a) The two doped regions
are brought into contact and no charge transfer has yet taken place b) The diffusion of the carriers
produces a diffusion current; their subsequent annihilation gives rise to a depletion region within
which the ionised dopant atoms produce an electric field c) The electric field throughout the junction
d) The electric field causes a bending of the valence and conduction bands.
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1.4.2.2 Fermi level splitting
The application of an external bias has the effect of changing the Fermi levels of the elec-
trons and holes within the semiconductor. The two populations can no longer be described
by a single Fermi level and it is necessary to separately describe the electron and hole popu-
lations. The populations of electrons and holes are said to each obey their own quasi-Fermi
level (QFL). These levels are shown in figure 1.10.
Figure 1.10: Effect of a forward bias on a pn junction. a) There is no bias and the electrons and
holes can be described by a single fermi level. b) A forward bias is applied to the system and the
fermi level splits into quasi-Fermi levels describing the electron (EFe) and hole (EFh) populations.
1.4.2.3 The Shockley equation
The potential between the n and p regions has negligible effect on the drift current. However,
changing the magnitude of the barrier changes the proportion of majority carriers on either
side of the junction that can overcome the barrier and diffuse to the other side. Reverse
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biasing the junction increases the potential across the junction and reduces the diffusion
current. In this simple picture, at sufficiently high reverse biases the total current across the
junction will be equal to the drift current. In forward bias the potential barrier is reduced
and the diffusion current increases, giving rise to an exponentially increasing total current
described by the Shockley equation as shown in equation 1.4:
I = I0
[
exp
(
eVbias
kBT
)
− 1
]
(1.4)
where I is the current passing through the junction; I0 is the drift current across the junction;
e is the charge on a proton; Vbias is the bias voltage across the junction; kB is Boltzmann’s
constant; T is the temperature.
1.4.2.4 Diode Ideality
In real devices there is another current produced by the recombination of carriers via trap
states in the depletion region. The trap states can be created by many things including
impurity atoms and dislocations. The recombination current can be expressed in a similar
way to equation 1.4:
Irec = I0rec
[
exp
(
eVbias
2kBT
)
− 1
]
(1.5)
where I0rec is a constant. The magnitude of the recombination current is maximised when
the trap states are located in the middle of the band gap, which is the reason for the factor
of 2 in the denominator of the exponential in equation 1.5. The total current is the sum of
the ideal and recombination currents. A good fit to experimental data can be obtained using
equation 1.6:
I = I0
[
exp
(
eVbias
nkBT
)
− 1
]
(1.6)
where n is the ideality factor, which takes values between 1 and 2. An ideality factor of
1 indicates that diffusion current dominates the I-V characteristic of a device. An ideality
factor of 2 indicates that recombination via defects dominates the I-V characteristic of a
device. I-V characteristics with n=1 and n=2 are shown in figure 1.11.
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Figure 1.11: The theoretical Shockley diode curve for two diodes of ideality factors 1 (black line)
and 2 (red line). The graph at the top shows the data on a linear y axis; the plot at the bottom shows
the data on a log y axis.
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1.4.2.5 Parasitic resistances
In reality, a diode will have parasitic resistances associated with it. The equivalent circuit
of a diode taking these resistances into account is shown in figure 1.12.
Figure 1.12: Equivalent circuit diagram of a diode including parasitic resistance.
There are two resistances shown in figure 1.12. Shunt resistance (Rsh), in parallel with the
diode, accounts for leakage currents due to defects. The series resistance (Rs) accounts for
voltage drops due to poor contacts. Equation 1.7 describes the ideal diode equation taking
these resistances into account.
I = I0
[
exp
(
e(Vbias + IRs)
nkBT
)
− 1
]
− Vbias + IRs
Rsh
(1.7)
For best performance it is desirable to have the lowest possible series resistance (good con-
tacts) and the highest possible shunt resistance (good material quality).
1.4.2.6 p-i-n structures
For some applications an undoped region is grown between the p and n regions in a diode to
form a p-i-n structure. These structures are conceptually the same as the pn diodes discussed
earlier. However, an important difference is that the electric field is maintained across a
much larger region, known as the i-region, provided that it is fully depleted. For most
device applications the i-region is ∼ 0.5 - 1 µm thick. Excessive background doping in the i-
region can reduce the width of the depleted region and impair the penetration of the electric
field.
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1.5 The photovoltaic effect
If the junction is subjected to incident light of sufficient energy then electron-hole pairs are
created in the junction. These carriers can then be separated by the electric field across the
depletion region to create a current in the circuit. Such a current is known as a photocurrent
and the process is known as the photovoltaic (PV) effect. This is shown in figure 1.13.
Figure 1.13: The photovoltaic effect in a p-i-n diode. In the diagram a photon with sufficient energy
to promote an electron into the conduction band is absorbed in the i-region. The resulting electron-
hole pair is then separated by the inbuilt electric field.
The band structure shown in figure 1.13 is a p-i-n diode. Provided the electron-hole pair is
excited in the i-region it will immediately be separated by the electric field. If the junction
were a pn design then the electron-hole pair would need to diffuse to the pn junction in order
to be separated. The separation of of charge generated by the PV effect is the mechanism
by which solar cells produce electrical power. For maximum efficiency, most solar cells
contain a p-i-n junction to provide efficient separation of charge carriers throughout the
device without the need for the carriers to diffuse to the pn junction.
1.5.1 Brief history
The photovoltaic effect was first observed by Bequerel in 1839 [5]. However, the effect was
not utilised in a solid state device until 1883 when Fritts created a selenium solar cell [6].
The first Si cell was produced by Bell Labs in 1954 [7]. Si cells are now the most common
solar cells, partly due to the abundance of Si in the earth’s crust and partly due to the
optimisation of Si production and processing techniques throughout the development of
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computer technology. The global photovoltaic power generation capacity has increased
exponentially in recent years as shown in figure 1.14.
Figure 1.14: Global installed PV capacity since 1996. Data taken from [8].
There are many different solar cell designs for different applications, some of which are dis-
cussed in section 1.5.7. The operating principles and loss mechanisms are common through-
out all of the various types and a general overview of these is described in the following
sections.
1.5.2 Photocurrent
To a good approximation the total current output of a cell under illumination is the sum of
the dark current and the photocurrent. This is shown in figure 1.15.
1.5.3 Key parameters of solar cell performance
Several key parameters of a solar cell can be extracted from the illuminated I-V curve as
shown in figure 1.15. The short circuit current (Isc) is the current produced by the cell when
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Figure 1.15: The effect of illumination on a diode I-V curve. The key parameters of a solar cell’s
performance are highlighted here and explained in the text.
no bias is applied and the open circuit voltage (Voc) is the voltage required to reduce the
cell’s output current to zero. As electrical power is equal to the product of current and
voltage it is clear that no power is produced at either Voc or Isc. In principle, one would
like the short circuit current to be maintained up to the open circuit voltage, yielding a
power output equal to the product of Voc and Isc. In practice, the I-V curve of an ideal
diode as shown in figure 1.11 makes this impossible and the maximum power output is
achieved at Vm <Voc and Im < Isc. This deviation from the ideal scenario can be quantified
by introducing the concept of a fill factor (FF):
FF =
ImVm
IscVoc
(1.8)
which quantifies the “squareness” of the diode’s light I-V curve.
The efficiency (η) of a solar cell is defined as the electrical power out divided by the optical
power in:
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η =
ImVm
Ps
=
FF IscVoc
Ps
(1.9)
where Ps is the incident solar power. Clearly, in order to compare the efficiencies of dif-
ferent cells, the incident solar power must be standardised and a standard solar spectrum is
required.
1.5.4 The solar spectrum
The solar spectrum is very well described by Planck’s equation for a blackbody at 5800 K.
However, Earth’s atmosphere introduces absorption lines into that spectrum. The solar
spectrum is shown in figure 1.16.
Figure 1.16: The AM 0 and AM 1.5 solar spectra. Data taken from [9].
The attenuation of the spectrum is determined by the distance travelled by the light through
the atmosphere. This distance is denoted by the air mass (AM) index:
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nAM =
optical path length to sun
optical path length to sun i f in zenith
= csc γs (1.10)
where γs is the angle of elevation of the sun.
The solar spectrum with no atmospheric absorption (i.e. as viewed from a point outside the
Earth’s atmosphere) is the AM 0 spectrum; the spectrum seen from the Earth’s surface with
the sun in the zenith is the AM 1 spectrum. The standard spectrum used for terrestrial PV
characterisation is the AM 1.5 spectrum normalised to 1 kWm−2, which is equivalent to the
spectrum seen when γs ∼ 42 °. The AM 0 and AM 1.5 spectra are illustrated in figure 1.16.
The variation of AM index with position is shown in figure 1.17.
Figure 1.17: How the AM index changes with position.
1.5.5 Theoretical efficiency limits
Even if one ignores the extrinsic losses in a solar cell such as contact resistance and material
defects, the theoretical efficiency of a solar cell can never be 100 %. Intrinsic losses also
limit the potential performance of a cell.
There are several intrinsic loss mechanisms in solar cells. First, consider a photon with
energy less than the band gap incident on the cell. Any such photon will be transmitted
through the cell without being absorbed. This sub-band gap photon loss can be minimised
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by reducing the band gap of the cell. The second major loss mechanism is carrier thermali-
sation. Any photons with energy greater than the band gap will produce carriers with excess
energy. These carriers will thermalise to the band edge by emitting phonons, losing their
excess energy as heat. This carrier thermalisation loss can be minimised by increasing the
band gap of the cell. These two loss mechanisms are shown in figure 1.18. Clearly they
cannot both be simultaneously minimised and there will be an optimum band gap at which
the combined loss from both mechanisms is minimised for any given incident spectrum.
This is also shown in figure 1.18.
Figure 1.18: The sub-band gap photon and thermalisation loss mechanisms in solar cells. The
theoretical maximum efficiency for a single junction solar cell under an AM 1.5 spectrum without
concentration is shown. Taken from [10].
The intrinsic losses in a solar cell are presented in graphical form in [11] as shown in fig-
ure 1.19. Note that Below band gap transmission and thermalisation are the biggest loss
mechanisms. Boltzmann loss is due to the inequality between the angle through which di-
rect solar energy is absorbed and the angle through which the solar cell emits light due to
the unavoidable radiative recombination of carriers. Boltzmann loss is discussed further in
section 1.5.6. Carnot loss is due to the finite temperature difference between the Sun and
the cell; it would vanish if the Sun were infinitely hot and the cell were at 0 K. Emission
loss is due to Kirchoff’s law, which states that any body which absorbs light must also emit
light.
1.5.6 Effect of concentration
The inequality between the solid angles of light absorption and emission, that gives rise to
Boltzmann loss in solar cells, is shown in figure 1.20, which also shows how the inequality
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Figure 1.19: Diagram highlighting the losses from a single junction solar cell under the AM 1.5
spectrum. Adapted from [11].
between these angles can be reduced by concentrating the incident light, which reduces the
Boltzmann loss.
The Boltzmann loss can also be reduced by restricting the emission angle of light from the
solar cell, for example by using a reflective surface to prevent emission from the unillu-
minated side of the cell [12]. A small correction to the Boltzmann factor arises from the
finite temperature of the cell’s surroundings; the cell will not only absorb direct light from
the sun, but also from all other angles. However, the flux density from the surroundings is
far smaller than that from the sun and this effect is small. A final point on concentration
is that it also helps to reduce the extrinsic efficiency loss due to poor material quality. Any
non-radiative recombination centres in the material (as mentioned in section 2.2.2) can be
saturated by injecting sufficient carriers. Thus, concentration allows the cell to approach
the ideal radiative limit. The level of concentration is usually defined by the effective solid
angle of direct irradiance on a cell from the sun, stated as a multiple of the solid angle of
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Figure 1.20: a) The disparity between light absorption and emission angles leads to radiative loss in
solar cells. b) By concentrating the sunlight, that disparity can be reduced and the cell’s efficiency is
increased.
the sun without concentration, e.g.× 1000 suns.
1.5.7 The three generations of solar cells
Solar cell technologies can be roughly divided into three main categories known as the first,
second and third generations [13]. The cost per unit power of each of these generations is
shown in figure 1.21. Most of these technologies are beyond the scope of this project, so
this section is limited to explaining the general concepts behind each technology.
1.5.7.1 First generation solar cells
First generation cells include Si and III-V single junction cells. The initial impetus for the
development of crystalline Si cells was for space based power generation for satellites [14].
The terrestrial market was some way behind but was stimulated through reductions in cost
and improvements in efficiency. They are popular due to their relative ease of installation
and their proven lifetimes. The majority of PV installation is first generation.
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Figure 1.21: The three generations of photovoltaics. The pink bands represent the ranges of max-
imum theoretical efficiency achievable by single and triple junction solar cells at different levels of
solar concentration. The green, yellow and red bubbles represent the regions of the plot occupied by
first, second and third generation solar cells respectively. Adapted from [13].
1.5.7.2 Second generation solar cells
Second generation cells reduce the cost per Watt of devices by reducing the cost of man-
ufacture. While the efficiencies of such cells tend to be lower than the efficiencies of first
generation solar cells, the drop in efficiency is small compared to the reduction in price.
These technologies include organic and thin-film cells, which are often thin enough to be
flexible and are, therefore, of great interest for applications such as portable PV, building
materials and window tinting. Manufacturers of second generation cells have struggled to
consistently produce commercial devices with the same efficiency as their laboratory proto-
types [15].
Organic solar cells are of particular interest because they can be deposited via spray coating,
dramatically reducing the manufacture costs. The key issue with the technology is that the
active layer reacts strongly with oxygen and water, resulting in rapid degradation of the
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cell [16].
1.5.7.3 Third generation solar cells
Third generation solar cells achieve low costs by increased efficiencies. There are many dif-
ferent methods by which these technologies attempt to exceed the single junction maximum
efficiency. The remainder of this chapter outlines some of these technologies.
Hot carrier solar cells Hot carrier solar cells tackle the thermalisation loss mechanism.
By extracting carriers while the excited carrier population exhibits a higher temperature en-
ergy distribution than the lattice, the loss due to thermalisation can, in principle, be reduced.
Thermalisation rates need to be reduced in order to preserve the thermal distribution of the
excited carriers [17]. By using energy selective contacts, the carriers excited within the de-
vice can be collected without thermalising [18]. To date there have been no demonstrations
of effective hot carrier solar cells.
Intermediate band solar cells An alternative route to reducing transmission loss is to
employ an intermediate conduction band within the band gap of a solar cell as shown in
figure 1.22 [19]. Incident photons can either promote carriers between the valence band and
the upper conduction band; the valence band and the lower conduction band; or the lower
conduction band and the upper conduction band. Provided that the two conduction bands
are not in thermal equilibrium, there should be minimal energy transfer between the bands.
In order to maintain thermal isolation between the two conduction bands, carriers must only
be extracted from the upper conduction band. This requires energy selective contacts, as
mentioned for hot carrier solar cells. There are now three band gaps absorbing the incident
light, which reduces both the transmission and thermalisation losses. Optimal efficiency
requires that the rate of carrier excitation from the valence band to the first conduction band
equals that from the first conduction band to the second conduction band. A maximum
theoretical efficiency has been predicted for this kind of solar cell at 63.1 % [20].
Multi-junction solar cells Thermalisation and sub-band gap transmission losses can si-
multaneously be reduced by absorbing each component of the solar spectrum with a spe-
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Figure 1.22: Band layout of an intermediate band solar cell. The three boxes represent three bands.
The valence band (grey to denote filling at 0 K), the conduction band (top) and the intermediate band.
Provided the intermediate band and the conduction band are thermally insulated from each other, the
cell acts as if it has three band gaps of energies Eg, Eg1 and Eg2. Adapted from [19].
cially optimised cell. There are several different ways of achieving this, as shown in 1.23.
Figure 1.23: Three different implementations of a multi-junction solar cell. a) The spectrum is split
prior to being incident on the cells. b) The cells are stacked on top of each other and contacted
individually (known as a “four terminal tandem”). c) The cells are stacked on top of each other and
work in series (known as a “two terminal multi-junction”).
Each of the designs shown in figure 1.23 presents technological challenges which limit the
efficiency of the design [19]. The splitting of the solar spectrum prior to absorption (as
shown in figure 1.23a) is very challenging and, as such, this design has not been widely
adopted. The other two designs shown in figure 1.23 involve stacking the cells with the
highest band gap cell uppermost. The high energy components of the incident spectrum are
absorbed by the top cell with the remaining light transmitted to the subsequent cell(s). The
development of the four terminal tandem (figure 1.23b) has been limited by the difficulty
in individually contacting to the cells. In principle, however, this design is capable of very
high efficiencies as the power from each cell is extracted separately. The most widely used
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form of multi-junction solar cell is the two contact type (figure 1.23c). The convenience
of a multi-junction cell which can be incorporated into a system in the same way as a
single junction cell has made this design almost ubiquitous [21]. The limitations of this cell
architecture are discussed below.
Clearly, the number of junctions in any multi-junction cell will determine the maximum lim-
iting efficiency of the cell. With each additional junction the thermalisation and below band
gap transmission losses will be reduced, increasing the limiting efficiency. The limiting ef-
ficiencies for solar cells with different numbers of junctions under 1000× concentration of
the AM 1.5 spectrum are shown in table 1.1 [22].
Table 1.1: Maximum theoretical efficiencies for solar cells with different numbers of junctions under
1000× AM 1.5 solar spectrum. Data taken from [22].
Number of junctions Maximum efficiency (%)
1 37
2 50
3 56
36 72
Each subcell in a multi-junction solar cell is connected to the next subcell by a tunnel junc-
tion [23]. A tunnel junction is a thin layer of highly doped material. This material bends the
bands in the cell to bring the conduction band of one subcell into alignment with the valence
band of the next subcell such that the difference in potential between the bands is zero. The
electrons and holes on either side of the junction can then tunnel through the junction and
the subcells on either side of the junction can continue to produce current. The tunnelling
current is limited by the density of allowed states for a carrier to tunnel into. This is limited
by mis-alignment of the bands and by any inequality between the number of electrons and
holes on either side of the tunnel junction. A simplified band structure diagram of a double
junction solar cell is shown in figure 1.24.
As the two terminal multi-junction design is effectively several cells in series, Kirchoff’s
law applies, i.e. the current passing through each component of the stack must be equal.
This has significant implications for the cell’s design.
Figure 1.25 shows the I-V characteristics of the subcells in a tandem (two junction) solar
cell. The maximum power point of each subcell is marked with a red dot. In the current
matched case, the maximum power points occur at the same current, meaning that, with
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Figure 1.24: Simplified band structure of a double junction solar cell under dark and illuminated
conditions (light incident from the left). The carriers are swept apart by the built in field of each
subcell and tunnel through to the next junction in the cell. Based on [24].
a carefully tuned load on the cell, both subcells will be working at maximum power and
the tandem cell will work at optimum efficiency. If, however, one of the subcells over -
or under - supplies current (the “not current matched” case in figure 1.25) then both cells
will operate away from their maximum power points and the efficiency of the tandem cell
will be diminished. This effect is observed in tandem cells grown on Ge. The Ge junction
overproduces current and the energy from this excess current is lost.
There are two main ways of tuning the current production of a subcell. First, one can thin
the over-producing junction, reducing the total absorption in that subcell and allowing the
transmitted light to produce current in the other subcells [26]. While this technique al-
lows the system to approach current matching, it also increases thermalisation losses as the
transmitted high energy photons produce high energy carriers in a low band gap material.
The second approach that can be taken is to tune the band gaps of the subcells so that the
current produced in each subcell is made equal with a minimal increase in thermalisation
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Figure 1.25: Individual I-V curves of subcells in a tandem solar cell. The maximum power point
of each cell is marked with a red dot. The dashed lines indicate the current and voltage across each
subcell. Note that Kirchoff’s law demands that the current be equal in both subcells so the dashed
line is common to both subcells in each configuration. Adapted from [25].
loss. The technical difficulty with this approach is finding a lattice matched material of the
appropriate band gap. As can be seen from figure 1.6, the III-V ternary alloys do not of-
fer a comprehensive range of band gaps at any given lattice constant. Growing non-lattice
matched subcells creates strain within the multi-junction solar cell, which can lead to dis-
locations which promote non-radiative recombination within the device. Some groups have
produced highly efficient cells by growing non-lattice matched “metamorphic” subcells and
ensuring that any dislocations are formed in a layer which overproduces current [27]. This
technique minimises the effect of the non-radiative recombination caused by the disloca-
tions but it is only effective because the band gaps of the subcells are not ideal initially.
There is a strong drive to develop new III-V ternary and quaternary materials to allow better
tuning of multi-junction subcell band gaps. One area of particular interest is the devel-
opment of a 1 eV junction, lattice matched to Ge [28]. One group of emerging candidate
materials for this application is dilute nitrides [29]; however, the dramatic reduction of the
optical quality of GaAs upon the incorporation of N limits the effectiveness of this material
for photovoltaics [30]. An alternative material system for this application is GaAsBi, which
produces the same band gap reduction per unit strain as N on GaAs [31, 32].
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Multiple quantum well solar cells This topic is treated in detail in section 4.1 but will
be outlined here for completeness. In 1990, Barnham et al. [33] proposed the use of a
multiple quantum well (MQW) region to tune the absorption of existing III-V compounds
for photovoltaic applications. The basic concept of an MQW cell is shown in figure 1.26.
Figure 1.26: Band diagram of an MQW solar cell.
Carriers are absorbed within the wells at the ground state transition energy of the well (Ewell)
and are then thermally excited out of the wells and extracted at the voltage of the barriers.
This decoupling of the Isc and Voc allows the cell to exceed the single junction theoretical
maximum efficiency. However, the main advantage of MQW cells is realised with the ap-
plication of strain balancing. For many years, researchers struggled to produce good quality
MQW cells [34, 35]. The strain introduced by the wells led to dislocations which inhibited
the performance of the cells. In 1999, Ekins-Daukes et al. [36] suggested using strain bal-
ancing to prevent the onset of dislocations. Strain balancing involves growing alternating
compressive and tensile layers, meaning that the strain seen by the substrate averages to
zero. Using the strain balancing technique, it is possible to grow very thick MQW stacks
and, importantly, to independently tune the band gap and average lattice constant of the
MQW. This technique allows for more precise tuning of the subcells of multi-junction solar
cells. Commercially available MQW multi-junction solar cells have been produced with
efficiencies of around 44 % [37].
Third generation solar cell summary The third generation technologies discussed above
- i.e. hot carrier, intermediate band, multi-junction, and MQW solar cells - all work on the
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same principle. In each of these designs the cell exhibits several quasi-Fermi level (QFL)
separations throughout the cell. The multiple QFL separations allow carriers to be promoted
and have their energy harvested without losing energy to thermal equilibration with the other
QFLs throughout the cell [38].
1.6 Summary
This chapter has outlined the basics of semiconductor device physics and introduced the
physics of a solar cell. The different designs and challenges associated with third generation
photovoltaics have been discussed.
The purpose of this thesis is to assess the potential of GaAsBi as a candidate material for the
1 eV junction in multi-junction photovoltaics. This thesis mainly focuses on the growth of
GaAsBi and uses several analytical techniques to assess material quality and device struc-
ture of the samples grown in this work.
The remainder of this thesis is arranged as follows: Chapter 2 reviews the experimental
techniques used in this work, with particular attention paid to molecular beam epitaxy as it
is the main focus of this thesis.
Previous work on the growth and characterisation of GaAsBi is reviewed in chapter 3, which
then goes on to present an investigation into the growth of high quality bulk GaAsBi.
The device physics and development of MQW solar cells is discussed in more detail in chap-
ter 4, which then presents work on the growth and structural characterisation of strained
GaAsBi/GaAs MQW p-i-n diodes and compares their performance with reports of In-
GaAs/GaAs MQWs in the literature.
An overview of the results from this work and an outline of possible future work is given in
chapter 5.
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Chapter 2
Experimental methods
2.1 Molecular beam epitaxy
2.1.1 Vacuum deposition method
Molecular beam epitaxy (MBE) is a vacuum deposition process which was first developed
in the 1970s [1]. The technology is conceptually very simple; a substrate is held in an ultra-
high vacuum (UHV) (∼ 10−10 mBar) environment and subjected to atomic fluxes from the
tuneable evaporation of high purity elements in effusion cells. The high crystal purity and
sub-monolayer composition control made possible by this technique led to unprecedented
advances in semiconductor technology [2]. While there are other semiconductor growth
technologies which can be scaled more readily from research to industry level production,
such as metal-organic vapour phase epitaxy (MOVPE) [3], MBE is still a valuable research
tool. Whereas technologies such as MOVPE are chemically driven and require sufficient
sample temperatures to facilitate surface chemical reactions, the simplicity of MBE allows
growth to be performed at comparatively low sample temperatures [4]. By limiting the
temperature of the sample it is possible to prevent the propagation of dislocations through
the deposited structure, making it possible to grow highly strained structures using novel
material systems [5]. These capabilities mean that MBE growth maintains its status as a
cutting edge technique for the development of new material systems.
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2.1.2 Growth Modes
There are three main modes of epitaxial growth: Frank-van der Merwe (FvdM), Volmer-
Weber (VW) and Stransky-Krastanow (SK). Which growth mode is observed depends on
the interfacial free energies of the system [6]. There are three free energies of interest: that
of the epilayer/vacuum interface (γe), that of the epilayer/substrate interface (γi) and that of
the substrate/vacuum interface (γs). The interfaces relevant to these three free energies are
shown in figure 2.1. By considering the sum of γe and γs one can determine the energetically
favourable growth mode.
Figure 2.1: The surface free energies in MBE.
2.1.2.1 FvdM growth
FvdM growth is favoured if equation 2.1 is true. In this case it is energetically favourable
for incident atoms to bind to the substrate rather than binding to each other.
γe + γi < γs (2.1)
FvdM growth is a two dimensional, layer by layer growth mode which produces extremely
perfect material. This growth mode can only be accessed when growing epitaxial layers
of the same material as the substrate (homoepitaxy) or when growing a different material
(heteroepitaxy) with a very similar lattice constant to the substrate. The growth must also
be conducted at a high temperature to allow the atoms adsorbed onto the growth surface
enough thermal energy to migrate to appropriate lattice sites. These constraints can be
partially relaxed by the use of a surfactant, as discussed in section 2.1.4. The principles of
FvdM growth are shown in figure 2.2.
In this growth mode incident atoms are adsorbed onto the sample surface and migrate until
they find a step edge, where their potential energy is minimised [7]. At this point the atom is
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incorporated into the lattice. Note that most semiconductor substrates are offcut by a small
angle to produce a sufficient density of step edges and that step edges can be formed at
dislocations. The build-up of strain due to the growth of lattice mismatched materials will
eventually lead to this growth process becoming energetically unfavourable.
Figure 2.2: The concept of FvdM growth. Atoms incident on the surface migrate until they come
into contact with a step edge. At this point they bind to an appropriate lattice position. In this way
the step edges propagate across the growth surface.
2.1.2.2 VW growth
VW growth is favoured if equation 2.2 is true. In this case it is energetically favourable for
the incident atoms to bind to each other rather than the substrate.
γe + γi > γs (2.2)
During VW growth the incident atoms form three dimensional islands as shown in fig-
ure 2.3. As growth continues, the islands will grow and coalesce to form a full layer, al-
though these layers tend to be polycrystalline [8].
Figure 2.3: VW growth. Atoms incident on the surface form into three dimensional structures rather
than two dimensional layers.
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2.1.2.3 SK growth
SK growth occurs for epitaxial layers of large lattice mismatch. In this regime equation 2.1
is true initially; however, after a certain thickness, the build-up of internal strain energy (see
section 2.1.3) causes the continuation of FvdM growth to be energetically unfavourable and
growth then proceeds via three dimensional islanding [9, 10]. This is shown in figure 2.4.
Figure 2.4: SK growth. Initially growth proceeds via the FvdM growth mode, forming a wetting
layer. The build-up of strain then causes the growth mode to switch to three dimensional islanding.
2.1.3 Internal strain energy
One can consider a semiconductor to comprise many non-overlapping clusters of semicon-
ductor material [11]. Consider reversibly removing one of these clusters and allowing the
cluster and host lattice to relax. The internal energy of that semiconductor cluster is the
total energy required to reinsert that cluster into the host lattice. The total internal strain
energy of a semiconductor system can be calculated by summing over all of the clusters
that comprise that semiconductor.
2.1.4 Surfactant mediated growth
The term surfactant was coined by Copel et al. in 1989 [12] by contracting the term
”surface-active compound”. A surfactant is an element which segregates from the grow-
ing layer and alters the surface free energy of an adsorbed atom on a growth surface. A
surfactant modifies the average migration lengths of adsorbed atoms; whether the migra-
tion length is increased or decreased depends on the surfactant used [13]. In the case of
low temperature growth, a surfactant can be used to promote FvdM growth by increasing
the migration length of the adsorbed atoms. In the case of highly mismatched growth, a
surfactant can be used to reduce the migration length in order to prevent three dimensional
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islanding.
2.1.5 Importance of a good vacuum
In order to maintain high quality in epitaxial layers, the MBE environment must be held at
UHV as the growing layer will readily incorporate any impurity atoms which are present in
the growth chamber [1, 14]. Keeping the system at UHV requires the use of a specialised
MBE chamber fitted with several different UHV pumps, each with a specific function during
operation or maintenance. The MBE system used in this work and the associated in situ
analytical equipment and vacuum pumps are discussed in the following sections.
2.1.6 Molecular beam epitaxy-scanning tunnelling microscopy machine
All samples produced in this work were grown using an Omicron molecular beam epitaxy
- scanning tunnelling microscopy (MBE-STM) system. This system comprises an MBE
chamber connected to a separate scanning tunnelling microscopy (STM) chamber. Samples
can be transferred from the MBE chamber to the STM chamber without being exposed to
air. The STM unit is capable of performing microscopy while growing to observe changes
in surface structure during growth. These capabilities are of great scientific interest but
are not within the scope of the current project. The use of the MBE-STM machine for
this purpose is covered in detail in the PhD thesis produced by Dr Faebian Bastiman [15].
Throughout this project the MBE-STM system was only used for its MBE capabilities. As
such the remaining discussion will focus on MBE.
2.1.6.1 Machine description
The main growth chamber of the MBE-STM system used in this project is shown in fig-
ure 2.5.
Sample loading and unloading is achieved via the fast entry lock (FEL) which is isolated
from the MBE chamber by a manual gate valve. The FEL can be quickly vented to atmo-
sphere and pumped down to UHV to allow rapid sample transfer. The sample’s temperature
is controlled with a heating element inbuilt to the heater stage and its surface structure is
monitored using reflection high energy electron diffraction (RHEED). The atomic fluxes
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required for growth are provided by the shuttered effusion cells at the base of the machine,
these fluxes are monitored using a movable ion gauge (MIG). The operation of each of the
component parts of the MBE machine is discussed in sections 2.1.6.2, 2.1.6.3 and 2.1.6.4.
Figure 2.5: Schematic of the MBE machine used in this work.
2.1.6.2 Pumps
There are four pumps used to produce and maintain UHV conditions inside the MBE cham-
ber: A turbomolecular pump, an ion pump, a titanium sublimation pump (TSP) and a liquid
nitrogen (LN2) cooling shroud.
The turbomolecular pump on the MBE chamber is backed by a rotary vane pump to provide
a rough vacuum (∼ 10−3 mBar) at the turbomolecular pump’s exhaust. A turbomolecular
pump comprises several rotors which strike the atoms in the vacuum and propel them to the
pump’s exhaust. The turbomolecular pump is used for pumping the main chamber when re-
establishing a vacuum after maintenance and for pumping the FEL prior to sample loading.
During normal operation the turbomolecular pump is isolated from the main chamber and
is only used to pump the FEL. The turbomolecular pump is very good for quickly produc-
ing a vacuum around 10−8 − 10−9 mBar starting from atmosphere, however, it cannot reach
pressures as low as 10−10 mBar and, as it exhausts to atmosphere, it can cause a potential
leak if it fails.
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The UHV in the chamber is maintained during operation by an ion pump and a cooling
shroud. Ion pumps work by maintaining a strong electric potential (∼5 kV) between two
electrodes. Molecules entering the electric field between the electrodes are ionised and col-
lected on the electrodes. Ion pumps are only effective at pressures lower than 10−6 mBar but
can maintain vacuums as low as 10−10 mBar. Because they do not exhaust to atmosphere
they cannot leak; however, they need to be regenerated periodically to maintain efficient
operation.
The cooling shroud is an LN2 cooled copper plate. The low temperature of the shroud
causes molecules from the chamber to adhere to its surface, effectively removing them from
the vacuum. To be at its most effective, the cooling shroud should be permanently cold
except for outgassing during maintenance. The shroud on the MBE-STM machine is fed by
LN2 from a dewar which needs to be refilled every 48 h, limiting its effectiveness.
The final pump used is the TSP which operates by subliming Ti from a filament. The Ti
binds to the chamber walls and getters reactive elements such as oxygen from the vacuum.
The TSP is only used when re-establishing UHV conditions after maintenance. Due to the
positioning of the TSP in the MBE-STM system it has optical access to the sample holder
and could contaminate samples if used during routine operation.
2.1.6.3 Effusion cells
The atomic fluxes required for growth are provided by evaporating elemental material in
Knudsen effusion cells. There are several types of cell used in the MBE machine. The
Al is heated in a single filament cold lip effusion cell and the In and Ga are heated in
standard hot lip effusion cells [16]. In the effusion cells, the source material is heated in
pyrolytic boron nitride (PBN) crucibles. PBN is a III-V material and it is used due to
its temperature stability (stable up to ∼ 1400 °C), its chemical stability and the extremely
smooth, non-porous crucible walls which can be achieved with this material. Within the
cell, the PBN crucible is surrounded by a Ta or W heating element and contacted at its
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base by a thermocouple. Hot lip cells have extra coils of heating element around the top of
the cell; these extra coils produce a temperature gradient across the cell and reduce spitting.
The temperature of the crucible is regulated by a proportional-integral-derivative loop which
applies current to the heater element and receives feedback from the thermocouple. The Bi
cell used in this work is a dual filament cell, the crucible being heated by different elements
and monitored by separate thermocouples at the base and at the top. This design reduces
spitting and also allows for precise control over the temperature gradient across the cell.
The dopants in this work (Si and Be) are supplied by a dual dopant source. The dual source
comprises two small effusion cells designed to fit into a single effusion cell port. As is
supplied by a valved As cracker cell. The cracker cell comprises an As reservoir and a
cracker section. As4 tetramers sublime from the reservoir and pass through the cracker
which can be heated to crack the As4 tetramers and produce As2 dimers if desired. The
cracker was held at 650 °C to produce As4 or at 1000 °C to produce As2. In either case the
flux will not be purely As2 or As4, but will contain a small fraction of the other species
due to the cracking efficiency of the cracker cell [17]. This effect was ignored throughout
this work and the cracker efficiency was assumed to be perfect. The maximum As flux is
determined by the temperature of the reservoir and can be adjusted through several orders
of magnitude by an adjustable needle valve between the reservoir and the cracker.
2.1.6.4 Movable Ion Gauge (MIG)
The atomic flux from the cells is measured by a MIG which can be moved into the beam path
during measurements and retracted during growth. The MIG comprises a single filament
collector cathode surrounded by a cylindrical shaped anode cage. Electrons are produced by
passing a constant current through a third filament, which is outside the cage. The electrons
are accelerated towards the cage and most pass through into the cage. Here the electrons
ionise a fraction of the particles within the cage. The positive ions produced during this
process impact the collector cathode and produce a small current. The current observed
by the MIG is directly proportional to the beam equivalent pressure of the species being
detected [2]. The MIG response is also dependent on the ionisation potential of the species
being monitored; however, the MIG cannot differentiate between species and can only be
used to measure combined background pressure or the absolute flux of one element at a
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time.
2.1.7 Bonding and reconstructions
The surface structure of a semiconductor during growth can provide important information
about the growth conditions. Although we are interested in the inter-atomic bonds on a
semiconductor surface, it is instructive to first consider the inter-atomic bonding in bulk
semiconductors. Section 2.1.7.1 discusses the inter-atomic bonding in bulk GaAs and sec-
tion 2.1.7.2 discusses the formation of surface reconstructions on GaAs.
2.1.7.1 Bonding in Bulk Semiconductors
As MBE growth is driven by atomic interactions on the growth surfaces it is instructive to
consider the physics of the semiconductor surface. In order to understand the physics of the
semiconductor surface one must first consider the bonding in a bulk semiconductor such
as GaAs. GaAs forms a zincblende structure as shown in figure 2.6. Neighbouring atoms
are bonded by two spin-paired electrons. The number of electrons donated to bonding by
each element is dictated by the valency of the element. Group III atoms (e.g. Ga) have 3
electrons to donate to bonding, whereas group V atoms (e.g. As) have 5 electrons to donate
to bonding. Each atom is bonded to 4 nearest neighbours, shown as part of a GaAs unit cell
in figure 2.6. Therefore, the Ga atoms contribute 0.75 electrons per bond and the As atoms
contribute 1.25 electrons per bond.
2.1.7.2 Surface reconstructions
At the semiconductor surface, the lack of further atoms to which to bond leaves some of
the valence electrons of the terminating layer unsatisfied. The resulting ”dangling bonds”
are shown in figure 2.7. In order to minimise the surface energy, the dangling bonds will be
used to form surface reconstructions. A reconstructed semiconductor surface is one whose
symmetry is lower than that of the bulk crystal. In other words, a reconstructed surface
comprises a repeating arrangement of atoms with a period which is greater than that of
the unit cell of the bulk crystal. The periodicity of the reconstructed surface is labelled
as (n × m) where n and m are the periodicities of the reconstruction in the [11¯0] and [110]
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Figure 2.6: The zincblende structure of GaAs. The white circles represent cations (Ga) and the grey
circles represent anions (As). The rods connecting the balls represent bonding. The filled rods are
included to show the tetrahedral shape of the bonds. Adapted from [18]
directions respectively (on a (100) surface) in terms of the interatomic spacing of the crystal.
Figure 2.7: The dangling bonds resulting from the termination of the crystal lattice in GaAs. The
white circles represent cations (Ga) and the grey circles represent anions (As). Adapted from [15].
As this thesis is concerned with growth on the (100) surface of GaAs based compounds, the
discussion here will be limited to the reconstructions observed on such surfaces. A more
comprehensive overview of semiconductor surface reconstructions can be found in [19].
A reconstructed surface region does not necessarily share the stoichiometry of the bulk
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crystal and it is helpful to consider it as an epitaxial layer of a different compound. The
surface reconstructions on (100) GaAs obey the following principles:
1. The observed surface structure will represent the lowest surface energy which is ki-
netically accessible.
2. The surface must be semiconducting.
3. The surface energy is lowered through hybridisation.
The first principle arises from the fact that there are several surface energy minima corre-
sponding to different surface reconstructions. The observed surface reconstruction will be
dependent not only on the ambient conditions but also on the previous ambient conditions.
The second principle requires that all dangling bonds which fall in the valence band are
filled and all that fall within the conduction band are empty. In this case it requires that
all of the As dangling bonds are filled and the Ga dangling bonds are empty [18] as shown
in figure 2.8. This is achieved by the Ga valence electrons transferring onto the As atoms.
Thus, the second principle can be restated as: ”The number of surface electrons in the re-
construction must exactly fill all of the available dangling bonds”. This is known as the
electron counting model.
The third principle says that the exact position of the surface atoms, in the arrangements
allowed by the second principle, is determined by lowering the energy of the surface bonds
through hybridisation.
The three stable reconstructions on a GaAs (0 0 1) surface are c(4× 4), (2× 4) and (4× 2).
Atomic diagrams of these reconstructions are shown in figures 2.9, 2.10 and 2.11. There
have been many other reconstructions observed which seem to be transient reconstructions
between the three mentioned above ( [20] and references therein).
A final note on the GaAs (001) reconstructions is that the first principle dictates that the ob-
served reconstruction is dependent on the preparation conditions. The surface As population
decreases as the surface follows the progression (of increasing temperature):
c(4 × 4) → β2(2 × 4) → α(2 × 4) → β2(4 × 2)
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Figure 2.8: The hybridisation of the Ga and As atomic orbitals in GaAs. As the hybridised As bond
energies are within the conduction band, these bonds will be occupied by electrons. The hybridised
Ga bonds, which have energy levels in the conduction band, will be empty. Adapted from [18].
Figure 2.9: The α (left) and β (right) variants of the c(4× 4) reconstruction. Adapted from [21].
The white circles represent Ga atoms and the grey circles represent As atoms. The red, dashed
boxes indicate the unit cell of the surface reconstruction.
Therefore, in a perfect vacuum, one can raise the surface temperature to obtain different
reconstructions. However, to reverse this procedure requires an external As flux. This
has been widely utilised in surface studies by producing the desired surface reconstruction,
terminating the As flux on the sample and then lowering the temperature to preserve the
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Figure 2.10: The β2 (left) and α (right) atomic configurations of the GaAs (2× 4) reconstruction.
The white circles represent Ga atoms and the grey circles represent As atoms. The smaller circles
represent atoms from the monolayer beneach the larger circles. The red, dashed boxes represent the
unit cells of the two surface reconstructions. Adapted from [22].
Figure 2.11: The Ga rich β2c(8× 2) reconstruction. Note that it is very similar to the β2(2× 4) but
rotated through 90°and the terminating layer comprises Ga atoms. The white circles represent Ga
atoms and the grey circles represent As atoms. The smaller circles represent atoms from the mono-
layer beneach the larger circles. The red, dashed box indicates the unit cell of the reconstruction.
Adapted from [23].
reconstruction for subsequent investigation [24, 25].
2.1.8 Reflection high energy electron diffraction (RHEED)
RHEED is an in-situ technique for monitoring the surface reconstruction of a sample dur-
ing growth [26]. It is an extremely powerful technique, allowing for the measurement of
sample temperature (see section 2.1.9.1), growth rate (see section 2.1.9.2) and atomic fluxes
(see section 2.1.9.3) as well as being an indicator of the sample surface quality.
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The RHEED system used in this thesis works in the following way. A collimated beam
of electrons is produced by an electron gun and is incident on the sample at a grazing an-
gle (1 - 3 °). The electrons are diffracted by the top few monolayers of the sample and the
diffraction pattern is observed on a phosphorescent screen. The resulting diffraction pattern
can be understood by considering the diffraction criteria due to the reciprocal space lattice
and the Ewald sphere [14]:
The first consideration is that of the diffraction condition. Each point of the reciprocal
space lattice of the sample indicates an angle and wavevector for which the Bragg condition
(see section 2.3.1) is satisfied and constructive interference will occur. Only the top few
monolayers contribute to diffraction in the case of RHEED and, as such, there is no Bragg
condition perpendicular to the sample surface. The reciprocal space lattice in this case com-
prises rods which start at reciprocal space lattice points and extend to infinity perpendicular
to the sample surface. For constructive interference to occur, the diffracted wavevector must
terminate on one of the reciprocal lattice rods.
The second consideration is of the conservation of momentum. The scattering in RHEED
is mainly elastic. As such the scattered wavevectors are of equal magnitude to the incident
electron wavevector. Thus, if all possible scattered wavevectors were given a common ori-
gin then the termini of all of these wavevectors would describe a sphere in reciprocal space.
This sphere is known as an Ewald sphere [27].
Diffraction occurs at angles where the reciprocal space rods and the Ewald sphere intersect.
In other words, where the Bragg condition and conservation of momentum are both satis-
fied. This is shown diagrammatically in figures 2.12 and 2.13. Note that the angle of the
diffracted electron beam is conserved when transforming between real space and recipro-
cal space so it is valid to determine the angles at which constructive interference occurs in
reciprocal space.
The points labelled as constructive interference in figures 2.12 and 2.13 comprise the diffrac-
tion pattern arising from the interatomic spacing of the lattice. They are known as zero order
rods. If the sample surface has formed a reconstruction, as described in section 2.1.7.2, then
there will be a separate diffraction pattern due to the periodicity of the surface reconstruc-
tion. As the period of the surface reconstruction is, by definition, larger than the atomic
spacing, the period of its diffraction pattern will be smaller. Also, as the reconstruction is an
2.1. Molecular beam epitaxy 75
Figure 2.12: Side view of the diffraction pattern produced by RHEED. Note that the lines in red are
in reciprocal space. Adapted from [14].
Figure 2.13: Top down view of the diffraction pattern caused by RHEED. Note that the diagram only
shows the horizontal great circle of the Ewald sphere and all of the reciprocal lattice rods intersect
the sphere twice at different altitudes. Adapted from [14].
integer number of atomic spacings in size, its diffraction pattern will be centred on the zero
order rods. The superposition of the two diffraction patterns causes the zero order rods to
appear brighter than the other rods in the pattern. Two examples of the diffraction patterns
produced by RHEED are shown in figure 2.14.
RHEED offers valuable insight into the conditions on the sample surface. The real time,
in situ sample surface analysis provided by this technique is invaluable for controlling the
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Figure 2.14: RHEED images and the surface reconstructions from which they arise. The reconstruc-
tion rods have been highlighted for clarity in the RHEED images. The white circles represent Ga
atoms and the grey circles represent As atoms. The smaller circles represent atoms from the mono-
layer beneach the larger circles. The reconstruction unit cells are represented by the red dashed
boxes.
conditions during growth, as will be seen in section 2.1.9.
2.1.9 Calibrations
The measurements required to control the growth conditions throughout this work are de-
scribed in this section. The experimental uncertainties which arise from these measurements
are then discussed.
2.1.9.1 Substrate temperature calibration
The MBE system used in this work is not equipped with an optical thermometry unit and
although a thermocouple is attached to the sample heater stage, its distance from the sample
renders it ineffective for sample temperature monitoring. It is necessary, therefore, to esti-
mate the sample temperature during growth based on the current passed through the heater
filament. This temperature estimation is calibrated against three well defined, temperature
dependent RHEED transitions.
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The three RHEED transitions used were as follows:
• The thermal desorption of native surface oxide at 580 ± 10 °C [28]
• The c(4× 4)→ (2× 4) transition in the absence of an As flux at 410 ± 10 °C [29]
• The sublimation of As from an amorphous capping layer at 300± 20 °C [30]
Note that an amorphous As cap will remain on a sample surface up to 350± 10 °C on vicinal
(offcut) surfaces due to its affinity with the step edges [31, 32]; however, the surfaces pro-
duced in this work have a very shallow offcut (∼ 0.1 °) so the RHEED pattern is assumed to
change from an amorphous haze to c(4× 4) at 300 ± 20 °C. The calibration must be repeated
for different sample thicknesses and doping concentrations because, while the temperature
of the RHEED transition remains the same, the relationship between heater element current
and sample temperature changes. The calibration for undoped GaAs, as described above, is
shown in figure 2.15.
2.1.9.2 Growth rate calibration
RHEED can be used to measure the growth rate of a sample by observing periodic variations
in the intensity of the specular reflection from the surface. The oscillations in the specular
intensity can be understood by considering the following process. A completed monolayer
on the sample surface is atomically flat, which gives a high intensity specular RHEED
reflection. When growth commences the incident atoms bind onto the surface and form
small islands, these islands cause a roughening of the surface and, consequently, a reduction
in the specular beam intensity. As the islands grow, the average surface roughness increases
and the specular beam intensity drops to a minimum. When the island surface coverage
exceeds 50 % the islands begin to coalesce and form a new surface layer which is roughened
by the gaps between islands. As these gaps are filled the surface becomes less rough and the
specular beam intensity increases, reaching a maximum when the monolayer is completed
and an atomically flat surface is restored. This process is illustrated in figure 2.16. Due to
the random positioning of the islands during growth, new islands will form, commencing
growth of a new monolayer before the previous monolayer is completed. Thus the RHEED
pattern will never regain its full specular intensity. This process causes the decay observed
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Figure 2.15: Graph of undoped GaAs sample temperature plotted against heater element current. A
spline curve has been added to guide the eye.The uncertainty in the heater current is based on the
variation in the current required to achieve each transition from day to day.
in growth rate oscillations as shown in figure 2.17. Each period of oscillation in the RHEED
intensity corresponds to the deposition of one new monolayer. Thus the growth rate can be
calculated by counting oscillations over a fixed time scale.
2.1.9.3 Flux Calibration
Ga Flux Measurement Once the growth rate is known, the Ga flux can be calculated by
assuming a unity incorporation coefficient in the presence of surface As [33]. The calcula-
tion is as follows:
Figure 2.18 shows the Ga terminated face of a GaAs unit cell. As there are two Ga atoms
on this face of each unit cell, the deposition of one monolayer of GaAs is equivalent to the
deposition of 2 Ga atoms in an area of a2GaAs. The Ga flux can, therefore, be calculated from
the measured growth rate as shown in equation 2.3:
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Figure 2.16: The oscillation of the specular RHEED intensity during the growth of a single mono-
layer. Adapted from [26]
FGa =
2
a2GaAstML
=
2
0.56532tML
≈ 6.26
tML
atoms.nm−2s−1 (2.3)
where FGa is the Ga flux in atoms.nm−2s−1; tML is the monolayer growth time in seconds.
Al flux measurement The Al flux can be determined in the same way as the Ga flux.
However, during growth of the structures in this work, the material composition required
was Al0.3Ga0.7As. Therefore, the calibration was performed as follows. The Ga flux was
calculated first using the method described above and then the Al flux was calculated by
growing AlGaAs and subtracting the known GaAs growth rate from the total growth rate. As
the AlGaAs lattice constant perpendicular to growth is constrained by the GaAs substrate,
the GaAs lattice constant is still used to determine the Al flux assuming a unity sticking
coefficient of Al [34].
As flux measurement The sticking coefficient of As is not unity in the absence of sur-
face Ga [35]. This means that the As flux cannot be calibrated in the same way as the
Ga flux. Instead the As flux must be found by comparison to the Ga flux. In the case
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Figure 2.17: RHEED intensity oscillation damping. Image taken from the MBE-STM machine used
in this work.
Figure 2.18: Ga atoms on one face of a GaAs unit cell. aGaAs ≈ 0.5653 nm at room temperature.
of GaAs there is a RHEED transition during growth at an As:Ga flux ratio of 1:1 when
growing with As2 [36]. The transition is between the As terminated (2× 4) reconstruction
(figure 2.10) and the Ga terminated (4× 2) reconstruction (figure 2.11). The growth tem-
perature must be low enough to neglect the contribution of thermal As desorption from the
top monolayers of the growth surface at the growth rate used for the measurement. By
tuning the As2 flux during growth to a 1:1 ratio with Ga, i.e. to the transition between
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the (2× 4) and (4× 2) reconstructions, the As flux can be determined by equating it to the
Ga flux as calculated from RHEED oscillations. By performing this experiment at several
different growth rates one can determine the relationship between As valve position and
As atomic flux. As4 does not exhibit a unity sticking coefficient in the presence of surface
Ga [33], meaning that calibrating As4 in the same way as As2 is not possible. It was assumed
that the atomic flux from the As source was not affected by the temperature of the cracker
zone. Therefore the As2 calibration was extended to As4 by assuming that, for any given
valve position and As bulk temperature, As4 atomic flux = As2 atomic flux, or equivalently,
2×As4 molecular flux = As2 molecular flux.
Bi flux measurement The Bi flux cannot be measured using the same method as the
As flux as the compound GaBi has never been successfully grown. The method used to
calculate the flux was to grow a polycrystalline Bi cap on a GaAs surface and measure its
thickness using scanning electron microscopy. By growing the cap at ∼ 0 °C the sticking
coefficient can be assumed to be unity and, by knowing the density and atomic weight of
Bi, the flux of Bi during growth can be estimated.
Dopant flux measurement The dopant fluxes were measured by growing a GaAs sample
at a known growth rate and doping it using several different dopant cell temperatures to
produce a stepped doping profile. This profile was characterized using a capacitance-voltage
profiler to yield the doping density at each step. By assuming a unity sticking coefficient,
the observed doping densities can be used to calculate the dopant fluxes in atoms.nm−2s−1.
Flux measurement using the movable ion gauge In the interests of expedience, MIG
readings were used to estimate the cell fluxes on a daily basis. The measurements described
above were performed at several different growth rates and the measured atomic fluxes were
plotted against MIG readings to yield a relationship between MIG reading and atomic flux.
The MIG must be calibrated regularly as its collection efficiency changes over time as it is
coated by the growth elements used.
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2.1.9.4 Experimental uncertainties
The calibrations for the atomic fluxes and substrate temperature as mentioned above are
all subject to experimental uncertainty. Interpretation of RHEED patterns is the dominant
source of uncertainty in this work. Transitions between RHEED patterns are rarely abrupt;
most transitions are gradual with respect to time and temperature. Ascertaining the exact
transition point between two RHEED patterns is very difficult and leads to significant un-
certainty. Hence, the temperature and As flux calibrations are not very precise. The Ga flux
calibration is much more accurate, the only uncertainty being in timing the oscillations. The
uncertainty in dopant flux calibrations is dominated by the uncertainty in the capacitance-
voltage measurement. The Bi flux measurement is dependent on the assumption of a unity
sticking coefficient during the amorphous Bi layer deposition and also the assumption that
the deposited Bi layer is truly amorphous. The uncertainties in each measurement as used
throughout this work are listed here:
Temperature ± 10 °C; Ga flux± 1%; As flux± 10%; Dopant flux± 10%; Bi flux± 10%.
2.1.10 Sample preparation
The samples used in this work were cleaved from 3′′ GaAs wafers into samples of
11.3 mm× 11.8 mm using a Loomis scribe and break machine. The rectangular shape of
the samples allows the [110] and [11¯0] crystallographic directions in the samples to be
identified. The samples were then cleaned using n-butyl acetate to clear the surface of any
contamination from the cleaving process before being stored under vacuum in a desiccator
prior to loading.
Samples are loaded into the MBE chamber via the FEL. This requires the FEL to be opened
to atmosphere. In order to maintain the UHV in the MBE chamber the FEL must be pumped
by the turbomolecular pump after sample loading for about 30 minutes before the sample
can be transferred to the MBE chamber sample holder. Once the sample is in the sample
holder it is outgassed at 450 °C for 30 minutes to remove any moisture from the sample
surface. The sample is then heated to 600 °C to remove the native surface oxide [28].
Significant As dissociation from GaAs is observed above ∼ 575 °C [37], hence an external
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As flux must be used to prevent the GaAs surface from becoming As deficient during oxide
removal. The condition of the sample surface after oxide removal is dependent on the age
of the sample [38–40]. After production, GaAs substrates quickly form a layer of As2O3 on
the surface several monolayers thick. This process is shown in equation 2.4.
4GaAs + 3O2 → 2As2O3 + 4Ga (2.4)
This surface oxide is highly volatile and can easily be thermally removed with minimal
surface damage as the As lost during oxide desorption is replaced by the external As flux.
However, over the course of about 3 months this oxide reacts with the lattice to form the
more stable oxide Ga2O3. This process is shown in equation 2.5.
2GaAs + As2O3 → 4As + Ga2O3 (2.5)
This oxide is more problematic as removing it also removes Ga and As atoms from the
GaAs matrix by the process shown in equation 2.6 [41].
Ga2O3 + 4GaAs(bulk)→ 3Ga2O + 4As (2.6)
The desorption of Ga2O removes Ga from the host matrix and leaves so called “µpits”
[39, 42] in the substrate surface. In order to restore an atomically flat surface, a buffer layer
of at least 100 nm must be grown [41]. The growth of the 100 nm buffer layer also buries
any impurities left on the substrate surface by the polishing process. This is especially
important when growing electrical devices where such impurities are extremely damaging
to the depletion width of the device.
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2.2 Photoluminescence
Photoluminescence (PL) is a non-destructive material characterisation technique [43]. PL
offers insight into the band structure and material quality of semiconductor layers.
2.2.1 Radiative recombination
During a measurement, carriers are excited within the test sample by monochromatic light
from a laser. The carriers then thermalise to the material’s band edges before radiatively
recombining. These steps are shown in figure 2.19. This technique is usually only used on
direct band gap materials as indirect band gap materials require the excited carriers to si-
multaneously emit a photon and interact with a phonon to relax as discussed in section 1.2.5.
The required interaction with a phonon makes the relaxation process a second order process
and reduces the radiative efficiency of indirect band gap materials.
Figure 2.19: The processes involved in PL: a) Carriers are excited to the energy of the incident light.
b) The excited carriers thermalise to the band edges by emitting phonons. c) The carriers recombine,
emitting light at the energy of the band gap.
The process shown in figure 2.19 is radiative recombination. Radiative recombination is an
inherent carrier loss mechanism in all semiconductors.
2.2.2 Non-radiative recombination
There are several non-radiative loss mechanisms which also contribute to carrier relaxation
[44]; two of these mechanisms are shown in figure 2.20. Carriers can recombine via trap
states within the band gap, either by emitting photons or phonons to discard their energy,
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this is known as Shockley-Read-Hall (SRH) recombination. SRH recombination is caused
by imperfections in the semiconductor crystal lattice, as such it can be reduced by improving
crystal quality. Excited carriers can also recombine by giving their energy to other carriers,
this is known as Auger recombination.
Figure 2.20: Non-radiative carrier relaxation mechanisms in semiconductors: a) Recombination via
a trap state in the band gap (SRH recombination). b) Recombination transferring energy to another
carrier (Auger recombination).
Each form of recombination has its own characteristic lifetime and the total carrier lifetime
in the sample is given by the sum of the reciprocals of the lifetime of each mechanism. This
is shown mathematically in equation 2.7:
1
τc
= CR + CNRNc + CAN2c (2.7)
where τC is the carrier lifetime; CR, CNR and CA are the radiative, non-radiative and Auger
recombination coefficients and Nc is the carrier density. This relationship holds for the
relaxation of minority carriers. The rate of carrier recombination is equal to the number of
carriers divided by the average carrier lifetime.
Clearly, the longer the non-radiative lifetime, the longer the average carrier lifetime. This
means that there are more carriers available to radiatively recombine, increasing the inten-
sity of the PL signal. Long carrier lifetimes are very important for solar cells. Hence the
slightly counter-intuitive result that the greater the observed rate of radiative recombination
(a loss mechanism in solar cells), the better the material is for solar cell use.
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2.2.3 Experimental setup
For the PL experiments performed during this work, the laser light was produced by a
532 nm diode pumped solid state laser. The laser light was passed through a band pass
filter to remove any harmonics from the laser signal before being incident on the sample.
The PL was collected by a cassegrain telescope and focussed onto the entrance slit of a
monochromator after passing through a long pass filter to remove any stray laser light. The
monochromator used a 900 grooves/mm (850 nm blazed wavelength) diffraction grating
to give good response for the wavelengths of interest (850 - 1400 nm). The signal was then
detected by an LN2 cooled Ge detector. The signal from the detector was passed to a lock-in
amplifier which used a phase sensitive measurement technique in order to filter background
signal from the measurement. This technique required the laser light to be chopped. The
chopping frequency was chosen to be 180 Hz to avoid interference from the mains power
supply (multiples of 50 Hz). A schematic of the setup is shown in figure 2.21.
Figure 2.21: Schematic of the experimental PL setup used in this work.
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2.3 X-ray diffraction
X-Ray diffraction (XRD) is a non-destructive crystal characterisation tool which was first
developed in the early 20th century [45]. X-rays are electromagnetic waves in the wave-
length range 10−8 − 10−12 m, these distances are comparable to the interatomic spacing in
semiconductor crystals (∼ 5 × 10−10 m). By probing a sample with a monochromatic, col-
limated X-ray beam, a diffraction pattern is produced which yields information about the
sample structure, as is discussed in this section.
2.3.1 Bragg’s law
The angles at which X-rays diffracted from a crystalline solid will constructively interfere
can be determined from Bragg’s law. Note that Bragg’s law can be applied to the formation
of a RHEED pattern from a reconstructed surface, as discussed in section 2.1.8.
Figure 2.22: Bragg’s law is only satisfied if the path length difference between the two X-rays (2dx)
is equal to an integer number of wavelengths.
Bragg’s law states that the path length difference between two parallel diffracted beams must
be an integer number of wavelengths, otherwise the beams will destructively interfere and
no signal will be observed. This is illustrated in figure 2.22 and is expressed mathematically
in the Bragg equation equation [46]:
nλx = 2dx = 2ax cos θx (2.8)
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where n is an integer; λx is the X-ray wavelength; dx is the difference in X-ray path length
between two diffracted beams; ax is the reflecting plane spacing; θx is the angle of incidence
of the X-rays relative to the normal of the reflecting plane. This criterion can be fulfilled for
any lattice plane (e.g. (0 0 1) or (1 1 5) etc...) meaning that there are many different possible
target planes which yield different information about the crystal.
2.3.2 Equipment
2.3.2.1 X-Ray production and beam conditioning
X-rays are produced by accelerating electrons towards a metal target, in this case Cu. If
the electrons possess sufficient kinetic energy upon impact, then they can displace electrons
from the inner shells of the target atoms. The radiation emitted by the outer electrons relax-
ing into the vacated electron orbitals produces very sharp, intense peaks in the luminescence
spectrum of the target material. This produces a divergent, polychromatic source of X-rays.
In order to produce collimated, monochromatic X-rays, the beam is diffracted by several
beam conditioning crystals, aligned such that the Bragg condition is only fulfilled at all re-
flections for a single wavelength [47]. In this work the selected wavelength is the standard
Cu Kα1 line at 1.54 Å [48].
2.3.2.2 Double and triple axis designs
XRD systems are classified by the number of axes involved in the measurement. The most
common forms are the double and triple axis setups. The double axis setup comprises a
beam conditioning section and a wide aperture detector; the wide aperture detector offers
increased signal but the signal is integrated over a range of reciprocal space [49]. The alter-
native is the triple axis setup, which incorporates a detector with a very narrow acceptance
angle. This offers increased resolution at the expense of signal intensity. Mapping a sam-
ple’s XRD pattern in reciprocal space necessitates the use of a triple axis system. Diagrams
of the two types of experimental setup are shown in figure 2.23.
The XRD scans in this thesis were performed using the triple axis setup as sufficient signal
was detected from the samples in this mode to allow rapid characterisation without the need
to increase the detector acceptance angle.
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Figure 2.23: Double and triple axis XRD setups. The Axes refer to the parameters which are
measured during an experiment. In reality the equipment will have many more axes for sample
alignment and positioning etc... but these are not considered as experimental axes.
2.3.3 Bulk spectra
2.3.3.1 Substrate peak
Figure 2.24 shows a rocking curve measurement of a GaAs substrate. In a double axis setup,
a rocking curve is measured by fixing the wide angle detector at the expected Bragg angle
and tilting (“rocking”) the sample in the X-ray beam (axis 2 in figure 2.23). As the triple
axis setup was used throughout this work, the small angle detector was moved such that
the angle of X-ray incidence and angle of detection with respect to the sample surface were
equal. This measurement yields very similar data to the rocking curve for a symmetric scan
and is known as an ω − 2θ scan. The terms rocking curve and ω − 2θ scan will be used
interchangably throughout this thesis. The angular position of the peak can be used with
Bragg’s law and the known wavelength of the incident X-rays to find the lattice parameter
of the substrate. The full width at half maximum (FWHM) of the diffracted X-ray peak is
indicative of the crystal quality of the layer. There are several factors which can contribute
to this broadening and these factors are outlined in section 2.3.3.3.
2.3.3.2 Determination of composition and thickness
Figure 2.25 shows a simulated rocking curve for an InGaAs layer grown on a GaAs sub-
strate. Such a rocking curve can yield information about the composition, thickness and
crystal quality of such a layer.
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Figure 2.24: Rocking curve of a GaAs substrate. Note the very small FWHM, which is indicative
of high crystal quality.
When using the (004) reflection, the peak splitting can be related to the difference in lat-
tice parameter between the substrate and epitaxial layer by the following method: First,
rearrange equation 2.8 in terms of ax, which is identical to the lattice paramter normal to
the substrate surface in this case (equation 2.9), then differentiate with respect to θx (equa-
tion 2.10):
ax = 2nλx csc θx (2.9)
δax
δθx
= 2nλx
δ csc θx
δθx
= 2nλx(− csc θx cot θx) (2.10)
Thus, if the epitaxial layer is not tilted with respect to the substrate then one can calculate the
difference in lattice parameter between the substrate and epitaxial layer simply by finding
the peak splitting (δθx). Using this method one can measure the difference between the
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Figure 2.25: Simulated rocking curve of a 300 nm In0.1Ga0.9As layer on top of a GaAs substrate.
substrate and overgrown layer lattice parameters normal to the sample surface. However,
the lattice parameter of the epitaxial layer is modified by strain as shown in figure 2.26.
In this example, an epilayer of cubic lattice parameter a2 has been grown on a substrate
of cubic lattice parameter a1, where a2 > a1. When grown, the epilayer assumes the lattice
parameter of the substrate in the growth plane, compressively straining the layer. The strain
is relieved by the epilayer increasing its lattice parameter perpendicular to the growth plane.
This is known as tetragonal distortion. If a2 were smaller than a1 then the tensile strain in
the system would be relieved by the epilayer reducing its lattice parameter perpendicular to
the growth plane. In either case the measured epilayer lattice parameter is not the same as
that of a free standing lattice of that material. Instead, the peak splitting of the two layers
gives the “effective mismatch” as discussed in [47], which is shown in equation 2.11:
δax
ax
= m∗x (2.11)
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Figure 2.26: When a strained layer is grown on a substrate, it assumes the lattice parameters of the
substrate in the growth plane. This causes tetragonal distortion of the epitaxial layer.
where m∗x is related to the actual mismatch mx by the Poisson ratio as shown in equa-
tion 2.12:
mx = m∗x
[
1 + νp
1 − νp
]
(2.12)
where νp is the Poisson ratio, which can vary with material composition.
Having calculated the free standing lattice constant of the epilayer, the composition of that
layer can be estimated by using Vegard’s law [50]. Vegard’s law was introduced in sec-
tion 1.3.2 and it states that the lattice parameter of a compound varies linearly with compo-
sition between its binary endpoints. This is expressed mathematically in equation 2.13:
aABC = xaAC + (1 − x)aBC (2.13)
where aABC is the lattice parameter of compound of material ABC; aAC is the lattice pa-
rameter of material AC; aBC is the lattice parameter of material BC; x is the proportion
of material AC in the compound. The same principal applies to quaternary compounds.
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However, in this case there are two degrees of freedom which determine the lattice con-
stant, meaning that another measurement, such as PL is required in order to determine the
composition.
The thickness of an epilayer can be found from the fringes surrounding the bulk peaks using
equation 2.14 [49, 51]:
∆θt =
λx sin(θBr ± φ)
tl sin 2θBr
(2.14)
where ∆θt is the fringe spacing, φ is the offcut of the layer; tl is the layer thickness; θBr is
the Bragg angle.
So, for a simple layer it is, in principle, possible to determine the composition and thickness
of the layer just from a rocking curve scan.
2.3.3.3 FWHM broadening
The FWHM of the diffracted peaks can yield information about the crystalline quality of a
structure [52]. For thin layers, the FWHM of the Bragg peaks are limited by the thickness
of the layers [52, 53]. However, for thicker layers the Bragg peak FWHM are limited by
other factors such as individual crystal defects with strain fields which do not overlap and
inhomogeneous strain [52]. Both of these effects cause inhomogeneity of the lattice constant
throughout the layer, broadening the peak as the incident X-rays cover a large area of the
sample. These effects are also indicative of strain relaxation within the sample.
2.3.4 Superlattice spectra
Superlattices (SLs) produce very distinctive rocking curves, as seen in figure 2.27.
Provided that the SL is thicker than ∼ 300 nm there are several parameters which can, in
principle, be gathered from a SL rocking curve without fitting using dynamical theory [49].
The SL can be considered as a one dimensional repeating structure. As such it will have an
associated one dimensional reciprocal space structure as shown in figure 2.28.
The SL peaks shown in figure 2.27 are explained by this reciprocal space pattern. The
larger the period of the SL, the more closely spaced the reciprocal lattice points are and the
smaller the splitting between the SL peaks in the rocking curve. The period of the SL can
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Figure 2.27: Rocking curve from a 5 period AlAs/GaAs SL. The SL peaks are labelled with their
peak numbers.
Figure 2.28: Real and reciprocal space representaions of a SL.
be determined using equation 2.15 [47]:
∆θS L =
λx sin(θBr ± φ)
tS L sin 2θBr
(2.15)
where ∆θS L is the SL fringe spacing; tS L is the periodicity of the SL.
The equation for the total thickness of the layer is still valid so the number of periods of a
SL can be determined using equations 2.14 and 2.15 as follows:
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N =
tl
tS L
=
(
λx sin(θBr±φ)
∆θt sin 2θBr
)(
λx sin(θBr±φ)
∆θS L sin 2θBr
) = ∆θS L
∆θt
(2.16)
2.3.5 Modelling XRD curves
The above methods of calculating parameters directly from the XRD curve of a sample
provide reasonable estimates but do not take into account the full dynamical diffraction
from a complicated structure. Therefore, the most reasonable approach in most cases is to
simulate the sample structure using specialised XRD software [49]. Simulating XRD data
is a powerful way of determining the structure and composition of a sample. It is necessary
to use the dynamical treatment of Takagi and Taupin [54, 55] to simulate a rocking curve
for a defined structure and to iterate the parameters of that structure to match the measured
rocking curve.
2.3.6 Asymmetric reflections
It is sometimes impossible to determine all of the necessary information about a sample
using a single rocking curve. For example, if a sample has relaxed with respect to the sub-
strate then the method of deriving the composition as mentioned in section 2.3.3.2 becomes
invalid. In this case it is necessary to take two measurements to determine the level of re-
laxation and the composition of the layer. By taking a symmetric reflection (e.g. 0 0 4) and
an asymmetric reflection (e.g. 5 1 1), one can determine the size and shape of the unit cell
and, therefore, the extent of the relaxation within the structure.
2.3.7 Reciprocal space maps
It is sometimes instructive to take a reciprocal space map (RSM) of a sample. An RSM is
produced by taking many ω − 2θ scans around the substrate peak with small offsets between
ω and 2θ. Thus, if the epilayer has relaxed and is tilted with respect to the substrate then
this tilting will manifest as an offset between the substrate and epilayer peaks in ω [49].
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2.4 Nomarski digital interference contrast microscopy
Nomarski digital interference constrast microscopy is an optical imaging technique that
highlights regions of gradiented optical path length on a sample [56]. The principle of
operation of a Nomarski microscope is shown in figure 2.29 and described below.
Figure 2.29: The optics involved in a Nomarski microscope. The red and blue lines represent light
of 0 and 90 ° polarisation. Note that they are spacially separated before passing through the sample,
so the way in which they interfere when recombined depends on the thickness and refractive index
variation across that section of the sample.
A light source produces unpolarised light which is then polarised at 45 ° by the first polaris-
ing filter. This light is then passed through a Wollaston prism which separates the light into
two beams, one 0 ° polarised and the other 90 ° polarised. The two beams are spacially sep-
arated by the Wollaston prism and focussed onto the sample. The two beams pass through
the sample in close proximity (∼ 0.2 µm) to each other. After passing through the sample
the light is recombined using the reverse of the process described above. As the two compo-
nents of the light travel along different paths through the sample, any difference in sample
thickness or refractive index along the two paths will change the phase of the recombin-
ing light and cause interference. The resulting image highlights local variations in sample
thickness and refractive index and appears as high contrast image of an obliquely illumi-
nated three dimentional surface. While the image produced is not necessarily an accurate
representation of the topography of the surface, it does provide a measure of the sample’s
compositional uniformity and surface roughness.
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2.5 Transmission electron microscopy
Transmission electron microscopy (TEM) is a destructive imaging technique which can
yield extremely high resolution images of a sample [57]. Prior to imaging, the sample
must be thinned to a thickness of a few nm. This is achieved by thinning the sample into
a wedge shape, meaning that the thinning need not be controlled to nm precision as the
range of thicknesses across the sample will provide one region of the sample at the correct
thickness. There are several types of measurements, some of which give atomic resolution
over a very small area and others which give lower resolution over a larger area. In this
work the lower resolution bright field (BF) and dark field (DF) measurement types were
employed. The sample is mounted in a vacuum chamber and illuminated by a beam of
electrons. The electron beam is transmitted through the sample and monitored using a
phosphorescent screen or charge coupled device. The measurement is either BF or DF
depending on where the electron beam is observed. This is shown in figure 2.30. In the
BF position the detector measures the attenuation of the transmitted electron beam, in the
DF position it measures the scattering of the electron beam. In both cases the scattering
is proportional to the atomic number of the atoms within the sample. TEM can be used to
directly observe defect densities and layer quality in samples.
Figure 2.30: Cross-section of a transmission electron microscope.
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Chapter 3
Growth of bulk GaAsBi using As2
and As4
3.1 Introduction
The previous chapters have introduced solar cell device physics, solar cell design and the
experimental methods used throughout this work. It was mentioned in sections 1.3.2 and
1.5.7.3 that GaAsBi exhibits a large band gap reduction per unit strain and is potentially a
strong candidate material for multijunction photovoltaics. In this chapter the characteristics
and growth of GaAsBi are discussed in detail and an investigation of the growth tempera-
ture, As flux and As species dependence of Bi incorporation into GaAs is presented.
3.1.1 Review of previous bulk GaAsBi growth
Incorporating Bi into GaAs could be expected to be difficult; Bi has been used as a surfactant
for GaAs growth for a long time because of its very low incorporation at standard MBE
growth temperatures [1–3].
The first report of GaAsBi growth in the literature was in 1998 when Oe et al. [4] produced
GaAsBi by MOVPE. The first report of GaAsBi grown by MBE was by Tixier et al. in
2003 [5]. In that work, samples with up to 3.1 % Bi were grown and their Bi contents were
measured by Rutherford back-scattering. By correlating the lattice constants, as determined
by XRD, with the Bi contents, a GaBi lattice constant of 6.33 Å was estimated. GaBi is
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expected to be semi-metallic [6, 7] and, to date, has never been successfully synthesised.
Over the past eleven years, there have been many demonstrations of the MBE growth of
GaAsBi [8–19] and several attempts to estimate the GaBi lattice constant. These estimates
are shown in table 3.1. It is not clear which of the estimates in table 3.1 is the most accurate.
The value marked with * was used throughout this thesis for consistency.
Table 3.1: Estimates of the GaBi lattice constant
Reference Type of estimate Estimated lattice constant (Å)
Janotti 2002 [6] Theoretical 6.324
Tixier 2003 [5] Experimental 6.33
Ferhat 2006 [20] Theoretical 6.46
Ferhat 2006 [20] Theoretical 6.31
Takehara 2006 [21] Experimental 6.23
Achour 2008 [22] Theoretical 6.304
Achour 2008 [22]* Theoretical 6.275
Belabbes 2008 [23] Theoretical 6.186
Madouri 2008 [7] Theoretical 6.442
Abdiche 2010 [24] Theoretical 6.46
Abdiche 2010 [24] Theoretical 6.30
Mbarki 2011 [25] Theoretical 6.45
Usman 2011 [26] Theoretical 6.328
Rajpalke 2014 [27] Experimental 6.272
To date, the largest Bi fraction incorporated into GaAs is ∼ 20 % [12]. The difficulties
involved in growing good quality GaAsBi are twofold. Firstly, the miscibility gap between
GaAs and GaBi requires that the samples be grown at very low temperatures (< 450 °C [5]),
with higher Bi fractions requiring even lower temperatures. The second issue is that near
stoichiometric flux ratios must be used during growth [10, 12, 18]. The incorporation of
Bi is dramatically reduced by an excess As flux, such as is used for conventional arsenide
based III-V epitaxy . As such, the flux ratio during growth must be carefully controlled to
maximise the incorporation of Bi without allowing the formation of Ga or Bi droplets - a
problem which is commonly encountered when using a low As flux during growth [14, 28,
29].
The effects of Bi incorporation on the band structure of GaAs and its potential technolog-
ical applications will be overviewed in sections 3.1.2.1 - 3.1.2.3. The growth models and
previous work investigating growth parameter optimisation for GaAsBi will be discussed in
section 3.1.3.
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3.1.2 Band Structure of GaAsBi
3.1.2.1 The modified valence band anticrossing model
The anomalous bowing coefficient of GaAsBi was mentioned in section 1.3.2; this bowing
coefficient can be expained using the band anticrossing model as follows. The incorporation
of Bi into GaAs introduces localised states into the band structure very close to the valence
band edge [30–32]. The hybridisation of these states causes the valence band edges to split
into two bands [33], resulting in E+ and E- variants of the heavy-hole, light-hole and spin-
orbit (SO) bands. This lifting of the valence band degeneracy causes a dramatic reduction
in the band gap of GaAsBi. This model was named the valence band anticrossing model
(VBAC) after the analogous band anticrossing model which is used to describe the effect of
localised N induced states on the conduction band of GaAs [34]. Initially it was believed
that the large reduction in the band gap of GaAs with Bi incorporation (70 - 90 meV/%
[4, 5, 17, 18, 35–39]) could be entirely attributed to the VBAC interaction with a negligible
contribution from the offsetting of the conduction band. However, more recent work has
shown that this model overestimates the band gap of alloys with large Bi fractions [40].
The current consensus is that the effect of Bi on the band gap of GaAs must be modelled
with a modified form of the VBAC (mVBAC) which takes into account a linear reduction
in conduction band energy of ∼ 28 meV/% [26, 40].
For GaAs based ternaries, the rate of change of band gap per unit strain on a GaAs substrate
is 750 meV/% strain with Bi [36], 750 meV/% strain with N [41] and 200 meV/% strain with
In [42]. The dramatic reduction in band gap with strain suggests that GaAsBi is a promising
material for photovoltaic applications.
3.1.2.2 Temperature dependence of the GaAsBi band structure
The temperature dependence of the band gap of GaAsBi has been shown to be weak com-
pared to that of GaAs, with estimates of the band gap temperature coefficient ranging from
-0.12 meV/K to 0.4 meV/K [36–38, 43–46]. This behaviour, along with the relatively tem-
perature insensitive refractive index of GaAsBi [47], makes it a very promising material for
optical telecommunications.
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3.1.2.3 Effect of Bi incorporation on the spin-orbit (SO) band
The calculated SO splitting of GaBi is 2.2 eV [31], which is very large compared to that of
GaAs (0.34 eV). The rate of change of the SO splitting with incorporation of Bi into GaAs
has been determined to be 80 meV/% for Bi fractions less than 2 % [48]. This implies a very
large SO bowing parameter of -6 eV. Further work has determined the spin orbit splitting
out to around 10 % [33, 49, 50] at which point it is approximately 0.8 eV. At this fraction,
the band gap and SO splitting are equal as shown in figure 3.1.
Figure 3.1: The modification of the band gap and SO splitting of GaAs with Bi incorporation, based
on several reports in the literature.
Reprinted with permission from: [S. J. Sweeney and S. R. Jin. Bismide-nitride alloys: promis-
ing for efficient light emitting devices in the near-and mid-infrared. Journal of Applied Physics,
113(4):043110, 2013] Copyright [2013], AIP Publishing LLC.
When the SO splitting of a material exceeds its band gap, the Auger loss mechanism men-
tioned in section 2.2.2 is effectively suppressed as shown in figure 3.2.
3.1.3 Growth models
The complicated nature of GaAsBi growth means that there are very few models which
describe the incorporation of Bi into GaAs. The most comprehensive models are those
by Lu et al. [18] and Lewis et al. [12], which will be discussed in section 3.1.3.1. These
models advocate stoichiometric flux ratios for the growth of high Bi content GaAsBi layers.
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Figure 3.2: Illustration of the suppression of Auger recombination. When the SO splitting is larger
than the band gap (left) there are no available states in the SO band accessible which can conserve
energy during the Auger recombination process. This lack of available states is highlighted by the
red cross in the diagram. Adapted from [49].
However, the optical quality of the layers is not discussed in these papers. Therefore, other
work describing the optimum conditions for maximising material optical quality will be
discussed in section 3.1.3.2.
3.1.3.1 The Lu et al. and Lewis et al. growth models
The model produced by Lu et al. [18] suggests that Bi forms a surface layer and then incor-
porates into the lattice from this surface layer. However, the Lu model fails to adequately
describe the As flux dependence of Bi incorporation. According to the Lu model, Bi incor-
poration should be inversely proportional to As flux; however, this effect is not observed
at low As fluxes. Lewis et al. [12] proposed that Bi incorporation is purely limited by the
relative surface coverages of Bi, Ga and As. They suggest that the rate of change of Bi
incorporation with time can be described by equation 3.1:
dx
dt
∝ θGaθBi − a1xFGa − a2xe
( −U1
kBT
)
(3.1)
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where x is the Bi incorporation, assumed to be equal to the proportion of Bi in the termina-
tion layer; θGa is the proportion of Ga in the termination layer; θBi is the surface Bi coverage
(which is assumed to lie on top of the termination layer); a1 and a2 are constants; FGa is
the Ga flux; U1 is the free energy difference between an incorporated Bi atom and a sur-
factant Bi atom; T is the sample temperature. The three terms in equation 3.1 are shown in
figure 3.3.
Figure 3.3: The processes considered in the Lewis model: 1) Bi binding to a surface Ga atom. 2) Ga
binding to a surface Bi atom. 3) Bi being thermally displaced from the termination layer. Adapted
from [12].
The second term in equation 3.1 is ignored in the paper because it is assumed to be much
smaller than the other terms. As such, the rate of Bi incorporation in this model is only
affected by the following: the probability of a Bi atom in the surface layer encountering a
Ga atom in the termination layer and the rate of thermal Bi desorption from the termination
layer. In this model, while As does not directly displace Bi from the termination layer, an
increased As flux reduces the Ga content of the termination layer and, hence, reduces the
Bi content of the sample.
At low temperatures and As fluxes the third term in equation 3.1 becomes very small com-
pared to the first term and the Bi incorporation coefficient approaches unity, more accurately
reflecting the observed Bi incorporation. The Bi incorporation coefficient is roughly pro-
portional to the Ga surface coverage which is shown as a function of As:Ga atomic flux
ratio in figure 3.4.
Lewis et al. employed XRD to measure the Bi content in their layers. The scans shown
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Figure 3.4: Termination layer Ga content as a function of the As:Ga atomic flux ratio. This plot was
produced using the equations and parameters in [12].
in their paper exhibit good interference fringes, implying abrupt interfaces for the Bi layer.
However, no reference is made to the optical quality of the samples and the formation of
surface Bi droplets is noted for samples with near unity Bi incorporation coefficients.
3.1.3.2 The kinetically limited growth regime
In 2012, Ptak et al. [10] published a paper describing the optimum growth parameters for
high optical quality GaAsBi. Ptak argued that by growing at a slightly lower temperature
than the miscibility limiting temperature for the desired Bi content, growth can proceed in
the kinetically limited regime. In this regime the Bi content is proportional to the Bi flux
and the Bi incorporation coefficient approaches unity without droplet formation. However,
care must be taken to ensure there is an adequate supply of Bi to act as a surfactant and
prevent the growth surface from roughening due to the low growth temperature. The onsets
of the insufficient flux and droplet formation effects are shown in figure 3.5.
Ptak et al. advocated growing at high growth rates in order to produce the best quality
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Figure 3.5: The effect of growth rate on surface roughness and droplet formation. The samples
grown with a high growth rate and low Bi flux exhibited low Bi contents and high surface roughness
as the Bi flux was insufficient to produce the surfactant effect. The samples grown with a low growth
rate and a high Bi flux exhibited large Bi contents but also formed surface Bi droplets as the Bi
content approached the miscibility limit for the growth temperature. Adapted from [10].
material. This effect is likely due to the fact that the margin for error in Bi flux becomes
larger at higher growth rates, making the optimum growth conditions easier to achieve.
This is in contrast with the findings of Lu et al. [18] who suggest that low growth rates
produce the best samples. These conflicting reports highlight the complicated nature of Bi
incorporation.
3.1.4 Surface reconstructions
A common theme throughout the GaAsBi growth literature is the observation that good
quality GaAsBi growth requires the surface to exhibit a (2× 1) reconstruction [9, 11–13, 15,
51]. This reconstruction is only found at near stoichiometric flux ratios [11] and comprises
Bi dimer pairs on the growth surface [15] as shown in figure 3.6.
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Figure 3.6: The Bi terminated (2× 1) reconstruction on GaAs. The white circles represent Ga atoms
and the black circles represent Bi atoms. Adapted from [15].
Mapping of the Bi terminated GaAs surface reconstructions was performed by Masnadi-
Shirazi et al. [11] and Bastiman et al. [15]. The results are shown in figure 3.7.
The (2× 1) reconstruction is only observed on a growing surface. While an early report
claimed it was observed as a static reconstruction, the samples in that report were held at
moderate temperatures without an incident As flux, meaning that As desorption probably
caused the Bi surface layer to come into direct contact with Ga, as in the case of growth [52].
It seems likely that the (2× 1) reconstruction is necessary for good quality GaAsBi growth
as this reconstruction contains the highest proportion of Bi-Ga bonds on the growth surface.
3.1.5 The effect of thermal annealing on GaAsBi
There have been several studies into thermal annealing of GaAsBi layers. While some
groups have investigated rapid thermal annealing [53–56] and others have investigated long
term annealing [46, 57–59], there is a consensus that the PL intensity of the samples is
improved by up to a factor of 5 for good quality samples. Note that Rodrigo et al. [58]
showed an improvement of 120× in their PL intensity with a 3 h anneal at 200 °C; however,
the PL signal from their un-annealed sample was very weak and it is likely that a much
smaller improvement in PL signal would have been observed for better quality samples.
It has been shown that annealing can improve the Bi homogeneity in GaAsBi samples [55],
although it has also been shown that similar improvements can be obtained by optimisation
of the growth parameters [56]. The improvement in PL intensity from annealing has been
attributed to an improvement of the host GaAs matrix quality rather than an improvement
in Bi homogeneity [56].
The diffusion of Bi within GaAsBi/GaAs structures appears to be very small for annealing
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Figure 3.7: Static and dynamic Bi terminated reconstructions on GaAs.
Reprinted from Journal of Crystal Growth, volume 338/1, M. Masnadi-Shirazi, D. A. Beaton, R. B.
Lewis, X. Lu, and T. Tiedje, Surface reconstructions during growth of GaAs1−xBix alloys by molec-
ular beam epitaxy, pages 80-84, Copyright (2012), with permission from Elsevier. [11]. Adapted
from [15].
temperatures of up to ∼ 650 °C as observed by XRD [46, 57]. The optimum temperature for
thermal annealing appears to be a function of Bi content. The optimum annealing tempera-
ture decreases as the Bi content of the layer increases [56]. This is shown in figure 3.8.
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Figure 3.8: The room temperature PL intensity improvement observed as a function of annealing
temperature for two different Bi fractions. Adapted from [56].
3.1.6 Effect of As species on the growth of GaAs
Most groups growing GaAsBi use As2 rather than As4. This is because As2 has been shown
to produce better quality GaAs at low growth temperatures [60], leading to the suppression
of the EL2 defect. However, the dependence of Bi incorporation on As:Ga beam equivalent
pressure ratio has been shown to be different for samples grown using As2 and As4 [14].
Specifically, the range of As4 beam equivalent pressures that allows significant Bi incor-
poration has been shown to be much larger than that of As2. This observation is difficult
to justify as, throughout the literature, elemental fluxes during growth are quoted in a va-
riety of different units. Sometimes fluxes are quoted in atoms.nm−2s−1 [61], sometimes in
mBar [62] or, in some cases, not directly mentioned at all [10]. As a result it was not clear
whether the Bi incorporation dynamics were truly different when growing with As2 com-
pared to As4. The work presented in this chapter aimed to clarify this apparent discrepancy
and investigate the growth parameters of this material system.
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3.1.7 Chapter layout
The aim of the work in this chapter was to ascertain the relationship between the maximum
Bi content achievable and sample growth temperature. Also, to explore and justify the effect
of As species on Bi incorporation and sample characteristics. Improving our understanding
of the growth conditions necessary for good quality GaAsBi will enable this technology to
make an impact as a material for solar cells and other devices.
3.2 Growth of bulk GaAsBi
3.2.1 Experimental details
The samples grown in this work were grown on undoped semi-insulating on-axis ± 0.1 °
(001) GaAs substrates using a Ga flux of 6.26 atoms.nm−2s−1, equivalent to 1 µm/h. The
clean-up procedure prior to growth is discussed in section 2.1.10. After thermal oxide des-
orption, a 100 nm GaAs buffer was grown using As2. Upon completion of the buffer growth
the sample was annealed at 610 °C for 20 minutes before the sample temperature was low-
ered to the desired growth temperature. The required As flux and species were selected by
varying the As needle valve position and changing the As cracker temperature. The reason
that the buffer growth was completed using As2 is that it has been shown that GaAs pro-
duced by MBE using As2 exhibits better optical and electrical properties than that grown
using As4 [60, 63]. Prior to GaAsBi growth the sample surface was exposed to a Bi flux
for 30 s. During this time the surface reconstruction as observed by RHEED changed from
c(4× 4) or (2× 4) to (n× 3) or c(n× 8). This transition is indicative of the formation of a
surface layer of Bi [15]. The justification for this Bi pre-layer is that other groups have noted
that the onset of Bi incorporation is slowed by the need to produce a surface Bi coverage
before the maximum Bi incorporation can be realised [13, 18]. The Bi pre-layer was left for
30 s to equilibrate before the Ga and Bi shutters were opened and growth was commenced.
The Bi flux used throughout this work was 0.31 atoms.nm−2s−1. Some samples were grown
with a Bi flux of 0.49 atoms.nm−2s−1 for comparison and these samples are indicated in the
text and figure captions. The bismide layers grown in these samples were 100 nm thick.
After bismide growth the sample was capped with 20 nm of GaAs using the same substrate
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temperature and As species as the bismide layer. The same temperature was used to protect
the sample from in situ annealing; such annealing has been shown to alter the optical quality
of GaAsBi as discussed in section 3.1.5 and would obfuscate any conclusions drawn from
the PL intensity of the samples grown in this work. The structure of the samples grown
during this work is shown in figure 3.9.
Figure 3.9: Sample structure used throughout this work. UD denotes undoped layers.
3.2.1.1 Sample characterisation
XRD The samples were initially characterised using XRD. The XRD measured spectra
were then compared with simulated spectra assuming an abrupt GaAs-GaAsBi interface and
a constant Bi content throughout the bismide layers. A typical example of this comparison
is shown in figure 3.10.
It is obvious from the poor fit of the experimental and simulated data that the model does not
accurately reflect the structure of the layer. This issue has been previously reported in the
literature [64] although the exact cause for the non-uniformity of the GaAsBi layers remains
unclear. A recent report by Reyes et al. [65] suggests that the non-uniformity is brought
about by the onset of CuPt ordering in the layers. Other recent work has indicated that the
onset of Bi droplet formation removes Bi from the growth surface, reducing the Bi content
of the layer [66]. An example of a non-uniform GaAsBi layer is shown in figure 3.11.
Another attempt was made to model the structure using several layers of different Bi con-
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Figure 3.10: XRD spectrum from a bulk GaAsBi layer, modelled by assuming a uniform Bi con-
centration and a GaBi lattice constant of 6.28 Å. The inset shows the Bi profile of the simulated
layer.
tents as suggested by Mazur et al. [64]. This is shown in figure 3.12.
This model more closely matches the observed XRD spectrum. Therefore, it seems that
the Bi content of the layers is not uniform, making it difficult to determine the Bi content
accurately by XRD.
PL The issue of non-uniform Bi content raises the question of which Bi content should be
quoted for a sample when investigating GaAsBi growth conditions. It was decided that the
region with the highest (optically active) Bi incorporation should be taken as the Bi content
of the sample, as this is the parameter of most interest for devices such as detectors and
light emitting diodes. Therefore it was decided to use PL to determine the Bi content of the
layers.
The Bi contents of the samples were estimated from their peak PL wavelengths using the
mVBAC model. The Bi contents associated with the Bi PL peak half maximum wavelengths
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Figure 3.11: Bi profile of a nominally uniform bulk GaAsBi sample as determined by TEM image
analysis. Note that the Bi content changes dramatically over the first ∼ 20 nm of the GaAsBi layer
and then appears to remain constant.
Reprinted from the open access journal article: (D. F. Reyes, F. Bastiman, C. J. Hunter, D. L. Sales,
A. M. Sanchez, J. P. R. David, and D. Gonza´lez. Bismuth incorporation and the role of ordering
in GaAsBi/GaAs structures. In this work S25 and S100 refer to samples with 25 nm and 100 nm Bi
layers respectively. Regions I and II are identified by Reyes et al. as regions of decreasing Bi content
and uniform Bi content respectively. Published in Nanoscale Research Letters by Springer, 9(1):18,
2014.) [65].
were considered to be the limits of the experimental uncertainty of the Bi content. This is
demonstrated for a typical sample in figure 3.13.
The broad peaks of the PL spectra are likely due to alloy fluctuations both on a large scale
and as a result of atomic Bi clustering [44, 45, 67–70].
3.2.2 Results
3.2.2.1 Effect of growth temperature on Bi incorporation
Data from all of the samples grown using a Bi flux of 0.31 atoms.nm−2s−1 are shown in
figure 3.14.
This plot highlights two phenomena: there is a trend of increasing Bi incorporation with
decreasing temperature and the Bi content saturates at low temperatures. Note that there
is a range of Bi contents observed at each temperature. Because of this, the maximum Bi
incorporation observed at any given temperature was taken as the value for Bi incorporation
at that temperature. Figure 3.15 shows the maximum Bi incorporation observed over a
range of growth temperatures. Included in figure 3.15 are data for samples grown under an
increased Bi flux of 0.49 atoms.nm−2s−1.
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Figure 3.12: XRD spectrum from a bulk GaAsBi layer, modelled using several layers of different Bi
concentration and a GaBi lattice constant of 6.28 Å. The inset shows the Bi profile of the simulated
layer.
Two distinct growth regimes are visible from figure 3.15: a temperature limited regime
(> 370 °C) and a Bi flux limited regime (< 370 °C). These regimes are in qualitative agree-
ment with the literature. The temperature dependence is qualitatively consistent with that
reported by Lu et al. [18] and Lewis et al. [12]. The Bi flux limited regime is qualitatively
consistent with the kinetically limited regime reported by Ptak et al. [10]. In the Bi flux
limited regime the Bi incorporation coefficient appears to tend towards unity (as shown by
the dashed line in figure 3.15); however, the experimental uncertainty in the Bi contents of
these samples prevents this from being conclusively demonstrated. Importantly, there is no
discernable difference between the trends of the As2 grown samples and the As4 grown sam-
ples. Evidently the As species used does not affect the temperature limited miscibility or
the Bi content achievable in the kinetically limited regime. It is also interesting to note that
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Figure 3.13: The method of Bi content estimation. The sample shown here is recorded as containing
3.65 % Bi with error bars extending down to 3 % and up to 4.33 %.
the samples grown with the higher Bi flux appear to follow the same temperature limited
miscibility trend as those grown with the lower Bi flux. This suggests that the temperature
limited miscibility is not affected by Bi flux. However, further work would be required to
draw firm conclusions on this subject.
3.2.2.2 Effect of As flux on Bi incorporation
The next stage of the work was to investigate the As flux dependence of Bi incorporation.
Samples with growth temperatures ranging between 350 °C and 380 °C were selected to
be analysed. From the data in figure 3.15 it was estimated that the temperature limited Bi
incorporation in this temperature range varied between 4.6 % and 4.9 %, which was deemed
a small enough variation to allow conclusions to be drawn from the data. As with the
temperature dependent data, the samples grown under each As:Ga flux ratio demonstrated a
range of Bi incorporations and the highest Bi observed at each flux ratio was taken to be the
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Figure 3.14: Bi incorporation vs growth temperature for all samples grown under the same Bi flux.
For clarity, the error bars have been omitted from this figure.
As flux limited Bi content. The maximum Bi incorporation observed at each As:Ga atomic
flux ratio is shown in figure 3.16
It is clear that the range of As4 fluxes which allows significant Bi incorporation is much
larger than that of As2. The upper limit of the range of As4 fluxes shown in figure 3.16
was set by the range of the As cracker valve. In order to investigate higher As4 fluxes, it
would have been necessary to raise the As reservior temperature (see section 2.1.6.3) and
this was not attempted. Note that in both cases the Bi content appears to drop to 0 % as
the As flux is reduced. This is in contrast with the Lu et al. and Lewis et al. models,
which suggest that the Bi content should saturate at low As fluxes. This discrepancy can be
reconciled by noting that the method for determining Bi content used in the previous studies
is different to that used in this study. In the previous studies, the Bi content was determined
by XRD, which takes no account of the optical quality of the material. However, this work
uses PL. The low material quality produced at very low As:Ga flux ratios inhibits the PL
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Figure 3.15: Maximum Bi incorporation observed over a range of growth temperatures. The solid
line has been added to guide the eye. The dashed line represents the Bi content expected for a unity
incorporation coefficient.
Reprinted from the Journal of Crystal Growth, volume 390, R. D. Richards, F. Bastiman, C. J Hunter,
D. F. Mendes, A. R. Mohmad, J. S. Roberts, and J. P. R. David, Molecular beam epitaxy growth of
GaAsBi using As2 and As4, pages 120-124, Copyright (2014), with permission from Elsevier. [71].
from these layers and leads to the false result that the Bi content drops at low As:Ga fluxes.
While this result may not indicate the precise Bi content of the layers, it does indicate the
optically active Bi content of the layers, a parameter of great importance for detectors, solar
cells, light emitting diodes and lasers. Also, as the purpose of this work is to compare
the incorporation of Bi grown using As2 and As4, this method is valid as it provides a fair
comparison of the two species.
The data in figure 3.16 show that there is a clear difference between the incorporation of
Bi under As2 and As4. In order to determine the origin of this difference it is necessary to
understand the previous work on GaAs growth using As2 and As4. Foxon et al. [61, 72]
investigated the incorporation dynamics of As2 and As4 on GaAs. Their work was later
verified by other groups [73, 74] and is outlined below.
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Figure 3.16: The As flux limited Bi incorporation for samples grown between 350 °C and 380 °C.
The lines are added as a guide to the eye.
Reprinted from the Journal of Crystal Growth, volume 390, R. D. Richards, F. Bastiman, C. J Hunter,
D. F. Mendes, A. R. Mohmad, J. S. Roberts, and J. P. R. David, Molecular beam epitaxy growth of
GaAsBi using As2 and As4, pages 120-124, Copyright (2014), with permission from Elsevier. [71].
The sticking coefficient of As2 on a GaAs surface varies between 0 and 1 depending on the
temperature and surface Ga population as shown in figure 3.17. At the temperatures where
GaAsBi growth proceeds, the sticking coefficient of As2 is 1 in the presence of surface Ga.
The sticking coefficient of As4 on GaAs can never exceed 0.5 as shown in figure 3.18.
This is because of the more complicated incorporation dynamics of As4 compared to As2.
Whereas As2 can directly incorporate into the lattice upon finding exposed surface Ga,
As4 cannot; two As4 tetramers must interact on the surface producing two As2 dimers and
necessarily causing the desorption of an As4 tetramer before incorporating. This desorption
process is what limits the sticking coefficient of As4 to 0.5 and is shown in figure 3.19.
If this process is responsible for the observed difference in Bi incorporation under As2 and
As4 then it would be expected that the data from both species in figure 3.16 would coincide
if the As4 fluxes were halved. This plot is shown in figure 3.20.
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Figure 3.17: As2 sticking coefficient as a function of Ga flux.
The As flux was≈ 0.02 atoms.nm−2s−1. The As2 sticking coefficient does not reach unity in this
plot but tends towards this value at higher Ga fluxes. Adapted from [61].
The data from the two As species are now coincident. It seems likely, therefore, that the
observed difference in figure 3.16 can be solely attributed to the interaction kinetics of the
two As species on GaAs, rather than any difference in the Bi incorporation kinetics during
growth using each species. While there is no inherent advantage to using As4 in preference
to As2 for bismide growth, the necessary desorption of half of the incident As4 tetramers
means that the range of As valve positions which allows significant Bi incorporation is
doubled when using As4 compared to that using As2. This suggests that high Bi content
GaAsBi growth can be more easily achieved using As4 at the expense of the lifetime of
the As charge. Therefore, a favourable growth development protocol would be to conduct
preliminary growth parameter investigations using As4 before switching to As2 for the re-
mainder of the research.
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Figure 3.18: As4 sticking coefficient as a function of Ga flux.
The As flux was≈ 0.18 atoms.nm−2s−1. The As4 sticking coefficient does not reach 0.5 in this plot
but it tends towards this value at higher Ga fluxes. Adapted from [72].
Figure 3.19: The incorporation kinetics of As4 on GaAs. The black dots represent Ga atoms and the
grey dots represent As atoms. Two As4 tetramers on the surface must interact to produce two As2
dimers and cause the desorption of one As4 tetramer in order to allow any As incorporation.
3.2.2.3 Effect of Bi incorporation on PL peak intensity
The conclusion that Bi incorporation is unaffected by As species is supported by the ob-
servation that the As species has no impact on the brightness of the PL as a function of Bi
content, as shown in figure 3.21.
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Figure 3.20: As flux limited Bi composition taking account of the necessary desorption of 50 % of
the incident As4.
Reprinted from the Journal of Crystal Growth, volume 390, R. D. Richards, F. Bastiman, C. J Hunter,
D. F. Mendes, A. R. Mohmad, J. S. Roberts, and J. P. R. David, Molecular beam epitaxy growth of
GaAsBi using As2 and As4, pages 120-124, Copyright (2014), with permission from Elsevier. [71].
From figure 3.21 it is clear that there are two regimes: increasing PL intensity with in-
creasing Bi content for Bi < 4 % and decreasing PL intensity with increasing Bi content for
Bi > 4 %. The factors which could explain the increase in PL intensity up to 4 % Bi are an
increased Bi surfactant effect due to the increased surface lifetime of Bi at the lower temper-
atures required for higher Bi content and an increase in the band offset with the surrounding
GaAs layers. These effects would improve the material quality and reduce the surface re-
combination velocity of the samples respectively. The region of decreasing PL intensity
with increasing Bi can probably be attributed to a deterioration of the material quality due
to the build-up of strain. It should be noted, however, that the samples grown during this
work were grown using a range of substrate temperatures. The samples in figure 3.21 with
high Bi content were grown at lower temperature than those with low Bi content. It is pos-
sible, therefore, that the decreasing PL intensity with increasing Bi content in figure 3.21 is
caused by the lower temperatures necessary for the growth of these layers.
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Figure 3.21: Peak room temperature PL intensity as a function of Bi content. The dashed and solid
lines have been added to guide the eye.
Reprinted from the Journal of Crystal Growth, volume 390, R. D. Richards, F. Bastiman, C. J Hunter,
D. F. Mendes, A. R. Mohmad, J. S. Roberts, and J. P. R. David, Molecular beam epitaxy growth of
GaAsBi using As2 and As4, pages 120-124, Copyright (2014), with permission from Elsevier. [71].
3.2.2.4 As assisted Bi desorption
As Bi incorporates from a Bi terminated reconstruction layer on the GaAs surface, an ex-
periment was devised to investigate the extent to which an As overpressure aids in the
desorption of Bi from a Bi terminated reconstruction. This experiment was performed in
the following way. A GaAs sample was loaded into the chamber, outgassed and heated
to remove surface oxide as described in section 2.1.10. A 100 nm GaAs buffer was grown
on the sample to provide an atomically flat As terminated surface. The sample tempera-
ture was set to the desired value and the sample was exposed to a Bi flux until the surface
reconstruction changed from an As terminated reconstruction ((2× 4) or c(4× 4)) to a Bi
terminated reconstruction ((n× 3) or c(n× 8)). Once this reconstruction was observed the
Bi flux was terminated and the sample was held either under vacuum, under an As2 flux or
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under an As4 flux (both As fluxes equivalent to 6.26 atoms.nm−2s−1) until the As terminated
reconstruction was recovered. The process was monitored by recording the intensity of a
RHEED reconstruction rod which is present in the As terminated reconstruction but not in
the Bi terminated reconstruction. The time taken for the rod’s intensity to reach half of its
original intensity was taken as a characteristic time for the reconstruction recovery. The
data from this experiment performed at 415 °C are shown in figure 3.22.
Figure 3.22: As reconstruction recovery as monitored by RHEED. The Bi flux was terminated at
time 0 in each case. The dashed line represents half of the normalised starting intensity. The solid
lines show the times recorded as the characteristic recovery time in each test.
Reprinted from the Journal of Crystal Growth, volume 390, R. D. Richards, F. Bastiman, C. J Hunter,
D. F. Mendes, A. R. Mohmad, J. S. Roberts, and J. P. R. David, Molecular beam epitaxy growth of
GaAsBi using As2 and As4, pages 120-124, Copyright (2014), with permission from Elsevier. [71].
The data in figure 3.22 show that an As overpressure significantly reduces the time taken
to recover an As terminated reconstruction. This suggests that As has an active role in
displacing Bi from the sample surface and that As2 is more aggressive in displacing Bi
than As4. The characteristic desorption times recorded in each case are many hundreds
of seconds, whereas the monolayer growth time in this work is 1 s. This suggests that,
while As is active in removing Bi from the Bi surface reconstruction layer, the As assisted
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desorption of Bi from the surface layer has little impact on the Bi incorporation observed
in this work. Care must be taken with this result, however, as this test was performed on
a static surface, rather than a growing surface. This conclusion supports the assumption in
the model by Lewis et al. [12] that the role of As in limiting the Bi incorporation into GaAs
is one of limiting the available surface Ga population rather than one of desorbing Bi from
the surface.
3.3 Conclusions
Two distinct GaAsBi growth regimes were observed: a Bi flux independent, temperature
limited regime where Bi content increases with decreasing temperature; a Bi flux limited
regime where the Bi incorporation coefficient approaches unity.
This work has demonstrated that the observed differences between the As flux dependence
of Bi incorporation under As2 and As4 can be solely attributed to the necessary desorption
of 50 % of the incident As4 during growth as observed by Foxon and Joyce [72]. This con-
clusion is supported by the observation that the temperature dependence of Bi incorporation
is independent of As species, as is the PL intensity of GaAsBi samples as a function of Bi
content. The PL intensity improves with Bi content up to 4 %. It is hypothesised that this is
due to the improvement in carrier confinement within the GaAsBi layer and the increased
Bi surfactant effect as the Bi surface lifetime increases as the sample temperature reduces.
Above 4 % the PL intensity deteriorates, which is possibly due to a deterioration in material
quality induced by strain. However, it is also possible that this effect is caused by the lower
growth temperatures required for higher Bi contents.
As was shown to play an active role in desorbing Bi from a Bi terminated GaAs surface,
with As2 being more aggressive in desorbing Bi than As4. However, the rate of assisted
desorption is low enough to suggest that this effect has little impact on the incorporation of
Bi in GaAs even at relatively low growth rates.
It seems that As species has no fundamental impact on the material quality or Bi incorpo-
ration achievable in MBE grown GaAsBi. However, growth with As4 may provide a more
forgiving growth parameter space in which to grow GaAsBi. The growth and structural
characterisation of GaAsBi/GaAs MQW p-i-n diodes is discussed in chapter 4.
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Chapter 4
Growth and characterisation of
GaAsBi/GaAs multiple quantum
wells
4.1 Introduction
In the previous chapter, the effects of growth temperature, As flux and As species on MBE
grown bulk GaAsBi were presented. In this chapter the physics of MQW solar cells is out-
lined and previous work on GaAsBi/GaAs MQW structures is reviewed before the growth
and structural characterisation of strained GaAsBi/GaAs MQWs with large well numbers is
reported.
4.1.1 Concept of MQW solar cells
The topic of MQW solar cells was introduced in section 1.5.7.3. In this chapter, the topic
will be discussed in greater detail, with specific reference to previous work on the effects of
strain and relaxation in MQW structures.
In 1990 Barnham et al. [1] suggested that a decoupling of the Voc and Isc in single junc-
tion solar cells could be achieved by introducing quantum wells (QWs) into a cell. In a
conventional bulk cell, the band gap of the cell determines both Voc and Isc. However, by
introducing QWs into a bulk cell, the effective band gap for absorption is lowered while
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maintaining the carrier energies upon extraction, as shown in figure 4.1. Photons with en-
ergy greater than Ewell are absorbed and extracted at an energy of Ebarrier. In practice the
Voc produced by an MQW solar cell is slightly lower than that produced by an equivalent
cell comprising the barrier material [2, 3].
Figure 4.1: Band diagram of an MQW p-i-n junction.
Initial results investigating GaAs/AlGaAs MQW solar cells showed that an increase in ef-
ficiency could be achieved with the inclusion of the wells [4]. However, it was argued by
some [5, 6] that MQW cells could not offer any inherent increase in efficiency over bulk
cells. They suggested that the observed increase in efficiency was due to the GaAs QWs
reducing the effective band gap of the AlGaAs cell and bringing it closer to the single junc-
tion optimum band gap of ∼ 1.2 eV. These groups argued that, while the wells provided
another possible route for carrier excitation, they also produced another possible route for
carrier recombination which limited the maximum theoretical MQW cell efficiency to that
of a bulk single junction cell. This is shown in figure 4.2.
As can be seen from figure 4.2, incorporating QWs into a solar cell introduces two new tran-
sitions for carrier excitation (transitions 1 and 3). However, these transitions are reversible,
giving rise to transitions 2 and 4. According to the Shockley-Queisser detailed balance
model [7], unless there is a driving force preventing recombination through transitions 2
and 4, they will act as carrier sinks and limit the efficiency of the device at that of a bulk
single junction cell.
The reason that MQWs offer a theoretical maximum efficiency enhancement over bulk cells
is that the carrier escape from the QWs is not reversible [8, 9]. In a p-i-n MQW structure
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Figure 4.2: Simplified band structure of a QW. The possible carrier transitions are denoted by the
black arrows.
the inbuilt field across the i-region sweeps carriers away from the wells, meaning that, once
excited from a well, a carrier is highly unlikely to be trapped again by the same well. In
figure 4.2 the irreversibility of carrier escape gives rise to an inequality between the rates of
transition 1 and transition 2, which leads to an inequality between the rates of transition 3
and transition 4.
The increased photocurrent collected by an MQW solar cell compared to a bulk solar cell is
highlighted in figure 4.3. It is clear from this figure that the incorporation of QWs provides
a contribution to the current generated by the cell from long wavelength light.
4.1.2 Strain in bulk heteroepitaxial layers
Initial research into MQW solar cells was hindered by strain relaxation in the samples [11,
12]. The strain fs in a heteroepitaxial bulk semiconductor is given by equation 4.1:
fs =
al − as
as
(4.1)
where al is the free standing heteroepitaxial layer lattice constant; as is the substrate lattice
constant.
According to Matthews and Blakeslee [13] for any given strain there will be a critical thick-
ness of heteroepitaxial growth at which point it will become energetically favourable for
dislocations in the material to propagate to the sample surface. There have been many ex-
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Figure 4.3: The external quantum efficiency of an InGaAs/GaAsP solar cell. The region circled in
red highlights the main contribution to the absorption from the QWs.
Reprinted with permission from [D. B. Bushnell, T. N. D. Tibbits, K. W. J. Barnham, J. P. Connolly,
M. Mazzer, N. J. Ekins-Daukes, J. S. Roberts, G. Hill, and R. Airey. Effect of well number on
the performance of quantum-well solar cells. Journal of Applied Physics, 97(12):124908, 2005].
Copyright [2005], AIP Publishing LLC. [10]
perimental studies into the critical thickness of heteroepitaxial layers [14–16]. The results
from these studies are varied, with some authors claiming that the Matthews-Blakeslee criti-
cal thickness accurately predicted the onset of dislocation propagation [17, 18] and other au-
thors claiming that this critical thickness could be greatly exceeded before the onset of dis-
location propagation [15, 16, 19]. The results depended on the method used to observe the
presence of dislocations [20]. Certain techniques, such as photoluminescence microscopy
or cathodoluminescence (CL) are sensitive to individual dislocations; whereas, techniques
such as PL and XRD are sensitive to bulk crystal properties and can only detect the onset of
dislocation generation.
The strain driven dislocation propagation does not result in significant relaxation of strain
[11]. To relieve strain in the material, the generation of dislocations is required. The
generation of dislocations occurs at greater thicknesses than the Matthews-Blakeslee crit-
ical thickness. There are several models which describe the onset of dislocation genera-
tion [13, 21–26]; however, it is not clear which of these should be adopted as a working
model.
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4.1.3 Strain in MQW heteroepitaxial layers
The initial theories on the build-up of strain in MQW systems suggested that, provided the
width of each well was below its critical thickness, the strain in the layer would be fully
compensated by the overgrowth of a barrier region [18]. However, it was shown by other
authors [27–29] that strain builds up throughout the MQW region and catastrophic lattice
relaxation can occur even if each well does not individually exceed its critical thickness.
In an MQW layer the average strain 〈 fs〉 is given by equation 4.2 [12]:
〈 fs〉 = al − asas
Nqwtqw
Nqwtqw + (Nqw − 1)tb (4.2)
where Nqw is the number of wells; tqw is the thickness of a single well; tb is the thickness of
a single barrier. Dislocations are generated at the interfaces between the MQW region and
the surrounding cladding layers [11, 12].
In 1996 Griffin et al. [12] conducted a study into relaxation in MQW p-i-n diode structures.
Selected data from this study is shown in figure 4.4. The Matthews-Blakeslee critical thick-
ness for the onset of dislocation propagation is shown as a dashed line in figure 4.4 and an
estimate for the onset of dislocation generation is shown as a solid line.
The samples which showed high dark line densities in figure 4.4 were taken to be relaxed
as this feature is indicative of the generation of dislocations at the lower MQW interface.
Based on this plot there appears to be good agreement between the predicted and observed
values for the onset of dislocation generation. Of the samples with high dark line densities,
some showed a further increase in dark line density as the misfit between the relaxed MQW
layer and the capping layer became sufficient to cause the generation of dislocations at the
upper MQW interface.
In the work by Griffin et al. [12] and other studies [27, 30], strain relaxation in MQW
samples was linked to an increase in forward bias dark current, which indicates that the
formation of dislocations in MQW solar cells has a negative impact on their performance.
4.1.4 Strain balancing in MQW structures
In 1999, Ekins-Daukes et al. [31] reported the successful application of the technique of
strain-balancing to the i-region of an MQW solar cell. Strain-balancing is a technique which
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Figure 4.4: Data from [12]. The data points represent a series of MQW samples grown by MBE
(squares) and MOVPE (circles). The dashed line represents the Matthews-Blakeslee critical thick-
ness [13] and the solid line represents the critical thickness for dislocation generation, estimated
from Drigo et al. [11]. The solid symbols represent samples which show low dark line densities
under CL and the empty symbols represent samples which show high dark line densities under CL.
Adapted from [12].
had been used for many years in MQW lasers [32, 33] and involves growing layers of
alternating tensile and compressive strain. This is shown in figure 4.5.
Determining the average strain in a strain-balanced MQW is not as simple as finding it
in a strained MQW. First the average lattice constant 〈aMQW〉 must be calculated using
equation 4.3 [31]:
〈aMQW〉 =
tbab + tqwaqw
tb + tqw
(4.3)
where ab is the free standing lattice constant of the barrier material and aw is the free stand-
ing lattice constant of the well material. The average strain can then be calculated as for
bulk heterostructures using equation 4.4.
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Figure 4.5: Sequencing of layers under alternating compressive and tensile strain in a strain-
balanced MQW.
〈 fs〉 = 〈aMQW〉 − asas (4.4)
From equation 4.3 it can be seen that the average lattice constant can be tuned by changing
the compositions of the wells and barriers and also by varying the thicknesses of the wells
and barriers. By careful optimisation of these parameters the band gaps of the wells and
barriers and the average lattice constant of the MQW layer can be tuned independently.
The first report of strain-balanced MQW p-i-n diodes demonstrated an order of magnitude
decrease in forward bias dark current compared to the best strained MQW p-i-n diodes at
that time [31].
4.1.5 Previous MQW solar cell results
In 2010, Adams et al. [34] reported a world record single junction efficiency of 28.3 %
using the InGaAs/GaAsP material system. The record was subsequently retaken by a pure
GaAs cell [35], but it was an important demonstration of the competitiveness of the MQW
technology.
In 2013, Browne et al. [36] reported the production of commercial multi-junction cells with
top and middle junctions comprising InGaAsP/GaInP and InGaAs/GaAsP strain-balanced
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MQWs respectively. The median efficiencies of these devices were above 41 %.
4.1.6 Previous work on GaAsBi/GaAs QWs
There have been several studies investigating the growth and characterisation of GaAsBi/GaAs
QWs [37–42]. Tominaga et al. [37] demonstrated the growth of 24 period GaAsBi/GaAs
MQWs which showed good interfaces as measured by TEM. They investigated the effects
of 10 minute thermal annealing cycles on the structural and optical properties of the MQWs
as measured by XRD and PL and showed that annealing temperatures below 600 °C had
little effect on the PL peak wavelength of the sample. This suggests that overgrowing
GaAsBi/GaAs MQWs with material grown at standard MBE growth temperatures (550 -
600 °C) should not adversely affect the MQW region. Tominaga et al. went on to demon-
strate the growth of GaAsBi wells with > 10 % Bi content [38] and show the relative tem-
perature insensitivity of the PL emission from the wells [39].
Fan et al. [41] investigated the growth of samples with one and two QWs. Using PL data
they demonstrated that the first well in the series was thinner than expected. As the growth
conditions were nominally identical for both wells, they argued that the difference must be
due to the accumulation of a surface layer of Bi; the first well is thinner because it takes
a finite time to build up a surface Bi layer from which Bi can incorporate. They argued
that the Bi layer remained on the surface throughout the growth of the intermediate GaAs
and AlGaAs layers in their structure, meaning that Bi incorporation could commence im-
mediately as the Bi shutter was opened for subsequent wells. This argument was supported
by the observation of a (1× 3) surface reconstruction during the intervening GaAs and Al-
GaAs layers which was not observed in the earlier GaAs and AlGaAs layers [40]. They
suggested that the Bi layer acted as a surfactant and improved the material quality of the
low temperature grown GaAs and AlGaAs.
Ludewig et al. [42] investigated the MOVPE growth of GaAsBi/GaAs MQWs. Their data
also indicated that the first well in the MQW sequence can be smaller than the subsequent
wells. When they increased the Bi precursor flux during growth this issue was mitigated, at
the expense of the formation of Bi droplets on the growth surface. Although this test was
performed using MOVPE, it suggests that raising the Bi flux for MBE grown GaAsBi/GaAs
MQWs could produce more uniform QWs. However, the potential issue of droplet forma-
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tion reduces the appeal of this technique.
The highest number of GaAsBi wells grown in any previous study is 24 [37]. For pho-
tovoltaics, a large well number is required to maximise absorption; it has been suggested
that well numbers in excess of 50 should be investigated for multi-junction MQW photo-
voltaics [10].
4.1.7 Motivation for investigating GaAsBi/GaAs MQWs for solar cell appli-
cations
The constraint that each individual layer within the MQW region of a strain-balanced so-
lar cell must not exceed its critical thickness has limited the absorption edge of the In-
GaAs/GaAsP system to wavelengths < 1000 nm [43]. This is a significantly shorter wave-
length than the optimum wavelength for the middle junction in Ge based triple junction
photovoltaics (1240 - 1300 nm [44]). The increased rate of band gap reduction in GaAsBi
compared to InGaAs (750 meV/% strain for Bi [45], 200 meV/% strain for In [46] (as dis-
cussed in section 3.1.2.1)) suggests that GaAsBi may be a more effective material for mid-
dle junction MQWs. This chapter aims to investigate the material properties of strained
GaAsBi/GaAs MQWs and compare the results to those from the strained InGaAs/GaAs
material system.
4.2 Growth and characterisation of GaAsBi/GaAs MQWs
4.2.1 Preliminary growth optimisation
The growth conditions for the QWs grown in this work were selected based on the PL char-
acteristics of preliminary GaAsBi/GaAs 3× 8 nm QW samples with 20 nm barriers, grown
by Dr Abdul Rahman Mohmad. The samples were grown using a growth rate of 0.6 µm/h
and are discussed in more detail in appendix A. The room temperature PL from these sam-
ples is shown in figure 4.6 as a function of growth temperature and in figure 4.7 as a function
of Bi flux.
Figure 4.6 shows that GaAsBi growth temperatures below ∼ 360 °C produce material which
does not show room temperature PL. The two spectra that do show good room temperature
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Figure 4.6: Room temperature PL from a series of 3× 8 nm QW samples grown at different temper-
atures using a Bi flux of 0.29 atoms.nm−2s−1.
PL also show a strong dependence of peak wavelength and intensity on growth temperature,
suggesting that the Bi content of these samples was limited by the growth temperature. It
was decided to grow the MQW diode samples using a growth temperature of 380 °C as
the PL from this sample was an order of magnitude brighter than that of the sample grown
at 362 °C. The data from figure 4.7 show that the highest PL intensity is achieved at a Bi
flux of 0.29 atoms.nm−2s−1. The blueshift of the sample grown using 0.19 atoms.nm−2s−1
suggests that, under these conditions, the kinetically limited regime ends at a Bi flux be-
tween 0.19 and 0.29 atoms.nm−2s−1. The blueshift of the sample grown with a Bi flux of
0.42 atoms.nm−2s−1 indicates that this sample was grown in the temperature limited regime.
It was decided to grow using a Bi flux of 0.24 atoms.nm−2s−1. This flux was selected to be
sure that the samples were grown in the kinetically limited regime, thus ensuring the highest
possible level of repeatability throughout the sample series.
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Figure 4.7: Room temperature PL from a series of 3× 8 nm QW samples grown using different Bi
fluxes at a substrate temperature of 380 °C
4.2.2 Experimental details
In this work a systematic series of GaAsBi/GaAs MQW p-i-n diodes were grown by MBE
on GaAs:Si n+ (001) on axis± 0.1 ° substrates. The nominal sample structures are shown
in figure 4.8. The 200 nm n-type GaAs:Si buffer was grown at 580 °C using a Ga flux of
3.44 atoms.nm−2s−1, corresponding to a growth rate of 0.55 µm/h. This is slightly lower
than the growth rate used for the growth parameter optimisation samples; however, as the
uncertainty in the Bi flux in this work is ± 10 % and the uncertainty in the temperature is
± 10 °C , this difference was assumed to have no material effect on the growth parameters
identified as optimal. The As2 flux used for this region was 6 atoms.nm−2s−1. The n-type
AlGaAs cladding region was also grown at 580 °C, using the same Ga flux, an As2 flux
of 7 atoms.nm−2s−1 and an Al flux of 1.47 atoms.nm−2s−1 to produce Al0.3Ga0.7As. After
growth of the n-type AlGaAs region, growth was halted for 20 minutes to cool the substrate
temperature to 380 °C and the As cracker to 650 °C to provide As4 for GaAsBi growth.
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The i-region comprised a ∼ 620 nm GaAsBi/GaAs MQW with nominally 8 nm wells; the
number of wells was varied throughout the series and the barrier thicknesses were designed
to keep the i-region thickness constant. The GaAsBi wells were grown using an As4 flux
of 6 atoms.nm−2s−1 and a Bi flux of 0.24 atoms.nm−2s−1. Prior to growth of the first well
the sample surface was exposed to a Bi flux in the absence of a Ga flux for 30 s. During
this time the sample surface reconstruction changed from c(4× 4) to (n× 3), this transition
indicates the presence of a Bi layer on the sample surface [47]. This step was performed to
prevent the compositional fluctuations in the first few nm of GaAsBi growth as reported by
Fan et al. [41]. The sample was then held under the As4 flux for 30 s to let any excess Bi
desorb and to allow the Bi reconstruction layer to anneal before commencing growth of the
first well. It was shown in section 3.2.2.4 that the characteristic Bi surface reconstruction
lifetime at these temperatures is significantly longer than 30 s, so it was assumed that the
reconstruction layer would remain intact during this time. The growth of each layer in the
MQW region was separated by a 1 minute pause. These pauses were designed to allow
the surface to anneal as it has been shown that growth of bulk GaAsBi leads to undulating
surfaces which can adversely affect material quality [48, 49]. Growth was halted again after
completion of the MQW region to heat the sample to 580 °C and to heat the As cracker to
1000 °C to produce As2 for the subsequent layer growth. The p-type cladding and capping
regions were grown using the same conditions as the n-type region, using Be as the p-type
dopant.
Note that during the growth of the p-type layers, the MQW region is effectively being an-
nealed at 580 °C for approximately 2 h. It seems unlikely this temperature will cause dam-
age to the structure of any fully strained samples, although it will increase the PL intensity
of these samples [37, 38, 50–52] and potentially cause degradation to the PL and structure
of any partially relaxed samples [53].
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Figure 4.8: Sample structures grown during this work.
4.2.3 Surface profiles
Nomarski images of the surfaces of the MQW samples are shown in figures 4.9 - 4.15.
All samples show indications of sub-surface damage with the samples containing more
wells showing more damage lines up to 3N (40 wells). Few of the visible lines on the
surfaces of the samples with up to 40 wells are orthogonal and are, therefore, not indicative
of strain relaxation within the samples [54]. It is more likely that the sub-surface damage
occurred as a result of the substrate preparation as described in section 2.1.10. Samples 3O
(54 wells) and 3R (63 wells) show a high density of orthogonal sub-surface damage lines.
These lines suggest that a relaxation event has occurred in these samples [54]. The image
of sample 3R (63 wells) shows signs of significant contamination on the surface prior to
growth as there are large regions of very high density metallic droplets on the surface. The
edge of one such region is visible in the top right of figure 4.15.
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Figure 4.9: Nomarski image of sample 3I (3 wells).
Figure 4.10: Nomarski image of sample 3K (5 wells).
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Figure 4.11: Nomarski image of sample 3J (10 wells).
Figure 4.12: Nomarski image of sample 3L (20 wells).
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Figure 4.13: Nomarski image of sample 3N (40 wells).
Figure 4.14: Nomarski image of sample 3O (54 wells).
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Figure 4.15: Nomarski image of sample 3R (63 wells).
4.2.4 XRD results
Symmetric ω− 2θ scans were taken of the (004) reflection of each sample using Cu Kα1 ra-
diation. These preliminary scans are shown in figure 4.16. All scans show clear superlattice
(SL) peaks indicating that MQW regions of good uniformity were grown.
The scans in figure 4.16 were modelled using RADS Mercury software assuming the nom-
inal 8 nm square well profile and a GaBi lattice constant of 6.28 Å [55]. The structural
parameters determined from this fitting are shown in table 4.1.
Table 4.1: Initial MQW parameters extracted from XRD data
Sample Well Bi Nominal barrier Period Average Bi SL Peak
(number of wells) content (%) thickness (nm) (nm) content (%) FWHM (′′)
3I (3) 3.2 145 153 0.167 67
3K (5) 2.8 94 102 0.22 58
3J (10) 3.2 57 65 0.39 46
3L (20) 3.2 20.5 28.5 0.9 67
3N (40) 2.8 6.4 14.4 1.56 66
3O (54) 3.5 3.4 11.4 2.46 231
3R (63) 3.0 1.0 9.0 2.67 162
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Figure 4.16: Preliminary (004) ω − 2θ scans of the samples grown in this work using Cu Kα1
radiation. The scans have been normalised and vertically offset for clarity.
In order to verify the consistency of the growth throughout this series of samples, the mea-
sured average Bi content is plotted against the estimated average Bi content of each sample
assuming 8 nm square wells of 3.13 % Bi content as shown in figure 4.17. The Bi content
is estimated by performing a least squares fit to the gathered data. The value of 3.13 % Bi
is used to get the best fit to the experimental data; however, in practice the Bi content of the
wells cannot be quoted to this level of accuracy so the value of 3.1± 0.5 % is taken as the
value extracted from this plot.
Note that if one ignores the effects of quantum confinement, then the peak PL wavelength of
the preliminary sample grown with a Bi flux of 0.29 atoms.nm−2s−1 in figure 4.7 (1079 nm)
suggests a Bi content of 3.7 % (calculated using the mVBAC model). If this Bi flux is in
the kinetically limited regime then one can use the Bi flux ratio to calculate the predicted Bi
content of the samples in the MQW series as shown in equation 4.5:
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Figure 4.17: The Measured average Bi content of the layers in this work plotted against the predicted
average Bi content assuming 8 nm wells of 3.13 % Bi. The error bars were estimated from the range
of simulated Bi contents which produced a reasonable fit to the XRD data.
x f =
xi × F f ×GRi
Fi ×GR f (4.5)
=
3.7% × 0.24 × 0.6
0.29 × 0.55 (4.6)
= 3.34 % (4.7)
Where x f is the Bi content of the QWs in the final sample series; xi is the Bi content of the
QWs in the initial sample series; F f is the Bi flux used for the final sample series; Fi is the
Bi flux used for the initial sample series; GRi is the growth rate used in the initial sample
series; GR f is the growth rate used in the final sample series. The accuracy of the predicted
Bi content is limited to ± 0.5 % but it is very close to the value of 3.13 % found by the least
squares fit to the measured XRD data. This result suggests that the MQW samples were
grown in the kinetically limited regime as expected and that the growth conditions were
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well controlled throughout the series.
Throughout this analysis, the assumption is made that the wells have abrupt interfaces and
uniform Bi contents. It has been shown that this assumption is not necessarily accurate [56];
however, in order to extract meaningful data from these layers without using advanced
modelling techniques (for example [57]) this assumption is necessary.
4.2.4.1 Reciprocal space maps
The FWHM of each sample listed in table 4.1 is based on the first visible positive SL peak
of each sample. The samples with 10 or more wells all have visible +1 SL peaks, whereas
the +1 SL peak is obscured by the substrate peak in the 3I (3 wells) and 3J (5 wells) spectra,
so the SL peak FWHM is measured from a higher peak in these samples. Any trend in
the FWHM for the samples with small numbers of wells is difficult to discern; however,
there is a clear increase in FWHM for the samples with 54 and 63 wells. Broadening of
the XRD SL peaks is often an indication of roughening of the MQW interfaces [58]. In
order to investigate the origin of this broadening, RSMs of the (004) reflections of samples
3N (40 wells) and 3O (54 wells) were performed at different substrate rotations (φs (see
figure 4.24)) by Dr David Walker at Warwick University. The resulting scans are shown in
figures 4.18 to 4.23.
Figure 4.18: (004) RSM of sample 3N (40 wells) at φs = 0.
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Figure 4.19: (004) RSM of sample 3N (40 wells) at φs = 45.
Figure 4.20: (004) RSM of sample 3N (40 wells) at φs = 90.
It is clear from the RSMs shown in figures 4.18 to 4.23 that all of the peaks from 3O are
much broader than those from 3N. The AlGaAs peak which is visible in the 3N spectra at
-0.03 ° appears only as a slight skewing of the substrate peak in the spectra from 3O. What is
also clear is that the SL peaks are offset from the substrate peak in omega in the 3O spectra
but not in the 3N spectra. This is indicative of a tilting of the MQW layer with respect to
the substrate [58, 59]. The tilting cannot be quantified from a single RSM as rotation of the
substrate about its surface normal affects the observed tilt angle. The Tilt was quantified by
fitting the apparent tilt from the three different substrate angles with a sine curve as shown
in figure 4.24.
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Figure 4.21: (004) RSM of sample 3O (54 wells) at φs = 0.
Figure 4.22: (004) RSM of sample 3O (54 wells) at φs = 45.
The absolute tilt of sample 3O (54 wells) was determined to be 0.045± 0.005 °. The magni-
tude of the tilt measured for sample 3N (40 wells) is at least an order of magnitude smaller
than that of 3O and the spread in the apparent tilt angles for the SL peaks in each scan means
that no meaningful fit can be obtained.
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Figure 4.23: (004) RSM of sample 3O (54 wells) at φs = 90.
Figure 4.24: Measuring the absolute MQW tilt with respect to the substrate by fitting the apparent
tilt as a function of substrate rotation with a sine curve. The black points represent the measured tilt
in sample 3N (40 wells) and the red points represent the measured tilt in sample 3O (54 wells). The
red curve represents the least squares fit to the 3O (54 wells) data; no fitting was attempted to the
data from 3N (40 wells).
4.2.5 Transmission electron microscopy
TEM images were taken of each of the samples in this work by Dr Richard Beanland at
Warwick University, with the exception of sample 3I (3 wells), which was not imaged.
Images from each of the samples are shown in figures 4.25 - 4.31. Each image includes a
scale bar and a label identifying it as either BF or DF and indicating the magnification of
the image.
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The thickness of the first well in each sample differs from the thickness of the subsequent
wells. This issue has been shown by other groups [41, 42] and it was hoped that the Bi
prelayer applied to the surface prior to growth would mitigate the effect. In each sample the
first well is thicker than the subsequent wells except 3R (63 wells) in which the first well
is thinner than the subsequent wells. It is possible that the measurement is disrupted by the
poor material quality in sample 3R (63 wells), or that the thin barriers do not effectively
remove the excess Bi from the surface, causing a significant Bi prelayer to be present at the
start of the growth of subsequent wells.
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The images show that each sample contains well defined QWs with a uniform QW period
throughout.
Figure 4.25: TEM images of sample 3K (5 wells). There are no visible dislocations in any of the
images of this sample. The BF 80kXa image shows the first two wells grown in this sample. The
first well is ∼ 20 % thicker than the other wells in this sample.
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Figure 4.26: TEM images from sample 3J (10 wells). The DF 20kXa and DF 80kXa images show
good material quality. It is clear that the first GaAs barrier is thicker than the other barriers, which
is due to an error in programming the growth recipe for this sample. The BF 10kXa image shows
that there is some structural damage in some areas of the sample, probably caused by the presence of
contamination on the sample surface prior to growth. The first well in this sample is ∼ 30 % thicker
than the other wells.
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Figure 4.27: TEM from sample 3L (20 wells). The BF 10kXa image shows a significant deformation
of the lower part of the MQW region, probably due to contamination of the substrate surface prior
to growth. The first well in this sample is ∼ 8 % thicker than the other wells.
The images of sample 3L (20 wells) in figure 4.27 show a significant distortion of the MQW
region. As the lower AlGaAs cladding region shows a similar distortion, it seems that this
is indicative of an issue with contamination on the sample surface prior to growth.
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Figure 4.28: TEM from sample 3N (40 wells). None of the images of this sample show any sign
of sample surface contamination during growth. The first well is ∼ 10 % thicker than the subsequent
wells.
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Figure 4.29: TEM from sample 3O (54 wells). There are a significant number of defects visible in
this sample. The majority of the defects are located at the upper and lower interfaces of the MQW
region. The first well is ∼ 5 % thicker than the subsequent wells.
The images of sample 3O (54 wells) in figure 4.29 show a much higher defect density than
the images of the samples containing fewer wells. The fact the the defects are mainly
localised at the MQW-AlGaAs interfaces suggests that they are due to strain relaxation in
the structure.
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Figure 4.30: Initial TEM images of sample 3R (63 wells). The images from this region of the
sample showed extremely poor material quality. The distortion of the lower AlGaAs region suggests
that the reason for this poor material quality is contamination of the sample surface.
The images shown in figure 4.30 indicate extremely poor material quality in sample 3R (63
wells). It is probable that the poor quality is caused by contamination of the sample surface
prior to growth. The sample was thinned again in order to image a different region of the
sample. The subsequent images are shown in figure 4.31.
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Figure 4.31: Further TEM images from sample 3R (63 wells). There are a significant number of
defects visible in this sample. While there are some defects in the lower AlGaAs region suggesting
that there was some contamination of the sample surface, the majority of the defects are visible at
the upper and lower MQW interfaces. The first well is ∼ 14 % thinner than the subsequent wells.
The presence of defects prior to the MQW region in many of the TEM images indicates that
there was probably contamination on the sample surfaces prior to growth. However, the ab-
sence of dislocations at the MQW region interfaces indicates that dislocation generation has
not occurred in samples with up to 40 wells. For samples 3O (54 wells) and 3R (63 wells),
the densities of dislocations at the lower MQW interfaces indicate that the MQW region has
relaxed with respect to the lower AlGaAs cladding region. The dislocation density at the
interface between the MQW region and the upper AlGaAs cladding layer suggests that the
AlGaAs cladding has relaxed to the relaxed MQW region.
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4.2.6 Photoluminescence
The room temperature PL from the samples is shown in figure 4.32. The range of peak
wavelengths and intensities observed in the samples with up to 40 wells is attributed to
variations in the atomic fluxes, background pressure and ambient temperature in the MBE
machine from growth run to growth run. There is a clear divide between the samples with
up to 40 wells and 3O (54 wells) and 3R (63 wells). It is likely that the lattice relaxation
observed in the TEM images for these samples (figures 4.29 and 4.31) is responsible for
the attenuation of the PL from these samples. Lattice relaxation proceeds via the forma-
tion of dislocations which provide non-radiative recombination centres, increasing the rate
of SRH recombination and reducing the radiative efficiency of the sample as discussed in
section 2.2.2. Strain relaxation could also explain the redshift observed in the PL of these
samples; compressive strain acts to increase the bandgap of the material [60]. An alterna-
tive explanation for the redshift and attenuation of the PL peaks from 3O (54 wells) and 3R
(63 wells) is that the barriers in these samples are too thin to maintain effective quantum
confinement (see table 4.1). If the electron wavefunctions are not effectively confined by the
individual wells then the carrier confinement energy will be lost, redshifting the PL peak.
Also, the electrons and holes would not be held in close proximity by the wells, reducing
the wavefunction overlap and reducing the radiative efficiency.
The room temperature PL characteristics for each sample are listed in table 4.2.
Table 4.2: MQW sample PL characteristics.
Sample Peak Peak FWHM Peak intensity Integrated PL intensity
(number wavelength energy (meV) (normalised (normalised to 3N)
of wells) (nm) (eV) to 3N)
3I (3) 1044 1.188 88 0.588 0.644
3K (5) 1046 1.186 77 0.714 0.690
3J (10) 1074 1.155 80 0.714 0.782
3L (20) 1060 1.171 80 0.385 0.405
3N (40) 1058 1.173 78 1 1
3O (54) 1112 1.116 79 0.018 0.020
3R (63) 1106 1.122 92 0.036 0.044
The average PL peak energy of the samples with up to 40 wells is 1.175 eV and the average
peak energy of 3O (54 wells) and 3R (63 wells) is 1.119 eV. Meaning the average redshift
between the two groups of samples is 56 meV. If the redshift is caused by strain relaxation
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Figure 4.32: Room temperature PL from the MQW samples. The intensity axis has a logarithmic
scale.
or loss of carrier confinement, then the theoretically calculated energies associated with
these effects must be comparable to the observed redshift. In order to assess the feasibility
of these effects being responsible for the redshift, the energy of each effect is calculated.
These calculations are detailed in section 4.2.7.
4.2.7 Effect of strain and quantum confinement
4.2.7.1 Quantum confinement calculations
Singh [61] shows that the confinement energy of a finite QW can be approximated by equa-
tion 4.8:
Eq =
∆E
2
− pi
2~2
4m∗ct2qw

√1 + 32∆E2t4qwm∗2c
pi6~4
 − 1
 (4.8)
where ∆E is the band offset; m∗c is the carrier reduced mass; tqw is the well width. For this
calculation the electron and hole reduced masses were taken to be 0.06 m0 [62] and 0.55 m0
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[63] respectively, where m0 is the mass of a free electron. The values for well width and
Bi content used in the calculations were varied to maintain the average Bi content in each
sample as shown in table 4.1. The band offsets for a given well Bi fraction were calculated
using the mVBAC model. By varying the well width and Bi content, the predicted transition
energy (EGaAsBi + Eq(valence) + Eq(conduction)) was brought into coincidence with the
observed PL peak energy for each sample. The results of this calculation are shown in
table 4.3.
Table 4.3: QW parameters for each sample, determined by fitting the estimated first QW transition
to the PL peak energy and using the average Bi content for each sample as derived from XRD.
Sample Estimated Estimated Band gap Total
(number well Bi well width estimated by confinement
of wells) content (%) (nm) mVBAC (eV) energy (meV)
3I (3) 3.6 7.0 1.156 52
3K (5) 3.6 7.0 1.156 52
3J (10) 4.4 5.5 1.106 68
3L (20) 4.0 6.3 1.131 60
3N (40) 4.0 6.3 1.131 60
3O (54) 5.4 4.6 1.047 86
3R (63) 5.2 4.8 1.058 82
For the samples with up to 40 wells the estimated Bi contents are all within 10 % (relative)
of 4 % Bi, which is a reasonable variation given that the uncertainty in the growth conditions
was ± 10 % for the group V fluxes, ± 1 % for the group III fluxes and ± 10 °C for the sample
temperature as discussed in section 2.1.9.
The well widths are all within 13 % (relative) of 6.3 nm. This is significantly thinner than
the nominal well width of 8 nm. The uncertainties mentioned above will have an effect on
the real well width; however, it is likely that the main error in this value is derived from
the assumption that the wells have square profiles. Previous work has shown that GaAsBi
QWs do not necessarily have uniform Bi contents [42, 56]. If the QWs in these samples
are not uniform then that will alter both the band gap and the confinement in the wells and
lead to an error in the above calculations. As the purpose of this section is to estimate the
confinement energy in these samples and compare it with the redshift observed in the PL
spectra of samples 30 (54 wells) and 3R (63 wells), the mean of the estimated confinement
energies in samples 3I - 3N is used (58 meV).
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The results of the calculations for samples 3O (54 wells) and 3R (63 wells) are noticeably
different to those of the other samples. If the PL peak wavelength is modified by a loss
of confinement or lattice relaxation then the calculations will overestimate the Bi content
in these samples to produce the right transition energy, which would explain the increase
in the calculated Bi contents of these samples. This Bi content overestimate will cause
an underestimation of the well widths. The well width and ground state transition energy
in these calculations are plotted as functions of Bi content in figure 4.33 to highlight this
point. It should be noted that Singh states that equation 4.8 cannot accurately predict the
confinement energy of an MQW system with thin barriers; however, any deviation from
the form of equation 4.8 must indicate the electron wavefunctions overlapping several wells
and, hence, would suggest loss of confinement as a cause of the redshift and attenuation
shown in figure 4.32.
Figure 4.33: Well width and ground state transition energy as a function of Bi content in these
calculations. This plot assumes that the total Bi content of the well is fixed and equal to the Bi
content of a 1 nm well containing 24 % Bi.
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4.2.7.2 Strain band gap modification calculations
The effect of strain on the heavy hole transition energy in these samples was calculated
using the approach of Batool et al. [64]. The heavy hole transition energy (EHH+g ) is given
by equation 4.9:
EHH+g = Eg0 + δEH + δEs (4.9)
where Eg0 is the unstrained transition energy; δEH is the band gap modification due to
hydrostatic strain; δEs is the band gap modification due to shear strain. The band gap
modifications due to hydrostatic and shear strain are given by equations 4.10 and 4.11:
δEH = PH(2xx + zz) (4.10)
δEs = PS (zz − xx) (4.11)
where xx is the in plane biaxial strain; zz is the strain in the growth direction; PH and PS
are the hydrostatic and shear deformation potentials respectively. The shear deformation
potential was calculated using equation 4.12:
PS = 2000 + (163 × x)meV (4.12)
as deduced by Batool et al. [64]. The hydrostatic deformation potential was calculated using
equation 4.13:
PH = PHc + PHv (4.13)
where PHc and PHv are the the conduction band and valence band hydrostatic deformation
potentials respectively. These values were assumed to be the same as those of GaAs (PHc =
−7.17 eV; PHv = −1.16 eV) [65]. The values of xx and zz are given by equations 4.14
and 4.15 respectively:
xx =
(aGaAs − aGaAsBi)
aGaAsBi
(4.14)
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zz = −
(
2c12
c11
)
xx (4.15)
where aGaAs is the GaAs lattice constant; aGaAsBi is the GaAsBi lattice constant; c11 and c12
are the elastic constants of GaAsBi. c11 and c12 are assumed to be the same as for GaAs
(c11 = 12.21×1011 dyncm2 ; c12 = 5.66×1011
dyn
cm2 [65]). aGaAsBi was calculated using Vegard’s
law assuming a GaBi lattice constant of 6.28 Å [55], using the results from the quantum
confinement calculations shown in table 4.3. The band gap modification due to strain for
each sample is shown in table 4.4 along with the modification of the ground state transition
energy due to strain (see figure 4.34) and the average strain throughout each sample’s MQW
region.
Table 4.4: Effect of strain on the first QW transition of each sample.
Sample Band gap Ground state transition Average
(number modification modification strain
of wells) due to strain (meV) due to strain (meV) (%)
3I (3) 56 32 0.026
3K (5) 56 30 0.033
3J (10) 69 49 0.052
3L (20) 62 40 0.097
3N (40) 62 42 0.185
3O (54) 87 69 0.244
3R (63) 83 64 0.284
The samples with up to 40 wells show ground state transition modifications of 30 - 42 meV,
this is not enough to account for the redshift seen in samples 3O (54 wells) and 3R (63 wells)
in figure 4.32. The larger values of strain induced transition energy change calculated for
samples 3O (54 wells) and 3R (63 wells) are probably due to the overestimation of the
Bi content as shown in table 4.3; this would cause the calculated strain induced band gap
modification in these samples to be unrealistically large.
The values in table 4.3 and table 4.4 represent upper limits on the confinement energy and
effect of strain on the ground state transition energy. Given the evidence from Nomarski,
XRD and TEM for significant relaxation in samples 3O (54 wells) and 3R (63 wells) and
that relaxation of strain is not enough to fully account for the PL redshift of these samples, it
seems likely that strain relaxation and loss of confinement contribute to that redshift. Note
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that the effect of strain on the PL peak position will be enhanced if there is no quantum
confinement as quantum confinement acts to reduce the impact of band gap on PL peak
position, as shown in figure 4.34.
Figure 4.34: Simplified band diagram showing how quantum confinement causes the PL peak posi-
tion to vary sub-linearly with respect to the bandgap.
4.3 Comparison of GaAsBi/GaAs and InGaAs/GaAs MQWs
The results of Griffin et al. [12] are shown in figure 4.35 along with the two estimated critical
thickness lines of Matthews and Blakeslee [13] and Drigo et al. [11] and the results from
this work.
The results from this work appear to be consistent with the predicted dislocation generation
line of Drigo et al. However, it must be noted that there is a large difference in average strain
between samples 3N (40 wells) (strained) and 3O (54 wells) (relaxed), so it is difficult to
determine how well the samples from this work agree with the prediction of Drigo et al.
Another point to note is that Griffin et al. used cathodoluminescence to detect regions of
non-radiative recombination in their MQWs, allowing for a very sensitive determination
of the defect density. In this work the most sensitive technique used to detect defects was
TEM, which is not sensitive to areas of non-radiative recombination. The technique used
to determine the onset of relaxation has been shown to be of critical importance [20], so
care must be taken when comparing results. However, this result suggests that InGaAs and
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Figure 4.35: The results from [12] along with the Matthews and Blakeslee critical thickness (dashed
line) and the dislocation generation thickness (solid line). The circles represent MOVPE grown In-
GaAs/GaAs MQWs; the squares represent MBE grown InGaAs/GaAs MQWs; the triangles rep-
resent the GaAsBi/GaAs MQWs grown in this work. Empty symbols represent samples in which
significant strain relaxation appears to have taken place. Adapted from [12].
GaAsBi may exhibit lattice relaxation at similar values of average strain.
To compare the GaAsBi/GaAs material system with the InGaAs/GaAs material system, a
calculation of the ground state transition for an InGaAs/GaAs QW was performed. To make
a fair comparison with the samples in this work, an InGaAs/GaAs structure with 54 wells,
a QW width of 6.4 nm (the calculated average for the samples with up to 40 wells) and a
barrier width of 5.0 nm (the period of 3O (54 wells) minus the assumed well width). At an
In content of 6 % this sample would have an average strain of 0.243 % (close to the predicted
dislocation generation limit for this thickness) and a ground state transition of 1.36 eV. This
is significantly higher than the average transition energy of 1.18 eV from the samples in this
work. The larger reduction in band gap before the onset of lattice relaxation in GaAsBi
compared to InGaAs suggests that GaAsBi may be a strong candidate material for MQW
photovoltaics.
180 CHAPTER 4. GaAsBi/GaAs MQWs
4.4 Conclusions
GaAsBi/GaAs MQW p-i-n diodes have been grown by MBE. Throughout the series the
number of wells was varied and the barrier thickness was altered to maintain the i-region
thickness. The nominal well thickness was 8 nm. Preliminary ω - 2θ XRD scans indicated
that good structural quality was achived. For samples with more than 40 wells, a strain
relaxation event appears to have occurred as evidenced by the onset of high density cross-
hatching on the sample surface observed by Nomarski, a tilting of the MQW region with
respect to the substrate measured by XRD, the appearance of visible dislocations imaged
by TEM and a redshift and attenuation of the PL spectra. Calculations were performed to
estimate the contributions of strain and quantum confinement to the PL peak wavelength. It
seems that both strain relaxation and loss of quantum confinement contributed to the redshift
of the PL signal. Further work would be required to conclusively demonstrate the individual
effects of strain relaxation and loss of quantum confinement on this material system.
The results from the GaAsBi/GaAs MQWs in this work were compared to those gathered
from similar InGaAs/GaAs MQWs. For a similar MQW thickness the onset of relaxation
appears to occur at around the same average strain in both material systems. However, a
series of samples with smaller increments of well number would be required to conclusively
determine the critical thickness in the GaAsBi/GaAs material system. The results from
this work indicate that GaAsBi/GaAs could potentially offer a competetive alternative to
InGaAs/GaAs for PV applications.
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Chapter 5
Conclusions and future work
5.1 Conclusions
The effects of growth temperature, As flux and As species on the Bi content of MBE grown
bulk GaAsBi has been investigated. The presence of temperature limited and Bi flux limited
regimes has been demonstrated. The maximum Bi incorporation achievable in the tempera-
ture limited regime is set by the miscibility of GaAs and GaBi and appears to be independent
of Bi flux. The Bi flux limited regime occurs when unity Bi incorporation results in a Bi
content lower than the miscibility limit of GaAs and GaBi at the growth temperature. In the
Bi flux limited regime, the incorporation coefficient of Bi approaches unity.
The observed difference between the Bi content dependence on As2 and As4 flux is ex-
plained by the necessary desorption of 50 % of the incident As4 during GaAs growth as
determined by Foxon and Joyce. This result suggests that Bi does not interact differently
with the two As species. The PL intensity of GaAsBi is also shown to be independent of
As species and is shown to peak at ∼ 4 % Bi. The As assisted desorption of Bi from a static
surface at a typical GaAsBi growth temperature was investigated. The results indicate that
As2 displaces Bi more aggressively than As4; however, the characteristic desorption times
are two orders of magnitude longer than the monolayer growth times used in this work,
suggesting that As assisted surface Bi desorption does not affect Bi content.
GaAsBi/GaAs MQW p-i-n diodes were grown by MBE. XRD and TEM analyses show
that structures of good uniformity were grown. Samples with more than 40 QWs exhibit
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signs of structural relaxation as evidenced by surface cross-hatching observed by Nomarski,
degradation and redshift in PL, dislocation lines visible in TEM images and a tilting of the
layer observed by XRD RSMs. By calculating the contributions of strain and quantum
confinement to the PL emission energy, it was shown that both effects probably contribute
to the PL redshift and attenuation of the samples with large numbers of QWs. The onset
of dislocation multiplication in these samples appears to occur at a similar average strain to
InGaAs/GaAs MQW samples of similar thickness. The increased band gap reduction of the
GaAsBi/GaAs samples compared to that calculated for a similar InGaAs/GaAs structure,
suggests that GaAsBi is a strong candidate for multi-junction PV applications.
5.2 Future work
In order to better understand the relationship between Bi content and PL intensity, one
could grow a series of samples at one growth temperature, varying the Bi flux. Such a series
could verify the existance of the Bi flux limited and miscibility limited growth regimes. By
comparing the PL spectra of such a series with the data in figure 3.21, one could ascertain
the cause of the PL efficiency reduction above 4 % Bi.
The MQW diodes could be tested as devices. Assessing the electrical and opto-electronic
characteristics of the samples would enable one to understand the suitability of GaAsBi for
PV applications.
A further series of MQW diodes could be grown with peak PL emission wavelengths around
1.2 µm (∼ 1 eV). This is an important wavelength for high efficiency multi junction PV.
Analysis of the opto-electronic characteristics of these samples would be of great impor-
tance in demonstrating the applicability of GaAsBi for PV. By planning the growth series
carefully, the analysis of the samples could be used, along with the results already gath-
ered from the MQWs in this work, to verify the effects of strain relaxation and quantum
confinement on the PL emission from GaAsBi/GaAs QWs.
References 191
Appendix A: Sample structures
Three sets of samples were grown and characterised throughout this work. The structures
of these samples are described in this appendix.
5.3 Bulk GaAsBi sample structures.
The structures analysed in chapter 3 comprised a 100 nm undoped GaAsBi layer, capped
with 20 nm of undoped GaAs, grown on a 100 nm undoped GaAs buffer on an undoped
GaAs (001) on axis± 0.1 ° substrate. This device structure is shown in figure 5.1. Through-
out this series of samples, the growth rate was fixed at 1 µm/h and the Bi flux was fixed at
0.31 atoms.nm−2s−1. Some samples were grown using a Bi flux of 0.49 atoms.nm−2s−1 for
comparison and are indicated in the text and figure captions. The GaAsBi growth tempera-
ture, As species and As flux were varied as part of the investigation.
Figure 5.1: Bulk GaAsBi sample structure as used in chapter 3.
5.4 Quantum well growth optimisation structures.
The samples grown in order to optimise the growth parameters for GaAsBi/GaAs quantum
wells in section 4.2.1 comprised 3× 8 nm GaAsBi quantum wells separated by 20 nm GaAs
barriers. The undoped quantum well region was grown on a 500 nm undoped GaAs buffer
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on an undoped GaAs (001) on axis± 0.1 ° substrate and was capped with 100 nm of undoped
GaAs. This sample structure is shown in figure 5.2. Throughout this series the growth rate
was 0.6 µm/h.
Figure 5.2: 3× 8 nm quantum well growth optimisation sample structure as used in section 4.2.1.
5.5 Multiple quantum well diode structures.
The multiple quantum well structures that were the main focus of chapter 4 are shown
in figure 5.3. These samples were grown on n+ GaAs:Si (001) on axis± 0.1 ° substrates.
The structure comprised a 200 nm n-type GaAs:Si buffer; a 200 nm n-type Al0.3Ga0.7As:Si
cladding layer; a 620 nm GaAsBi/GaAs multiple quantum well i-region; a 600 nm p-type
Al0.3Ga0.7As:Be cladding layer; a 10 nm p+ GaAs cap. The i-region of each sample con-
tained a different number of evenly spaced, nominally 8 nm GaAsBi quantum wells and the
thickness of the GaAs barriers was designed to maintain the i-region thickness at 620 nm.
The growth rate used throughout this series was 0.55 µm/h for GaAs and 0.79 µm/h for
AlGaAs. The As flux used for the i-region was 6 atoms.nm−2s−1 and the Bi flux was
0.24 atoms.nm−2s−1.
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Figure 5.3: Multiple quantum well diode sample structure as used in chapter 4.
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Appendix B: Glossary
Table 5.1: List of acronyms used throughout the thesis.
Acronym Meaning
AM Air mass
AU Arbitrary units
BF Bright field
CL Cathodoluminescence
DF Dark field
FEL Fast entry lock
FF Fill factor
FWHM Full width at half maximum
LN2 Liquid nitrogen
MBE Molecular beam epitaxy
MBE-STM Molecular beam epitaxy-scanning tunnelling microscopy
MIG Movable ion gauge
MOVPE Metal-organic vapour phase epitaxy
MQW Multiple quantum well
mVBAC Modified valence band anticrossing model
PBN Pyrolytic boron nitride
PL Photoluminescence
PV Photovoltaic
QE Quantum efficiency
QFL Quasi-Fermi level
QW Quantum well
RHEED Reflected high energy electron diffraction
RSM Reciprocal space map
SK Stranski-Krastanow growth mode
SL Superlattice
SO Spin-orbit
SRH Shockley-Read-Hall
STM Scanning tunnelling microscopy
TEM Transmission electron microscopy
TSP Titanium sublimation pump
UHV Ultra high vacuum
VBAC Valence band anticrossing model
VW Volmer-Weber growth mode
XRD X-ray diffraction
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Table 5.2: List of chapter 1 abbreviations.
Abbreviation Meaning
γs Angle of elevation of the sun
ν Photon frequency
b Bowing coefficient
e The charge of a proton
E Energy
EF Fermi level
EFe Electron quasi-Fermi level
EFh Hole quasi-Fermi level
Eg Semiconductor band gap
f (E) Fermi function
h Planck’s constant
Im Current at maximum power output
Isc Short circuit current
I Current
I0 Diode saturation current
I0rec Recombination current scaling factor
k Carrier momentum
kB Boltzmann’s constant
kphonon Phonon momentum
n Diode ideality factor
nAM Air mass index
Ps Solar power incident on a solar cell
Rs Series parasitic resistance
Rsh Shunt parasitic resistance
T Temperature
UD Undoped
Vbias Bias voltage
Vm Voltage at maximum power output
Voc Open circuit voltage
x Semiconductor alloying fraction
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Table 5.3: List of chapter 2 abbreviations.
Abbreviation Meaning
θBr Bragg angle
∆θt Thickness fringe spacing
θx Angle between incident X-rays and
the normal of the reflecting plane
λx Wavelength
νp Poisson ratio
τc Carrier lifetime
aGaAs GaAs lattice constant
ax Reflecting plane spacing
CA Auger recombination coefficient
CNR Non-radiative recombination coefficient
CR Radiative recombination coefficient
dx Difference in X-ray path length of beams
diffracted from adjacent reflecting planes
FGa Ga flux
mx Lattice mismatch
m∗x Effective lattice mismatch
Nc Carrier density
tl Epitaxial layer thickness
tML Monolayer growth time
tS L Superlattice period
Table 5.4: List of chapter 3 abbreviations.
Abbreviation Meaning
θBi Bi surface coverage
θGa Ga surface coverage
a1, a2 and U1 Fitting paramters in the Lewis model
Eg Semiconductor band gap
FAs As flux
FBi Bismuth flux
FGa Ga flux
t Time
x Semiconductor alloying fraction
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Table 5.5: List of chapter 4 abbreviations.
Abbreviation Meaning
xx In plane biaxial strain
zz Strain in the growth direction
φs Sample rotation about its surface normal
al Free standing epitaxial layer lattice constant
as Substrate lattice constant
aqw Quantum well lattice constant
c11 and c12 Elastic constants
∆E Conduction or valence band offset in a quantum well
E1 Ground state transition energy in a quantum well
Ewell Conduction or valence band offset in a quantum well
Eg0 Transition energy in freestanding material
EHH+g Heavy hole transition energy
EGaAsBi Band gap of GaAsBi
δEH Band gap modification due to hydrostatic strain
Eq Quantum well confinement energy
δEs Band gap modification due to shear strain
Ewell Band gap of a quantum well
F f Bi flux used during the MQW sample series
Fi Bi flux used for the preliminatry sample
fs strain in an epitaxial layer
〈 fs〉 average strain in an epitaxial layer
GR f Growth rate used for the MQW sample series
GRi Growth rate used for the preliminary sample
~ Planck’s constant
Isc Short circuit current
m0 Freestanding electron mass
m∗c Carrier reduced mass
Nqw Number of quantum wells
PH Hydrostatic deformation potential
PHc Conduction band hydrostatic deformation potential
PHv Valence band hydrostatic deformation potential
tb Quantum well barrier thickness
tqw Quantum well thickness
Voc Open circuit voltage
x f Bi content in the quantum wells in the MQW sample series
xi Bi content in the quantum wells in the preliminary sample
