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Summary (English)
Sparsity has become an increasingly popular choice of regularization in machine
learning and statistics. The sparsity assumption for a matrixX means that most
of the entries in X are equal to exactly zero. Structured sparsity is generaliza-
tion of sparsity and assumes that the set of locations of the non-zero coefficients
inX contains structure that can be exploited. This thesis deals with probabilis-
tic models for structured sparsity for regularization of ill-posed problems. The
aim of the thesis is two-fold; to construct sparsity promoting prior distributions
for structured sparsity and to derive efficient inference algorithms for these dis-
tributions. The work explores a class of models that uses Gaussian processes
(Rasmussen and Williams, 2006) as a latent representation of the structure of
sparsity patterns. This representation allows prior knowledge of the structure of
the sparsity patterns to be encoded using generic covariance functions through
the Gaussian process. This thesis focuses on two specific instances of ill-posed
problems: linear inverse problems and time-varying covariance estimation.
The first part of the thesis deals with probabilistic methods for finding struc-
tured sparse solutions to linear inverse problems. In this part, the sparsity
promoting prior known as the spike-and-slab prior (Mitchell and Beauchamp,
1988) is generalized to the structured sparsity setting. An expectation propa-
gation algorithm is derived for approximate posterior inference. The proposed
model and the associated inference algorithm are studied and evaluated using
a set of numerical experiments, which include phase transition experiments,
compressed sensing, phoneme classification and electroencephalography (EEG)
source localization.
The second part of the thesis deals with the problem of time-varying covari-
ii
ance estimation. A hierarchical model for a set of non-stationary time series
with time-varying covariance matrices is proposed. The model is tailored to
address the problem of dynamic functional connectivity in neuroimaging and it
assumes that the instantaneous covariance matrix of each time series is decom-
posed into a non-negative linear combination of elements from a dictionary of
shared covariance matrix components. A variational Bayes algorithm is derived
for approximate posterior inference. The proposed model is validated using a
functional magnetic resonance imaging (fMRI) dataset.
Resumé (Danish)
Sparsity er blevet mere og mere populært i forbindelse med regularisering i ma-
skinlæring og statistik. Antagelsen om sparsity for en matrix X betyder, at
størstedelen af elementerne i X er lig med nul. Struktureret sparsity er en gene-
ralisering af sparsity. Her antages det, at positionerne for de koefficienter, der er
forskellig fra nul, ikke er tilfældigt fordelt, men at de har en struktur, som kan
udnyttes. Denne afhandling omhandler sandsynlighedsteoretiske modeller for
struktureret sparsity i forbindelse med regularisering af underbestemte mate-
matiske problemer. Formålet med afhandlingen er to-delt. Først og fremmest er
formålet at konstruere sandsynlighedsfordelinger for signaler med strukturerede
sparsity-mønstre. Dernæst er formålet at udlede en effektiv inferens-algoritme
for disse fordelinger. Afhandlingen undersøger en klasse af modeller, der bruger
Gaussiske processer (Rasmussen and Williams, 2006) som en latent repræsenta-
tion af strukturen for sparsity-mønstrene. Denne repræsentation gør det muligt
at indkode forhåndsviden om strukturen af sparsity-mønstret i modellen via ge-
neriske kovariansfunktioner. Denne afhandling fokuserer på to forskellige typer
af underbestemte problemer: linear inverse problemer og estimation af tidsvari-
ende kovariansmatricer.
Den første del af afhandlingen omhandler sandsynlighedsbaserede metoder til
at finde løsninger med strukturede sparsity-mønstre for lineære underbestemte
problemer. I denne del generaliseres den såkaldte spike-and-slab fordeling (Mit-
chell and Beauchamp, 1988) til vektorer og matricer med strukturede sparsity-
mønstre. Via metoden expectation propagation udledes en algoritme for ap-
proksimativ posterior inferens. Modellen og den tilhørende inferens-algoritme
undersøges og evalueres via en række numeriske eksperimenter, blandt andet
faseovergangseksperimenter, fonem klassifikation og elektroencefalografi (EEG)
iv
kildelokalisering.
Den anden del af afhandlingen omhandler problemstillingen med at estimere
tidsvarierende kovariansstrukturer. Denne del beskriver en hierarkisk model for
ikke-stationære tidsrækker med tidsvarierende kovariansmatricer . Modellen er
målrettet problemstillingen om dynamic functional connectivity. Modellen an-
tager, at den instantane kovariansmatrix for hver tidsrække er sammensat af
en linear kombination af kovariansmatrix elementer. En variationel inferens-
algoritme er udledt for approksimativ posterior inferens. Modellen og algorit-
men er valideret på et datasæt fra et studie baseret på funktionel magnetisk
resonans-billeddannelse (fMRI).
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Chapter 1
Introduction
Mathematical modeling plays a crucial role in science and engineering as it allows
scientists and engineers to study, understand, and make predictions about the
world. A large class of problems within mathematical modeling deals with
describing and quantifying the relationship between a set of model parameters
x ∈ RD and a set of observations y ∈ RN . Many of these problems belong to
the so-called small N , large D paradigm, where the number of observations N is
much smaller than the number of parameters D. These problems can therefore
be fundamentally ill-posed in the sense that the solution for x is not unique. In
essence, the observations y do not contain enough information to identify the
parameters x. This situation is exacerbated by the fact that measurements are
almost always corrupted by noise. Thus, additional prior information is required
to obtain meaningful solutions for these underdetermined problems. The process
of using prior information to ensure that the solutions will be constrained to
reasonable values is also known as regularization.
Regularization can be used for inducing solutions with specific properties, such
as minimum energy, smoothness, hierarchical structure, maximum entropy, or
sparsity to name a few. From a Bayesian perspective, regularization can be
interpreted as imposing certain prior distributions on the parameters of the
model. The thesis deals with how to design and apply structured sparsity for
model regularization in a Bayesian setting.
2 Introduction
The concept of sparsity has been successfully applied in many fields, includ-
ing statistics (Tibshirani, 1994; Vapnik, 1995), machine learning (Lee et al.,
2007; Caron and Doucet, 2008), signal processing (Jeffs, 1998; Rao, 1998) and
neuroscience (Gorodnitsky et al., 1995; Rish, 2013). The sparsity assumption
is equivalent to the assumption that only a subset of the entries in a signal
x is non-zero and it can be interpreted as regularization because it limits the
complexity of the signal x by constraining the maximum number of non-zero
coefficients. Sparsity is sometimes referred to as a manifestation of Occam’s
razor (Eldar, 2015). That is, when there is more than one solution for a data
set, the simplest solution is the best. Not all signals of interest are naturally
sparse, but most signals exhibit a sparse or approximately sparse representa-
tion when represented in an appropriate (and potentially over-complete) basis
(Sallee and Olshausen, 2003; Wright et al., 2010). Furthermore, sparsity can
also facilitate interpretation and lead to more efficient representations in terms
of computational complexity and memory requirements (Rish and Grabarnik,
2014).
Structured sparsity is a generalization of sparsity (Yuan and Lin, 2006; Huang
et al., 2009) and assumes that the set of locations of the non-zero coefficients,
i.e. the support of x, contains structure, e.g. spatial coherence, block or group
structure. Structured sparsity regularization have been shown to yield improved
results in many applications, when the appropriate sparsity structure is used.
For example, magnetic resonance imaging (MRI) is a technology that enables
doctors and neuroscientists to image human tissue in a non-invasive manner.
Recently, Chen and Huang (2012) showed that by modeling the tree structure
of the sparsity pattern of the wavelet decomposition of an MRI image x, the
minimum number of required observations N for imaging could be decreased
without loss of quality leading to faster scan times for patients. Other exam-
ples of sparsity structures include joint sparsity (Cotter et al., 2005; Ziniel and
Schniter, 2013b), group and graph structured sparsity (Jacob et al., 2009) and
cluster structured sparsity (Yu et al., 2012).
The aim of the work contained in this thesis is to construct flexible models
for structured sparsity in a probabilistic setting. The work explores a class
of models that uses Gaussian processes (Rasmussen and Williams, 2006) as a
latent representation of the structure of sparsity patterns. This allows a priori
knowledge of the sparsity structures to be encoded using generic covariance
functions. The work also addresses how to perform efficient inference using
these models, and how these models can be applied to solve ill-posed problems
in the small N , large D regime. Specifically, two specific instances of ill-posed
problems are investigated: linear inverse problems and time-varying covariance
estimation, which are described in the following two sections.
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1.1 Discrete Linear Inverse Problems
Discrete linear inverse problems is the simplest class of ill-posed inverse prob-
lems. In the classical setting, they describe a linear relationship between some
observed effect y ∈ RN and its cause x ∈ RD,
y = Ax+ e, (1.1)
where A ∈ RN×D is the so-called forward model and e ∈ RN is additive noise.
Predicting the observations y given the forward model A and the underlying
cause x is known as the forward problem, while inferring the cause x from the
observations y is known as the inverse problem.
A wide range of problems can be cast as linear inverse problems, including com-
puter tomography (CT) (Natterer and Wang, 2002), magnetic resonance imag-
ing (MRI) (Seeger et al., 2010), image deblurring (Jeffs, 1998), image denoising
(Elad and Aharon, 2006), seismic imaging (Zhang et al., 2013), compressed sens-
ing (Donoho, 2006), electroencephalography (EEG) source localization (Baillet
et al., 2001) and feature selection in statistics and machine learning (Tibshirani,
1994; Fan and Lv, 2010).
Despite the simple relationship between x and y, linear inverse problems are
difficult problems because they are often both ill-posed and ill-conditioned. To
illustrate the consequence of an ill-conditioned forward model, assume temporar-
ily that A ∈ RN×N is square and non-singular. Applying the inverse operator
A−1 to the noisy observations y = Ax+ e yields an estimate of x
xˆ = A−1y = x+A−1e = x+ xnoise (1.2)
where xnoise = A−1e. Because A is a bounded linear operator, it follows that
‖y‖ ≤ ‖A‖op‖xˆ‖, ‖xnoise‖ ≤ ‖A−1‖op‖e‖, (1.3)
where ‖ · ‖op is the operator norm. Re-arranging these inequalities yields
‖xnoise‖
‖xˆ‖ ≤
‖A−1‖op‖e‖
‖xˆ‖ ≤ ‖A
−1‖op‖A‖op ‖e‖‖y‖ = K (A)
‖e‖
‖y‖ , (1.4)
where K (A) = ‖A−1‖op‖A‖op ≥ 1 is the condition number of A defined by the
ratio of maximum and minimum singular values ofA. Interpreting ‖xnoise‖/‖xˆ‖
as the relative error on the solution, this calculation shows that the bound of the
relative error of the (unregularized) solution of a linear system gets amplified
by the condition number K(A).
The application of sparsity to linear inverse problems has been a major success
giving rise to the widely known least absolute shrinkage and selection operator
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(LASSO) (Tibshirani, 1994) and the field of compressed sensing (Donoho, 2006).
Further, Candès et al. (2006) demonstrated that for certain forward models, it is
possible to reconstruct the exact solution x of a noiseless linear inverse problem
in the undersampled regime N < D, if the number of non-zero coefficients
K = ‖x‖0 is sufficiently small relative to N and D. The relationship between
the undersampling ratio, δ = ND , and the degree of sparsity, ρ =
K
N , gives rise to
a phase transition that partitions the (δ, ρ)-space into two phases: solvable and
unsolvable (Donoho and Tanner, 2010). In the solvable phase, the exact solution
x can be recovered from noiseless linear measurements, y = Ax, with high
probability, while this probability drops to zero in the unsolvable phase. Similar
phase transitions can also be observed in noisy systems, where the location and
shape of the phase transition depends on the noise distribution (Donoho et al.,
2011) as well as the solver (Andersen, 2014).
The multiple measurement vector (MMV) problem is a natural extension of the
linear inverse problem in eq. (1.1), where multiple measurements {yt}Tt=1 are
observed such that yt = Axt + et for all t ∈ [T ] = {t|t ∈ N, 1 ≤ t ≤ T}. In
matrix notation, the problem becomes
Y = AX +E, (1.5)
where Y =
[
y1, . . . ,yT
] ∈ RN×T , X = [x1, . . . ,xT ] ∈ RD×T , and E =[
e1, . . . , eT
] ∈ RN×T . Solving the MMV problem under the assumption that all
signals {xt}Tt=1 are independent is equivalent to solving each of the T linear in-
verse problems in eq. (1.1) separately. However, if one can assume joint sparsity
meaning that all signals {xt}Tt=1 share the same sparsity pattern, then one can
recover the solutions using significantly fewer observations in each measurement
vector (Cotter et al., 2005). Thus, the phase transition curves can be improved
for signals that exhibit joint sparsity. Moreover, the assumption of joint sparsity
can be relaxed by allowing the support of xt to evolve slowly as a function of t
(Ziniel and Schniter, 2013a).
The central hypothesis of this work is that the phase transition curves can
be further improved for signals that exhibit structured sparsity. That is, we
hypothesize that the minimum number of required samples N can be decreased
if the structure of the sparsity patterns is taken into account. This thesis focuses
on the setting where the sparsity structure is spatio-temporal meaning that the
support of xt is correlated in both space and time. Therefore, we assume that
the index t is a temporal index and we assume that each individual variable xi,t
in xt has an associated set of spatial coordinates di ∈ RP .
From a statistical point of view, this setup is equivalent to a sparse linear regres-
sion problem with spatially and temporally correlated support. The probabilis-
tic approach taken in this thesis generalizes easily to other types of observations
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as well. For example, by using a binary observation model, the same approach
can be used for sparse linear classification problems (Shevade and Keerthi, 2003)
with structured support (Meier et al., 2008). Models for sparse linear regres-
sion and classification with structured sparsity are widely used in neuroscientific
applications. For example, brain decoding problems can be cast as sparse classi-
fication problems (Michel et al., 2010) and source localization problems can be
cast as sparse regression problems (Baillet et al., 2001).
Informally, brain decoding deals with predicting external stimuli from brain ac-
tivity measurements. Consider an experimental setup, where a human subject
is being systematically exposed to two different types of external visual stimuli,
e.g. pictures of faces and houses (Haxby et al., 2001), while the brain activity
of the subject is being recorded using functional magnetic resonance imaging
(fMRI) (Friston, 2007). The task of predicting the type of stimuli based on the
recorded brain activity is known as decoding and it can be cast as a sparse clas-
sification problem, where the response variables are the type of stimuli and the
input features correspond to the measured activity in the different regions of the
brain. The solution to the sparse classification problem yields a map of the brain
regions that are relevant for predicting the stimuli. That is, the coefficient xi,t
is associated with the i’th brain region at time t and the corresponding spatial
coordinates di are the physical coordinates of the i’th brain region. Applying
unstructured sparsity has been shown to increase robustness of the brain maps
(Rish, 2013), but the degree of sparsity is important as it gives rise to a trade-off
between spatial reproducibility and predictive accuracy (Lautrup et al., 1994;
Rasmussen et al., 2012). Applying structured sparsity rather than unstructured
sparsity then encourages spatially coherent solutions, which have been shown
to further improve interpretation and stability (Michel et al., 2010; Baldassarre
et al., 2012; Varoquaux et al., 2016). Source localization problems constitute a
large part of the motivation for this work and are described in greater detail in
the next section.
1.1.1 The EEG Source Localization Problem
Electroencephalography (EEG) is a non-invasive method to monitor electrical
activity generated by the brain using electrodes attached to the scalp of a human
subject. The brain and the surrounding tissue act as a volume conductor, which
implies that the multivariate EEG signal recorded at the scalp is the result of
spatial averaging of the neural activity generated inside the brain (Nunez and
Srinivasan, 2006). The purpose of EEG source localization is to localize and
identify the regions of the brain, where the neural activity was generated (Baillet
et al., 2001), see Figure 1.1.
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Source magnitudes xt Electric potentials yt
Forward problem
Inverse problem
Figure 1.1: Illustration of the forward-inverse relationship for EEG source lo-
calization. Figure adapted from (Andersen, 2014).
In this setup, the brain is modeled using a set of D discrete current dipoles
distributed across the cortex of the brain. Maxwell’s equations then describe the
relationship between the dipole sources and the electric potentials measured at
the scalp, i.e. how the currents generated by the dipoles propagate through the
brain tissue, the skull and the skin. Assuming quasi-stationarity, the relationship
between the magnitude of a single source and a scalp potential becomes linear
(Baillet et al., 2001). Thus, the model for a single sensor and a single dipole
with magnitude x becomes
y(rsensor) = a(rsensor,ddipole, θ)x, (1.6)
where a is a function that depends on the position of the electrode rsensor,
the position of the dipole ddipole, the orientation θ of the dipole as well as the
conductivity of the tissue. Extending the model to N sensors and D dipole
sources then follows from the principle of linear superposition, i.e. y = Ax,
assuming the geometrical configuration of the sensors and the sources is fixed.
In a typical EEG setup, the number of sensors is on the order of N ≈ 101−102,
while the number of dipoles is on the order of D ≈ 103−104 rendering the source
localization problem a severely ill-posed problem. Additionally, the forward
models are often severely ill-conditioned. To facilitate the study brain dynamics,
the source localization model is naturally extended to the MMV setting by
letting yt be the measured EEG response at time t.
As the source localization problem is ill-posed and ill-conditioned, strong reg-
ularization is needed. It is often assumed that source distributions {xt}Tt=1
are well approximated by sparse vectors (Nunez and Srinivasan, 2006; Delorme
et al., 2012) and we will adopt this assumption in this thesis as well. Fur-
thermore, it is also reasonable to assume that the support of the sources is
temporally and spatially coherent (Ou et al., 2008; Gerven et al., 2009; Hansen
and Hansen, 2017). Chapter 4 describes a model for source localization that
incorporates these assumptions in a Bayesian setting.
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1.2 Time-varying Covariance Estimation
Covariance matrix estimation is an important problem in multivariate statis-
tics and machine learning. Covariance matrices are interesting quantities by
themselves as they represent a measure of the coupling strength among a set
of random variables, but covariance matrices also play a central role in several
methods, such as linear discriminant analysis and principal component analysis.
The covariance matrix of a multivariate random variable x ∈ RD is defined as
covp[x] = Ep
[
(x− Ep [x])(x− Ep [x])T
]
, (1.7)
where E is the expectation with respect to the density p(x). For aD-dimensional
stochastic variable, the number of degrees of freedom in the covariance ma-
trix scales as O(D2). Informally, this makes covariance matrix estimation in
high dimensional spaces a challenging problem as a large number of samples
xˆ1, xˆ2, . . . , xˆN
iid∼ p(x) is required to make the ratio D2N small if D is large.
Additionally, in some applications it is of interest to study how the covariance
matrix changes over time. More formally, let p(x1,x2, . . . ,xT ) be the joint
density of a multivariate time series {xt}Tt=1 with the special property that
the marginal covariance of the time series is time-dependent, i.e. covpt [xt] =
Σ(t), where pt(xt) is the time-dependent marginal distribution of xt. The
problem time-varying covariance estimation then deals with how to estimate
the instantaneous covariance matrix Σˆ(t) for all time points t ∈ [T ] given a set
of N observations {xˆn1 , xˆn2 , . . . , xˆnT }Nn=1
iid∼ p(x1,x2, . . . ,xT ).
The problem of dynamic functional connectivity in neuroimaging (Hutchison
et al., 2013; Damaraju et al., 2014; Gonzalez-Castillo et al., 2015; Yang et al.,
2016) is an instance of this problem. Functional connectivity in the brain is
defined as the temporal coupling between spatially remote neurophysiological
events (Friston et al., 1993). Functional connectivity has been studied us-
ing multiple brain imaging modalities, including positron emission tomography
(PET), magnetoencephalography (MEG), electroencephalography (EEG), and
functional magnetic resonance imaging (fMRI). The coupling strengths are typ-
ically quantified using the correlation or covariance among the measured time
series (Hutchison et al., 2013). The field of dynamic functional connectivity
investigates how these couplings evolve over time. Thus, estimating the time-
varying instantaneous covariance structure of a set of multivariate time series is
the underlying statistical problem of dynamic functional connectivity.
The so-called sliding window approach is commonly used for time-varying co-
variance estimation in the neuroscience literature (Allen et al., 2014; Calhoun
et al., 2014). The basic idea is to divide the multivariate time series of interest
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into a set of overlapping windows and estimate the covariance matrix within
each window independently. However, recent work have highlighted several is-
sues with this approach (Hindriks et al., 2016; Shakil et al., 2016), such as the
sensitivity to the window size. Also, the estimates of the covariance matrices for
each window often suffer from high variance due to the small size N relative to
the number of dimensions D. Chapter 5 describes a Bayesian approach to this
problem, where sparsity and temporal smoothness are used for regularization.
1.3 Thesis outline
This thesis is structured as follows.
Chapter 2, Bayesian Modeling Preliminaries, introduces the concepts and
terminology of Bayesian inference and modeling needed to discuss the contribu-
tions of the thesis. This includes an introduction to sparsity promoting priors
and Gaussian processes.
Chapter 3, Approximate Inference, gives a brief introduction to approx-
imate inference methods for probabilistic models. In particular, the chapter
describes the two methods known as expectation propagation and variational
Bayes, which will be needed in Chapter 4 and 5, respectively.
Chapter 4, The Structured Spike-and-slab Prior for Linear Models,
presents the structured spike and slab prior for linear models and the associated
inference algorithm and discusses how the model can be applied to ill-posed and
ill-conditioned discrete linear inverse problems. The chapter also discusses the
spatio-temporal extension of the model.
Chapter 5, Time-varying Covariance Estimation, presents a hierarchical
model for time-varying covariance estimation and the associated inference algo-
rithm. The chapter also discusses how the model can be applied to investigate
dynamic functional connectivity.
Chapter 6, Discussion and Conclusion, summarizes this thesis and pro-
poses interesting research directions for future work.
Chapter 2
Bayesian Modeling
Preliminaries
The purpose of this chapter is to introduce the concepts from probability theory
and Bayesian modeling that will be needed in the Chapter 4 (The Structured
Spike-and-slab Prior for Linear Models) and Chapter 5 (Time-varying Covari-
ance Estimation). Section 2.1 describes the general concepts in Bayesian mod-
eling, and Section 2.2 specifically discusses sparsity from a Bayesian point of
view. Finally, Section 2.3 gives a brief introduction to Gaussian processes.
For a more thorough treatment of Bayesian modeling and Gaussian processes,
see (Bishop, 2006; Gelman et al., 2013) and (Rasmussen and Williams, 2006),
respectively.
2.1 Bayesian Inference
The goal of this section is to introduce the core concepts and terminology in
Bayesian inference and to set the notation for the rest of the thesis. A probabilis-
tic model describes the distribution of outcomes of a system or an experiment.
Typically, a model has a set of associated parameters x ∈ RD that govern
the distribution of the outcomes. Deducing information about x from a set of
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observations y is an example of the process of probabilistic inference.
First, we briefly describe the classical maximum likelihood approach to param-
eter estimation. The likelihood function L : RD → R is a function of the
parameters x ∈ RD and it is one of the central objects in classical statistics
(Casella and Berger, 2002). Given a set of observations y ∈ RN , the likelihood
function is defined as
L(x) = p(y|x), (2.1)
where p(y|x) is the joint probability density of the observations y given a specific
set of parameters x. The maximum likelihood estimate is defined as
xˆML = arg max
x
L(x), (2.2)
corresponding to the specific set of parameters for which the observed measure-
ments y are most likely. Thus, the key operation of the maximum likelihood
approach is optimization and the result is a point estimate xˆML of some un-
known, but deterministic parameters x.
Bayesian modeling, on the other hand, treats the unknown parameters x as a
set of random variables and hence, the first step of a Bayesian analysis is to
construct a joint probability distribution p(x,y) of the observed data and the
unknown parameters. Using standard rules of probability theory (Bishop, 2006),
the joint distribution can be decomposed into a conditional distribution and a
marginal distribution as follows
p(x,y) = p(y|x)p(x), (2.3)
where p(y|x) is referred to as the sampling distribution and p(x) is the prior
distribution. The sampling distribution plays a similar role as the likelihood
function by describing the uncertainty associated with the sampling process
conditioned on the parameters x. The prior distribution p(x) should capture
our assumptions and uncertainty about x before any data is observed. The ba-
sic principle of Bayesian inference is then to update and summarize the current
beliefs and uncertainty about x by combining information from the measure-
ments y with information from the prior distribution. The updated beliefs are
summarized in the posterior distribution of the parameters conditioned on the
data, i.e. p(x|y), and it is derived from the joint distribution in eq. (2.3) by
conditioning on y
p(x|y) = p(y,x)
p(y)
=
p(y|x)p(x)
p(y)
, (2.4)
where the marginal distribution p(y) is the normalization constant of the pos-
terior distribution. The relationship between the posterior distribution, the
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Figure 2.1: Illustration of the relationship between the prior, likelihood, poste-
rior, and marginal likelihood in a Bayesian analysis of a Gaussian
model. The marginal likelihood does not depend on x, but is the
area under the curve given by the product of the likelihood and
the prior, i.e. p(y) =
∫
p(y|x)p(x)dx.
likelihood and the prior in eq. (2.4) is known as the famous Bayes’ theorem
(Bishop, 2006). The posterior distribution contains all available information
about x, but the posterior expectation provides a summary of the information
about x or some function of x
E [g(x)|y] =
∫
g(x) p(x|y)dx. (2.5)
The marginal distribution p(y) is also referred to as the marginal likelihood or
model evidence and it is obtained by marginalizing the joint distribution p(x,y)
with respect to x. That is,
p(y) =
∫
p(y|x)p(x)dx. (2.6)
The integrals are substituted with summations when the space of parameters
is a discrete space. Figure 2.1 illustrates the relationship between the basic
components of a Bayesian analysis of a simple Gaussian model.
Suppose we were to make an additional set of observations y′ after observing
y. Which values should we expect for y′? The posterior predictive distribution
answers this question by characterizing the uncertainty of future observations
y′ conditioned on the current observations y
p(y′|y) =
∫
p(y′|x)p(x|y)dx. (2.7)
From the above marginalization integral, it is seen that both the uncertainty in
the sampling distribution p(y′|x) and the uncertainty in the posterior distribu-
tion p(x|y) contribute to the predictive distribution.
The prior or the likelihood is often indexed by a set of parameters Ω controlling
the distributions, e.g. the mean and variance Ω =
{
µ, σ2
}
for a Gaussian prior.
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In a fully Bayesian treatment, this is handled by assigning a prior distribution
to the hyperparameters Ω and marginalizing over them. That is, the posterior
distribution of x becomes
p(x|y) =
∫
p(x|y,Ω)p(Ω|y)dΩ =
∫
p(y|x)p(x|Ω)
p(y)
p(Ω)dΩ. (2.8)
The process of averaging over a space of models with respect to the posterior
model density, i.e. p(Ω|y), is known as Bayesian model averaging. The condi-
tioning is not explicitly shown in eq. (2.4) and eq. (2.6), but the term p(x|y,Ω)
is equal to the left hand side of eq. (2.4) and p(Ω|y) ∝ p(y|Ω)p(Ω), where
p(y|Ω) is equal to the left hand side of eq. (2.6). However, we will in general
omit the dependence on the hyperparameters to keep the notation uncluttered
and only use the full notation when we are discussing Bayesian model averaging.
From eq. (2.5), (2.6), (2.7), and (2.8), it is evident that the core operation in
Bayesian inference is integration rather than optimization and that the result
is a set of distributions rather than a set of point estimates. Bayesian infer-
ence is a very elegant and appealing framework for uncertainty quantification
from a mathematical point of view, but it is often the case that the required
integrals cannot be evaluated analytically except for a small class of prior dis-
tributions known as conjugate priors. A prior distribution p(x) is said to be
conjugate to a likelihood p(y|x) if the resulting posterior distribution p(x|y)
has the same functional form as the prior distribution (Bishop, 2006; Gelman
et al., 2013). Therefore, conjugate priors are algebraically and computationally
very convenient as the resulting posterior distribution will have a closed form
solution.
On one hand, conjugate priors guarantee fast and exact inference through
tractability of the posterior distribution, but there is often little flexibility in
the shape of conjugate priors, which makes it difficult to represent specific prior
knowledge using these priors. On the other hand, non-conjugate priors can be
made arbitrary flexible, but the price is usually intractability and thus, approx-
imate inference. When data is abundant, the specific choice of prior becomes
less influential as the likelihood contribution will dominate the posterior distri-
bution. But in the small N , large D regime, the choice of prior distribution
becomes very important. Bayesian inference for non-conjugate models can be
much more complicated and we will return to this issue in Chapter 3.
We will conclude this section with an example of a conjugate model. Con-
sider the linear inverse problem y = Ax + e with a Gaussian prior, p(x) =
N (x|µ,Λ−1) and Gaussian noise, e ∼ N (0,L−1), yielding the joint distribu-
tion
p(y,x) = N (y|Ax,L−1)N (x|µ,Λ−1) . (2.9)
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(a) N = 3 (b) N = 10 (c) N = 20 (d) p(M|y) vs. N
Figure 2.2: Bayesian model averaging for linear regression. The data points
(red dots) are noisy observations, yn = f(tn) + en, of the function
f(tn) = 1 + 0.5tn − 0.5t2n + 0.02t3n + 0.02t4n (green curve). Using
eq. (2.11), the posterior distribution for five different models of the
form fˆ(t) =
∑M
m=0 xmt
m forM = 1, . . . , 5 is obtained. Panels (a)–
(c) show the posterior predictive density for increasing sample sizes
obtained by averaging over all five models using a uniform prior on
the model complexity. Panel (d) shows the posterior distribution
of the five models as a function of number of observations.
Assuming the noise covariance matrix L−1 is known, the Gaussian prior is
conjugate to linear Gaussian models (Bishop, 2006) and hence, the posterior
distribution and the model evidence can be in derived closed form. The model
evidence can be derived by combining the result in eq. (2.6) with straight
forward algebraic manipulations of the joint distribution in eq. (2.9) and is
given by
p(y|Ω) = N (y|Aµ,L−1 +AΛ−1AT ) , (2.10)
for Ω = {µ,Λ,L}. Technically, the model evidence is also conditioned on A,
but we omit the dependence to keep the notation uncluttered. Similarly, the
posterior distribution is given by
p(x|y,Ω) = N (x|m,Σ) , (2.11)
for m = Σ
[
ATLy + Λµ
]
and Σ =
(
Λ +ATLA
)−1. Finally, the predictive
distribution for a new set of observations A′ ∈ RM×D,y′ ∈ RM is given by
p(y′|y,Ω) = N (y′|A′m,L−1 +A′Σ(A′)T ) . (2.12)
Figure 2.2 illustrates Bayesian model averaging for a linear Gaussian model by
averaging over five models with different complexity.
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(a) E (z|y) vs y
Figure 2.3: Probability density functions for sparsity promoting priors. The
horseshoe prior has an infinitely tall spike at x = 0, which is not
shown in the figure (Carvalho et al., 2009). The spike-and-slab
prior is a mixture of a Dirac delta distribution (black arrow) and
Gaussian distribution (black curve) with parameters p1 = 0.5 and
τ = 102.
2.2 Sparsity Promoting Priors and the Spike-and-
slab Distribution
As mentioned in the previous section, the prior distribution p(x) summarizes
our prior beliefs and assumptions about x before we observe any data. Thus,
if we believe x is sparse, this should be reflected in p(x). Several sparsity pro-
moting priors have been proposed for this purpose and they can mainly be
divided in two categories: weak and strong sparsity priors (Mohamed et al.,
2011). Weak sparsity priors are characterized by continuous distribution func-
tions, while strong sparsity priors are spike-and-slab distributions.
Sparsity promoting priors for a variable x ∈ R characterized by continuous
distributions are called weak sparsity priors because they assign zero probability
to the event that the variable x is exactly zero. This implies that if one were
to draw a finite sample from a weak sparsity prior, one would never observe a
sample exactly equal to zero. Examples of weak sparsity priors are the Laplace
distribution, the Student’s t distribution and the horseshoe prior (Carvalho
et al., 2009) (see Figure 2.3).
Strong sparsity priors, on the other hand, are specifically designed such that
they assign a strictly positive probability p0 ∈ (0, 1) to the event x = 0. They
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are constructed as discrete mixtures of the form
p(x) = p0δ(x) + p1f(x), (2.13)
where p1 = 1 − p0 ∈ (0, 1), f is continuous probability density function and δ
is the so-called Dirac delta distribution. Despite the notation, δ is not defined
as a function, but instead we define δ : PC → R as a linear functional on the
space of all continuous probability density functions PC with the following two
properties
δx0(h) =
∫
R
δ(x− x0)h(x)dx = h(x0), (2.14)∫
R
δ(x− x0)dx = 1. (2.15)
for all densities h ∈ PC and points x0 ∈ R. However, we will continue to
abuse the notation and write "δ(x)" interpreting δ(x) as a density function with
infinite density at x = 0 and zero elsewhere, but well aware that we cannot
evaluate δ for any point x ∈ R directly. Nevertheless, we can still combine this
prior with a likelihood p(y|x) and do proper posterior inference even though we
cannot evaluate the prior p(x) directly.
First, we will compute the moments of the spike-and-slab prior. Using linearity
and the normalization property in eq. (2.15), we can verify that p(x) is properly
normalized. That is,∫
R
p(x)dx =
∫
R
(1− p0)δ(x) + p0f(x)dx (2.16)
= (1− p0)
∫
R
δ(x)dx+ p0
∫
R
f(x)dx (2.17)
= 1. (2.18)
We can also compute the n’th moment of p for n ≥ 1 using the property in eq.
(2.14)
Ep [xn] =
∫
R
xn p(x)dx (2.19)
= (1− p0)
∫
R
xnδ(x)dx+ p0
∫
R
xnf(x)dx (2.20)
= p0 Ef [xn] . (2.21)
The prior distribution described in eq. (2.13) can be augmented to include an
indicator variable z ∈ {0, 1} for the event x 6= 0, i.e.
p(x|z) = (1− z)δ(x) + zf(x), (2.22)
p(z) = Ber(z|p1), (2.23)
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where z = I [x 6= 0] is referred to as the support of x, Ber(z|p) is a Bernoulli dis-
tribution with respect to z such that p(z = 1) = p and p(x) =
∑
z∈{0,1} p(x|z)p(z).
This two-stage representation has the additional advantage that one can easily
ask what is the posterior probability of x being non-zero, i.e. p(z|y), for some
likelihood p(y|x).
From eq. (2.13), it is seen that p is a discrete mixture of a Dirac distribu-
tion (spike) and a continuous distribution (slab), hence the name spike-and-slab
prior. Furthermore, it follows from eq. (2.22) that f is the conditional density
of x given z = 1 and in principle, f can be chosen as the density function of
any continuous distribution, e.g. a Laplace distribution (Ročková and George,
2016), a Gaussian distribution (Mitchell and Beauchamp, 1988) or a Gaussian
mixture model (Vila and Schniter, 2013).
Inference for linear models with spike-and-slab priors
Before concluding this section, we will study the posterior distribution of a
Gaussian linear model with zero-mean Gaussian spike-and-slab priors on each
coefficient xi for i = 1, .., D. Consider first the posterior distribution of a one-
dimensional problem with a zero-mean Gaussian spike-and-slab prior on x ∈ R
and a single Gaussian observation y ∈ R defined by the joint distribution
p(y, x, z) = N (y|x, σ2) [(1− z)δ(x) + zN (x|0, τ)]Ber (z|p1) , (2.24)
Marginalizing z out and applying Bayes’s theorem in eq. (2.4) yields the
marginal posterior distribution
p(x|y) = N (y|x, σ
2) [(1− p1)δ(x) + p1N (x|0, τ)]
p(y)
. (2.25)
The evidence p(y) is obtained by marginalizing with respect to x and z using
eq. (2.6)
p(y) = (1− p1)N (y|0, σ2) + p1N (y|0, σ2 + τ) (2.26)
Substituting the expression for the evidence into eq. (2.25) and rearranging
shows that the posterior distribution is also a spike-and-slab distribution,
p(x|y) = p(z = 0|y)δ(x) + p(z = 1|y)N (x|mˆ, σˆ2) (2.27)
for
mˆ = (1 + σ2τ−1)−1y, (2.28)
vˆ = (σ−2 + τ−1)−1, (2.29)
p(z = 1|y) = p1N (y|0, σ
2 + τ)
(1− p1)N (y|0, σ2) + p1N (y|ρ0, σ2 + τ) . (2.30)
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(a) E (z|y) vs y (b) E (x|y) vs y
Figure 2.4: Posterior mean of x and z for the spike-and-slab model in eq.
(2.24) for τ = 102 and for different values of p1.
Thus, we can readily obtain the posterior mean and variance using eq. (2.21).
Figure 2.3 shows the density of the Gaussian spike-and-slab prior. Figure 2.4(a)
and (b) show the posterior mean of z and x, respectively, as a function of the ob-
servation y for several values of the prior probability p1 and Figure 2.5 compares
the posterior mean of x for each of the sparsity promoting prior distributions
shown in Figure 2.3.
We will now extend the model to the D-dimensional case with N linear mea-
surement y = Ax + e. The marginal posterior distribution of x ∈ RD given
y ∈ RN becomes
p(x|y) = N
(
y,Ax, σ2I
)∏D
i=1 [(1− p1)δ(xi) + p1N (xi|0, τ)]
p(y)
, (2.31)
where the model evidence is given by
p(y) =
∑
z
∫
N (y,Ax, σ2I) D∏
i=1
[(1− zi)δ(xi) + ziN (xi|0, τ)]
D∏
i=1
Ber (zi|p1) dx.
(2.32)
The model evidence in eq. (2.32) has a closed-form solution, but it contains
2D terms due to the product of mixtures and hence, exact posterior inference
is infeasible for even moderate sizes of D. Therefore, we have to resort to
approximate inference as we will discuss in Chapter 3.
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(a) (b)
Figure 2.5: Posterior mean of x for a model with joint density p(y, x) =
N (y|x, σ2)p(x) for each of the sparsity promoting priors shown
in Figure 2.3.
2.3 Gaussian Processes
The previous section discussed prior distributions for sparsity and in this sec-
tion, we will discuss prior distributions for functions. Gaussian processes are
a non-parametric family of distributions over the uncountably infinite space of
functions (Bishop, 2006). A random function f follows a Gaussian process distri-
bution if any linear combination of the function values f(x1), f(x2), . . . , f(xN )
is Gaussian distributed when the function is evaluated at any finite set of points
x1,x2, . . . ,xN ∈ X for some input space X (Rasmussen and Williams, 2006).
A Gaussian process (GP) is completely determined by its mean and covariance
function,
f(x) ∼ GP (m(x), k(x,x′)) , (2.33)
where the mean function m : X → R and the covariance function k : X ×X → R
are defined as
m(x) = E [f(x)] , (2.34)
k(x,x′) = E
[
(f(x)−m(x)) (f(x′)−m(x′))T
]
(2.35)
where the expectations are with respect to the Gaussian process distribution.
A function k is a valid covariance function if and only if the Gram matrix
Kij = k(xi,xj) is positive semidefinite for all pairs xi,xj ∈ {x1,x2, . . . ,xN} ⊂
X . If the mean function m can be assumed to be 0 for all x, the covariance
function k completely specifies the behavior of the Gaussian process. Properties
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(a) Samples from the prior (b) Samples from the posterior
Figure 2.6: (a) Samples from the prior distribution p(f) with the kernel in eq.
(2.36), (b) Samples from the posterior distribution p(f |y) after
observing two data points (red dots).
like smoothness, stationarity, and periodicity can easily be encoded into the
covariance function. For example, the following covariance function is composed
of a squared exponential kernel and a bias kernel and is given by
k(xi,xj) = κ1 exp
(
−‖xi − xj‖
2
2κ22
)
+ κ3. (2.36)
The squared exponential kernel is an example of a stationary kernel that gener-
ates smooth sample paths with variance κ1 > 0 and characteristic length scale
κ2 > 0. The bias kernel provides an offset with variance κ3 > 0. Figure 2.6(a)
shows 10 samples generated from a GP using the kernel in eq. (2.36) for points
on a uniformly spaced one-dimensional grid.
Gaussian processes are a powerful and widely applied prior for Bayesian non-
parametric regression problems. Consider a dataset D = {xn, yn}Nn=1 with N
noisy observations yn = f(xn) + en for a set of input features xn ∈ X with
isotropic Gaussian noise, i.e. en ∼ N (0, σ2). The joint distribution of the
observations y and the latent function values fn = [f(x1), f(x2), . . . , f(xN )]
becomes
p(y,f |K) = N (y|f , σ2I)N (f |0,K) . (2.37)
By comparing the joint distribution in eq. (2.37) with the joint distribution
of the linear Gaussian model in eq. (2.9), we can readily obtain the marginal
likelihood p(y|K) in closed-form using eq. (2.10). That is,
p(y|K, σ2) = N (y|0,C) , (2.38)
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for C = σ2I + K. Correspondingly, the posterior distribution p(f |y,K, σ2)
can readily be obtained using eq. (2.11). Let us now turn the attention to the
predictive distribution p(f ′|y) for a point x′ ∈ X , which is constructed based
on the covariance between the new point x′ and each of the training points
{xn}Nn=1. The extended joint distribution becomes
p(y,f , f ′|K, σ2) = N (y|f , σ2I)N ([f
f ′
] ∣∣0, [ K k′
(k′)T k(x′,x′)
])
, (2.39)
where k′ ∈ RN is a covariance vector with elements k′n = k(xn,x′) for all
n ∈ [N ]. Since the distribution in eq. (2.39) is jointly Gaussian, the predic-
tive distribution can be obtained using standard results for marginalization and
conditioning in Gaussian distributions (Rasmussen and Williams, 2006),
p(f ′|y,K, σ2) = N (f ′∣∣kTC−1y, k(x′,x′)− kTC−1k) . (2.40)
Although Gaussian processes are a versatile tool for function approximation,
eq. (2.38) and (2.40) reveal a potential drawback of the approach. Specifically,
the computational complexity scales cubically in the number of observations,
i.e. O (N3), and the memory footprint scales quadratically in the number of
observations, i.e. O (N2), which can make Gaussian processes prohibitively
slow for large datasets. However, researchers have proposed several sparse ap-
proximation schemes to reduce the computational load (Quiñonero-Candela and
Rasmussen, 2005; Snelson and Ghahramani, 2006; Titsias, 2009).
Gaussian processes have also been studied for other sampling distributions, in-
cluding (but not limited to) probit likelihoods for classification problems (Opper
and Winther, 2000) and Student’s t likelihoods for robust regression problems
(Jylänki et al., 2011). However, the solution for these likelihoods cannot be
obtained analytically and thus, approximations are needed. Finally, Gaussian
processes are also widely used as building blocks in spatio-temporal models as
we will see in Chapter 4 and 5.
Chapter 3
Approximate Inference
The posterior distribution of a random variable of interest conditioned on the
observed data is one of the central objects in Bayesian analysis. However, it
is often infeasible to evaluate posterior distributions for non-conjugate models
because the model evidence in eq. (2.6) is computationally intractable.
For example, if a model contains discrete variables, the marginalization oper-
ation in eq. (2.6) requires summing over every possible configuration of the
latent space, which can scale exponentially in the number of variables as seen
in the spike-and-slab example in Section 2.2. For continuous latent variables, it
is often the case that the marginalization integral in eq. (2.6) does not have an
analytical solution and is too high dimensional to be calculated using numerical
methods within reasonable time.
The field of approximate Bayesian inference strives to develop methods for
approximating intractable distributions. These methods can mainly be di-
vided into two categories: sampling methods and deterministic methods. The
sampling-based methods are known as Monte Carlo methods (Andrieu et al.,
2003), and the general idea is to approximate intractable integrals using finite
sums. For example, the posterior mean of some function g(x) can be approxi-
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mated using the following finite sum
E [g(x)|y] =
∫
g(x) p(x|y)dx ≈ 1
M
M∑
m=1
g(xˆm), (3.1)
where {xˆm}Mm=1 ∼ p(x|y) are samples from the posterior distribution.
The deterministic approximations, also sometimes referred to as distributional
approximations (Gelman et al., 2013), are analytical approximations to the pos-
terior distribution. The basic idea is to approximate a complicated distribution
p with a simpler and tractable distribution q, e.g. p(x|y) ≈ q(x). The Laplace
approximation (Williams and Barber, 1998), variational Bayes (Jordan et al.,
1999; Wainwright and Jordan, 2008; Blei et al., 2016), and expectation propa-
gation (Minka, 2001; Seeger, 2005) all belong to this category.
The purpose of the remainder of this chapter is to introduce the basic concepts of
variational Bayes and expectation propagation. For more thorough treatments,
see (Jordan et al., 1999; Wainwright and Jordan, 2008) and (Minka, 2001, 2004,
2005; Seeger, 2005), respectively.
3.1 Variational Bayes
The goal of variational inference is to approximate a target distribution p ∈
P with a tractable distribution q ∈ Q. The general strategy is to define a
space of tractable distributions Q and then optimize over that space to find
a distribution q ∈ Q, which is as similar to p as possible according to some
measure of dissimilarity D[p, q], see Figure 3.1. In machine learning and Bayesian
statistics, the dissimilarity between two distributions is typically measured using
the so-called Kullback-Leibler (KL) divergence (MacKay, 2003; Bishop, 2006),
which is defined by
KL [q||p] =
∫
q(x) ln
[
q(x)
p(x)
]
dx. (3.2)
The KL divergence is non-negative, i.e. KL [q||p] ≥ 0 for all q, p ∈ P, and it
satisfies KL [q||p] = 0 ⇐⇒ p = q, which makes it suitable as a dissimilarity
measure. However, the KL divergence is also antisymmetric, i.e. KL [p||q] 6=
KL [q||p], and it fails to satisfy the triangle inequality. Hence, it does not qualify
as a formal metric (MacKay, 2003).
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P Q
p
q∗
D[p, q∗]
(a) (b)
Figure 3.1: (a) Concept of variational inference. The target distribution p ∈ P
is approximated by the ’closest’ tractable distribution q ∈ Q where
’closeness’ is measured by D[p, q∗]. (b) The target density p (green)
is a mixture of two Gaussian distributions, which is approximated
by distribution q(x) from the family of Gaussian distributions.
The dashed curves (red and blue) show the two solutions, when
the KL divergence is minimized in the direction KL [q||p], and
the black solid curve shows the unique solution in the opposite
direction direction, i.e. KL [p||q].
3.1.1 The Evidence Lower Bound (ELBO)
Approximating a posterior distribution p(x|y) by minimizing the KL divergence
KL [q||p] is often referred to as the variational Bayes (VB) method (Bishop,
2006). To do so, we substitute the expression for posterior distribution p(x|y)
from eq. (2.4) into eq. (3.2) to get
0 ≤ KL [q||p] = Eq [ln q(x)]− Eq [ln p(y,x)] + ln p(y). (3.3)
Re-arranging the terms yields the so-called evidence lower bound (ELBO)
ln p(y) ≥ L(q) = Eq [ln p(y,x)]− Eq [ln q(x)] , (3.4)
where the gap between ln p(y) and L(q) is the KL [q||p]. Thus, maximizing the
functional L(q) : Q → R is equivalent to minimizing KL [q||p] because the model
evidence is constant.
The approximation in VB comes from the restriction of the space Q. For ex-
ample, if we choose Q = P to be the space of all distributions, then the ”best
approximation” within Q would be the exact posterior distribution itself, i.e.
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(a) (b)
Figure 3.2: (a) Approximating a bivariate zero-mean Gaussian distribution
p with unit variances and correlation ρ = 0.9 with a mean-field
approximation q(x1, x2) = q(x1)q(x2). (b) Marginal variance of
the exact distribution and the mean-field distribution as a function
of the correlation ρ.
q∗ = p. Therefore, the choice of Q is a trade-off between tractability and flex-
ibility. A common choice is to restrict Q to the space of distributions with a
specific parametric form, e.g. Gaussian distributions, or to restrict Q to the
space of factorized distributions, i.e. q(x) =
∏
i qi(xi), leading to the mean-field
approximation (Parisi, 1988; Wainwright and Jordan, 2008), or a combination
of the two.
VB is a flexible framework for approximate inference, but one drawback is that
the method in general tends to underestimate the uncertainty as illustrated in
Figure 3.1 and 3.2. This is a consequence of the rather strong assumptions on
Q combined with the properties of KL [q||p] (Minka, 2005). However, several
methods for constructing more complex approximating families have recently
been proposed (Sohl-Dickstein et al., 2015; Rezende and Mohamed, 2015), but
we will not go into details with these methods.
3.2 Expectation Propagation
Expectation propagation (EP) (Minka, 2001; Opper and Winther, 2000) is an-
other deterministic framework for approximating probability distributions. In
the EP framework, a target distribution p is approximated by a distribution q
from the exponential family by solving a series of local variational problems in
an iterative fashion.
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3.2.1 The Exponential Family
The exponential family F is the collection of distributions over x ∈ RD with
density functions of the form
f(x|θ) = h(x) exp (θTφ(x)−A (θ)) , (3.5)
where h : RD → R is a base measure, the function φ : RD → RS is known as
the sufficient statistics, θ ∈ RS is a set of natural parameters, and A : RS → R
is the log-partition function given by
A (θ) = ln
∫
exp
(
θTφ(x)
)
dh(x). (3.6)
See the work by Wainwright and Jordan (2008) for a detailed review of expo-
nential families in the context of approximate inference.
3.2.2 The EP approximation
Consider a probability distribution p, that factorizes as follows
p(y,x) =
G∏
g=1
fg(xg), (3.7)
where xg ⊆ x is a subvector of x. We assume that some of the factors depend on
the data y even though the conditioning is not shown explicitly. For example,
f1 could be a prior distribution and fg for g ≥ 2 could be likelihood terms. EP
approximates the target distribution p with a distribution qEP that factorizes
the same way as p
qEP(x) ∝
G∏
g=1
f˜g(xg), (3.8)
where each site fg is approximated with a site approximation f˜g from the ex-
ponential family. Since the exponential family is closed under multiplication
(Seeger, 2005), the global approximation qEP will also belong to the exponen-
tial family. Rather than approximating each site term individually, each site
approximation f˜g is chosen such that it approximates fg in the context of the
remaining factors (Bishop, 2006). The context for the j’th site is specified by
the so-called cavity distribution, which is defined as
q−j(x) ∝ qEP(x)
f˜j(xj)
=
∏
g 6=j
f˜g(xg). (3.9)
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That is, the cavity distribution is equal to the global approximation, qEP, where
the contribution from the j’th site approximation has been removed. The core
principle of EP is then to choose f˜j such that qˆj(x) = f˜j(xj)q−j(x) is a good
approximation of the tilted distribution pˆj(x) = 1Z fj(xj)q−j(x), where Z is the
normalization constant of pˆj . Specifically, the j’th site approximation is updated
as follows
f˜∗j = arg min
f˜j
KL
[
pˆj(x)||f˜j(xj)q−j(x)
]
. (3.10)
Note, that this is the KL divergence in the ”opposite direction” compared to the
variational Bayes approach described in the previous section. The distribution
qˆj can be interpreted as a projection of the tilted distribution pˆj onto the space
of exponential families with respect to the KL divergence (Minka, 2005). Be-
cause f˜j(xj)q−j(x) belongs to the exponential family, the solution to the KL
minimization problem in eq. (3.10) can be obtained by moment matching as we
will now show.
3.2.3 Moment Matching
Inserting the definition of the exponential family in eq. (3.5) into the definition
of the KL divergence from pˆj to qˆj ∈ F in eq. (3.2) yields
KL [pˆj ||qˆj ] = Epˆj [ln pˆj(x)− ln qˆj(x)]
= Epˆj [ln pˆj(x)]− Epˆj [lnh(x)]− θTEpˆj [φ(x)] +A (θ) , (3.11)
where θj are the natural parameters of qˆj . Next, we compute the gradient with
respect to θj and set it to zero
∇θjKL [pˆj ||qˆj ] = −Epˆj [φ(x)] +∇θjA (θj) = 0. (3.12)
We can now use the fact that the gradient of the log-partition function∇θjA (θj) =
Eq [φ(x)] is given by the expected sufficient statistics with respect to qˆj (Wain-
wright and Jordan, 2008) to derive the moment matching condition
Epˆj [φ(x)] = Eqˆj [φ(x)] , (3.13)
which states that we can minimize the KL divergence by matching the expected
sufficient statistics. For a Gaussian approximation, this is equivalent to match-
ing the first two moments, i.e.
qˆ∗j (x) = N
(
x|Epˆj [x] , Epˆj
[(
x− Epˆj [x]
)2])
. (3.14)
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Figure 3.3: The moment matching mechanism in expectation propagation
for a Laplacian site fj (green). The tilted distribution pˆj =
1
Zj
fj(x)q−j(x) (blue) is approximated by a Gaussian distribution
qˆj(x) (red) by matching the first two moments according to (3.13).
See Figure 3.3 for an example. Once we have obtained a solution qˆ∗j (x), we can
compute the update for the corresponding site approximation as follows
f˜∗j (xj) ∝
q∗j (x)
q−j(x)
. (3.15)
Finally, the global approximation is updated using eq. (3.8). This procedure
is repeated for each site fg until convergence or until a maximum number of
iterations is reached.
3.2.4 The EP Evidence Approximation
The EP framework also provides an approximation of the model evidence p(y).
The approximation is obtained by substituting the exact site terms with a scaled
version of the corresponding site approximation in the marginalization integral
in eq. (2.6). That is,
p(y) =
∫ G∏
g=1
fg(xg)dx ≈
∫ G∏
g=1
s˜g f˜g(xg)dx = qEP (y), (3.16)
where the scale factors s˜g > 0 are chosen such that
Eq−j [fj (xj)] = s˜jEq−j
[
f˜j (xj)
]
. (3.17)
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After substituting the site approximations into eq. (3.16) , the integral becomes
trivial to evaluate as it only contains products of exponential family densities.
In contrast to the VB approach, qEP (y) is neither a lower or upper bound on
the marginal likelihood.
3.2.5 The Expectation Propagation Algorithm
The update of the global approximation in eq. (3.8) is usually computation-
ally expensive. The parallel EP algorithm decreases the computational load
significantly by only updating the global approximation once after all site ap-
proximations have been updated (Gerven et al., 2009). This is in contrast to
the sequential EP algorithm, where the global approximation is updated every
time a site approximation is updated. The parallel EP algorithm is summarized
in Algorithm 1.
repeat
for each site fg do
Compute cavity distribution using eq. (3.9)
Update site approximation using eq. (3.10) and (3.15)
end
Update global approximation using eq. (3.8)
until converged or maximum number of iterations reached ;
Compute evidence approximation using eq. (3.16)
Algorithm 1: Parallel expectation propagation algorithm
The EP algorithm does indeed minimize local KL divergences, but EP does not
minimize the global KL divergence from p to q. But the fixed points of the
EP scheme can be shown to correspond to the stationary points of a specific
energy function related to the negative logarithm of the marginal likelihood
approximation in eq. (3.16) (Minka, 2001; Heskes et al., 2005; Minka, 2007).
We will conclude this section with a small discussion of pros and cons of EP. A
major drawback of the EP framework is the lack of theoretical guarantees (De-
haene and Barthelmé, 2015). Specifically, neither the sequential nor the parallel
version are guaranteed to converge. However, provably convergent double loop
algorithms have been proposed (Heskes and Zoeter, 2002; Opper and Winther,
2005), but these algorithms can be much slower than the sequential or parallel
algorithms. Furthermore, EP is sensitive to the numerical implementation and
it can be numerically unstable for non-log-concave sites (Seeger, 2005; Wain-
wright, 2008; Jylänki et al., 2011). The computational complexity of EP can be
prohibitively slow for large scale problems, e.g. the computational complexity
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is O (D3) for Gaussian process-based models (Jylänki et al., 2011). Along the
same line, the memory footprint can also be prohibitively large for large scale
problems because the number of sites increases with the number of likelihood
terms, but the recently proposed stochastic expectation propagation (Li et al.,
2015) deals with this issue.
On the positive side, EP has been shown to be the method of choice for several
problems (Kuss and Rasmussen, 2005; Nickisch and Rasmussen, 2008; Jylänki
et al., 2011; Barthelmé and Chopin, 2011; Cunningham et al., 2013; Peltola
et al., 2014; Hernández-Lobato et al., 2015). From an uncertainty quantifica-
tion point of view, EP is an appealing framework as it often produces better
posterior uncertainties compared to variational Bayes, which tends to under-
estimate uncertainties in general (see Figure 3.1 and 3.2). Moreover, several
interesting extensions of EP have been proposed, such as Power EP, which uses
α-divergences as an alternative to KL divergences (Minka, 2005, 2004). Finally,
an EP-based framework for distributed Bayesian inference for large datasets has
recently been proposed (Gelman et al., 2017).
3.3 Approximate Inference for 1D Spike-and-slab
Models
We conclude this chapter by studying the approximate solution obtained by
applying the VB and EP methods to the 1D spike-and-slab model discussed in
Section 2.2. Specifically, we will compute the approximations to the marginal
posterior distributions p(z|y) and p(x|y) and compare these with the exact dis-
tributions from eq. (2.25).
We need to re-parametrize the model in eq. (2.24) to be able to apply the VB
approximation since the lower bound in (3.4) is not well-defined because of the
presence of the Dirac delta distribution in the prior distribution. To avoid this
problem, we introduce a new variable u ∈ R such that x = z · u, which gives
rise to the following equivalent joint distribution (Titsias and Lazaro-Gredilla,
2011)
p(y, z, u) = N (y|zu, σ2)N (u|0, τ)Ber(z|p). (3.18)
For the VB approximation, we consider two different choices of approximating
families Q. In both cases, Q is restricted to distributions with a fixed parametric
form given by a product of a Gaussian density and a Bernoulli density:
qMF(u, z) = N (u|mˆ, vˆ)Ber (z|pˆ) , (3.19)
qMF-TITSIAS(u, z) = N (u|zmˆ, (1− z)τ0 + zvˆ)Ber (z|pˆ) , (3.20)
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Figure 3.4: Comparison of approximate solutions of p(z|y) and p(x|y) for the
spike-and-slab model in eq. (2.24) for τ = 102 and p1 = 0.5.
where mˆ, vˆ, and pˆ are the variational parameters. In the former approximation,
u and z are assumed to be independent in the posterior distribution, while
the two variables are coupled in the latter approximation (Titsias and Lazaro-
Gredilla, 2011). To find an optimal solution for the qMF approximation given an
observation y, we substitute the expression in eq. (3.19) into the expression for
the lower bound in eq. (3.4) and optimize with respect to variational parameters.
The procedure is the same for the approximation in eq. (3.20) as well.
We will now turn our attention to the EP approximation, which can be applied
to both parametrizations of the model. In the parametrization in eq. (2.24), the
likelihood, p(y|x) = N (y|x, σ2), and the prior on the support, p(z) = Ber(z|p1),
already belong to the exponential family, and hence we only have to approximate
the site p(x|z) = [(1− z)δ(x) + zN (x|0, τ0)] using EP. As p(x|z) depends on
both x and z, we choose the site approximations to be of the form
fˆ(x, z) = N (x|mˆsite, vˆsite)Ber (z|pˆsite) . (3.21)
With this choice, the global EP approximation in eq. (3.8) becomes
qEP(x, z) ∝ N (y|x, σ2)
fˆ(x,z)︷ ︸︸ ︷
N (x|mˆsite, vˆsite)Ber (z|pˆsite)Ber (z|p1)
∝ N (x|mˆ, vˆ)Ber (z|pˆ) , (3.22)
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where the site parameters mˆsite, vˆsite, and pˆsite are obtained by moment match-
ing using eq. (3.14) and (3.15) and the global parameters mˆ, vˆ, and pˆ are given
by
mˆ = vˆ
[
σ−2y + vˆ−1sitemˆsite
]
, (3.23)
vˆ =
(
σ−2 + vˆ−1site
)−1
, (3.24)
pˆ = [(1− p1)(1− pˆsite) + p1pˆsite]−1 p1pˆsite. (3.25)
The panels in the top row in Figure 3.4 compare the approximate solution for
p(z|y) with the exact solution from Section 2.2 and the panels in the bottom
row compare the mean and standard deviation of the approximate solution for
p(x|z) with the exact solution.
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Chapter 4
The Structured
Spike-and-slab Prior for
Linear Models
The purpose of this chapter is to present the contributions of the papers A,
B, and C. All three papers are related to the so-called structured spike-and-
slab prior, which generalizes the spike-and-slab prior distribution discussed in
Section 2.2 to the structured sparsity setting. First, Section 4.1 introduces the
structured spike-and-slab prior including temporal extensions. Next, Section
4.2 briefly discusses how to perform inference for linear models using structured
spike-and-slab priors in the ill-posed setting with small N , large D. Finally,
Section 4.3 summarizes the work in the three papers A, B, and C.
4.1 Structured Spike-and-slab Priors
As mentioned in the introduction in Chapter 1, the central hypothesis of this
work is that the phase transition curves for sparse linear inverse problems can
be improved for signals that exhibit spatio-temporal sparsity. The aim of this
section is to construct a sparsity promoting prior distribution that encourages
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spatio-temporal sparsity. First, we will ignore the temporal structure and con-
sider the problem of imposing spatial structure on the support of a vector
xt ∈ RD in a probabilistic setting. Assume each entry xi,t in xt has a set
of associated spatial coordinates di ∈ RP .
The starting point is the spike-and-slab prior as introduced in Section 2.2
p(xt) =
D∏
i=1
[(1− p1)δ(xi,t) + p1N (xi,t|0, τ)] . (4.1)
All variables, xi,t for all i ∈ [D], are independent under this distribution as evi-
denced by the factorization and in the following, we will refer to this distribution
as the unstructured spike-and-slab distribution. To impose structure onto the
support of xt, we replace the fixed hyperparameter p1 with a smooth function
g : RP → (0, 1) that maps the spatial coordinates di to probabilities such that
p(xt|g) =
D∏
i=1
[(1− gi)δ(xi,t) + giN (xi,t|0, τ)] , (4.2)
where g = [g(d1), g(d2), . . . , g(dD)] ∈ (0, 1)D. The function g now controls the
support probabilities directly, i.e. p(xi,t 6= 0|g) = g(di), and the smoothness
assumption of g implies that nearby variables have similar support probabilities.
Thus, the structure of the function g is reflected in the support of xt. However,
the function g is usually not known in advance, so we will treat it as a random
function and assign a prior distribution to it using the following construction
g(d) = φ (γ(d)) , (4.3)
γ(d) ∼ GP (m(d), k (d,d′)) , (4.4)
where φ : R → (0, 1) is the cumulative distribution function (CDF) of a stan-
dardized Gaussian distribution and γ : RP → R is a random function with a
Gaussian process prior distribution. This construction ensures that g always
maps into the unit interval such that g(d) can be interpreted as a probability
for all d ∈ RP . From a pure modeling perspective, the function φ could be
any monotonically increasing function from the real line to the unit interval,
but the Gaussian CDF is chosen because it simplifies the resulting inference
procedure. Specifically, the moment matching integrals (see Section 3.2) in the
expectation propagation algorithm can be solved analytically for the Gaussian
CDF (Rasmussen and Williams, 2006).
By combining eq. (4.2), (4.3), and eq. (4.4), we can write the structured spike
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(a) Realizations of γ (b) φ (γ) (c) Realizations of xt
Figure 4.1: Two realizations of the structured spike-and-slab prior for a prob-
lem, where xt is composed of a set of variables positioned on a
one-dimensional grid. (a) Two realizations of the latent Gaussian
process prior representing the structure of the sparsity pattern us-
ing a squared exponential covariance function with length scale
10. (b) The same two realizations are squeezed into probabilities
by the map φ : R → (0, 1). (c) Two realization of x conditioned
on the support probabilities shown in panel (b).
and slab prior as follows
p(xt|γ) =
D∏
i=1
[(1− φ(γi))δ(xi,t) + φ(γi)N (xi,t|0, τ)] , (4.5)
p(γ) = N (γ|m,K) , (4.6)
where γ = [γ (d1) , γ (d2) , . . . , γ (dD)] ∈ RD and m ∈ RD, K ∈ RD×D are
defined in a similar manner. Using this model, a priori knowledge of the struc-
ture of the sparsity pattern of xt can now be expressed using generic covariance
functions through the kernel of the GP. For example, choosing the covariance
function to be a squared exponential kernel leads to sparsity patterns with spa-
tial structure (see Figure 4.1), where the length scale parameter of the kernel
controls the size of the spatial structures. The structured spike-and-slab prior is
not limited to spatial sparsity structure, but it can model any type of sparsity
structure that can be expressed using covariance functions, e.g. group structure
can be obtained by using a block covariance matrix. Note that the coefficients,
i.e. xi,t for all i ∈ [D], remain conditionally independent given γ for all covari-
ance functions.
The marginal support probabilities can also be controlled explicitly by manip-
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ulating the mean m and the diagonal of the covariance matrix K
p(xi,j 6= 0) =
∫
φ(γi)N (γi|mi,Kii)dγi = φ
(
mi√
1 +Kii
)
. (4.7)
Thus, if a subset of variables are a priori more likely to be non-zero than others,
then this type of information can be encoded into the mean function. Further,
when the mean function is constant and the kernel is proportional to an identity
matrix, the marginal distribution of the coefficients, p(xt), reduces to the un-
structured spike-and-slab distribution given in eq. (4.1). However, for a general
covariance matrix K, p(xt) has no analytical expression because the required
marginalization integral is intractable.
We will now extend the structured prior to the spatio-temporal case by intro-
ducing X =
[
x1,x2, . . . ,xT
] ∈ RD×T and Γ = [γ1,γ2, . . . ,γT ] ∈ RD×T , where
t is assumed to be a temporal index. We will consider four different tempo-
ral extensions ordered by increasing complexity: temporally IID, joint sparsity
structure, first-order structure, and Kronecker structure.
Temporally IID The simplest extension is to assume that the support is in-
dependently and identically distributed (IID) with respect to time,
p(X|Γ) =
T∏
t=1
D∏
i=1
[(1− φ(γi,t))δ(xi,t) + φ(γi,t)N (xi,t|0, τ)] , (4.8)
p(Γ) =
T∏
t=1
N (γt|m,K) . (4.9)
Joint sparsity structure The joint sparsity model assumes that the support
probabilities, φ(γt), is constant with respect to time,
p(X|γ) =
T∏
t=1
D∏
i=1
[(1− φ(γi))δ(xi,t) + φ(γi)N (xi,t|0, τ)] , (4.10)
p(γ) = N (γ|m,K) . (4.11)
First-order structure A more interesting model is to assume that γt evolves
according to a first-order Markov process (Ziniel et al., 2010; Ziniel and Schniter,
2013a)
p(γt|γt−1) = N (γt|(1− α)m+ αγt−1, βK) , (4.12)
where α ∈ [0, 1] controls the temporal correlation and β > 0 controls the inno-
vation of the process. By choosing the initial distribution to be γ1 ∼ N (m,K),
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the marginal distribution of γ2 becomes
p (γ2) =
∫
N (γ2|(1− α)m+ αγ1, βK)N (γ1|m,K)dγ1 (4.13)
= N (γ2|m, (α2 + β)K) , (4.14)
where the last equality follows from eq. (2.10) in Section 2.1. Hence, it follows
by induction that if α and β satisfy α2 + β = 1, then the marginal density of γt
is p(γt) = N (γt|m,K) for all t ∈ [T ]. The first-order model reduces to the joint
sparsity model in the degenerate case α = 1 and β = 0, and to the temporal
IID model when α = 0 and β = 1.
Kronecker structure The first-order model in eq. (4.12) has two main ad-
vantages. First, it factorizes across time, which makes the resulting inference
problem easier. Secondly, it only introduces one additional hyperparameter as-
suming the constraint α2 + β = 1 is satisfied. However, first-order dynamics
are often not sufficient for capturing long range correlations. Imposing a joint
Gaussian Process on the full Γ-space circumvents this issue, i.e.
vec [Γ] ∼ N (vec [M ] ,KΓ) , (4.15)
where vec [·] is the vectorization operator and M ∈ RD×T and KΓ ∈ BDT×DT
are the mean and covariance matrix of Γ, respectively. Because the input space
of the joint Gaussian process takes the form of a Cartesian product grid, the
covariance matrix simplifies to a Kronecker product, i.e. KΓ = Ktemporal ⊗K,
where Ktemporal ∈ RT×T governs the temporal covariance and K ∈ RD×D
governs the spatial covariance. This decomposition implies that we never have
to work with the full DT × DT covariance matrix directly, but instead we
only have to work with the two smaller matrices Ktemporal and K, which will
greatly reduce the computational complexity of the inference algorithm as well
as the memory footprint. Kronecker products have earlier been used for efficient
inference in Gaussian process modeling (Stegle et al., 2011; Wilson et al., 2014;
Flaxman et al., 2015).
Figure 4.2 shows a realization of both Γ and φ (Γ) for each of the four different
spatio-temporal priors. All four prior distributions can be augmented to include
binary support variables zi,t ∈ {0, 1} for all i ∈ [D] and t ∈ [T ] in the same way
as discussed in Section 2.2.
4.2 Approximate Inference for Linear Models
The previous section introduced four different spatio-temporal prior distribu-
tions for X and Γ and in this section, we will discuss how to apply these priors
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(a) I.I.D (b) Joint sparsity (c) First-order (d) Kronecker
Figure 4.2: Realizations of Γ ∼ p(Γ) (top row), and φ (Γ) (bottom row) for the
four different temporal extensions, where both K and Ktemporal
are chosen to be squared exponential kernels.
to ill-posed problems in the context of linear models. We focus on models where
the sampling distributions factor across time,
p(Y ,X,Z,Γ) =
T∏
t=1
f(yt|xt)
T∏
t=1
D∏
i=1
p(xi,t|zi,t)
T∏
t=1
D∏
i=1
p(zi,t|γi,t)p(Γ), (4.16)
where f(yt|xt) is the sampling distribution of yt and
p(xi,t|zi,t) = (1− zi,t)δ(xi,t) + zi,tN (xi,t|0, τ) (4.17)
p(zi,t|γi,t) = Ber (zi,t|φ(γi,t)) . (4.18)
For sparse linear regression problems with observations yt ∈ RN for all t ∈ [T ],
we use Gaussian sampling distributions of the form f(yt|xt) = N (yt|Axt,Σ),
where Σ ∈ RN×N is the noise covariance. For sparse linear classification prob-
lems with observations yt ∈ {−1, 1}N for all t ∈ [T ], we use the probit likelihood
f(yt|xt) =
∏N
n=1 φ (yntAn,·xt), where An,· ∈ RD denotes the n’th row of A.
Exact posterior inference is intractable for both observation models due to the
product of mixture distribution in the prior as discussed in Section 2.2. Thus,
we have to resort to approximate inference.
It has been shown empirically that expectation propagation-based algorithms
(see Section 3.2) perform well for sparse linear models; both in terms of recon-
structing the true weightsX as measured by the mean squared error (MSE) and
in terms of predictive power (Wainwright, 2008; Hernandez-Lobato et al., 2010;
Hernández-Lobato et al., 2015). Specifically, Hernández-Lobato et al. (2013)
proposed an EP algorithm for approximating the posterior distribution of linear
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(a) (b) (c)
Figure 4.3: Illustration of the benefit obtained by modeling the structure of
the sparsity pattern. The panels show the approximate poste-
rior distributions for problem with D = 100 and N = 12D linear
Gaussian measurements obtained using the expectation propaga-
tion algorithm without structure in the prior (top row) and with
structure in the prior (bottom row) (a) Posterior distribution of
γ. (b) Posterior distribution of z. (c) Posterior distribution of x.
models with (unstructured) spike-and-slab prior distributions and showed that
it outperformed competing methods. Therefore, we derive an expectation prop-
agation algorithm for approximating the posterior distribution p(X,Z,Γ|Y ) by
extending the work by Hernández-Lobato et al. (2013).
For the both observation models, all moment matching integrals can be evalu-
ated analytically. Figure 4.3 shows an example of the EP approximation for a
toy problem with a single Gaussian measurement vector (T = 1) and compares
the results with the posterior distribution obtained using an unstructured prior
distribution.
As described in Section 3.2, EP provides approximate posterior distributions
for X, Z, and Γ conditioned on both the observations Y as well as the hy-
perparameters of the model. The set of hyperparameters Ω for these models
include hyperparameters of the likelihood, e.g. the noise covariance matrix, the
variance of the ”slab”-component, i.e. τ , and the hyperparameters of the kernel.
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(a) Central composite design (b) Regular grid design
Figure 4.4: Illustration of the central composite design (CCD) for approxi-
mate numerical integration with respect to a posterior distribu-
tion p(Ω|Y ) over two hyperparameters Ω = (Ω1,Ω2). The CCD
grid (panel (a)) is constructed using the mode and the curvature
at the mode of the distribution p and it uses significantly fewer
points for numerical integration compared to a regular grid (panel
(b)). If B is the number of hyperparameters, then the resulting
number of CCD points is M = 9, 15, 25, 43, 77 for B = 2, 3, 4, 5, 6,
respectively.
The ideal approach would be to take the uncertainty of the hyperparameters
into account by assigning priors all hyperparameters and marginalize over them
using eq. (2.8). However, this is intractable in the EP framework as the moment
matching integrals are intractable. Instead, we consider two different evidence
approximation schemes (MacKay, 1996). The first is an empirical Bayes-type
approximation that simply uses the maximum a posteriori (MAP) value of Ω
as a point estimate
ΩˆMAP = arg max
Ω
[ln qEP (Y |Ω) + ln p(Ω)] , (4.19)
where qEP (y|Ω) is the approximation of the model evidence in eq. (3.16) and
p(Ω) is a prior distribution on the hyperparameters. In the second approxi-
mation, we approximate the marginalization integral eq. (2.8) using numerical
integration as follows
p(X,Z,Γ|Y ) ≈
∫
qEP(X,Z,Γ|Y ,Ω)qEP
(
Ω
∣∣Y ) dΩ (4.20)
≈
M∑
m=1
qEP(X,Z,Γ|Y ,Ωm)qEP
(
Ωm
∣∣Y )wm, (4.21)
where qEP
(
Ω
∣∣Y ) ∝ qEP (Y |Ω) p(Ω) and {Ωm}Mm=1, {wm}Mm=1 is a set of in-
tegration points and weights, respectively. Thus, the resulting approximate
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marginal posterior distribution becomes a Gaussian mixture model with mixing
weights pim = qEP
(
Ωm
∣∣Y )wm and components qEP(X,Z,Γ|Y ,Ωm). We use
a so-called Central Composite Design (CCD) (Rue and Martino) to keep the
number of points and weights to a minimum, see Figure 4.4. The latter ap-
proach has been shown to yield better results as it takes the uncertainty of the
hyperparameters into account (Vanhatalo et al., 2010) at the cost of increased
computational complexity.
4.3 Contributions
4.3.1 Paper A: Bayesian Inference for Structured Spike
and Slab Priors
Paper A proposes the structured spike-and-slab prior for a single measurement
vector, as formulated in eq. (4.5) and (4.6), for models with linear Gaussian
observations and isotropic noise. The paper also provides an expectation propa-
gation algorithm for approximate inference scaling as O(ND2 +D3), where the
term O(ND2) comes from the update of the posterior distribution of x and the
cubic term comes from the update of the posterior distribution of the Gaussian
process. Since O(D3) can be prohibitively slow for large scale problems, Paper A
also proposes a low rank approximation scheme that reduces the computational
complexity to O(ND2 + RD2), where R ∈ [D] is a parameter controlling the
trade-off between accuracy of the posterior distribution and the computational
complexity.
Furthermore, Paper A also describes a series of numerical experiments for quan-
tifying the performance of the proposed model and the associated inference
algorithm. The normalized mean square error between the estimated solu-
tion xˆ = EqEP [x|y] and the true solution x was used as a performance met-
ric to quantify the algorithm’s ability to recover the true solution x. Sim-
ilarly, the F-measure (Van Rijsbergen, 1979) between the estimated support
zˆ = arg max
z
qEP(z) and true support z was used for quantifying the ability to
recover the true support z.
Importantly, the paper verifies the hypothesis that the location of the phase
transition improves when the spatial structure of the sparsity pattern is taken
into account. Moreover, the paper shows that the method is robust to the spe-
cific choice of covariance function for the kernels. Through experiments with an
EEG forward modelA (see Section 1.1.1) with condition numberK(A) ≈ 8·1015,
the paper also demonstrates that the proposed algorithm is capable of inferring
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the true sources despite the enormous condition number. To summarize, Paper
A was a proof-of-concept paper for the structured spike-and-slab prior and the
associated EP algorithm.
4.3.2 Paper B: Spatio-temporal Spike and Slab Priors for
Multiple Measurement Vector Problems
Paper B extends the structured spike-and-slab prior and the inference algorithm
to the spatio-temporal case with T ≥ 1 by introducing the first-order model from
eq. (4.12). The resulting EP inference scheme for the first-order model scales
as O (TD3), i.e. linearly in the number of measurement vectors T . Based
on numerical experiments, paper B demonstrated that going from the single
measurement case (T = 1) with spatial sparsity to the spatio-temporal case
(T ≥ 1) further improved the location of the phase transition.
4.3.3 Paper C: Bayesian Inference for Spatio-temporal Spike-
and-slab Priors
Paper C extends and generalizes the work in Paper A and Paper B by allowing
more general observation models, e.g. the probit likelihood for sparse classifica-
tion. Paper C also introduces the spatio-temporal extension using the Kronecker
formulation in eq. (4.15). The computational complexity of the EP algorithm for
the Kronecker formulation is O (T 3D3) with a memory footprint of O (T 2D2)
due to the full Gaussian Process prior on Γ in eq. (4.15). To reduce the compu-
tational complexity, the paper considers three different approximation schemes:
the low-rank approximation as in Paper A, the group approximation and the
common precision approximation.
As the name suggests, the group approximation clusters the variables in Γ into
meaningful groups based on their spatio-temporal coordinates to reduce the di-
mension of the Gaussian Process. This approximation can yield significant speed
ups for some problems without sacrificing accuracy and works well for problems,
where the underlying spatial structure is a P-dimension regular grid. The draw-
back is that the approximation requires application-specific customization for
problems associated with non-regular grids. The resulting computational com-
plexity is O (T 3gD3g), where Tg ∈ [T ], DG ∈ [D] are the number of groups in the
temporal dimension and the spatial dimension, respectively.
The common precision approximation forces all site precision (inverse variance)
parameters of the site approximations of the Bernoulli-sites in eq. (4.16) to have
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the same value. By tying the site precision parameters together, it is possible to
utilize properties of Kronecker products to reduce the computational complexity
to O (TD2 + T 2D) and the memory footprint to O (D2 + T 2). The common
precision approximation sacrifices the accuracy of the posterior uncertainty of
Γ, but because Γ is an auxiliary variable introduced to induce structure, the
effect on the posterior distribution of X and Z is negligible.
Paper C also discusses several methods to handle the unknown values of the
hyperparamaters of the model. The simplest method is to optimize the ap-
proximate model evidence provided by EP in eq. (3.16) using gradient-based
methods yielding a ML estimate. A slightly more robust approach is to apply
prior distributions to the hyperparameters and use the MAP value as a point es-
timate. Finally, the last option is to take the uncertainty of the hyperparameters
into account approximating the marginalization integral in eq. (2.2) using an
efficient numerical integration scheme called composite central design (CCD)
(Rue and Martino; Vanhatalo et al., 2010). The latter slightly increases the
computational load, but Paper C demonstrates that it provides better posterior
uncertainties and it increases the accuracy of the model.
Finally, Paper C also describe a series of numerical experiments using both syn-
thetic data and real data. The experiments with synthetic data serves to validate
the proposed inference algorithm as well as study the phase-transition curves
for inverse problems with Kronecker structure. The real data experiments in-
clude compressed sensing, phoneme classification, and EEG source localization.
Both the compressed sensing problem and the phoneme classification problem
show that the algorithm is capable of extracting meaningful information of high
dimensional parameters in the small N , large D regime. These experiments also
show that the proposed algorithm compare well with competing methods from
the literature.
The EEG source localization problem was a setup with N = 128 electrodes,
D = 5124 sources, and T = 161 measurement vectors yielding a total of D ·T =
824964 unknown sources. The specific dataset originated from a face perception
study (Henson et al., 2003) and data for a single subject was analyzed using
the spatio-temporal prior distribution with Kronecker structure. The results
showed that the dataset was not informative about the hyperparameters of the
kernel, i.e. the hyperparameters of the kernel could not be inferred from the
data. However, by providing the algorithm with a priori knowledge of the length
scale parameters of the spatial- and temporal covariance matrix, the algorithm
detected four well-localized brain regions that are consistent with the findings
from fMRI studies on the same experimental paradigm.
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Chapter 5
Time-varying Covariance
Estimation
The purpose of this chapter is to present the contributions of Paper D, which
proposes a Gaussian process-based approach to time-varying covariance estima-
tion. Section 5.1 introduces the proposed model and Section 5.2 summarizes
the contributions of Paper D.
5.1 A Hierarchical Model for Time-varying Co-
variance Estimation
In this section, we will describe a hierarchical model for analysis of non-stationary
multivariate time series with time-varying covariance structure. The model is
applicable to multivariate time series in general, but it is specifically developed
to analyze time-varying functional connectivity using fMRI time series data
from multiple subjects as described in Section 1.2. However, the work included
in this thesis is limited to making a model for time-varying covariance matrices
and hence, the subsequent functional connectivity analysis based the estimated
covariance matrices will not be discussed here.
As mentioned in Section 1.2, the dimension D of each time series is typically
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larger than both the length of the time series T as well as the number of subjects
N , which makes time-varying covariance estimation a challenging problem. The
general idea is to model the time series for each subject using a multivariate
Gaussian distribution, where the instantaneous covariance matrix of each time
series changes slowly as a function of time. Furthermore, we assume that the
instantaneous covariance matrix for each subject can be expressed using a latent
representation that is shared across all subjects in a hierarchical manner.
Consider first the observation model. Assume we observe a set of multivariate
time series, where xnt ∈ RD denotes the values of the time series at time t ∈ [T ]
for subject n ∈ [N ]. Let Dn = {xnt }Tt=1 denote the entire time series for the
n’th subject and let D = {Dn}Nn=1 denote the collection of the observed time
series for all subjects. We assume that the sampling distribution of xnt is a
time-dependent multivariate Gaussian distribution
xnt ∼ N (0,Σnt ) , (5.1)
where Σnt is the instantaneous covariance matrix time at t for the n’th subject.
Thus, the observations {xnt }Tt=1 are assumed to be conditionally independent
given {Σnt }Tt=1 for all n ∈ [N ]. We further assume that Σnt decomposes into a
non-negative linear combination of components Sk ∈ RD×D as follows
Σnt = β
−1I +
K∑
k=1
αnk,tSk, (5.2)
where S = {Sk}Kk=1 is a dictionary of positive semi-definite covariance matrix
components, A =
{
αnk,t ≥ 0 |n ∈ [N ] , k ∈ [K] , t ∈ [T ]
}
is a set of non-negative
mixing weights, and K is the number of components. The parameter β > 0
controls the amount of additive white noise.
The noise precision β and the covariance matrix components Sk for all k ∈ [K]
are assumed to be independent of time. Hence, the temporal evolution of Σnt for
the n’th subject is controlled solely by the coefficientsAn =
{
αnk,t |k ∈ [K] , t ∈ [T ]
}
and thus, the second order dynamics of Dn are completely determined by An.
Intuitively, S acts as a common basis for covariance matrices for all time points
and all subjects, where (αn1,t, αn2,t, . . . , αnK,t) are the coordinates for the instan-
taneous covariance matrix for the n’th subject at time t.
We will refer to the model defined in eq. (5.1) and (5.2) as the model with
subject-specific mixing weights. The model is general in the sense that it assumes
that the covariance matrix trajectories {Σnt }Tt=1 are different for each subject as
the mixing weights αnk,t depends on the subject index n. However, we will also
consider a special case of eq. (5.2), where all subjects share the same mixing
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Figure 5.1: Graphical representation of the proposed models. The left-most
figure shows the model with subject-specific mixing weights as in
eq. (5.2) and the right-most figure shows the model with shared
mixing weights across subjects as in eq. (5.3). The self-connections
of αnk,t (left-panel) and αk,t (right-panel) are indicating that the
mixing weights are correlated in time (Hensman et al., 2013). The
variables ank,t, vk,i, and sk,i have been left out of the figure for
clarity.
weights, i.e. αk,t = αnk,t for all n ∈ [N ]. Under this assumptions, the model
simplifies to
Σt = β
−1I +
K∑
k=1
αk,tSk. (5.3)
This implies that set the of subject time series become identically distributed
on subject level. That is,
p(D| {Σt}Tt=1) =
N∏
n=1
p(Dn| {Σt}Tt=1). (5.4)
We will refer to this model as the model with shared mixing weights. Both
models are depicted as graphical models in Figure 5.1.
The idea is to infer the dictionary S and mixing weights A simultaneously from
the set of observed time series D. The hierarchical construction, where the
covariance matrix components are shared across both time and subjects, allows
us to pool data across multiple subjects when inferring the covariance matrix
components. In contrast, the sliding window approaches estimate the local
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covariance matrices independently for each time window and for each subject
(Hutchison et al., 2013; Calhoun et al., 2014; Allen et al., 2014; Hindriks et al.,
2016; Shakil et al., 2016).
After defining the sampling distributions in eq. (5.1), (5.2), and (5.3), we need
to assign prior distributions to the mixing weights A and to the dictionary S
to complete the Bayesian model. For simplicity, we will assume that the noise
precision β is a deterministic hyperparameter.
Consider first the prior distribution for the mixing weights. First of all, it is
imperative to ensure that Σnt remains a valid covariance matrix for all t ∈ [T ]
and for all n ∈ [N ]. Secondly, we want to impose temporal smoothness on Σnt
for regularization. This assumption implies that two samples xnt and xnt′ are
more likely to have similar second order moments, if t and t′ are close in time.
Finally, we want to encourage the model to explain the instantaneous covariance
matrix using as few covariance matrix components as possible at any given time
point. These three desired properties for Σnt can easily be translated into the
following three properties for the mixing weights An: non-negativity, temporal
smoothness and sparsity, respectively. These properties are all satisfied by the
following construction
αnk,t = max
(
0, ank,t
)
, (5.5)
ank ∼ N (mnk ,Knk ) , (5.6)
where ank = [a
n
k (1), a
n
k (2), . . . , a
n
k (T )] ∈ RT is a random function with a Gaussian
process prior evaluated at t = 1, 2, . . . , T and mnk ∈ RT , Knk ∈ RT×T are
the prior mean and covariance matrix of ank , respectively. That is, the vector
αnk =
[
αnk,1, α
n
k,2, . . . , α
n
k,T
]
∈ RT is obtained by element-wise thresholding of
the vector ank . This construction can be interpreted as applying a rectified
linear transformation (Nair and Hinton, 2010) to Gaussian processes. As with
the structured spike-and-slab prior, the prior covariance matrixKnk governs the
correlation structure of ank . Hence, the temporal smoothness properties of α
n
k
can be controlled through the covariance matrix Knk . By allowing the prior
covariance matrix for each component to have separate length scales, the model
can encode both slowly and rapidly fluctuating components, see Figure 5.2.
The marginal support probability of αnk,t, i.e. the marginal probability of the
event αnk,t > 0, is given by
p(αnk,t > 0) = p(a
n
k,t > 0) =
∫ ∞
0
N (ank,t|µnk,t, Cnk,tt) = φ
 µnk,t√
Cnk,tt
 , (5.7)
where φ : R → (0, 1) is the CDF of a standardized normal distribution. Thus,
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Figure 5.2: (a) Four realizations of the Gaussian process ank ∼ GP (mnk ,Knk )
with squared exponential kernels with different length scales. (b)
Linear rectified Gaussian processes, αnk,t = max
(
0, ank,t
)
.
the expected number of non-zero entries in αnk is controlled by the interplay be-
tween the prior mean and variance of the Gaussian process analogously to the
structured spike-and-slab prior in Chapter 4. Similarly, the marginal density
p(αnk ) has no analytical expression either. However, note that the structured
spike-and-slab prior is a prior distribution for structured sparse signals, where
the non-zero coefficients are Gaussian distributed and conditionally indepen-
dent given the support. In contrast, the distribution defined in eq. (5.5) and
(5.6) describes structured sparse signals, where the non-zero coefficients are
non-negative and temporally smooth.
We will now turn our attention to the task of assigning prior distributions to the
components Sk. We will assume that each Sk is sparse, symmetric and of rank
one. That is, Sk = vkvTk , where vk ∈ RD is a sparse vector. This construction
ensures that Sk is positive semidefinite as required. Using the (unstructured)
spike-and-slab distribution from eq. (2.22) and (2.23) as a sparsity promoting
prior for vk, the prior distribution becomes
p(vk, sk) =
D∏
i=1
[(1− si,k)δ(vi,k) + si,kN (0, τk)]Ber (si,k|pk) (5.8)
where sk,i ∈ {0, 1} is a binary support variable for vk,i, and pk ∈ (0, 1) is
a component-specific hyperparameter controlling the degree of sparsity of the
k’th component.
After completing the model specification, we will now discuss how to perform
inference using the model. Recall, the primary goal is to estimate the instan-
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taneous covariance matrix as a function of time for a set of time series D. We
will use the posterior expectation (see Section 2.1) of Σnt conditioned on the
data D to estimate the instantaneous covariance matrix for each subject, i.e.
Σˆnt = E [Σnt |D]. A secondary goal is to obtain the posterior distribution of the
dictionary of components as well as the posterior of the mixing weights as they
might convey meaningful information by themselves. However, the posterior
distributions of interest are intractable and thus, we will resort to approximate
inference using the variational Bayes method described in Section 3.1.
Because the covariance matrix components are of rank one, i.e. Sk = vkvTk , we
can rewrite eq. (5.2) as
Σnt = β
−1I +
K∑
k=1
αnk,tvkv
T
k = β
−1I + V Ant V
T , (5.9)
where V =
[
v1 v2 . . . vK
] ∈ RD×K and Ant = diag (αn1,t αn2,t . . . αnK,t) ∈
RK×K . By comparing this expression with eq. (2.10), this form is recognized
as the marginalized covariance matrix of a linear factor model (Bishop, 2006)
with Gaussian latent variables, i.e. xnt ∼ N
(
V znt , β
−1I
)
with znt ∼ N (0,Ant ).
Thus, the model can be re-cast as a factor model, where the variances of the
factors are time-dependent and controlled by linear rectified Gaussian processes.
The same argument can be made for the covariance model with shared weights
in eq. (5.3). Using the factor model representation, we derive an approximate
inference algorithm for the model using a mean-field approximation. Specifi-
cally, we use factorized Gaussian distributions for approximating the posterior
distributions of znt and ank , and we use the ”Titsias” distribution (see Section
3.3) for approximating the posterior distribution of the spike-and-slab variables
V . The hyperparameters of the model are learned from the data by optimizing
the evidence lower bound with respect to the hyperparameters in a expectation-
maximization (Bishop, 2006) manner.
5.2 Contributions
Paper D: A hierarchical model for time-varying functional
connectivity
Paper D presents two hierarchical models for time-varying covariance estimation
given a set of observed time series. The models are proposed as an alternative
to the sliding window approach for analyzing dynamic functional connectivity.
The first model assumes that second order dynamics of the observed data are
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subject-specific in eq. (5.2), while the second model assumes that all subjects
follow the same dynamics as in eq. (5.3). Both models assume that the in-
stantaneous covariance matrix for each time series can be expressed using a
latent representation that is shared across all subjects in a hierarchical man-
ner. The paper also provides a variational Bayes algorithm for approximate
posterior inference. The inference algorithm yields an estimate of the instanta-
neous covariance matrix for all time points for all subjects as well as posterior
distributions of mixing weights A and the shared dictionary of covariance ma-
trix components S. The computational complexity of the inference algorithm is
O (NTDK +KT 3).
Furthermore, the paper describes a series of numerical experiments using both
synthetic data and real data. The experiments with synthetic data serve to
evaluate the inference algorithm as well as compare the proposed method to
reference methods (sliding window methods and hidden Markov models (Ra-
biner, 1989)). The log-euclidean Riemannian metric (LERM) (Vemulapalli and
Jacobs, 2015; Huang et al., 2015), which defines a metric on the manifold of
symmetric positive definite matrices, was employed to quantify the quality of
the estimated covariance matrices.
Finally, the model with shared mixing weights was applied to an fMRI dataset
from a motor task experiment (Van Essen et al., 2013). To validate the estimated
sequence of instantaneous covariance matrices, the paper demonstrated that the
task conditions could be predicted from the estimated covariance matrices.
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Chapter 6
Discussion and Conclusion
The goal of this thesis was to develop probabilistic models for structured sparsity
with the purpose of regularizing ill-posed problems in the small N , large D
regime. The goal was two-fold. First, to construction prior distributions for
structured sparsity and second, to design efficient inference algorithms for these
prior distributions. Using Gaussian processes and spike-and-slab distributions
as building blocks, this thesis has focused on models with structured sparsity
for two specific ill-posed problems: linear inverse problems and time-varying
covariance estimation.
Structured Spike-and-slab Priors for Linear Models
Paper A introduced the structured spike-and-slab prior as a generalization of
the spike-and-slab prior. It is a sparsity promoting prior for structured sparse
signals X ∈ RD×T , where the non-zero coefficients are Gaussian distributed
and conditionally independent given the support. The structured spike-and-slab
prior uses a latent Gaussian process to induce structure to the support of X.
This means that prior knowledge of the sparsity structure can be encoded using
generic covariance functions through the kernel of the Gaussian process. The
Gaussian process representation is advantageous to Ising models (Hernandez-
Lobato et al., 2011) and more general Markov Random Field models (Cevher
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et al., 2009) for structured sparsity, as global covariance functions are easier to
interpret than clique potentials and partial correlations. Furthermore, several
extensions were proposed (temporally IID, joint sparsity, first-order structure,
and Kronecker structure) to extend the model to multiple measurement vector
problems with spatially and temporally correlated support.
The proposed prior distribution was combined with Gaussian and probit like-
lihoods to form Bayesian models for sparse linear regression and sparse linear
classification, respectively. An expectation propagation (EP) algorithm for ap-
proximate posterior inference was derived for both models. As the standard EP
algorithm can be prohibitively slow for large scale problems, three additional
approximations (the low rank approximation, the group approximation, and the
common precision approximation) were proposed to reduce the computational
complexity. The resulting algorithms were studied and evaluated intensively
using numerical experiments with synthetic data in papers A, B, and C. These
experiments demonstrated that the phase transition curves for linear inverse
problems can be significantly improved when the structure of the sparsity pat-
terns is taken into account. That is, the minimum number of noisy linear mea-
surements Y = AX+E required to reconstruct X can be reduced significantly
if X exhibits structured sparsity and if this sparsity structure is taken into ac-
count by the model. Paper A and C applied the proposed algorithms to two
compressed sensing problems and a phoneme classification problem. The exper-
iments showed that the proposed method was able to perform as well or better
than competing methods from the literature.
Finally, Paper C also applied spatio-temporal spike-and-slab model to an EEG
source localization problem using a dataset from a face perception study (Hen-
son et al., 2009). This experiment established several important points. First of
all, it was shown that the algorithm can be scaled to large scale problems. Sec-
ondly, it was also shown that the method was able to detect and localize (both
spatially and temporally) four well-defined brain regions known to be associated
with face perception (Henson et al., 2009). Finally, it was also concluded that
the hyperparameters of the kernel of the underlying Gaussian process, i.e. the
magnitude and length scales of the Gaussian process, could not be inferred from
the data. This is not completely surprising as model section and hyperparam-
eter learning are known to be difficult for ill-posed problems in neuroimaging
(Rasmussen et al., 2012; Varoquaux et al., 2017). However, there are a num-
ber of possible extensions of this work that might alleviate this issue: reduce
model misspecification, incorporate more prior information, or extend the model
to multiple subjects. We will briefly discuss these potential research directions
one by one.
The term ”model misspecification” refers to inconsistencies between model and
reality, e.g. wrong model assumptions. The proposed model assumes that the
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Figure 6.1: Generalization of the spatio-temporal spike-and-slab model to the
source localization setup with M subjects. (a) only hyperparam-
eters are shared across subjects. (b) hyperparameters and Γ are
across subjects.
noise follows an isotropic Gaussian distributed. That is, the noise is assumed to
be spatially and temporally independent, which is a rather crude assumption for
EEG. For example, the work by Jun et al. (2006) and Engemann et al. (2015)
shows that modeling the noise covariance is important for source localization.
Incorporating a more realistic noise model will introduce additional hyperpa-
rameters that must be inferred, but using a realistic noise model is likely to
render the posterior inference process intractable. However, it is likely that
there exist a set of model assumptions in the spectrum between isotropic noise
models and realistic noise models that are tractable and will improve robustness
of the source localization. Pursuing such models is an interesting direction for
future research.
The second potential research direction is centered around the idea of construct-
ing better prior distributions for source localization i.e. to incorporate more
prior information. This work has focused on the spatio-temporal structure of
the support of the EEG sources, but there are other types of information that
can be incorporated. For example, it might be beneficial to model the bilat-
eral symmetry of the two hemispheres of the brain (Onton and Makeig, 2006;
Friston et al., 2008; Hansen and Hansen, 2017). This can easily be achieved
using the spatio-temporal spike-and-slab prior by adding a component to the
covariance function that encourages spatial symmetry of the support between
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the two hemispheres. Furthermore, the proposed model assumes that the non-
zero coefficients in X are conditionally independent given the support. But it
would also be interesting to include some degree of both spatial and temporal
correlation structure to the non-zero coefficients of X for regularization (Baillet
et al., 2001; Stahlhut et al., 2012; Jatoi et al., 2014) . Again, this is a trade-off
between modeling more structure and keeping the number of hyperparameters
to a minimum. However, a simple first-order temporal process on the non-zero
coefficients will only introduce one additional hyperparameter.
Source localization problems are severely ill-posed because the number of sen-
sors/measurements is much smaller than the number of parameters/sources and
for practical reasons, it is almost impossible to get more than O (100) measure-
ments per measurement vector (Nunez and Srinivasan, 2006). Another interest-
ing research direction is therefore to extend the structured spike-and-slab model
to a hierarchical model for multiple subjects as this is the most straightforward
way to utilize more data. Consider a setup, where a number of subjects are
exposed to identical stimuli in some simple experimental setup. The simplest
hierarchical extension would be to assume that the kernel parameter of the indi-
vidual subjects are shared such that both Γ, Z, and X are subject-specific, see
Figure 6.1(a). A drawback of this model is that it has subject-specific Gaussian
processes, which implies that the computationally expensive step of computing
the posterior distribution of a Gaussian process must be carried out for every
subject in every iteration. However, it is hypothesized that the support sets
for each subject will be overlapping and hence, the hierarchical model shown
in Figure 6.1(b) might be a more appropriate model. This model assumes that
the support probabilities, i.e. φ (Γ), are shared across subjects, but that the
support Zm and the coefficients Xm are subject-specific. Using this model, all
subjects will contribute to the estimation of the latent Gaussian process, which
means that there is more data available for hyperparameter inference.
A Hierarchical model for Time-varying Covariance Estima-
tion
Paper D introduces a hierarchical model for simultaneous analysis of multiple
time series with time-varying covariance structure. The model is applicable to
general time series data, but it is specifically developed with the problem of
dynamic functional connectivity in mind (see Chapter 1). The general idea of
the model is to assume that the instantaneous covariance matrix for each time
series at any given time is expressed using a latent representation that is shared
across all time series in a hierarchical manner. Informally, the model assumes
that the instantaneous covariance matrix of each time series can be described
in terms of a common basis and a set of time-varying non-negative coordinates.
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To impose sparsity and smoothness onto the time-varying coordinates, Paper
D proposes a sparsity promoting prior for structured sparse signals, where the
non-zero coefficients are non-negative and smooth in time. The ”common basis”
consists of a set of sparse rank one matrices, which are modeled as outer products
of sparse vectors. A mean-field algorithm was derived for approximate posterior
inference.
The model and the associated inference algorithm was studied and evaluated
using a set of numerical experiments with synthetic data in Paper D. These ex-
periments served to validate the inference algorithm and to compare the perfor-
mance of the method with competing methods for datasets with known ground
truth. Paper D also describes a numerical experiment, where the proposed
model was applied to a real fMRI dataset, where subjects were exposed to a
motor task paradigm (Van Essen et al., 2013). A sequence of time-varying co-
variance estimates were obtained using the model. To validate the results, the
paper demonstrated that these covariance matrices was predictive of the task
conditions of the experiment.
Paper D only scratches the surface of this class of models and there is a lot of
interesting work to be done in terms of modeling, inference, and experiments.
The field of dynamic functional connectivity is a relatively new and rapidly
evolving field and thus, best practices and gold standards have not yet been
established. Therefore, there are still many unanswered questions. For example,
it is not clear whether the continuous dynamics approach (Smith et al., 2012) in
this work is preferred over models with discrete switching dynamics, e.g. hidden
Markov models (Nielsen et al., 2016; Sourty et al., 2016; Vidaurre et al., 2016),
or vice versa. Therefore, it is necessary to test and evaluate the model on more
datasets.
The proposed algorithm uses a variational approximation with a factorized
mean-field distribution for inference, i.e. the posterior distribution ignores any
correlation between the variables. As discussed in Chapter 3, these approxima-
tion are crude and they can often lead to severely underestimated uncertainties.
It is therefore of interest to improve the quality of the posterior approximation,
either by introducing more structure to the family of approximate distributions
or by using a different inference method. But nevertheless, Paper D does indeed
provide proof-of-concept that the method works.
To summarize the research contributions from both parts of the thesis, papers
A, B, C, and D proposed and evaluated two approaches for imposing struc-
tured sparsity in the probabilistic setting and demonstrated the advantages of
structured sparsity for linear inverse problems and time-varying covariance es-
timation.
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Abstract
Sparse signal recovery addresses the problem of solving underdetermined
linear inverse problems subject to a sparsity constraint. We propose a novel
prior formulation, the structured spike and slab prior, which allows to in-
corporate a priori knowledge of the sparsity pattern by imposing a spatial
Gaussian process on the spike and slab probabilities. Thus, prior informa-
tion on the structure of the sparsity pattern can be encoded using generic
covariance functions. Furthermore, we provide a Bayesian inference scheme
for the proposed model based on the expectation propagation framework.
Using numerical experiments on synthetic data, we demonstrate the bene-
fits of the model.
1 Introduction
Consider a linear inverse problem of the form:
y = Ax+ e, (1)
where A ∈ RN×D is the measurement matrix, y ∈ RN is the measurement vector, x ∈ RD
is the desired solution and e ∈ RN is a vector of corruptive noise. The field of sparse
signal recovery deals with the task of reconstructing the sparse solution x from (A,y) in
the ill-posed regime where N < D. In many applications it is beneficial to encourage a
structured sparsity pattern rather than independent sparsity. In this paper we consider a
model for exploiting a priori information on the sparsity pattern, which has applications
in many different fields, e.g., structured sparse PCA [1], background subtraction [2] and
neuroimaging [3].
In the framework of probabilistic modelling sparsity can be enforced using so-called sparsity
promoting priors, which conventionally has the following form
p(x
∣∣λ) = D∏
i=1
p(xi
∣∣λ), (2)
where p(xi
∣∣λ) is the marginal prior on xi and λ is a fixed hyperparameter controlling the
degree of sparsity. Examples of such sparsity promoting priors include the Laplace prior
(LASSO [4]), and the Bernoulli-Gaussian prior (the spike and slab model [5]). The main
advantage of this formulation is that the inference schemes become relatively simple due to
the fact that the prior factorizes over the variables xi. However, this fact also implies that
the models cannot encode any prior knowledge of the structure of the sparsity pattern.
One approach to model a richer sparsity structure is the so-called group sparsity ap-
proach, where the set of variables x has been partitioned into groups beforehand. This
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approach has been extensively developed for the `1 minimization community, i.e. group
LASSO, sparse group LASSO [6] and graph LASSO [7]. Let G be a partition of the set of
variables into G groups. A Bayesian equivalent of group sparsity is the group spike and
slab model [8], which takes the form
p(x
∣∣z) = G∏
g=1
[
(1− zg) δ (xg) + zgN
(
xg
∣∣0, τIg] , p(z∣∣λ) = G∏
g=1
Bernoulli
(
zg
∣∣λg) , (3)
where z ∈ [0, 1]G are binary support variables indicating whether the variables in different
groups are active or not. Other relevant work includes [9] and [10]. Another more flexible
approach is to use a Markov random field (MRF) as prior for the binary variables [2].
Related to the MRF-formulation, we propose a novel model called the Structured Spike and
Slab model. This model allows us to encode a priori information of the sparsity pattern into
the model using generic covariance functions rather than through clique potentials as for
the MRF-formulation [2]. Furthermore, we provide a Bayesian inference scheme based on
expectation propagation for the proposed model.
2 The structured spike and slab prior
We propose a hierarchical prior of the following form:
p(x
∣∣γ) = D∏
i=1
p(xi
∣∣g(γi)), p(γ) = N (γ∣∣µ0,Σ0) , (4)
where g : R → R is a suitable injective transformation. That is, we impose a Gaussian
process [11] as a prior on the parameters γi. Using this parametrization, prior knowledge
of the structure of the sparsity pattern can be encoded using µ0 and Σ0. The mean value
µ0 controls the prior belief of the support and the covariance matrix determines the prior
correlation of the support. In the remainder of this paper we restrict p(xi|g(γi)) to be a
spike and slab model, i.e.
p(xi
∣∣zi) = (1− zi)δ(xi) + ziN (xi∣∣0, τ0) , zi ∼ Ber (g(γi)) . (5)
This formulation clearly fits into eq. (4) when zi is marginalized out. Furthermore, we will
assume that g is the standard Normal CDF, i.e. g(x) = φ(x). Using this formulation, the
marginal prior probability of the i’th weight being active is given by:
p(zi = 1) =
∫
p(zi = 1
∣∣γi)p(γi)dγi = ∫ φ(γi)N (γi∣∣µi,Σii)dγi = φ( µi√
1 + Σii
)
. (6)
This implies that the probability of zi = 1 is 0.5 when µi = 0 as expected. In contrast
to the `1-based methods and the MRF-priors, the Gaussian process formulation makes
it easy to generate samples from the model. Figures 1(a), 1(b) each show three real-
izations of the support from the prior using a squared exponential kernel of the form:
Σij = 50 exp(− (i− j)2 /2s2) and µi is fixed such that the expected level of sparsity is
10%. It is seen that when the scale, s, is small, the support consists of scattered spikes.
As the scale increases, the support of the signals becomes more contiguous and clustered,
where the sizes of the clusters increase with the scale.
To gain insight into the relationship between γ and z, we consider the two dimensional
system with µi = 0 and the following covariance structure
Σ0 = κ
[
1 ρ
ρ 1
]
, κ > 0. (7)
The correlation between z1 and z2 is then computed as a function of ρ and κ by sampling.
The resulting curves in Figure 1(c) show that the desired correlation is an increasing function
of ρ as expected. However, the figure also reveals that for ρ = 1, i.e. 100% correlation
between the γ parameters, does not imply 100% correlation of the support variables z. This
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Figure 1: (a,b) Realizations of the support z from the prior distribution using a squared
exponential covariance function for γ, i.e. Σij = 50 exp(−(i − j)2/2s2) and µ is fixed to
match an expected sparsity rate K/D of 10%. (c) Correlation of z1 and z2 as a function
of ρ for 5 different values of A obtained by sampling. This prior mean function is fixed at
µi = 0 for all i.
is due to the fact that there are two levels of uncertainty in the prior distribution of the
support. That is, first we sample γ, and then we sample the support z conditioned on γ.
The proposed prior formulation extends easily to the multiple measurement vector (MMV)
formulation [12, 13, 14], in which multiple linear inverse problems are solved simultaneously.
The most straightforward way is to assume all problem instances share the same support
variable, commonly known as joint sparsity [14]
p
(
X
∣∣z) = T∏
t=1
D∏
i=1
[
(1− zi)δ(xti) + ziN
(
xti
∣∣0, τ)] , (8)
p(zi
∣∣γi) = Ber (zi∣∣φ(γi)) , (9)
p(γ) = N (γ∣∣µ0,Σ0) , (10)
where X =
[
x1 . . . xT
] ∈ RD×T . The model can also be extended to problems, where
the sparsity pattern changes in time
p
(
X
∣∣z) = T∏
t=1
D∏
i=1
[
(1− zti)δ(xti) + ztiN
(
xti
∣∣0, τ)] , (11)
p(zti
∣∣γti ) = Ber (zti ∣∣φ(γti )) , (12)
p(γ1, ...,γT ) = N
(
γ1
∣∣µ0,Σ0) T∏
t=2
N (γt∣∣(1− α)µ0 + αγt−1, βΣ0) , (13)
where the parameters 0 ≤ α ≤ 1 and β ≥ 0 controls the temporal dynamics of the support.
3 Bayesian inference using expectation propagation
In this section we combine the structured spike and slab prior as given in eq. (5) with
an isotropic Gaussian noise model and derive an inference algorithm based on expectation
propagation. The likelihood function is p(y
∣∣x) = N (y∣∣Ax, σ20I) and the joint posterior
distribution of interest thus becomes
p(x, z,γ
∣∣y) = 1
Z
p(y
∣∣x)p(x∣∣z)p(z∣∣γ)p(γ) (14)
=
1
Z
N (y∣∣Ax, σ20I)︸ ︷︷ ︸
f1
D∏
i=1
[
(1− zi)δ(xi) + ziN
(
xi
∣∣0, τ0)]︸ ︷︷ ︸
f2
D∏
i=1
Ber
(
zi
∣∣φ (γi))︸ ︷︷ ︸
f3
N (γ∣∣µ0,Σ0)︸ ︷︷ ︸
f4
,
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where Z is the normalization constant independent of x, z and γ. Unfortunately, the true
posterior is intractable and therefore we have to settle for an approximation. In particular,
we apply the framework of expectation propagation (EP) [15, 16], which is an iterative
deterministic framework for approximating probability distributions using distributions from
the exponential family. The algorithm proposed here can be seen as an extension of the
work in [8].
As shown in eq. (14), the true posterior is a composition of 4 factors, i.e. fa for a = 1, .., 4.
The terms f2 and f3 are further decomposed into D conditionally independent factors
f2(x, z) =
D∏
i=1
f2,i(xi, zi) =
D∏
i=1
[
(1− zi)δ(xi) + ziN
(
xi
∣∣0, τ0)] , (15)
f3(z,γ) =
D∏
i=1
f3,i(zi, γi) =
D∏
i=1
Ber
(
zi
∣∣φ (γi)) (16)
The idea is then to approximate each term in the true posterior density, i.e. fa, by simpler
terms, i.e. f˜a for a = 1, .., 4. The resulting approximation Q (x, z,γ) then becomes
Q (x, z,γ) =
1
ZEP
4∏
a=1
f˜a (x, z,γ) . (17)
The terms f˜1 and f˜4 can be computed exact. In fact, f˜4 is simply equal to the prior over
γ and f˜1 is a multivariate Gaussian distribution with mean m˜1 and covariance matrix
V˜1 determined by V˜
−1
1 m˜1 =
1
σ2A
Ty and V˜ −11 =
1
σ2A
TA. Therefore, we only have to
approximate the factors f˜2 and f˜3 using EP. Note that the exact term f1 is a distribution
of y conditioned on x, whereas the approximate term f˜1 is a function of x that depends
on y through m˜1 and V˜1 etc. In order to take full advantage of the structure of the true
posterior distribution, we will further assume that the terms f˜2 and f˜3 also are decomposed
into D independent factors.
The EP scheme provides great flexibility in the choice of the approximating factors. This
choice is a trade-off between analytical tractability and sufficient flexibility for capturing the
important characteristics of the true density. Due to the product over the binary support
variables {zi} for i = 1, .., D, the true density is highly multimodal. Finally, f2 couples the
variables x and z, while f3 couples the variables z and γ. Based on these observations, we
choose f˜2 and f˜3 to have the following forms
f˜2 (x, z) ∝
D∏
i=1
N (xi∣∣m˜2,i, v˜2,i) D∏
i=1
Ber
(
zi
∣∣φ (γ˜2,i)) = N (x∣∣m˜2, V˜2) D∏
i=1
Ber
(
zi
∣∣φ (γ˜2,i)) ,
f˜3 (z,γ) ∝
D∏
i=1
Ber
(
zi
∣∣φ (γ˜3,i)) D∏
i=1
N (γi∣∣µ˜3,i, σ˜3,i) = N (γ∣∣µ˜3, Σ˜3) D∏
i=1
Ber
(
zi
∣∣φ (γ˜2,i)) ,
where m˜2 = [m˜2,1, .., m˜2,D]
T
, V˜2 = diag (v˜2,1, ..., v˜2,D) and analogously for µ˜3 and Σ˜3.
These choices lead to a joint variational approximation Q(x, z,γ) of the form
Q (x, z,γ) = N
(
x
∣∣m˜, V˜ ) D∏
i=1
Ber
(
zi
∣∣g (γ˜i))N (γ∣∣µ˜, Σ˜) , (18)
where the joint parameters are given by
V˜ =
(
V˜ −11 + V˜
−1
2
)−1
, m˜ = V˜
(
V˜ −11 m˜1 + V˜
−1
2 m˜2
)
(19)
Σ˜ =
(
Σ˜−13 + Σ˜
−1
4
)−1
, µ˜ = Σ˜
(
Σ˜−13 µ˜3 + Σ˜
−1
4 µ˜4
)
(20)
γ˜j = φ
−1
[(
(1− φ(γ˜2,j)) (1− φ(γ˜3,j))
φ(γ˜2,j)φ(γ˜3,j)
+ 1
)−1]
, ∀j ∈ {1, .., D} . (21)
where φ−1(x) is the probit function. The function in eq. (21) amounts to computing the
product of two Bernoulli densities parametrized using φ (·).
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• Initialize approximation terms f˜a for a = 1, 2, 3, 4 and Q
• Repeat until stopping criteria
– For each f˜2,i:
∗ Compute cavity distribution: Q\2,i ∝ Q
f˜2,i
∗ Minimize: KL(f2,iQ\2,i∣∣∣∣Q2,new) w.r.t. Qnew
∗ Compute: f˜2,i ∝ Q
2,new
Q\2,i to update parameters m˜2,i, v˜2,i and γ˜2,i.
– Update joint approximation parameters: m˜, V˜ and γ˜
– For each f˜3,i:
∗ Compute cavity distribution: Q\3,i ∝ Q
f˜3,i
∗ Minimize: KL(f3,iQ\3,i∣∣∣∣Q3,new) w.r.t. Qnew
∗ Compute: f˜3,i ∝ Q
3,new
Q\3,i to update parameters µ˜3,i, σ˜3,i and γ˜3,i
– Update joint approximation parameters: µ˜, Σ˜ and γ˜
Figure 2: Proposed algorithm for approximating the joint posterior distribution over x, z
and γ.
3.1 The EP algorithm
Consider the update of the term f˜a,i for a given a and a given i, where f˜a =
∏
i f˜a,i. This
update is performed by first removing the contribution of f˜a,i from the joint approximation
by forming the so-called cavity distribution
Q\a,i ∝ Q
f˜a,i
(22)
followed by the minimization of the Kullbach-Leibler [17] divergence between fa,iQ
\a,i and
Qa,new w.r.t. Qa,new. For distributions within the exponential family, minimizing this form
of KL divergence amounts to matching moments between fa,iQ
\2,i and Qa,new [15]. Finally,
the new update of f˜a,i is given by
f˜a,i ∝ Q
a,new
Q\a,i
. (23)
After all the individual approximation terms f˜a,i for a = 1, 2 and i = 1, .., D have been
updated, the joint approximation is updated using eq. (19)-(21). To minimize the compu-
tational load, we use parallel updates of f˜2,i [8] followed by parallel updates of f˜3,i rather
than the conventional sequential update scheme. Furthermore, due to the fact that f˜2 and
f˜3 factorizes, we only need the marginals of the cavity distributions Q
\a,i and the marginals
of the updated joint distributions Qa,new for a = 2, 3.
Computing the cavity distributions and matching the moments are tedious, but straight-
forward. The moments of fa,iQ
\2,i require evaluation of the zeroth, first and second order
moment of the distributions of the form φ(γi)N
(
γi
∣∣µi,Σii). Derivation of analytical ex-
pressions for these moments can be found in [11]. See the supplementary material for more
details. The proposed algorithm is summarized in figure 2. Note, that the EP framework
also provides an approximation of the marginal likelihood [11], which can be useful for
learning the hyperparameters of the model. Furthermore, the proposed inference scheme
can easily be extended to the MMV formulation eq. (8)-(10) by introducing a f˜ t2,i for each
time step t = 1, .., T .
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3.2 Computational details
Most linear inverse problems of practical interest are high dimensional, i.e. D is large. It is
therefore of interest to simplify the computational complexity of the algorithm as much as
possible. The dominating operations in this algorithm are the inversions of the two D ×D
covariance matrices in eq. (19) and eq. (20), and therefore the algorithm scales as O (D3).
But V˜1 has low rank and V˜2 is diagonal, and therefore we can apply the Woodbury matrix
identity [18] to eq. (19) to get
V˜ = V˜2 − V˜2AT
(
σ2oI +AV˜2A
T
)−1
AV˜2. (24)
For N < D, this scales as O (ND2), where N is the number of observations. Unfortunately,
we cannot apply the same identity to the inversion in eq. (20) since Σ˜4 has full rank and
is non-diagonal in general. The eigenvalue spectrum of many prior covariance structures of
interest, i.e. simple neighbourhoods etc., decay relatively fast. Therefore, we can approx-
imate Σ0 with a low rank approximation Σ0 ≈ PΛP T , where Λ ∈ RR×R is a diagonal
matrix of the R largest eigenvalues and P ∈ RD×R is the corresponding eigenvectors. Using
the R-rank approximation, we can now invoke the Woodbury matrix identity again to get:
Σ˜ = Σ˜3 + Σ˜3P
(
Λ + P T Σ˜3P
)−1
P T Σ˜3. (25)
Similarly, for R < D, this scales as O (RD2). Another better approach that preserves the
total variance would be to use probabilistic PCA [19] to approximate Σ0. A third alternative
is to consider other structures for Σ0, which facilitate fast matrix inversions such as block
structures and Toeplitz structures. Numerical issues can arise in EP implementations and
in order to avoid this, we use the same precautions as described in [8].
4 Numerical experiments
This section describes a series of numerical experiments that have been designed and con-
ducted in order to investigate the properties of the proposed algorithm.
4.1 Experiment 1
The first experiment compares the proposed method to the LARS algorithm [20] and to
the BG-AMP method [21], which is an approximate message passing-based method for the
spike and slab model. We also compare the method to an ”oracle least squares estimator”
that knows the true support of the solutions. We generate 100 problem instances from
y = Ax0 + e, where the solutions vectors have been sampled from the proposed prior using
the kernel Σi,j = 50 exp(−||i− j||22/(2 · 102)), but constrained to have a fixed sparsity level
of the K/D = 0.25. That is, each solution x0 has the same number of non-zero entries,
but different sparsity patterns. We vary the degree of undersampling from N/D = 0.05 to
N/D = 0.95. The elements of A ∈ RN×250 are i.i.d Gaussian and the columns of A have
been scaled to unit `2-norm. The SNR is fixed at 20dB. We apply the four methods to each
of the 100 problems, and for each solution we compute the Normalized Mean Square Error
(NMSE) between the true signal x0 and the estimated signal xˆ as well as the F -measure:
NMSE =
||x0 − xˆ||2
||x0||2
F = 2
precision · recall
precision + recall
, (26)
where precision and recall are computed using a MAP estimate of the support. For the
structured spike and slab method, we consider three different covariance structures: Σij =
κ · δ(i − j), Σij = κ exp(−||i − j||2/s) and Σij = κ exp(−||i − j||22/(2s2)) with parameters
κ = 50 and s = 10. In each case, we use a R = 50 rank approximation of Σ. The average
results are shown in figures 3(a)-(f). Figure (a) shows an example of one of the sampled
vectors x0 and figure (b) shows the three covariance functions.
From figure 3(c)-(d), it is seen that the two EP methods with neighbour correlation are
able to improve the phase transition point. That is, in order to obtain a reconstruction
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Figure 3: Illustration of the benefit of modelling the additional structure of the sparsity
pattern. 100 problem instances are generated using the linear measurement model y =
Ax + e, where elements of A ∈ RN×250 are i.i.d Gaussian and the columns are scaled to
unit `2-norm. The solutions x0 are sampled from the prior in eq. (5) with hyperparameters
Σij = 50 exp
[− ||i− j||2 / (2 · 102)] and a fixed level of sparsity of K/D = 0.25. For EP
methods, the Σ0 matrix is approximated using a rank 50 matrix. SNR is fixed at 20dB.
of the signal such that F ≈ 0.8, EP with diagonal covariance and BG-AMP need an un-
dersamplingratio of N/D ≈ 0.55, while the EP methods with neighbour correlation only
need N/D ≈ 0.35 to achieve F ≈ 0.8. For this specific problem, this means that utilizing
the neighbourhood structure allows us to reconstruct the signal with 50 fewer observations.
Note that, the reconstruction using the exponential covariance function does also improve
the result even if the true underlying covariance structure corresponds to a squared exponen-
tial function. Furthermore, we see similar performance of BG-AMP and EP with a diagonal
covariance matrix. This is expected for problems where Aij is drawn iid as assumed in
BG-AMP. However, the price of the improved phase transition is clear from figure 3(e). The
proposed algorithm has significantly higher computational complexity than BG-AMP and
LARS. Figure 4(a) shows the posterior mean of z for the signal shown in figure 3(a). Here
it is seen that the two models with neighbour correlation provide a better approximation
to the posterior activation probabilities. Figure 4(b) shows the posterior mean of γ for the
model with the squared exponential kernel along with ± one standard deviation.
4.2 Experiment 2
In this experiment we consider an application of the MMV formulation as given in eq. (8)-
(10), namely EEG source localization with synthetic sources [22]. Here we are interested in
localizing the active sources within a specific region of interest on the cortical surface (grey
area on figure 5(a)). To do this, we now generate a problem instance of Y = AEEGX0 +
E using the procedure as described in experiment 1, where AEEG ∈ R128×800 is now a
submatrix of a real EEG forward matrix corresponding to the grey area on the figure. The
condition number ofAEEG is ≈ 8·1015. The true sourcesX0 ∈ R800×20 are sampled from the
structured spike and slab prior in eq. (8) using a squared exponential kernel with parameters
A = 50, s = 10 and T = 20. The number of active sources is 46, i.e. x has 46 non-zero
rows. SNR is fixed to 20dB. The true sources are shown in figure 5(a). We now use the EP
algorithm to recover the sources using the true prior, i.e. squared exponential kernel and
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Figure 4: (a) Marginal posterior means over z obtained using the structured spike and slab
model for the signal in figure 3(a). The experiment set-up is the as described in figure
3, except the undersamplingsratio is fixed to N/D = 0.5. (b) The posterior mean of γ
superimposed with ± one standard deviation. The green dots indicate the true support.
(a) True sources (b) EP, Sq. exponential (c) EP, Diagonal
Figure 5: Source localization using synthetic sources. The A ∈ R128×800 is a submatrix
(grey area) of a real EEG forward matrix. (a) True sources. (b) Reconstruction using the
true prior , Fsq = 0.78. (c) Reconstruction using a diagonal covariance matrix, Fdiag = 0.34.
the results are shown in figure 5(b). We see that the algorithm detects most of the sources
correctly, even the small blob on the right hand side. However, it also introduces a small
number of false positives in the neighbourhood of the true active sources. The resulting
F -measure is Fsq = 0.78. Figure 5(c) shows the result of reconstructing the sources using a
diagonal covariance matrix, where Fdiag = 0.34. Here the BG-AMP algorithm is expected
to perform poorly due to the heavy violation of the assumption of Aij being Gaussian iid.
4.3 Experiment 3
We have also recreated the Shepp-Logan Phantom experiment from [2] with D = 104 un-
knowns, K = 1723 non-zero weights, N = 2K observations and SNR = 10dB (see sup-
plementary material for more details). The EP method yields Fsq = 0.994 and NMSEsq
= 0.336 for this experiment, whereas BG-AMP yields F = 0.624 and NMSE = 0.717. For
reference, the oracle estimator yields NMSE = 0.326.
5 Conclusion and outlook
We introduced the structured spike and slab model, which allows incorporation of a priori
knowledge of the sparsity pattern. We developed an expectation propagation-based algo-
rithm for Bayesian inference under the proposed model. Future work includes developing
a scheme for learning the structure of the sparsity pattern and extending the algorithm to
the multiple measurement vector formulation with slowly changing support.
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Abstract—We are interested in solving the multiple measurement vec-
tor (MMV) problem for instances, where the underlying sparsity pattern
exhibit spatio-temporal structure motivated by the electroencephalogram
(EEG) source localization problem. We propose a probabilistic model that
takes this structure into account by generalizing the structured spike and
slab prior and the associated Expectation Propagation inference scheme.
Based on numerical experiments, we demonstrate the viability of the
model and the approximate inference scheme.
I. INTRODUCTION
The multiple measurement vector problem (MMV) [1] is given by:
Y = AX + E, (1)
where A ∈ RN×D is the forward matrix, Y ∈ RN×T is the
measurement matrix, X =
[
x1 x2 . . . xT
] ∈ RD×T is the
desired solution and E ∈ RN×T is a matrix of corruptive noise.
We are interested in finding sparse solutions to eq. (1) in the
ill-posed regime, where N < D. Furthermore, the sparsity pattern
of X is assumed to have certain structural properties. In particular,
we are considering problems where the sparsity pattern exhibit
spatio-temporal structure as in EEG source localization [2], [3] or
in background subtraction in computer vision [4]. Let zt be an
indicator for the support of xt, i.e. zt = I [xt 6= 0], then zt is
assumed to be spatially correlated. Furthermore, we assume that the
support vectors z1, z2, ..., zT slowly evolve through time as well -
rendering the joint sparsity assumption invalid [5].
The main contribution of this work is to propose a model for
spatio-temporal sparsity patterns by extending the structured spike
and slab prior [6] to account for temporal evolution of the sparsity
pattern as well. Furthermore, we demonstrate the benefits of the
model through numerical experiments.
A. Related work
The field of structured sparsity has received a great deal of attention
in the recent years. In this section we highlight some of the related
work, but this list is by no means exhaustive. The LASSO-community
have introduced the Group and Graph LASSO methods, which
generalize the standard `1-norm minimization approach to promote
different kinds of structured sparsity [7]. In the probabilistic setting,
the standard workhorse for sparsity is the so-called spike and slab
prior [8]. This has also been generalized to model group sparsity
[9] and cluster sparsity [10]. In the context of compressed sensing
[11], Cevher et al. [4] used a Markov random field to enforce spatially
correlated sparsity patterns, whereas Ziniel et al. used binary Markov
chains to model temporally correlated sparsity patterns [12].
II. THE STRUCTURED SPIKE AND SLAB PRIOR
In this section we briefly introduce the conventional spike and slab
prior [8] and the structured spike and slab prior [6] before we move
on to the spatio-temporal spike and slab prior on the next section. The
conventional spike and slab prior decomposes each xi,t as a product
of a binary variable zi,t and a real number ci,t, i.e. xi,t = zi,tci,t,
where zi,t ∼ Ber (p0) and ci,t ∼ N (0, τ0) for i ∈ {1, 2, .., D} and
t ∈ {1, 2, .., T}. The structured spike and slab prior generalized this
formulation by imposing structure on the binary variable for each
time t as follows
p(zt
∣∣φ (γt)) = D∏
i=1
Ber
(
zi,t
∣∣φ (γi,t)) , (2)
p(γt) = N
(
γt
∣∣µt,Σt) , (3)
where the Bernoulli probabilities are parametrized using the standard
normal CDF φ : R → (0, 1). The hyperparameters µt and Σt
encode the prior belief of the support for time t. Specifically, the
prior mean value µt controls the prior belief of the number of
non-zero variables and the covariance matrix Σt determines the
prior correlation of the support at time t. Thus, we can impose
structure on the binary support variables zt by means of imposing
generic covariance functions on γ. For example, say we choose Σi,j
to be the squared exponential covariance function, then the resulting
prior distribution will promote sparsity patterns where neighbouring
support variables have the same state. Under the other hand, when
Σ is diagonal, we recover the independent spike and slab prior.
The marginal prior probability of the xi,t being non-zero is
given by
p(zi,t = 1) =
∫
p(zi,t = 1
∣∣γi,t)p(γi,t)dγi,t
=
∫
φ(γi,t)N
(
γi,t
∣∣µi,t,Σii,t) dγi,t
= φ
(
µi,t√
1 + Σii,t
)
. (4)
Thus, if the prior on γt has zero mean, then the prior belief of p(zi,t)
is unbiased, i.e. p(zi,t) = 0.5. On the other hand, if µi,t is negative,
the prior belief of zi,t is biased towards zero and vice versa.
III. THE SPATIO-TEMPORAL SPIKE AND SLAB PRIOR
In this section we describe the temporal extension of the struc-
tured spike and slab prior. Instead of considering µt and Σt as
fixed hyperparameters, we propose to impose a prior on Γ =[
γ1 γ2 . . . γT
]
to model problems where the support of the
solution X changes over time. In particular, we impose a first order
process Markov process on Γ to model the slowly changing sparsity
pattern
p
(
γt
∣∣γt−1) = N (γt∣∣ (1− α)µ0 + αγt−1, βΣ0) , (5)
where the hyperparameters α and β control the temporal correlation
and the ”innovation” of the process, respectively. Furthermore, we
assume that the prior distribution on γ1 is given by
p(γ1) = N
(
γ1
∣∣µ0,Σ0) . (6)
Under these assumptions the marginal distribution of γ2 becomes
p(γ2) =
∫
p
(
γ2
∣∣γ1) p(γ1)dγ1
= N (γ2∣∣µ0, (α2 + β)Σ0) . (7)
Therefore, it follows by induction that if α and β satisfy α2+β = 1,
then the marginal distribution of γt is p(γt) = N (µ0,Σ0) for all
t. Furthermore, we also see that for α = 1 and β = 0, the prior
reduces to the structured spike and slab prior in the joint sparsity
setting. In the other extreme, at α = 0 and β = 1, the prior reduces
to the structured spike and slab prior in the time-independent setting.
Hence, the spatio-temporal spike and slab prior can be seen as a
generalization of the two extreme cases.
This choice of model is also motivated by the fact that the
first order structure in the temporal dimension gives rise to an
inference scheme that scales linearly in the number of time steps T
as we will see in the next section.
IV. BAYESIAN INFERENCE USING THE SPATIO-TEMPORAL SPIKE
AND SLAB PRIOR
The goal of this section is to describe an inference procedure for
solving the problem in eq. (1) using the proposed prior in a fully
Bayesian setting. We combine the spatio-temporal spike and slab
prior with a time-independent isotropic Gaussian noise model of the
form
p(Y
∣∣X) = T∏
t=1
N (yt∣∣Axt, σ20I) . (8)
This gives rise to the following joint distribution
p(Y,X,Z,Γ)=
T∏
t=1
N (yt∣∣Axt, σ20I)︸ ︷︷ ︸
f1(X)
T∏
t=1
D∏
i=1
[
(1− zi,t)δ(xi,t) + zi,tN
(
xi,t
∣∣0, τ0)]︸ ︷︷ ︸
f2(X,Z)
T∏
t=1
D∏
i=1
Ber
(
zi,t
∣∣φ (γi,t))︸ ︷︷ ︸
f3(Z,Γ)
N (γ1∣∣µ0,Σ0) T∏
t=2
N (γt∣∣(1−α)µ0 + αγt−1, βΣ0)︸ ︷︷ ︸
f4(Γ)
(9)
The desired posterior distribution p(X,Z,Γ
∣∣Y) is obtained from
Bayes’ Rule [13]. Unfortunately, this posterior distribution is in-
tractable due to the product of mixtures and hence, we have to
settle for approximate inference. Specifically, we use Expectation
Propagation [14]–[16] for approximate inference by extending the
proposed inference scheme in [6].
A. Approximate Inference using Expectation Propagation
Expectation propagation (EP) is an iterative deterministic method
for approximating probability distributions using simpler distributions
from the exponential family. As indicated in eq. (9), the exact
posterior can be decomposed as follows
p(X,Z,Γ
∣∣Y) = 1
Z
T∏
t=1
f1,t (xt)
T∏
t=1
D∏
i=1
f2,i,t (xi,t, zi,t)
T∏
t=1
D∏
i=1
f3,i,t (zi,t, γi,t)
T∏
t=1
f4,t (γt) , (10)
where Z = p (Y) is the normalization constant. Moreover, note that
each factor in the decomposition only depends on a subset of the
variables in the model, i.e. f2,i,t depends only on the variables xi,t
and zi,t and so on and so forth. The EP framework takes advantage
of this decomposition by approximating each factor in eq. (10) with
a distribution from the exponential family. First we describe the
functional form of the approximation and then we briefly explain
how to estimate the parameters of the approximation using the EP
algorithm.
Let f˜1,t denote the approximation of f1,t etc. First, we note
that each of the factors in the first term, i.e. f1,t for all t, are already
a member of the exponential family and hence does not have to be
approximated. Therefore, for each t we have
f˜1,t (xt) = N
(
xt
∣∣m˜1,t, V˜1,t) , (11)
where the parameters are determined by V˜ −11,t m˜1,t =
1
σ20
ATyt and
V˜ −11,t =
1
σ20
ATA. Note that the exact term f1,t is a distribution on yt
conditioned on xt, whereas the approximate term f˜1,t is a function
of xt that depends on yt through m˜1,t and V˜1,t etc. Next, we turn to
the factors in the second term, i.e. f2,i,t. Since each of these factors
depends on xi,t and zi,t, we choose f˜2,i,t to be
f˜2,i,t = N
(
xi,t
∣∣m˜2,i,t, V˜2,i,t)Ber (zi,t∣∣φ (γ˜2,i,t)) , (12)
where m˜2,i,t, V˜2,i,t and γ˜2,i,t have to determined using the EP
algorithm. Based on similar arguments f˜3,i,t and f˜4,t are chosen
as follows
f˜3,i,t = Ber
(
zi,t
∣∣φ (γ˜3,i,t))N (γ3,i,t∣∣µ˜3,i,t, Σ˜3,i,t) , (13)
f˜4,t = N
(
γt
∣∣µ˜4,t, Σ˜4,t) . (14)
Note that f4,1 does not have to approximated either, it is simply
f˜4,1 = N
(
γ1
∣∣µ0,Σ0). Furthermore, note that the approximations
to the factors f4,t for all t do not factorize w.r.t. γt,1, γt,2, ... in
order to capture potentially strong correlations in the support.
After specifying all the individual approximation terms, we derive
the joint approximation of the desired posterior p(X,Z,Γ
∣∣Y). Since
the exponential family is closed under products, the approximate
joint distribution has the following form
Q (X,Z,Γ) =
T∏
t=1
N
(
xt
∣∣m˜t, V˜t) T∏
t=1
D∏
i=1
Ber
(
zi,t
∣∣φ (γ˜i,t))
T∏
t=1
N
(
γt
∣∣µ˜t, Σ˜t) . (15)
Let m2,t = [m˜2,1,t, m˜2,2,t, . . . , m˜2,D,t]T and V2,t =
diag
(
V˜2,1,t, V˜2,2,t, . . . , V˜2,D,t
)
, and analogously for µ˜3, Σ˜3
and γ3, then the parameters of the joint approximation are given by
V˜t =
(
V˜ −11,t + V˜
−1
2,t
)−1
, (16)
m˜t = V˜t
(
V˜ −11,t m˜1,t + V˜
−1
2,t m˜2,t
)
, (17)
Σ˜t =
(
Σ˜3,t + Σ˜4,t
)−1
, (18)
µ˜t = Σ˜t
(
Σ˜−13,t µ˜3,t + Σ˜
−1
4,t µ˜4,t
)
, (19)
γ˜i,t = φ
−1
[(
(1− φ(γ˜2,i,t)) (1− φ(γ˜3,i,t))
φ(γ˜2,i,t)φ(γ˜3,i,t)
+ 1
)−1]
. (20)
The posterior covariance matrices V˜t and Σ˜t are (potentially) fully
dense matrices, which makes the approximation able to cope with
non-orthogonal forward matrices A.
B. The Expectation Propagation Algorithm
In this section we describe how to compute the parameters of the
individual approximations using the EP algorithm. The EP algorithm
works by updating each of the individual approximation terms one
by one until convergence. Consider the update of the term f˜a,i,t
for a given a, i and t. The update is obtained by performing the
following three steps of the EP algorithm. The first step is to remove
the contribution of f˜a,i,t from the joint approximation in eq. (15) by
forming the so-called cavity distribution
Q\a,i,t ∝ Q
f˜a,i,t
. (21)
In the next step we minimize the Kullbach-Leibler [13] divergence be-
tween fa,i,tQ\a,i,t and Qa,t,new w.r.t. Qa,t,new. That is, we minimize
KL
(
1
Za,i,t
fa,i,tQ
\a,i,t||Qa,t,new
)
, where Za,i,t is the normalization
constant of fa,i,tQ\a,i,t. For distributions within the exponential
family, minimizing this form of KL divergence amounts to matching
moments between fa,i,tQ\a,i,t and Qa,t,new [14]. Finally, the third
and last step is to compute the new update of f˜a,i,t as follows
f˜a,i,t ∝ Q
a,t,new
Q\a,i,t
. (22)
After the individual approximation terms f˜a,i,t for all i and t
for a given a have been updated, the relavant parts of the joint
approximation are updated using eq. (16)-(20). To minimize the
computational load, we use parallel updates of f˜2,i,t [9] followed
by parallel updates of f˜3,i,t rather than the conventional sequential
update scheme. Furthermore, due to the fact that f˜2 and f˜3
factorizes w.r.t. both i and t, we only need the marginals of the
cavity distributions Q\a,i,t, which simplifies the computations.
Computing the cavity distributions and matching the moments are
straightforward. However, when matching the moments, we are
required to evaluate of the zero’th, first and second order moment
of the distributions of the form φ(γi)N
(
γi
∣∣µi,Σii). Derivation
of analytical expressions for these moments can be found in the
appendix to chapter 3 in [17].
The proposed EP algorithm is summarized in figure 1. The
computational complexity of the algorithm is dominated by the
matrix inversions in eq. (16) and (19). However, when N < D, the
covariance matrices V˜1,t have low rank and hence, eq. (16) can be
carried out in O (ND2) using the Matrix Inversion Lemma [18].
Therefore, the resulting inference scheme scales as O (TD3), i.e. it
scales linearly in the number of measurement vectors T .
• Initialize approximation terms f˜a for a = 1, 2, 3, 4 and Q
• Repeat until stopping criteria
– For each f˜2,i,t:
∗ Compute cavity distribution: Q\2,i,t ∝ Q
f˜2,i,t
∗ Minimize: KL
(
f2,i,tQ
\2,i,t∣∣∣∣Q2,t,new) w.r.t. Qnew
∗ Compute: f˜2,i,t ∝ Q2,t,newQ\2,i,t to update parameters
m˜2,i,t, v˜2,i,t and γ˜2,i,t.
– Update joint approximation parameters: m˜, V˜ and γ˜
– For each f˜3,i,t:
∗ Compute cavity distribution: Q\3,i,t ∝ Q
f˜3,i,t
∗ Minimize: KL
(
f3,i,tQ
\3,i,t∣∣∣∣Q3,t,new) w.r.t. Q3,t,new
∗ Compute: f˜3,i,t ∝ Q3,t,newQ\3,i,t to update parameters
µ˜3,i,t, σ˜3,i,t and γ˜3,i,t
– Update joint approximation parameters: µ˜, Σ˜ and γ˜
– For each f˜4,t
∗ Compute cavity distribution: Q\4,t ∝ Q
f˜4,t
∗ Minimize: KL
(
f4,tQ
\4,i∣∣∣∣Q4,t,new) w.r.t. Qnew
∗ Compute: f˜4,t ∝ Q4,t,newQ\4,t to update parameters
m˜4,t, v˜4,t and γ˜4,t.
– Update joint approximation parameters: µ˜, Σ˜
Fig. 1. Proposed algorithm for approximating the joint posterior distribution
over X,Z and Γ conditioned on Y.
C. Tuning of hyperparameters
The algorithm requires tuning of multiple hyperparameters for opti-
mal performance. The Expectation Propagation framework provides
a neat alternative to typical cross-validation schemes. Besides the
approximation to the posterior distribution P (X,Z,Γ
∣∣Y), EP also
provides an approximation to the marginal likelihood P (Y), which is
very useful for model selection and tuning of hyperparameters [13].
The exact marginal likelihood is obtained by marginalizing out X,Z
and Γ from the joint distribution in eq. (9). The EP approximation
to the marginal likelihood is obtained by substituting all the (scaled)
individual approximation terms into the resulting formula. Finally, it
is also possible to get closed form expression for the gradients of the
marginal likelihood approximation w.r.t. to the hyperparameters [16],
[17], which allows efficient tuning of the hyperparameters. However,
a detailed treatment of the marginal likelihood approximation and
its gradient w.r.t. hyperparameters are out of scope for this extended
abstract.
V. NUMERICAL EXPERIMENTS
In order to investigate the properties of the proposed algorithm,
we have designed and conducted two numerical experiments. The
first experiment addresses the reconstruction performance of the
algorithm, whereas the second experiment investigate the algorithm’s
robustness towards coherent forward models.
A. Experiment 1
To evaluate the proposed method, we have compared the method
to several related solvers: BG-AMP1 [19], DCS-AMP2 [20], Spatial
1We used the implementation in GAMP-toolbox by Sundeep Rangan et al:
http://gampmatlab.wikia.com/wiki/
2We used the implementation in the DCS-AMP-toolbox by Justin Ziniel:
http://www2.ece.ohio-state.edu/ zinielj/dcs/
EP (implements the structured spike and slab prior) [6] and Spatial
MMV EP. The BG-AMP method combines the conventional spike
and slab prior with approximate message passing-based [21]
inference. We include this method to have a baseline result without
any structural assumptions on the sparsity pattern. The DCS-AMP
can be seen as an extension of BG-AMP, which assumes that the
sparsity pattern evolves slowly in time according to a binary Markov
chain. The Spatial EP method assumes spatial correlation in the
sparsity pattern, but no temporal correlation. Finally, the Spatial
MMV method is similar to Spatial EP but with static sparsity across
time, i.e. it assume joint sparsity across time.
To set up the first test we first sampled one realization of Z
using eq. (2)-(5) with D = 100, T = 100, α = 0.99 and
β = 1 − α2, see figure 4(a). The average number of non-zero
weights per column is fixed to 20. We note that the resulting
sample exhibits the spatio-temporal structure as desired. Afterwards,
we sample the nonzero coefficients in X from a standard normal
distribution and from these we generate compressive measurements
using eq. (1), where Aij ∼ N (0, 1/N), the SNR = 10dB and the
undersampling ratio N/D is varied from from 0.05 to 0.95. To
quantify the performance of the methods we use Normalized Mean
Square Error (NMSE) between the true X and the estimated Xˆ
given by
NMSE =
∑
i,t
(
Xi,t − Xˆi,t
)2∑
i,tX
2
i,t
. (23)
Furthermore, we evaluate each method’s ability to recover the true
support Z using the F-measure [22] based on a MAP estimate of the
support Zˆ,
F = 2
precision · recall
precision + recall
. (24)
The results are averaged over 100 realizations of the noise E and
non-zero coefficients in X and are shown in figures 2-3. It is seen
that the proposed spatio-temporal method outperforms the other
methods both in terms of NMSE and F-measure, but in general
it is seen that richer prior assumptions on the support improves
the results significantly. We also note that for very undersampled
problems, the Spatial MMV EP method with static sparsity actually
performs best. But as the undersampling ratio increases, all the other
methods, including BG-AMP, outperforms it due to the very high
bias of the model.
Figures 4(b)-4(f) shows the reconstructed support sets for the
undersampling ratio N/D = 0.4. It is seen that DCS-AMP and
Spatial EP, which models temporal and spatial structure, respectively,
clearly outperforms BG-AMP. Furthermore, it is also seen that joint
sparsity assumption (fig. 4(e)) is too restrictive for these kinds of
signals. Again, we note that the spatio-temporal model gives superior
results in terms of both F-measure and NMSE.
B. Experiment 2
The forward model A in the EEG source localization problem
contains highly correlated columns, i.e. A is coherent. Therefore, it
is of interest to investigate the proposed algorithm’s robustness to
coherent forward models. The set-up in this experiment is basically
the same as for the first experiment, except that undersampling ratio
is now fixed to N/D = 0.4 and the elements in the forward model
Aij are no longer Gaussian i.i.d. Instead we sample the rows of
A from a correlated multivariate normal distribution, such that the
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Fig. 2. Normalized mean square error as a function of undersampling ratio.
The data are generated from Y = AX + E with the sparsity pattern shown
in figure 4(a), where D = 100, T = 100 and SNR = 10dB. The entries in
A are Gaussian i.i.d, i.e. Ai,j ∼ N (0, 1/N). The results are averaged over
100 realizations.
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Fig. 3. F-measure error as a function of undersampling ratio. The data are
generated from Y = AX+E with the sparsity pattern shown in figure 4(a),
where D = 100, T = 100 and SNR = 10dB. The entries in A are Gaussian
i.i.d, i.e. Ai,j ∼ N (0, 1/N). The results are averaged over 100 realizations.
columns of A will be correlated. In particular, the correlation of
the i’th and j’th column of A is given by r|i−j|. We compute the
NMSE and F-measure as a function of the correlation r. Note that
the BG-AMP and DCS-AMP methods are designed for Gaussian i.i.d
forward. These two methods are therefore not expected to perform
well in this experiment, but we include them for completeness. The
results are averaged over 50 realizations and are shown in figures 5
and 6. The EP-based methods show some robustness to correlation
in the columns of A, but the performance does degrade gradually
when we increase the correlation. In particular, when changing the
correlation r from 0.05 to 0.95, the F-measure for the spatio-temporal
method only drops from approximate 0.92 to 0.89, but the NMSE
increases from approximately 0.15 to 0.45.
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Fig. 4. True and reconstructed support for the 5 considered methods. The undersampling ratio is N/D = 0.4 and D = 100, T = 100 and SNR = 10dB.
a) True support, b) BG-AMP (NMSE = 0.805, F = 0.450), c) DCS-AMP (NMSE = 0.777, F = 0.763), d) Spatial EP (NMSE = 0.658, F = 0.902), e) Spatial
MMV EP (NMSE = 0.833, F = 0.663), f) Spatio-temporal EP (NMSE = 0.618, F = 0.935).
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Fig. 5. NMSE error as a function of undersampling ratio. The data are
generated from Y = AX+E with the sparsity pattern shown in figure 4(a).
The correlation of the i’th and j’th column of A is given by r|i−j|. The
results are averaged over 50 realizations.
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Fig. 6. F-measure error as a function of undersampling ratio. The data are
generated from Y = AX+E with the sparsity pattern shown in figure 4(a).
The correlation of the i’th and j’th column of A is given by r|i−j|. The
results are averaged over 50 realizations.
VI. CONCLUSION & OUTLOOK
We extended the structured spike and slab prior and the associated
Expectation Propagation inference scheme to cope with smooth
temporal evolution of the sparsity pattern. Based on numerical
experiments with synthetic data we demonstrated the benefits of the
extended model. In particular, we showed that the method outper-
formed the reference methods. Future work includes developing an
automated approach learning the hyperparameters of the prior and
applying the proposed method to a real EEG source localization
problem.
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Abstract
In this work, we address the problem of solving a series of underdetermined linear inverse
problems subject to a sparsity constraint. We generalize the spike-and-slab prior distribution
to encode a priori correlation of the support of the solution in both space and time by
imposing a transformed Gaussian process on the spike-and-slab probabilities. An expectation
propagation (EP) algorithm for posterior inference under the proposed model is derived.
For large scale problems, the standard EP algorithm can be prohibitively slow. We therefore
introduce three different approximation schemes to reduce the computational complexity.
Finally, we demonstrate the proposed model using numerical experiments based on both
synthetic and real data sets.
Keywords: Linear inverse problems, bayesian inference, expectation propagation, sparsity-
promoting priors, spike-and-slab priors
1. Introduction
Many problems of practical interest in machine learning involve a high dimensional feature
space and a relatively small number of observations. Inference is in general difficult for such
underdetermined problems due to high variance and therefore regularization is often the key
to extracting meaningful information from such problems (Tibshirani, 1994). The classical
approach is Tikhonov regularization (also known as `2 regularization), but during the last
c©2000 Michael Riis Andersen, Aki Vehtari, Ole Winther and Lars Kai Hansen.
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few decades sparsity has been an increasingly popular choice of regularization for many
problems, giving rise to methods such as the LASSO (Tibshirani, 1994), Sparse Bayesian
Learning (Tipping, 2001) and sparsity promoting priors (Mitchell and Beauchamp, 1988).
In this work, we address the problem of finding sparse solutions to linear inverse prob-
lems of the form
y = Ax+ e, (1)
where x ∈ RD is the desired solution, y ∈ RN is an observed measurement vector, A ∈ RN×D
is a known forward model and e ∈ RN is additive measurement noise. We are mainly in-
terested in the underdetermined regime, where the number of observations is smaller than
the number of unknowns, that is N < D. In the sparse recovery literature, it has been
shown that the sparsity constraint is crucial for recovering x from a small set of linear
measurements (Cande`s et al., 2006). Furthermore, the ratio between the number non-zero
coefficients K = ‖x‖0 and the dimension D dictates the required number of measurements
N for robust reconstruction of x and this relationship has given rise to so-called phase
transition curves (Donoho and Tanner, 2010). A large body of research has been dedicated
to improve these phase transition curves and these endeavors have lead to the concepts of
multiple measurement vectors (Cotter et al., 2005) and structured sparsity (Huang et al.,
2009).
The multiple measurement vector problem (MMV) is a natural extension of eq. (1), where
multiple measurements y1,y2, . . . ,yT are observed and assumed to be generated from a
series of signals x1,x2, . . . ,xT , which share a common sparsity pattern. In matrix notation,
we can write the problem as
Y = AX +E, (2)
where the desired solution is now a matrix X =
[
x1 x2 . . . xT
] ∈ RD×T and similarly
for the measurement matrix Y ∈ RN×T and the noise term E ∈ RN×T . The assumption
of joint sparsity allows one to recover X with significantly fewer observations compared
to solving each of the T inverse problems in eq. (1) separately (Cotter et al., 2005). The
MMV approach has also been generalized to problems, where the sparsity pattern is evolving
slowly in time (Ziniel and Schniter, 2013a). Structured sparsity, on the other hand, is a
generalization of simple sparsity and seeks to exploit the fact that the sparsity patterns of
many natural signals contain a richer structure than simple sparsity, for example, group
sparsity (Jacob et al., 2009b) or cluster structured sparsity (Yu et al., 2012).
In this paper, we combine these two approaches and focus on problems, where the sparsity
pattern of X exhibits a spatio-temporal structure. In particular, we assume that the row
and column indices of X can be associated with a set of spatial and temporal coordinates,
respectively. This can equivalently be interpreted as a sparse linear regression problem,
where the support of the regressors is correlated in both space and time. Applications of
such a model include dynamic compressed sensing (Ziniel and Schniter, 2013a), background
subtraction in computer vision (Cevher et al., 2009) and EEG source localization problem
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(Baillet et al., 2001).
We take a Bayesian approach to modeling this structure since it provides a natural way of
incorporating such prior knowledge in a model. In particular, we propose a hierarchical prob-
abilistic model for X based on the so-called spike-and-slab prior (Mitchell and Beauchamp,
1988). We introduce a smooth latent variable controlling the spatio-temporal structure
of the support of X by extending the work by Andersen et al. (2014). We aim for full
Bayesian inference under the proposed probabilistic model, but inference w.r.t. the exact
posterior distribution of interest is intractable. Instead we resort to approximate inference
using Expectation Propagation (Minka, 2001; Opper and Winther, 2000), which has been
shown to provide accurate inference for spike-and-slab priors (Herna´ndez-Lobato et al., 2013;
Hernandez-Lobato et al., 2010; Jyla¨nki et al., 2014; Peltola et al., 2014). Our model formu-
lation is generic and generalizes easily to other types of observations. In particular, we also
combine the proposed prior with a probit observation model to model binary observations
in a sparse linear classification setting.
The contribution of this paper is three-fold. First we extend the structured spike-and-
slab prior and the associated EP inference scheme to incorporate both spatial and temporal
smoothness of the support. However, the computational complexity of the resulting EP
algorithm is prohibitively slow for problems of even moderate sizes of signal dimension D
and length T . To alleviate the computational bottleneck of the EP algorithm we propose
three different approximation schemes. Finally, we discuss several approaches for learning
the hyperparameters and evaluate them based on synthetic and real data sets.
1.1 Related work
In this section, we briefly review some of the most common approaches to simple sparsity and
their generalization to structured sparsity. The classical approach to sparsity is the LASSO
(Tibshirani, 1994), which operates by optimizing a least squares cost function augmented
with an `1 penalty on the regression weights. Several extensions have been proposed in
the literature to generalize the LASSO to the structured sparsity setting, examples include
group and graph LASSO (Jacob et al., 2009b). From a probabilistic perspective sparsity
can be encouraged through the use of sparsity-promoting priors. A non-exhaustive list of
sparsity-promoting priors includes the Laplace prior (Park and Casella, 2008), Automatic
Relevance Determination prior (Neal, 1996), the horseshoe prior (Carvalho et al., 2009)
and the spike-and-slab prior (Mitchell and Beauchamp, 1988). All of these were originally
designed to enforce simply sparsity, but they have all been generalized to the structured
sparsity setting. The general strategy is to extend univariate densities to correlated multi-
variate densities by augmenting the models with a latent multivariate variable, where the
correlation structure can be controlled explicitly, for example, using Markov Random Fields
(Cevher et al., 2009; Hernandez-Lobato et al., 2011) or multivariate Gaussian distributions
(Engelhardt and Adams, 2014). Here we limit ourselves to consider the latter.
From a probabilistic perspective, optimizing with an `1 regularization term can be interpreted
as maximum a posteriori (MAP) inference under an i.i.d. Laplace prior distribution on
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the regression weights (Park and Casella, 2008). The univariate Laplace prior has been
generalized to the multivariate Laplace (MVL) distribution, which couples the prior variance
of the regression weights through a scale mixture formulation (Gerven et al., 2009).
Another approach is Automatic Relevance Determination (ARD) (Neal, 1996), which works
by imposing independent zero mean Gaussian priors with individual precision parameters
on the regression weights. These precision parameters are then optimized using a maximum
likelihood type II and the idea is then that the precision parameters of irrelevant features
will approach infinity and thereby forcing the weights of the irrelevant features to zero. Wu
et al. (2014b) extend the ARD framework to promote spatial sparsity by introducing a latent
multivariate Gaussian distribution to impose spatial structure onto the precision parameters
of ARD giving rise to dependent relevance determination priors.
The horseshoe prior is defined as a scale mixture of Gaussians, where a half-Cauchy dis-
tribution is used as prior for the standard deviation of the Gaussian density (Carvalho
et al., 2009). The resulting density has two very appealing properties for promoting sparsity,
namely heavy tails and an infinitely large spike at zero. A generalization to the multivariate
case has been proposed by Herna´ndez-Lobato and Herna´ndez-Lobato (2013).
The spike-and-slab prior is an increasingly popular choice of sparsity promoting prior
and is given by a binary mixture of two components: a Dirac delta distribution (spike)
at zero and Gaussian distribution (slab) (Mitchell and Beauchamp, 1988; Carbonetto and
Stephens, 2012). The spike-and-slab prior has been generalized to the group setting by
Herna´ndez-Lobato et al. (2013), to clustered sparsity setting by Yu et al. (2012) and spatial
structures by Andersen et al. (2014), Nathoo et al. (2014), and Engelhardt and Adams
(2014). Nathoo et al. (2014) induce the spatial structure using basis functions and Andersen
et al. (2014) impose the structure using a multivariate Gaussian density. The latter is the
starting point of this work.
Our work is closely related to the work on the multivariate Laplace prior (MVL) (Gerven
et al., 2009) as mentioned above and the work on the network-based sparse Bayesian classifi-
cation algorithm (NBSBC) (Hernandez-Lobato et al., 2011). The former also uses EP for
approximating the posterior distribution of a Gaussian linear model with the MVL prior,
where the structure of the support is encoded into the model using a sparse precision matrix.
The NBSBC method also uses EP to approximate the posterior distribution of linear model
with coupled spike-and-slab priors, but the structure of the support is encoded in a network
using a Markov Random Field (MRF) prior. In contrast, we can inject a priori knowledge of
the structure into the model using generic covariance functions rather than clique potentials
as in the MRF-based models, which makes it easier to interpret interesting quantities like
the characteristic lengthscale etc.
1.2 Structure of paper
This paper is organized as follows. In section 2 we review the structured spike-and-slab prior
and in section 3 we discuss different ways of extending the model to include the temporal
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structure as well. After introducing the models we propose an algorithm for approximate
inference based on the expectation propagation (EP) framework. We review the basics of
EP and describe the proposed algorithm in section 4. In section 5 we introduce three simple
approximation schemes to speed of the inference process and discuss their properties. Finally,
in section 7 we demonstrate the proposed method using synthetic and real data sets.
1.3 Notation
We use bold uppercase letters to denote matrices and bold lowercase letters to denote vectors.
Unless stated otherwise, all vectors are column vectors. Furthermore, we use the notation
an,· ∈ R1×D and a·,i ∈ RN×1 for the n’th row and i’th column in the matrix A ∈ RN×D,
respectively. [K] denotes the set of integers from 1 to K, that is [K] = {1, 2, ..,K}. We
use the notation a ◦ b to denote the element-wise Hadamard product of a and b and
A⊗B ∈ RMN×MN for the Kronecker product of matrices A ∈ RM×M and B ∈ RN×N . We
use N (x|m,V ) to denote a multivariate Gaussian density over x with mean vector m and
covariance matrix V and Ber (z|p) denotes a Bernoulli distribution on z with probability of
p(z = 1) = p.
2. The structured spike-and-slab prior
The purpose of this section is to describe the structured spike-and-slab prior (Andersen
et al., 2014), but first we briefly review the conventional spike-and-slab prior (Mitchell and
Beauchamp, 1988). For x ∈ RD, the spike-and-slab prior distribution is given by
p(x
∣∣p0, ρ0, τ0) = D∏
i=1
[(1− p0)δ (xi) + p0N (xi|ρ0, τ0)] , (3)
where δ (x) is the Dirac delta function and p0, ρ0 and τ0 are hyperparameters. In particular,
p0 is the prior probability of a given variable being active, that is p(xi 6= 0) = p0, and ρ0, τ0
are the prior mean and variance, respectively, of the active variables. The spike-and-slab
prior in eq. (3) is also known as the Bernoulli-Gaussian prior since the prior can decomposed
as
p(x
∣∣p0, ρ0, τ0) = ∑
z
D∏
i=1
[(1− zi)δ (xi) + ziN (xi|ρ0, τ0)]
D∏
i=1
Ber (zi|p0) , (4)
where the sum is over all the binary variables zi for i ∈ [D]. Thus, the latent binary variable
zi ∈ {0, 1} can interpreted as an indicator variable for the event xi 6= 0. We will refer to z
as the sparsity pattern or the support of x. In eq. (3) and (4) we condition explicitly on the
hyperparameters p0, ρ0, τ0, but to ease the notation we will omit this in the remainder of
this paper.
The variables xi and xj are assumed to be independent for i 6= j as seen in eq. (3) and (4).
This implies that the number of active variables follows a binomial distribution and hence,
the marginal probability of xi and xj being jointly active, is given by p(xi 6= 0, xj 6= 0) = p20
for all i 6= j. However, in many applications the variables {xk}Dk=1 might a priori have an
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underlying topographic relationship such as a spatial or temporal structure. Without loss of
generality we will assume a spatial relationship, where di denotes the spatial coordinates
of xi. For such models, it is often a reasonable assumption that p(xi 6= 0, xj 6= 0) should
depend on ‖di − dj‖. For instance, neighboring voxels in functional magnetic resonance
imaging (fMRI) analysis (Penny et al., 2005) are often more likely to be active simultaneously
compared to two voxels far apart. Such a priori knowledge is neglected by the conventional
spike-and-slab prior in eq. (3).
The structured spike-and-slab model is capable of modeling such structure and is given in
terms of a hierarchical model
p(x
∣∣z) = D∏
i=1
[
(1− zi) δ (xi) + ziN
(
xi
∣∣ρ0, τ0)] , (5)
p(z
∣∣γ) = D∏
i=1
Ber
(
zi
∣∣φ (γi)) , φ : R→ (0, 1) , (6)
p(γ) = N (γ∣∣µ0,Σ0) , (7)
where γ is a latent variable controlling the structure of the sparsity pattern. Using this
model prior knowledge of the structure of the sparsity pattern can be encoded using µ0 and
Σ0. The mean value µ0 controls the expected degree of sparsity and the covariance matrix
Σ0 determines the prior correlation of the support. The map φ : R → (0, 1) serves the
purpose of squeezing γi into the unit interval and thereby φ (γi) represents the probability
of zi = 1. Here we choose φ to be the standard normal cumulative distribution function
(CDF), but other choices, such as the logistic function, are also possible.
Using this formulation, the marginal prior probability of the i’th variable being active
is given by
p(zi = 1) =
∫
p(zi = 1
∣∣γi)p(γi)dγi = ∫ φ(γi)N (γi∣∣µi,Σ0,ii) dγi = φ( µi√
1 + Σ0,ii
)
. (8)
From this expression it is seen that when µi = 0, the prior belief of zi is unbiased and
p(zi = 1) = 0.5, but when µi < 0 the variable zi is biased toward zero and vice versa. If a
subset of features {xj |j ∈ J ⊂ [D]} is a priori more likely to explain the observed data y,
then this information can be encoded in the prior distribution by assigning the prior mean
of γ such that µj > µi for all j ∈ J and for all i /∈ J . However, in the remainder of this
paper we will assume that the prior mean is constant, that is µi = ν0 for some ν0 ∈ R. For
more details on the prior distribution, see Appendix D.
The prior probability of two variables, xi and xj , being jointly active is
p(zi = 1, zj = 1) =
∫
φ(γi)φ (γj)N
(
γ
∣∣µ,Σ0)dγ. (9)
If Σ0 is a diagonal matrix, γi and γj become independent and we recover the conventional
spike-and-slab prior. On the other hand, if we choose Σ0 to be a covariance matrix of
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the form Σ0,ij = g (‖di − dj‖), we see that the joint activation probabilities indeed depend
on the spatial distance as desired. Finally, we emphasize that this parametrization it not
limited to nearest neighbors-type structures. In fact, this parametrization supports general
structures that can be modeled using generic covariance functions.
3. The spatio-temporal spike-and-slab prior
In the following we will extend the structured spike-and-slab prior distribution to model
temporal smoothness of the sparsity pattern as well. Let t ∈ [T ] be the time index, then xt,
zt and γt are the signal coefficients, the sparsity patterns and the latent structure variable
at time t. Furthermore, we define the corresponding matrix quantities X =
[
x1 x2 xT
]
,
Z =
[
z1 z2 zT
]
and Γ =
[
γ1 γ2 . . . γT
]
.
There are several natural temporal extensions of the model. The simplest extension is
to assume that {γt}Tt=1 is independent in time, so that p(Z,Γ) =
∏T
t=1 p(zt
∣∣γt)∏Tt=1 p(γt),
which is equivalent to solving each of the T regressions problems in eq. (1) independently.
Another simple extension is to use the so-called joint sparsity assumption (Cotter et al.,
2005; Zhang and Rao, 2011; Ziniel and Schniter, 2013b) and assume that the sparsity
pattern is static across time, and thus all {xt}Tt=1 vectors share a common binary support
vector z, and p(X
∣∣z) = ∏Tt=1∏Di=1 [(1− zi) δ (xi,t) + ziN (xi,t∣∣ρ0, τ0)]. A more interesting
and flexible model is to assume that the support is slowly changing in time, by mod-
elling the temporal evolution of γt using a first order Gauss-Markov process of the form
p
(
γt
∣∣γt−1) = N (γt∣∣ (1− α)µ0 + αγt−1, βΣ0), where the hyperparameters α ∈ [0, 1] and
β > 0 control the temporal correlation and the “innovation” of the process, respectively.
The first order model has the advantage that it factorizes across time, which makes the
resulting inference problem much easier. On the other hand, first order Markovian dynamics
is often not sufficient for capturing long range correlations. Imposing a Gaussian process
distribution on Γ with arbitrary covariance structure would facilitate modeling of long range
correlations in both time and space. Therefore, the hierarchical prior distribution for X
becomes
p(X
∣∣Z) = T∏
t=1
D∏
i=1
[
(1− zi,t) δ (xi,t) + zi,tN
(
xi,t
∣∣ρ0, τ0)] (10)
p(Z
∣∣Γ) = T∏
t=1
Ber
(
zt
∣∣φ (γt)) (11)
p(Γ) = N (Γ∣∣µ0,Σ0) , (12)
where the mean µ0 ∈ RTD×1 and covariance matrix Σ0 ∈ RTD×TD are now defined for the
full Γ-space. This model is more expressive, but the resulting inference problem becomes
infeasible for even moderate sizes of D and T . But if we assume that the underlying
spatio-temporal grid can be written in Cartesian product form, then covariance matrix
simplifies to a Kronecker product
p(Γ) = N (Γ∣∣µ0,Σtemporal ⊗Σspatial) , (13)
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where Σtemporal ∈ RT×T and Σspatial ∈ RD×D. This decomposition leads to more efficient
inference schemes as we will discuss in section 5. In the remainder of the paper, we will
focus on the model with Kronecker structure, but we refer to (Andersen et al., 2015) for
more details on the first order model and joint sparsity model.
The coefficients {xi,t} are conditionally independent given the support {zi,t}. For some
applications it could be desirable to impose either spatial smoothness, temporal smoothness
or both on the non-zero coefficients themselves (Wu et al., 2014a; Ziniel and Schniter, 2013a),
but in this work we only assume a priori knowledge of the structure of the support. Although
temporal smoothness of xi,t could easily be incorporated into the models described above.
4. Inference using spatiotemporal priors
In the previous sections we have described the structured spike-and-slab prior and how
to extend it to model temporal smoothness as well. We now turn our attention on how
to perform inference using these models. We focus our discussion on the most general
formulation using as given in eq. (10)-(12). Let Y =
[
y1 y2 . . . yT
]
be an observation
matrix, where yt ∈ RN is an observation vector for time t. We assume that the distribution
on Y factors over time and is given by
p(Y
∣∣X) = T∏
t=1
p(yt
∣∣xt). (14)
We consider two different noise models: an isotropic Gaussian noise model and a probit noise
model. The Gaussian noise model p(yt
∣∣xt) = N (yt∣∣Axt, σ2I) is suitable for linear inverse
problems with forward model A ∈ RN×D or equivalently sparse linear regression problems
with design matrix A ∈ RN×D. On the other hand, the probit model is suitable for modeling
binary observations, with yt,n ∈ {−1, 1}, and is given by p(yt
∣∣xt) = ∏Nn=1 φ (yt,nan,·xt),
where an,· is the n’th row of A. For both models we further assume that the matrix A
is constant across time. However, this assumption can be easily relaxed to haveA depend on t.
For both noise models the resulting joint distribution becomes
p (Y ,X,Z,Γ) = p(Y
∣∣X)p(X∣∣Z)p(Z∣∣Γ)p(Γ) (15)
=
T∏
t=1
p(yt
∣∣xt) T∏
t=1
[
(1− zt) ◦ δ (xt) + zt ◦ N
(
xt
∣∣0, τI)]
T∏
t=1
Ber
(
zt
∣∣φ (γt))N (Γ∣∣µ0,Σ0) . (16)
We seek the posterior distribution of the parameters X,Z and Γ conditioned on the
observations Y , which is obtained by applying Bayes’s Theorem to the joint distribution in
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eq. (15)
p
(
X,Z,Γ
∣∣Y ) = 1
Z
T∏
t=1
p(yt
∣∣xt) T∏
t=1
[
(1− zt) ◦ δ (xt) + zt ◦ N
(
xt
∣∣0, τI)]
T∏
t=1
Ber
(
zt
∣∣φ (γt))N (Γ∣∣µ0,Σ0) , (17)
where Z = p(Y ) is the marginal likelihood of Y . Due to the product of mixtures in the
distribution p(X
∣∣Z), the expression for the marginal likelihood Z involves a sum over 2DT
terms. This renders the computation of the normalization constant Z intractable for even
small D and T . Hence, the desired posterior distribution is also intractable and we have to
resort to approximate inference.
In the literature researchers have applied a whole spectrum of approximate inference methods
for spike-and-slab priors, for example, Monte Carlo-methods (Mitchell and Beauchamp,
1988), mean-field variational inference (Titsias and Lazaro-Gredilla, 2011), approximate
message passing (Vila and Schniter, 2013) and expectation propagation (Herna´ndez-Lobato
et al., 2013; Andersen et al., 2014). We use the latter since expectation propagation has been
shown to have good performance for linear models with spike-and-slab priors (Herna´ndez-
Lobato et al., 2015) and it has been shown to provide a much better approximation of the
first and second moment posterior moment for spike-and-slab models (Peltola et al., 2014).
4.1 The Expectation Propagation Framework
In this section, we briefly review expectation propagation for completeness. Expectation
propagation (EP) (Minka, 2001; Opper and Winther, 2000) is a deterministic framework
for approximating probability distributions. Consider a probability distribution over the
variable x ∈ RD that factorizes into N components
f(x) =
N∏
i=1
fi(xi), (18)
where xi is taken to be a subvector of x. EP takes advantage of this factorization and
approximates f with a distribution Q that shares the same factorization
Q(x) =
N∏
i=1
f˜i(xi). (19)
EP approximates each site term fi with a (scaled) distribution f˜i from the exponential
family. Since the exponential family is closed under products, the global approximation Q
will also be in the exponential family. Consider the product of all f˜i terms except the j’th
term
Q\j(x) =
∏
i 6=j
f˜i(xi) =
Q(x)
f˜j(xj)
. (20)
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The core of the EP framework is to choose f˜j such that f˜j(xj)Q
\j(xj) ≈ fj (xj)Q\j(xj).
By approximating fj with f˜j in the context of Q
\j , we ensure that the approximation
is most accurate in the region of high density according to the cavity distribution Q\j .
This scheme is implemented by iteratively minimizing the Kullbach-Leibler divergence
KL
(
fj (xj)Q
\j(x)
∣∣∣∣f˜j (xj)Q\j(x)). Since f˜j (xj)Q\j(x) belongs to the exponential family,
the unique solution is obtained by matching the expected sufficient statistics (Bishop, 2006).
Once the solution,
Q∗ = argmin
q
KL
(
fj (xj)Q
\j(x)
∣∣∣∣q) , (21)
is obtained, the j’th site approximation is updated as
f˜∗j (xj) ∝
Q∗ (x)
Q\j(x)
. (22)
The steps in eq. (20), (21) and (22) are repeated sequentially for all j ∈ [D] until convergence
is achieved.
4.2 The Expectation Propagation Approximation
The EP framework provides flexibility in the choice of the approximating factors. This
choice is a trade-off between analytical tractability and sufficient flexibility for capturing
the important characteristics of the true density. Consider the desired posterior density of
interest
p
(
X,Z,Γ
∣∣Y ) ∝ T∏
t=1
p(yt
∣∣xt)︸ ︷︷ ︸
f1(X)
T∏
t=1
[
(1− zt) ◦ δ (xt) + zt ◦ N
(
xt
∣∣0, τI)]︸ ︷︷ ︸
f2(X,Z)
T∏
t=1
Ber
(
zt
∣∣φ (γt))︸ ︷︷ ︸
f3(Z,Γ)
N (Γ∣∣µ0,Σ0)︸ ︷︷ ︸
f4(Γ)
. (23)
This posterior density is decomposed into four terms fi for i = 1, .., 4, where the first three
terms can be further decomposed. The term f1 (X) is decomposed into T terms of the form
f1,t (xt) = p(yt
∣∣xt), whereas the terms f2 and f3 are further decomposed as follows
f1 (X) =
T∏
t=1
f˜1, (xt) =
T∏
t=1
p(yt
∣∣xt), (24)
f2 (X,Z) =
T∏
t=1
D∏
i=1
f2,i,t (xi,t, zi,t) =
T∏
t=1
D∏
i=1
[
(1− zi,t) ◦ δ (xi,t) + zi,t ◦ N
(
xi,t
∣∣ρ, τ)] , (25)
f3 (Z,Γ) =
T∏
t=1
D∏
i=1
f3,i,t (zi,t, γi,t) =
T∏
t=1
D∏
i=1
Ber
(
zi,t
∣∣φ (γi,t)) . (26)
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Each f1,t term only depends on xt, f2,i,t only depends on xi,t and zi,t and f3,j,t only depends
on zi,t and γi,t. Furthermore, the terms f2,i,t couple the variables xi,t and zi,t, while f3,i,t
couple the variables zi,t and γi,t. Based on these observations, we choose ˜f1,t, f˜2,i,t and f˜3,j,t
to have the following forms
f˜1,t (xt) = N
(
xt
∣∣mˆ1,t, Vˆ1,t) , (27)
f˜2,i,t (xi,t, zi,t) = N
(
xi,t
∣∣mˆ2,i,t, vˆ2,i,t)Ber (zi,t∣∣φ (γˆ2,i,t)) (28)
f˜3,i,t (zi,t, γi,t) = N
(
γi,t
∣∣µˆ3,j,t, σˆ3,i,t)Ber (zi,t∣∣φ (γˆ3,j,t)) . (29)
The exact term f1 is a distribution wrt. y conditioned on x, whereas the approximate term
f˜1 is a function of x that depends on the data y through mˆ1 and Vˆ1 etc. Finally, f4 already
belongs to the exponential family and does therefore not have to be approximated by EP.
That is, f˜4 (Γ) = f4 (Γ) = N
(
Γ
∣∣µ0,Σ0).
Define mˆ2,t =
[
mˆ2,t,1 mˆ2,t,2 . . . mˆ2,t,D
]T
, Vˆ2,t = diag
(
vˆ2,t,1 vˆ2,t,2 . . . vˆ2,t,D
)T
and
γˆ2,t =
[
γˆ2,t,1 γˆ2,t,2 . . . γˆ2,t,D
]
and similarly for µˆ3,t, Σˆ3,t and γˆ3,t, then the resulting
global approximation becomes
Q (X,Z,Γ) ∝
T∏
t=1
N
(
xt
∣∣mˆ1,t, Vˆ1,t)︸ ︷︷ ︸
f˜1,t
T∏
t=1
N
(
xt
∣∣mˆ2,t, Vˆ2,t)Ber (zt∣∣φ (γˆ2,t))︸ ︷︷ ︸
f˜2,t
T∏
t=1
N
(
γt
∣∣µˆ3,t, Σˆ3,t)Ber (zt∣∣φ (γˆ3,t))︸ ︷︷ ︸
f˜3,t
N (Γ∣∣µ0,Σ0)︸ ︷︷ ︸
f˜4
∝
T∏
t=1
N
(
xt
∣∣mˆt, Vˆt) T∏
t=1
Ber
(
zt
∣∣φ (γˆt))N (Γ∣∣µˆ, Σˆ) , (30)
where the parameters of the global approximation are obtained by summing the natural
parameters. In terms of mean and variance, we get
Vˆt =
[
Vˆ −11,t + Vˆ
−1
2,t
]−1
(31)
mˆt = Vˆt
[
Vˆ −11,t mˆ1,t + Vˆ
−1
2,t mˆ2,t
]
(32)
Σˆ =
[
Σ−10 + Σˆ
−1
3
]−1
(33)
µˆ = Σˆ
[
Σ−10 µ0 + Σˆ
−1
3 µˆ3
]
(34)
φ (γˆi,t) =
φ (γˆ2,i,t)φ (γˆ3,i,t)
(1− φ (γˆ2,i,t)) (1− φ (γˆ3,j,t)) + φ (γˆ2,i,t)φ (γˆ3,i,t) , (35)
where Σˆ3 ∈ RTD×TD is a diagonal matrix, whose the diagonal is obtained by stacking the
site variances Σˆ3,t for each time point and µˆ3 ∈ RTD is a vector obtained by stacking the
site means µˆ3,t for each time point. To compute the global approximation, we need to
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estimate the parameters mˆ1,t, Vˆ1,t, mˆ2,t, Vˆ2,t, µˆ3,t, Σˆ3,t, γˆ2,t and γˆ3,t for all t ∈ [T ] using
EP. The estimation procedure of mˆ1,t and Vˆ1,t depends on the observation model being
used, whereas the estimation procedure of the remaining parameters are independent on the
choice of observation model.
In principle, we could choose the approximate posterior distribution of Γ in eq. (30)
from a family of distributions that factorizes across space, time or both to reduce the
computational complexity. This choice would indeed reduce the computational burden, but
in contrast to classical variational inference schemes, the correlation structure of the prior
would be ignored in the EP scheme and thus, the resulting posterior approximation would
be meaningless for this specific model.
In the conventional EP algorithm, the site approximations are updated in a sequential
manner meaning that the global approximation is updated every time a single site ap-
proximation (Minka, 2001) is refined. In this work, we use the parallel update scheme to
reduce the computational complexity of the algorithm. That is, we first update all the
site approximations of the form f˜2,i,t for i ∈ [D], t ∈ [T ], and then we update the global
approximation w.r.t. xt and similarly for the f˜3,i,t and the global approximation w.r.t. γt.
From a message passing perspective this can be interpreted as a particular scheduling of
messages (Minka, 2005). The proposed algorithm is summarized in Algorithm 1.
4.3 Estimating parameters for f˜1,t
The estimation procedure for f˜1,t depends on the choice of observation model. Here we
consider two different observation models, namely the isotropic Gaussian and the probit
models. Both of these models lead to closed form update rules, but this is not true for all
choices of p(yt|xt). In general if p(yt|xt) factorizes over n and each term only depends on
xt through Axt, then the resulting moment integrals are 1-dimensional and can be solved
relatively fast using numerical integration procedures (Jyla¨nki et al., 2011) if no closed form
solution exists.
Under the Gaussian noise model, we have
f1,t (xt) = p(yt
∣∣xt) = N (yt∣∣Axt, σ2I) . (36)
Thus, f1,t is already in the exponential family for all t ∈ [T ] and does therefore not have
to be approximated using EP. In particular, the parameters for f˜1,t are determined by the
relations Vˆ −11,t =
1
σ2
ATA and Vˆ −11,t mˆ1,t =
1
σ2
ATyt. For simplicity we also assume that the
noise variance is constant for all t.
Under the probit likelihood the term f1,t decompose to f1,t =
∏N
n=1 f1,t,n. In this case,
the update of each site approximation f˜1,t,n resembles the updates for Gaussian process
classification using EP, see appendix C for details.
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• Initialize approximation terms f˜a for a = 1, 2, 3, 4 and Q
• Repeat until stopping criteria
– For each f˜1,n,t (For non-Gaussian likelihoods only):
∗ Compute cavity distribution: Q\1,n,t ∝ Q
f˜1,n,t
∗ Minimize: KL(f1,n,tQ\1,n,t∣∣∣∣Q1,t,new) w.r.t. Qnew
∗ Compute: f˜1,n,t ∝ Q
1,t,new
Q\1,n,t to update parameters mˆ1,n,t, vˆ1,n,t and γˆ1,n,t.
– For each f˜2,i,t:
∗ Compute cavity distribution: Q\2,i,t ∝ Q
f˜2,i,t
∗ Minimize: KL(f2,i,tQ\2,i,t∣∣∣∣Q2,t,new) w.r.t. Qnew
∗ Compute: f˜2,i,t ∝ Q
2,t,new
Q\2,i,t to update parameters mˆ2,i,t, vˆ2,i,t and γˆ2,i,t.
– Update joint approximation parameters: mˆ, Vˆ and γˆ
– For each f˜3,i,t:
∗ Compute cavity distribution: Q\3,i,t ∝ Q
f˜3,i,t
∗ Minimize: KL(f3,i,tQ\3,i,t∣∣∣∣Q3,t,new) w.r.t. Q3,t,new
∗ Compute: f˜3,i,t ∝ Q
3,t,new
Q\3,i,t to update parameters µˆ3,i,t, σˆ3,i,t and γˆ3,i,t
– Update joint approximation parameters: µˆ, Σˆ and γˆ
• Compute marginal likelihood approximation
Algorithm 1: Proposed algorithm for approximating the joint posterior distribution over
X,Z and Γ conditioned on Y using parallel EP.
4.4 Estimating parameters for f˜2,t
The terms f˜2,t =
∏D
i=1 f˜2,i,t (xi,t, zi,t) factor over i, which implies that we only need the
marginal cavity distributions of each pair of xi,t and zi,t. Consider the update of the j’th
term at time t, that is f˜2,j,t (xj,t, zj,t). The first step is to compute the marginal cavity
distributions by removing the contribution of f˜2,j,t (xj,t, zj,t) from the marginal of the global
approximation Q using eq. (20)
Q\2,j,t (xj,t, zj,t) =
Q\2,j,t (xj,t, zj,t)
f˜2,j,t (xj,t, zj,t)
∝ N
(
xj,t
∣∣µ\2,j,t,Σ\2,j,t)Ber(zj,t∣∣φ(γ\2,j,t)) . (37)
When the approximate distribution belongs to the exponential family, the cavity distribution
is simply obtained by computing the differences in natural parameters. Expressed in terms
of mean and variance, we get
vˆ\2,j,t =
[
Vˆ −1t,jj − vˆ−12,j,t
]−1
, (38)
mˆ\2,j,t = vˆ\2,j,t
[
Vˆ −1t,jjmˆj,t − vˆ−12,j,tmˆ2,j,t
]
, (39)
γˆ\2,j,t = γˆ3,j,t. (40)
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The cavity parameter for γj,t in f2,j,t is simply equal to γˆ3,j,t (and vice versa) since γˆ2,j,t and
γˆ3,j,t are the only two terms contributing to the distribution over zj,t. Next, we form the
tilted distribution f2,j,tQ
\2,j,t and compute the solution to the KL minimization problem
in eq. (21) by matching the expected sufficient statistics. This amounts to computing the
zeroth, first and second moments w.r.t. xj,t
Xm =
∑
zj,t
∫
xmj,t · f2,j,t (xj,t, zj,t)Q\2,j,t (xj,t, zj,t) dxj,t for m = 0, 1, 2, (41)
and the first moment of zj,t
Z1 =
∑
zj,t
∫
zj,t · f2,j,t (xj,t, zj,t)Q\2,j,t (xj,t, zj,t) dxj,t. (42)
For notational convenience we have dropped the dependencies of Xm and Z1 on the indices
t and j. Alternatively, the moments could be obtained by computing the partial derivatives
of the log normalizer of the tilted distribution.
The central moments of Q∗ in eq.(21) are given by
E [xj,t] =
X1
X0
, V [xj,t] =
X2
X0
− X
2
1
X20
, E [zj,t] =
Z1
X0
. (43)
Refer to Appendix A for analytical expressions for these moments. Once Q∗ has been
obtained, we can compute the new update site approximation for f˜2,j,t using eq. (22) as
follows
f˜∗2,j,t (xj,t, zj,t) =
Q∗ (xj,t, zj,t)
Q\2,j,t (xj,t, zj,t)
∝ N (xj,t∣∣mˆ∗2,j,t, vˆ∗2,j,t)Ber (zj,t∣∣φ (γˆ∗2,j,t)) , (44)
where the new site parameters mˆ∗2,j,t and vˆ
∗
2,j,t, are obtained by computing differences in
natural parameters in the same manner as for the cavity parameters in eq. (38) - (40)
vˆ∗2,j,t =
[
V [xj,t]
−1 −
(
vˆ\2,j,t
)−1]−1
(45)
mˆ∗2,j,t = vˆ
∗
2,j,t
[
V [xj,t]
−1E [xj,t]−
(
vˆ\2,j,t
)−1
mˆ\2,j,t
]
(46)
The new site parameters for zj,t are obtained as (see Appendix A for details)
φ
(
γˆ∗2,j,t
) (a)
=
E[zj,t]
φ(γˆ\2,j,t)
1−E[zj,t]
1−φ(γˆ\2,j,t) +
E[zj,t]
φ(γˆ\2,j,t)
(b)
=
N
(
0
∣∣mˆ\2,i − ρ0, Vˆ \2,j,t + τ0)
N
(
0
∣∣mˆ\2,i, Vˆ \2,i)+N (0∣∣mˆ\2,i − ρ0, Vˆ \2,j,t + τ0) ,
(47)
where (a) follows from forming the quotient of the two Bernoulli distributions and (b)
follows from straightforward algebraic reduction after substituting in the expression for the
expectation of zj,t.
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4.5 Estimating parameters for f˜3,t
The procedure for updating f˜3,t =
∏D
i=1 f˜3,j,t is completely analogously to the procedure for
f˜2,t. Consider the update for the j’th term at time t, that is f˜3,j,t. After computing the
cavity distribution in the same manner as in eq. (38)-(40), we now compute the moments
w.r.t. γj,t and zj,t of the (unnormalized) tilted distribution
Gm =
∑
zj,t
∫
γmj,t · f3,j,t (zj,t, γj,t)Q\3,j,t (zj,t, γj,t) dγj,t for m = 0, 1, 2, (48)
Z1 =
∑
zj,t
∫
zj,t · f3,j,t (zj,t, γj,t)Q\3,j,t (zj,t, γj,t) dγj,t. (49)
Given these moments, we can obtain the central moments for Q∗ in eq. (21)
E [γj,t] =
G1
G0
, V [γj,t] =
G2
G0
− G
2
1
G20
, E [zj,t] =
Z1
G0
. (50)
Refer to Appendix B for analytical expression of the moments. These moments completely
determine Q∗ and the j’th site update at the t is computed analogous to f˜2,j,t in eq. (44)
using eq. (45), (46) and (47).
4.6 The computational details
In the previous sections, we have described how to use EP for approximate inference for the
proposed model, and in this section, we discuss some of the computational details of the
resulting EP algorithm.
4.6.1 Updating the global covariance matrices
Given a set of updated site approximations, f˜2,t =
∏
j f˜2,j,t, we can compute the parameters
for the global approximate distribution of xt using eq. (31) and (32). Direct evaluation of
eq. (31) results in a computational complexity of O (D3). Recall, that N is assumed to be
smaller than D. This implies that Vˆ −11,t =
1
σ20
ATA has low rank. Furthermore, the matrix
Vˆ2,t is diagonal, and therefore we can apply the matrix inversion lemma as follows
Vˆt = Vˆ2,t − Vˆ2,tAT
(
σ20I +AVˆ2,tA
T
)−1
AVˆ2,t. (51)
The inverse of σ20I + AVˆ2,tA
T = LtL
T
t can be computed in O
(
N3
)
using a Cholesky
decomposition. Thus, for N < D eq. (51) scales as O (ND2). Moreover, eq. (38) shows
that we only require the diagonal elements of V˜t in order to update the site approximation
parameters for f˜2,t. Hence, we can further reduce the computational complexity by only
computing the diagonal of Vˆt as follows
diag
[
Vˆt
]
= diag
[
Vˆ2,t
]
− diag
[
Vˆ2,tA
TL−Tt L
−1
t AVˆ2,t
]
= diag
[
Vˆ2,t
]
− diag
[
Vˆ 22,t
]
◦ (1T (Rt ◦Rt)) , (52)
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where Rt ∈ RN×D is defined as Rt = L−1t A and 1 is a column vector of ones. The resulting
computational cost is O (N2D). Similarly, the mean of the global approximate distribution
of xt, can be efficiently evaluated as
mˆt = Vˆ2,tηt − Vˆ2,tRTt RtVˆ2,tηt, (53)
where ηt = Vˆ
−1
1,t mˆ1,t + Vˆ
−1
2,t mˆ2,t. The total cost of updating the posterior distribution for
xt for all t ∈ [T ] is therefore O
(
TN2D
)
.
Unfortunately, we cannot get the same speed up for the refinement of the global ap-
proximation of Γ since the prior covariance matrix Σ0 in general is full rank. However,
we still only require the diagonal elements of the approximate covariance matrix Σˆ. We
implement the update as advocated by Rasmussen and Williams (2006), that is,
Σˆ =
[
Σ−10 + Σˆ
−1
3
]−1
= Σ0 −Σ0Σˆ−
1
2
3
(
Σˆ
− 1
2
3 Σ0Σˆ
− 1
2
3 + I
)−1
Σˆ
− 1
2
3 Σ0, (54)
where the second equality follows from the matrix inverse lemma. Again, we compute
the required inverse matrix using the Cholesky decomposition, so that the total cost is
O (D3T 3).
4.6.2 Initialization, Convergence and negative variances
We initialize all the site terms to be rather uninformative, that is mˆ2,i,t = 0, vˆ2,i,t = 10
4,
γˆ2,i,t = 0, µˆ3,i,t = 0, σˆ3,i,t = 10
4, γˆ3,i,t = 0 for all i ∈ [D] and t ∈ [T ] assuming standard
scaling of the forward model A.
There are in general no convergence guarantees for EP and the parallel version in par-
ticular can suffer from convergence problems (Seeger, 2005). The standard procedure to
overcome this problem is to use “damping” when updating the site parameters
f˜∗ = f˜1−αold f˜
α
new, (55)
where α ∈ [0, 1] is the damping parameter and f˜old is the site approximation at the previous
iteration. Since both f˜old and f˜new belongs to the exponential family, the update in eq. (55)
corresponds to taking a convex combination of the previous and the new natural parameters
of the site approximation.
Negative variances occur “naturally” in EP (Bishop, 2006) when updating the site approxima-
tions. However, this can lead to instabilities of the algorithm, non-positive semi-definitiveness
of the posterior covariance matrices and convergence problems. We therefore take measures
to prevent negative site variances. One way to circumvent this is to change a negative
variance to +∞, which corresponds to minimizing the KL divergence in eq. (21) with the
site variance constrained to be positive (Herna´ndez-Lobato et al., 2013). In practice, when
encountering a negative variance after updating a given site we use v∞ = 102 and σ∞ = 106
for f˜2,i,t and f˜3,i,t, respectively.
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5. Further Approximations
As mentioned earlier, the updates of the global parameters for xt and Γ are the dominating
operations scaling as O (TN2D) and O (D3T 3), respectively. The latter term becomes
prohibitive for moderate sizes of D and T and calls for further approximations. In this section,
we introduce three simple approximations to reduce the computational complexity of the
refinement of the posterior distribution for Γ. The approximations and their computational
complexities are summarized in table 1.
Approximation Complexity Storage
Full EP (EP) O (T 3D3) O (T 2D2)
Low rank (LR) O (K2TD) O (KTD)
Common precision (CP) O (TD2 +DT 2) O (D2 + T 2)
Group (G) O (T 3gD3g) O (T 2gD2g)
Table 1: Summary of approximation schemes for updating the global parameters for Γ.
5.1 The low rank approximation
The eigenvalue spectrum of many prior covariance structures of interest, for example simple
neighborhoods, decay relatively fast. Therefore, we can approximate Σ0 with a low rank ap-
proximation plus a diagonal matrix Σ0 ≈ USUT +Λ, where S ∈ RK×K is a diagonal matrix
containing K largest eigenvalues, and U ∈ RDT×K is a matrix containing the corresponding
eigenvectors (Riihima¨ki et al., 2014). The diagonal matrix Λ is chosen such that the diagonal
in the exact prior covariance matrix Σ0 is preserved. This allows us to apply the matrix inver-
sion lemma to compute the update of the posterior covariance matrix for Γ (see section 4.6.1).
Computing the eigendecomposition of Σ0 ∈ RDT×DT scales in general asO
(
D3T 3
)
. However,
when the prior covariance has Kronecker structure, the eigendecompositions of Σ0 = Σt⊗Σs
can be efficiently obtained from the eigendecompositions of Σt ∈ RT×T and Σs ∈ RD×D. In
this case, the eigendecomposition of Σ0 can be obtained in O
(
D3 + T 3
)
.
Using a K-rank approximation, the computational cost of refining the covariance matrix for
Γ becomes O (K2DT ) and the memory footprint is O (TDK). For a fixed value of K this
scales linearly in both D and T . However, to maintain a sufficiently good approximation K
can scale with both D and T .
5.2 The common precision approximation
Rather than approximating the prior covariance matrix as done in the low rank approximation,
we now approximate the EP approximation scheme itself. If the prior covariance matrix
for Γ can be written in terms of Kronecker products, we can significantly speed up the
computation of the posterior covariance matrix of Γ by approximating the site precisions
with a single common parameter. Let θ˜3 ∈ RDT×1 be a vector containing the site precisions
(inverse variances) for the site approximations {f3,i,t} for all i ∈ [D] and for all t ∈ [T ], then
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we make the following approximation
Σ˜3 ≈ θ¯−1I, (56)
where θ¯ is the mean of value of θ˜3. Assume the prior covariance matrix for Γ can be
decomposed into a temporal part and a spatial part as follows Σ0 = Σt ⊗Σs. Let Ut, Us
and St, Ss be eigenvectors and eigenvalues for Σt ∈ RT×T and Σs ∈ RD×D, respectively.
The global covariance matrix is updated as Σ˜ = Σ0
(
Σ0 + Σ˜3
)−1
Σ˜3. We now use the
properties of eigendecompositions for Kronecker products to compute the inverse matrix(
Σt ⊗Σs + Σ˜3
)−1 ≈ (Σt ⊗Σs + Σ¯3I)−1
=
[
(Ut ⊗Us) (St ⊗ Ss)
(
UTt ⊗UTs
)
+ Σ¯3I
]−1
= (Ut ⊗Us)
(
St ⊗ Ss + Σ¯3I
)−1 (
UTt ⊗UTs
)
, (57)
where
(
St ⊗ Ss + Σ¯3I
)
is diagonal and therefore fast to invert. The common precision
approximation ΣˆCP is then obtained as
ΣˆCP = (Σt ⊗Σs)
(
Σt ⊗Σs + Σ¯3I
)−1
Σ¯3I
= (Ut ⊗Us) (St ⊗ Ss)
(
St ⊗ Ss + Σ¯3I
)−1 (
UTt ⊗UTs
)
Σ¯3. (58)
Let M ∈ RTD×1 denote the diagonal of (St ⊗ Ss)
(
St ⊗ Ss + Σ¯3I
)−1
, then we can compute
the diagonal of ΣˆCP as follows
diag
[
ΣˆCP
]
i
= Σ¯3
∑
k
(Ut ⊗Us)ikMk
(
UTt ⊗UTs
)
ki
= Σ¯3
∑
k
(Ut ⊗Us)2ikMk
⇒ diag
[
ΣˆCP
]
= Σ¯3 (Ut ◦Ut ⊗Us ◦Us)M , (59)
where ◦ is the Hadamard-product. We now see that the desired diagonal can be obtained by
multiplying a Kronecker product with a vector and this can be computed efficiently using
the identity
vec [ABC] =
(
CT ⊗A) vec [B] . (60)
Therefore,
diag
[
ΣˆCP
]
= Σ¯3 · vec
[
(Us ◦Us) vec−1 [M ] (Ut ◦Ut)T
]
. (61)
Since the Hadamard products can be precomputed, this scales as O (D2T + T 2D). During
the EP iterations we only need to store Us ∈ RD×D and Ut ∈ RT×T , so the resulting memory
footprint is O (D2 + T 2). The posterior mean vector can also be computed efficiently by
iteratively applying the result from eq. (60)
ΣˆCPη = (Ut ⊗Us) diag [M ]
(
UTt ⊗UTs
)
η, (62)
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where η = Σˆ−13 µˆ3 + Σˆ
−1
0 µˆ0.
The proposed approximation reduces the cost from O (D3T 3) to O (D2T + T 2D). If the
spatial covariance matrix is a Kronecker product itself, for example, Σs = Σx ⊗ Σy or
Σs = Σx ⊗Σy ⊗Σz, the computational complexity can be further reduced. Such covariance
structures could occur in image application or in analysis of fMRI data.
This common precision approximation is closely related to the recently proposed Stochastic
Expectation Propagation (SEP) (Li et al., 2015), where both the means and variances of
the site approximation terms have been tied together. Tying both means and variances is
reasonable when the site terms are approximating likelihood terms and N  D. In case
of the present model, we expect positive values of Γi,t for zi,t = 1 and negative values of
Γi,t for zi,t = 0, and thus enforcing a common mean for the site approximation terms f˜3,i,t
would not make sense.
From experiments we have observed that this common precision approach significantly
increases the number of iterations until convergence. However, this problem can be mitigated
by repeating the updates for the site approximations f˜3,i,t and the global approximation for
Γ a few times before moving on to update the site approximations for f˜2,i,t. Specifically,
within each EP iteration we repeat the updates for posterior distribution of Γ 5 times. The
added computational workload is still negligible compared to full EP. Furthermore, for some
problem instances CP-EP can oscillate. The oscillation can be alleviated heuristically by
decreasing the damping parameter α by 10% if the approximate log likelihood decreases
from one iteration to another after the first 100 iterations.
5.3 Grouping the latent structure variables
Consider a problem, where the spatial coordinates di for each xi,· form a uniformly spaced
grid. Assume the characteristic length-scale of the sparsity pattern is large relative to the
grid size, then support variables {zi} in a neighborhood could “share” the same γ-variable
with a little loss of accuracy (Jacob et al., 2009a; Herna´ndez-Lobato et al., 2013). This
grouping of the latent variables could either be in the spatial, temporal or both dimensions.
Let G be the number of groups and g : [D]× [T ]→ [G] be a grouping function that maps
from a spatial and temporal index to a group index, then the grouped version of the prior is
given by
p(Z
∣∣γ) = T∏
t=1
D∏
i=1
Ber
(
zt,i
∣∣φ (γg(i,t))) , (63)
p(γ) = N (γ∣∣µ0,Σ0) , (64)
where µ0 ∈ RG and Σ0 ∈ RG×G are the prior mean and covariance for the new grouped
model. The resulting computational complexity is indeed determined by the size of the
groups. For example, assume that the support variable for a given problem have been
grouped in groups of 2 in both the spatial dimension and temporal dimension, then the
total number of groups becomes G = 12D
1
2T =
1
4DT and the resulting computational cost is
reduced to a fraction of
(
1
4
)3
of the cost of the full EP scheme. Furthermore, if necessary
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both the low rank and the common precision approximation can be applied on top of this
approximation.
6. The marginal likelihood approximation and model selection
The model contains several hyperparameters Ω ∈ RL, which include, for example, the hyper-
parameters of the kernel for Γ. In a fully Bayesian setting, the natural approach to handle
hyperparameters is to impose prior distributions and marginalize over the hyperparameters.
The exact, but generally intractable marginalization integral is given by
p(X,Z,Γ|Y ) =
∫
p(X,Z,Γ|Y ,Ω)p (Ω∣∣Y ) dΩ, (65)
where p
(
Ω
∣∣Y ) ∝ p(Y ∣∣Ω)p(Ω) for some prior distribution p(Ω). The true marginal likelihood
p(Y
∣∣Ω) is given by the following marginalization
p(Y
∣∣Ω) = ∫ f1 (X∣∣Ω)∑
Z
f2
(
X,Z
∣∣Ω) dX∫ f3 (Z,Γ∣∣Ω) f4 (Γ∣∣Ω)dΓ. (66)
The exact quantity is intractable, but the EP framework provides an approximation to
the marginal likelihood conditioned on the hyperparameters, p(Y
∣∣Ω) ≈ Q(Y |Ω). The
approximation Q(Y |Ω) is obtained by substituting the exact site terms, for example, f2,i,t,
with a scaled version of the corresponding site approximation, for example, s2,i,tf˜2,i,t, and
then carrying out the marginalization analytically. The scaling constants, for example, s2,i,t,
are chosen such that
EQ\2,i,t [f2,i,t (xi,t, zi,t)] = s2,i,tEQ\2,i,t
[
f˜2,i,t (xi,t, zi,t)
]
(67)
and similarly for all the site terms fa,i,t for a ∈ [4], i ∈ [D], t ∈ [T ]. In the following,
we will describe three different approximation strategies based on the marginal likelihood
approximation.
6.1 Maximum Likelihood and MAP estimation
This simplest and most crude approximation is to use a point estimate of Ω instead of inte-
grating over the uncertainty. Specifically, we aim to locate the maximum a posteriori (MAP)
value by maximizing lnQ (Ω|Y ) = lnQ (Y ∣∣Ω)+ ln p (Ω) + constant using gradient-based
methods. A maximum likelihood type II estimate is obtained by choosing an (improper)
flat prior p (Ω) ∝ 1. For severely ill-posed problems, the marginal likelihood approximation
can be completely non-informative with regard to one or more hyperparameters and thus,
the maximum likelihood estimate can lead to suboptimal and unstable results for some
problems. For some problem instances, it can also happen that the marginal likelihood
solution with regard to the prior mean and variance of Γ is not in the interior of R2 and
thus, gradient-based optimization with regard to these parameters will diverge. However,
this problem is easily solved by imposing a weakly informative prior on the prior variance of
Γ with little influence on the result (see Appendix D for more details).
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The marginal likelihood approximation, Q
(
Y
∣∣Ω), depends on the hyperparameters Ω
directly as well as through the site parameters, but the latter dependency can be ignored
in gradients computations when the EP fixed point conditions hold (Seeger, 2005). The
hyperparameter optimization procedure proceeds in an iterative two-stage fashion, where
we first run EP until convergence and then we take a gradient step with regard to the
hyperparameters and then repeat.
6.2 Approximate marginalization using numerical integration
As a better approximation of eq. (65), we propose to approximate the marginalization integral
using numerical integration with a finite sum using a central composite design (CCD) grid
(Rue et al., 2009). This method has previously been successfully applied for marginalizing
over hyperparameters in Gaussian process based models and the accuracy is reported to be
between empirical Bayes and full marginalization using a dense grid (Vanhatalo et al., 2010).
We approximate the marginal posterior distribution as follows
p(X,Z,Γ|Y ) ≈
∫
Q(X,Z,Γ|Y ,Ω)Q (Ω∣∣Y ) dΩ (68)
≈
M∑
m=1
Q(X,Z,Γ|Y ,Ωm)Q
(
Ωm
∣∣Y )wm, (69)
for a set of points {Ωm}Mm=1, a set of integration weights {wm}Mm=1. Thus, the resulting
approximate marginal posterior distribution becomes a Gaussian mixture model with mixing
weights pim = Q
(
Ωm
∣∣Y )wm and components Q(X,Z,Γ|Y ,Ωm).
To keep the computational burden to a minimum, we use a so-called Central Compos-
ite Design (CCD) to choose the points and weights. Most of the hyperparameters are
variance or scale parameters and hence constrained to be positive. Therefore, we first trans-
form these parameters into an unconstrained space using a log transformation, λi = ln Ωi.
Next, we locate the mode in the transformed parameter space, λˆMAP, by optimizing Q
(
Y
∣∣λ)
with regard to λ using gradient-based optimization methods and numerically estimate the
inverse Hessian, Sˆ = H−1, at the mode λˆMAP.
The CCD integration points are then obtained as λm = Sˆ
1
2pm + ˆλMAP, where {pm}Mm=1 is a
CCD design grid (Rue et al., 2009) in L-dimensions. The points on the CCD grid consist of
a fractional factorial design as well as 2K star points and a center point. All points, except
for the center point, lives on the surface of a L-dimensional ball with radius
√
L. This
specific design choice requires a much smaller number of points compared to a dense grid.
For example, for L = 2, 3, 4, 5 parameters, the number of CCD points are M = 9, 15, 25, 43,
respectively. The integration weights {wm}Mm=1 are chosen such that the integral match
for the first three moments of a L-dimensional standardized Gaussian random variable,
z ∼ N (0, IL), and E [1] = 1, E [z] = 0, E
[
zTz
]
= L.
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6.3 Bayesian Optimization
There can be some challenges with gradient-based optimization of the marginal likelihood
approximation. Firstly, the optimization problem is in general non-convex and thus, the
results can suffer from poor local optima. Secondly, for some problem instances the marginal
likelihood approximate can exhibit discontinuities (as discussed in experiment 7.1).
To counter these issues, we consider Bayesian optimization (Shahriari et al., 2016; Snoek
et al., 2012) as a third strategy to model selection as it does not depend on gradient infor-
mation. As indicated by the name, Bayesian optimization is a probabilistic approach to
optimization, where the objective function is modelled as a random function. Thus, the
approach allows us to model the potential discontinuities. Specifically, we use a Gaussian
process to model log posterior density as follows
lnQ(Ω|Y ) ∼ GP (µ (Ω) , k (Ω,Ω′)) , (70)
where µ : RK → R is a mean function and k : RL × RL → R is the kernel function. Rather
than following the direction of the gradient, Bayesian optimization works by exploring values
of Ω, that are likely to improve the value of the objective function as measured by a so-called
acquisition function. For more details on Bayesian optimization, we refer to (Shahriari et al.,
2016; Snoek et al., 2012; Brochu et al., 2010) .
7. Numerical Experiments
In this section, we conduct a series of experiments designed to investigate the properties of
the proposed model and the associated EP inference scheme.
We describe seven experiments with a Gaussian observation model and one experiment with
a probit observation model. In the first five experiments, we focus on problem instances
with a single measurement vector. Experiment 1 investigates the effect of the prior by
analyzing a synthetic data set with a range of different values for the hyperparameters. In
the second experiment, we compare the three different approximation schemes (low rank,
common precision, group) to standard EP. Specifically, we analyze a synthetic data set with
all four methods and compare the results. Experiment 3 is designed to investigate how the
EP algorithms perform as a function of the undersampling ratio N/D giving rise to the
so-called phase transition curves (Donoho and Tanner, 2010). In experiment 4, we apply
the proposed model to a compressed sensing problem and in experiment 5, we apply our
model to a binary classification task, where the goal is to discriminate between utterances of
two different vowels using log-periodograms as features.
In Experiment 6-8, we turn our attention to problems with multiple measurement vec-
tors. In the sixth experiment, we qualitatively study the properties of the proposed methods
in the multiple measurement vector setting. We demonstrate the benefits of modeling
both the spatial and temporal structure of the support and discuss the marginal likelihood
approximation for hyperparameter tuning. Experiment 7 studies the performance of the EP
algorithms as a function of the undersampling ratio when multiple measurement vectors are
available and compare the results to competing methods. Finally, in Experiment 8 we apply
22
Bayesian inference for spatio-temporal spike-and-slab priors
the proposed method to an EEG source localization problem (Baillet et al., 2001).
For the subset of experiments, where the ground truth solutions are available, we use
the Normalized Mean Square Error (NMSE) and the F-measure (Rijsbergen, 1979) to
quantify the performance of the algorithms. In particular, we compute the NMSE between
the posterior mean Xˆ = EQ(X|Y ) [X] and the true solution X0 to quantify the algorithms
abilities to reconstruct the true signal X0
NMSE =
‖Xˆ −X0‖2F
‖X0‖2F
, (71)
where ‖·‖F is the Frobenius norm. We use the F-measure to quantify the algorithms’ abilities
to recover the true support set
F =
2 · precision · recall
precision + recall
, (72)
where precision (positive predictive value) is the fraction of non-zero weights found by the
algorithm that are also non-zero in the true model, while recall sensitivity is the fraction of
non-zeros in the true model that have been identified by the algorithm. Here a given weight
xi,t is identified as being non-zero if the posterior mean of zi,t is above 0.5.
The code is available at https://github.com/MichaelRiis/SSAS.
7.1 Experiment 1: The effect of the prior
In this experiment, we investigate the effect of the structured spike-and-slab prior on the
reconstructed support set. For simplicity we only consider spatial structure, T = 1, and
we further assume that the spatial coordinates are on a regular 1D grid. We construct a
sparse 1D test signal x0 ∈ R200, where the active coefficients are sampled from a cosine
function, see Figure 1(a)–(b). Based on this signal we generate a synthetic data set using
the linear model y = Ax0 + e, where Aij ∼ N (0, 1), e ∼ N (0, 5I) is isotropic Gaussian
noise (SNR ≈ 5dB) and the number of samples is N = 0.5D. The prior on γ is of the form
p(γ) = N (γ|µ,Σ), where
µ = ν · 1 and Σij = κ21 exp
(
−D
2
ij
2κ22
)
.
We sample the length-scale κ2 equidistantly 100 times in
[
10−3, 50
]
and run the algorithm
on the synthetic data set for each value of κ2. For this experiment we use the standard EP
scheme with no further approximations. The noise variance is fixed to the true value and
the remaining hyperparameters are fixed ν = 0, τ = 1, κ21 = 5. The posterior results are
shown in the panels in leftmost column in Figure 2. The topmost panel shows the marginal
likelihood approximation as a function of the spatial length scale κ2. The panel in the
middle shows the posterior mean EQ(zi|y) [γi], as a function of the scale κ2. That is, each
column in the image corresponds to the posterior mean of γ for a specific value of κ2. The
panel in the bottom shows a similar plot for the posterior support probabilities EQ(zi|y) [zi].
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Figure 1: (a) Synthetic test signal x0 superimposed with the posterior mean of the test
signal. The active coefficients are sampled from a cosine function (b) The support
of the test signal superimposed with the posterior support probabilities.
When κ2 is close to zero the posterior mean vectors for both γ and z are very irregu-
lar and resemble the solution of an independent spike-and-slab prior. As the length-scale
increases the posterior mean vector γ becomes more and more smooth and eventually give
rise to well-defined clusters in the support. The algorithm recovers the correct support for
κ2 ∈ [3, 15]. However, at κ2 ≈ 15 a discontinuity is seen. Since the prior distribution on z
does not exhibit any phase transitions with regard to κ2, this is likely to be an effect of
a unimodal approximation to a highly multimodal distribution. The discontinuity is also
present in the marginal likelihood approximation as seen in the top panel and therefore one
should be cautious when optimizing the marginal likelihood using line search based methods.
We repeated this experiment for multiple realizations of the noise and the discontinuity was
only present occasionally.
The rightmost column in Figure 2 shows equivalent figures for a sweep over ν, which
is the prior mean of γi, where it is seen that the algorithm recovers the correct support for
ν ∈ [−15, 0]. It is seen that when ν is below some threshold νlower, the posterior mean of zi
is close to zero for all i ∈ [D]. The total number of active variables increases with ν, until ν
surpasses an upper threshold νupper, where all variables are included in the support set. It is
also seen that variables are included cluster-wise rather than individually, which gives rise
to discontinuities in the marginal likelihood in the topmost panel.
Figure 1 shows the estimated signal and the estimated support probabilities for the optimal
hyperparameter values in the top row of Figure 2, that is the prior mean ν = −2.93 and
lengthscale κ2 = 7.72, where it is seen that both the estimated coefficients xˆ and the
estimated support sˆ are high-quality approximations of the true quantities. We will make
these relationships more quantitative in experiment 3.
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(d) Posterior mean of γ
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Figure 2: The effect of the spatial prior distribution. The left-most column shows the
approximate marginal log likelihood, posterior mean of γ and posterior mean of z
as a function of the prior length-scale of γ. The right-most column shows similar
plots as a function of the prior mean ν0 of γ.
7.2 Experiment 2: Comparison of approximation schemes
In this experiment, we investigate the properties of the proposed algorithm and the three
approximation schemes: standard EP (EP), the low rank approximation (LR-EP), the
common precision approximation (CP-EP) and the group approximation (G-EP). Using a
similar setup as in Experiment 1, we generated a sample of γ0, z0 and x0 from the prior
distribution specified in eq. (5)-(7) with ρ0 = 0, τ0 = 1 and a squared exponential kernel
with variance κ21 = 100 and lengthscale κ2 = 75. The generated sample is shown in the
leftmost panels in Figure 3. We generated observations from a linear measurement model
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Figure 3: Comparison of approximation schemes. The panels in the first column shows a
realization x, z, and γ from the prior distribution in eq. (5)-(7). The columns 2-5
show the posterior mean quantities for EP, the low rank approximation (LR-EP),
the common precision approximation (CP-EP) and the group approximation
(G-EP), respectively. The pink shaded areas depict ± standard deviation.
y = Ax0 + e, where Aij ∼ N (0, 1) and the noise variance σ2 is chosen such that the
signal-to-noise is 20dB. Next, we computed the posterior distributions of x0, z0 and γ0 from
the observed measurements y using standard EP and the three approximation schemes. For
the low rank approximation we included 7 eigenvectors corresponding to 99% percent of the
variance and for G-EP we used a group size of 10 variables. Columns 2-5 in Figure 3 show
the posterior mean values for x, z, and γ for EP, LR-EP, CP-EP and G-EP, respectively.
Consider the posterior mean and standard deviation for γ for standard EP (topmost row,
second column). In the region where γ0 is positive the posterior mean accurately recovers γ0
with high precision, whereas both the accuracy and the precision is lower in regions where
γ0 is negative. The reason for the additional uncertainty is that negative values of γi are in
general associated with a small value of |xi|, but |xi| can be small for two reason. Recall
that each xi can be considered as a product xi = zi · ci, where zi ∈ {0, 1} and ci ∈ R. If
zi = 0, then clearly xi = 0, but we can still have that xi ≈ 0 even if zi = 1 and ci ≈ 0 and
thus the increased uncertainty.
We can now compare the posterior distribution of γi for standard EP with the three
approximations. Based on visual inspection one cannot tell the difference between the
standard EP and EP with the low rank approximation, but the results for CP-EP and G-EP
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are quite different. For CP-EP it is seen that the posterior mean in the positive region is
accurate, but the CP-EP approximation underestimates the uncertainty in general. The
grouping effect for G-EP is clearly seen in the topmost panel in the last column, but despite
the staircase pattern the posterior mean and variance are accurately recovered. The second
and the third row in Figure 3 show the reconstructions of x and z. We see that all of the
four approaches accurately reconstruct the true quantities despite the approximation of the
posterior distribution of γ.
7.3 Experiment 3: Phase transitions for a single measurement vector
The purpose of this experiment is two-fold. The experiment serves to validate the inference
algorithm, but it also serves to quantify the relationship between the recovery performance
of the algorithm as a function of the undersampling ratio. It is well-known that the quality
of the inferred solutions strongly depend on both the undersampling ratio δ = N/D and the
number of non-zeros K = ||x||0 and that linear inverse problems exhibit a phase transition
from almost perfect recovery to no recovery of solution x in the (δ,K)-space (Donoho and
Tanner, 2010; Donoho et al., 2011). We hypothesize that the phase transition curves for
signals with structured support can be improved, so that we can recover structured sparse
signals using fewer measurements for a given number of non-zero coefficients K by taking
advantage of the structure. We investigate this hypothesis by measuring the recovery perfor-
mance of the EP algorithms as a function of the undersampling ratio N/D and compare
with state-of-the-art probabilistic methods that ignore the structure of the support.
Using a squared exponential kernel for γ with variance κ21 = 50 and lengthscale κ2 = 10, we
generated 100 realizations of x0 from the prior for D = 500. We fixed the expected sparsity
to K = 14D = 125 by choosing the prior mean of γ to ν = φ
−1 (1
4
)
(1 + κ21). As the recovery
performance is very sensitive to the number of non-zero coefficients, we conditioned each
sample of x on ||x||0 = K by discarding samples where ||x||0 6= K to reduce the variance
of the resulting curves for NMSE and F-measure. For each of the samples, we generated
measurements y ∈ RN through the linear observation y = Ax0 + e for a range of values
for N . The forward model A is a Gaussian i.i.d. ensemble, where the column have been
scaled to unit `2-norm. The noise e ∼ N
(
0, σ2
)
is zero-mean Gaussian noise, where the
noise variance σ2 is chosen such that the signal-to-noise (SNR) ratio is fixed to 20dB. We
choose values of N such that ND ∈ [0.05, 0.10, ..., 0.95].
We compare our methods with Bernoulli-Gaussian Approximate Message Passing (BG-
AMP) (Vila and Schniter, 2013), Orthogonal Matching Pursuit (OMP) (Needell and Tropp,
2010) and an “oracle” estimator, which computes a ridge regression estimate based on
knowledge of the true support. In this work, we use the BG-AMP method as baseline. It
uses a (generalized) approximate message passing algorithm (Sundeep, 2010) for inference in
a probabilistic model with i.i.d. spike-and-slab priors and a Gaussian likelihood. The AMP
algorithm is closely related to EP algorithm (Meng et al., 2015), and the phase transition
curve for BG-AMP is state of the art to the best of our knowledge. The OMP algorithm is a
non-probabilistic greedy method, that iteratively select the column of A that correlate best
with the current residuals until a pre-specified number of columns have been selected. The
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Figure 4: Performance of the methods as a function of undersampling ratio N/D for T = 1.
We compare full EP (EP, Spatial), EP with diagonal prior covariance (IEP),
the common precision approximation (CP-EP) and the low rank approximation
(LR-EP). The results are averaged over 100 realization.
regularization parameters for the ridge regression is fixed to λ = 10−3 for all runs. Finally, for
comparison we also apply the proposed EP algorithm with a diagonal prior covariance matrix,
which correspond to the conventional independent spike-and-slab prior (IEP). We provide
BG-AMP and OMP with prior knowledge of the true number of non-zero variables in x0
and the noise variance used to generate the observations. The results are shown in Figure 4.
The two black curves in Figure 4 show the results for BG-AMP (black, solid) and EP
with diagonal prior covariance (black, dashed). Both of these methods are based on conven-
tional independent spike-and-slab priors. It is seen that the methods with prior correlation,
that is EP (blue), CP-EP (cyan), and LR-EP (red, dashed), are uniformly better than
the methods with independent priors both in terms of NMSE and F-measure. In fact,
these methods achieve as good performance as the support-aware oracle estimator around
N/D = 0.6 in terms of NMSE. Furthermore, it is also seen that the two approximations
CP-EP and LR-EP are indistinguishable from the full EP algorithm in terms of accuracy.
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Panel (c) and (d) show the number iterations and the run time per iteration for the EP-based
methods. Here it is seen that IEP has the lowest computational complexity per iteration,
but the CP-EP and LR-EP are almost as fast.
7.4 Experiment 4: Compressed sensing of optical characters
In this experiment, we apply the structured spike-and-slab model with Gaussian likelihood
to an application of compressed sensing (Donoho, 2006) of numerical characters from the
MNIST data set (LeCun et al., 1998; Herna´ndez-Lobato et al., 2013). The images of the
numerical digits are 28 pixels×28 pixels and they are represented as vectors x0 ∈ R784. The
objective is to reconstruct x0 from a small set of linear and noisy measurements y = Ax0+.
The sensing matrix A is sampled independently from a standardized Gaussian distribution,
that is Ani ∼ N (0, 1) and the noise variance is scaled such that the SNR is fixed 10dB.
We use a squared exponential kernel with a single lengthscale defined on the 2D image grid
to encourage the neighbourhood structure expected in the images. We impose a Gaussian
prior distribution on ν0 with zero mean and variance κ
2
1, that is ν0 ∼ N (0, κ21) and integrate
over ν0 analytically to get the kernel function
k(i, j) = κ21 + κ
2
2 exp
(
−‖di − dj‖
2
2
2κ23
)
, (73)
where di is the image grid coordinates of γi. We assume that the noise variance is known
and we fix the prior mean and variance of the ’slab’ component to a standardized Gaussian
with ρ0 = 0 and τ0 = 1. Thus, the hyperparameters to be learned are Ω = {κ1, κ2, κ3}. For
the CCD procedure, we have to choose prior distributions for the hyperparameters. For
the lengthscale parameter, we can use the fact that the ’pen’ is roughly a few pixels wide
on average and choose a log-normal prior with mean 4 and standard deviation 2, that is
κ3 ∼ LN
(
4, 22
)
. The 10’th and 90’th percentiles for this distribution are approximately
2 and 7, respectively. For the remaining two hyperparameters, we will use the same prior
distribution, that is κ1, κ2 ∼ LN
(
4, 22
)
, but for a different reason than for the lengthscale
parameter κ3. The mode of the distribution LN
(
4, 22
)
is approximate 2.9 and then the
10’th and 90’th percentiles of the distribution of φ(γ) for γ ∼ N (0, 2.92) are approximately
0.0001 and 0.9999, respectively. Furthermore, the choice of lognormal priors generally works
well for the CCD scheme, which can yield poor performance if the distributions have too
heavy tails.
We use the low-rank approximation for all computations in this experiment. Figure 5(a)–(b)
show the NMSE reconstruction error and F measure as a function of the undersampling ratio
N
D . In this experiment, we also compare with the BGAMP method, which is informed about
the noise level. We also use a standardized Gaussian as slab distribution for BGAMP. The
black curves in panels (a) and (b) show the performance for the model when the hyperparam-
eter are fixed to the initial values. It is seen that for small undersampling rates N/D < 0.5,
we obtain slightly better results in terms of NMSE when adapting the hyperparameters,
but we get a uniform improvement in terms of the F measure. Figure 5(c)–(e) show the
estimated values for the hyperparameters as a function of the undersampling ratio. It is seen
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(a) NMSE (b) F-measure
(c) Bias κ1 (d) Magnitude κ2 (e) Lengthscale κ3
Figure 5: Performance of compressed sensing of numerical digits as a function of undersam-
pling ratio. Panels (a) and (b) show the NMSE and F-measure, while panels (c)–(e)
show the estimated values of the hyperparameters as a function of the undersam-
pling ratio. For the CCD method, the panels (c)–(e) show the CCD-weighted
average of the hyperparameters.
Figure 6: Posterior mean of z for compressed sensing of numerical digits, where N/D ≈ 0.3.
The panels in the top row show the posterior mean of the support, while the
panels in the bottom row show the posterior mean of signal. Figure 7 shows the
posterior distributions of the row indicated the dashed line.
that the ML solution tends to overestimate the lengthscale for small sample sizes. In this
case, only weak information are propagated from the observations to the prior of γ and thus
the model becomes over-regularized. It is also seen that the bias and magnitude parameters
are correlated as expected from the relationship in eq. 8, (see Appendix D for more details).
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(a) Posterior γ (b) Posterior support (c) Posterior signal
Figure 7: Comparison of the posterior distribution of γ, z and x for the row shown by the
green dashed line in Figure 6 for N/D ≈ 0.3.
Method Training error Test error Train LPPD Test LPPD
NBSBC 9.7 (±0.3) 19.5 (±0.1) −42.7 (±0.8) −698.6 (±3.3)
LR-EP (ML) 13.3 (±0.3) 19.4 (±0.1) −50.6 (±0.8) −673.8 (±2.2)
LR-EP (CCD) 13.4 (±0.3) 19.2 (±0.1) −50.7 (±0.8) −665.5 (±1.5)
Table 2: Results for phoneme classification experiment
Figure 6 shows the posterior mean of the support for each method for N/D ≈ 0.3, where it
is seen that we obtain a qualitative and quantitative improvement of the support estimate
by taking a priori knowledge into account and integrating over the uncertainty. Figure 7
shows the posterior distribution for γ, z and x for the line indicated by the green dashed
line in Figure 6(a). Recall, that the posterior distributions obtained using CCD are finite
mixture models. The thin gray lines in left and center columns show the posterior mean of
the individual mixture components, while the solid colored lines and the shaded areas show
the mean and variance of the mixture distributions, respectively. From the center panel, it
is seen all methods fail to capture the true support perfectly, but the mean of the support
of the CCD solution are significantly improved compared to the ML solution and more
interestingly, the CCD solution also has high variance in the region, where it is wrong. These
uncertainties are not properly reflected in the NMSE and F metrics, but the log posterior
density of the true support of the ML solution is −181.654, while the same quantity for the
CCD method and BG-AMP evaluate to −74.181 and −339.065, respectively.
7.5 Experiment 5: Phoneme recognition
In this experiment, we consider the task of phoneme recognition (Hastie et al., 2001;
Hernandez-Lobato et al., 2011). In particular, we consider the problem of discriminating
between the spoken vowels ”aa” and ”ao” using their log-periodograms as features. The
data set consists of 695 and 1022 utterances of the vowels ”aa” and ”ao”, respectively, along
with their corresponding labels. The response variable in this experiment is binary and
therefore we use the probit model rather than the Gaussian observation model.
Each log-periodogram has been sampled at 256 uniformly spaced frequencies. The left-most
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(a) The two classes (b) Difference in mean
Figure 8: a) The frequency-wise mean and standard deviation of the log-periodogram of the
two spoken vowels ”aa” and ”ao”. b) The difference of the two mean signals.
panel in Figure 2 shows the frequency-wise mean and standard deviation of the two classes
and the right-most panel shows the difference of the two mean signals. We choose a squared
exponential kernel for γ since it is assumed that frequency bands rather than single frequen-
cies are relevant for discriminating between the two classes. The total number of observations
is 1717 and we use N = 150 examples for training and the remaining 1567 examples for testing.
We repeat the experiment 100 times using different partitions into training and test sets. The
training and test sets are generated such that the prior odds of the two classes are the same
for both training and test. The number of input features is D = 257 (256 frequencies + bias).
We use the low rank approximation for this experiment, and we choose the number of
eigenvectors such that 99% of the total variance in Σ0 is explained. We use the maximum
likelihood method and the CCD marginalization method for the hyperparameter inference.
We choose the prior mean of x as ρ0 = 0 to reflect our ignorance on the sign of the active
weights and we impose a half Student’s t distribution on the prior standard deviation of the
x, that is
√
τ0 ∼ t+(df = 4), which is considered to be weakly informative.
As in the compressed sensing experiment, we impose a zero-mean normal distribution
on the prior mean of γ and integrate it out analytically to obtain a kernel of the form
given in eq. (73). Compared to the compressed sensing example, our a priori knowledge
of the structure of the support are more diffuse, but we expect that the lengthscale is
significantly smaller than the number of frequency bins. Therefore, we choose a log-normal
prior with mean 40 and standard deviation 30, that is κ3 ∼ LN
(
40, 302
)
. The 5’th and
95’th percentiles for this distribution is approximately 10 and 100, respectively. For the
remaining two hyperparameters, we use the same two prior distributions as in the previous
experiment, that is κ1, κ2 ∼ LN
(
4, 22
)
. To predict the label of a new observation, we
compute the predictive distribution by integrating the probit likelihood with respect to the
approximate posterior distribution of the weights.
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(a) Posterior γ (b) Posterior support (c) Posterior signal
Figure 9: Comparison of the posterior distribution of γ, z and x for ML and CCD hyper-
parameter inference. The posterior distribution for the CCD approximation is
a mixture model and the thin black solid lines show the posterior mean of each
individual component. These are omitted for the posterior of the signal to improve
visual clarity.
We compare our method against the network-based sparse Bayesian classification (NB-
SBC) method, which also uses EP to approximate the posterior distribution of linear model
with coupled spike-and-slab priors. Instead of using a Gaussian process to encode the
structure of the support, the NBSBC model encodes the structure in a network using a
Markov random field prior. This method has been shown to outperform competing method
on this specific problems (Hernandez-Lobato et al., 2011).
Table 2 summarizes the performance of the methods based on the average number of
misclassifications and average log posterior predictive density (LPPD). It is seen that the
LR-EP (ML) method achieves similar performance in terms test error as the NBSBC method,
but it performs marginally better in terms of test LPPD. On the other hand, it is seen
that the LR-EP (CCD) method outperforms both other methods. The panels in Figure 9
shows the posterior distributions of γ, z and x. The posterior distribution for the CCD
approximation is a finite mixture model and each of the thin black lines shows the posterior
mean for each individual mixture component. However, these are omitted for the posterior
of x to improve the visual clarity of the figure. Based on Figure 2(b), we expect the weights
for the frequencies between bin 35 and bin 70 to most discriminative of the two classes and
it is seen that both the ML method and the CCD method have high posterior probabilities
for the support in the region.
7.6 Experiment 6: Spatio-temporal example
In the previous experiments the focus was on problems with only one measurement vector,
whereas in this and the following experiments we consider problems with multiple measure-
ment vectors. Specifically, in this experiment we qualitatively study the properties of the
proposed algorithm in the spatio-temporal setting using simulated data. We have synthesized
a signal, where the support set satisfies the following three properties: 1) non-stationarity, 2)
spatiotemporal correlation, and 3) the number of active coefficients change over time. The
support of the signal is shown in panel (a) in figure 10. Based on the support set, we sample
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the active coefficients from a zero-mean isotropic Gaussian distribution. We then observe the
desired signal X through linear measurements Y = AX+E, where both the forward model
A and the noise E is sampled from a zero-mean isotropic Gaussian distribution. The noise
variance is scaled such that the SNR is 5dB. We apply our proposed method to estimate X
given the forward model A and the observations Y .
Panel (b) in figure 10 shows the reconstructed support Z using the proposed EP algo-
rithm with a diagonal prior covariance matrix on Γ, which implies no prior correlation in
the support. The panels (c)–(f) shows the reconstructed support for full EP, low rank EP,
common precision EP and group EP, which all assumes that the prior covariance matrix for Γ
is a Kronecker product of two squared exponential components. For the group approximation
the group size is chosen to 5 and 10 in the spatial and temporal dimension, respectively,
and for the low-rank approximation the rank is chosen such that the minimum number
of eigenvectors explain 99% of the variance in the prior. All hyperparameters are chosen
by maximizing the approximate marginal likelihood. By inspecting the panels (a)–(f) it is
seen that the reconstructed support is qualitatively improved by modeling the additional
structure. Furthermore, the reconstructions using the approximation schemes do not differ
significantly from the result using full EP.
Panels (g)–(j) shows the marginal likelihood approximation as a function of the spatial and
temporal length scale of the prior covariance matrix for the proposed methods, while the
panels (k)–(g) show the corresponding NMSE between the reconstructed coefficients Xˆ and
the true coefficient X. The black curves superimposed on the marginal likelihood plots show
the trajectories of the optimization path for the length-scales of the prior distribution starting
from four different initial values. It is seen that the marginal likelihood approximation is
unimodal and correlates strongly with the NMSE surface, which suggests that it is reasonable
to tune the length-scales of the prior covariance using the marginal likelihood approximation.
However, we emphasize that this is not always the case and for some problems this indeed
leads to suboptimal results.
7.7 Experiment 7: Phase transitions for multiple measurement vectors
The multiple measurement vector problem also exhibits a phase transition analogously to
the single measurement vector problem described in Experiment 3 (Cotter et al., 2005; Ziniel
and Schniter, 2013a; Andersen et al., 2015). In this experiment, we investigate how the
location of the phase transition of the EP algorithms improves when the sparsity pattern of
the underlying signal is smooth both in space and time and multiple measurement vectors
are available. Using a similar setup as in Experiment 3, we generate 100 realizations of X
from the prior specified in eq. (10)–(12) such that the total number of active components is
fixed to K = 14DT = 2500. The covariance structure is of the form Σ0 = Σtemporal⊗Σspatial,
where both the temporal and spatial components are chosen to be squared exponential
kernels. Figure 11 shows an example of a sample realization of Γ,Z and X from the prior
distribution. For each of the realizations of X, we generate a set of linear observations
Y = AX + E, where the forward model A is Gaussian i.i.d. and Ent ∼ N
(
0, σ2
)
is
zero-mean Gaussian scaled such that the SNR is fixed to 20dB. For reference we compare our
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Figure 10: Results for a simulated spatio-temporal example with D = 100, T = 30, N =
33 and SNR = 5dB. Panels (a)–(f) compare the true sparsity pattern and
the reconstructed sparsity patterns and panels (g)–(n) show the approximate
marginal likelihood and the MSE error metric as a function of the spatial and
temporal length-scale. For the low rank approximation (LR-EP), the number
of eigenvectors is chosen to explain 99% of the variance and the group size for
group approximation (G-EP) is chosen to 5 and 10 in the spatial and temporal
dimensions, respectively.
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Figure 11: Example of a realization of the synthetic signals in Experiment 6.
methods against BG-AMP (Vila and Schniter, 2013) and DCS-AMP (Ziniel and Schniter,
2013a). The DCS-AMP method is a temporal extension to the BG-AMP method (see
Experiment 3 for a brief description), and it uses approximate message passing inference
based on spatially i.i.d. spike-and-slab priors, but assumes that the binary support variables
evolve in time according to a first order Markov process. Both BG-AMP and DCS-AMP
methods are informed about the true number of active coefficients and the true noise level.
The results are shown in figure 12.
The method LR-EP (blue) assumes that the sparsity pattern is spatially correlated,
but independent in time. The method LR-K-EP (red, dashed) applies the low rank approxi-
mation to EP and assumes that the sparsity pattern is spatio-temporally correlated and
that the prior covariance for Γ is described by a Kronecker product (hence the prefix “-K”).
Similarly, the methods CP-K-EP (cyan) and G-K-EP (magenta) have the same assumptions
about the sparsity pattern, but use the common precision approximation and the group
approximation, respectively. For G-K-EP we use groups of 5 in both the spatial dimension
and temporal dimension. In this experiment, we do not run full EP with the spatiotemporal
prior because it would be prohibitively slow.
On panel (a) in figure 12 it is seen that as the number of measurements increase, all
methods eventually reach the NMSE level of the support-aware oracle estimator, but the
general picture is that the more structure a method takes into account (i.i.d. sparsity vs.
spatial sparsity vs. spatio-temporal sparsity), the better it performs in terms of NMSE.
In particular, at N/D ≈ 0.3 BG-AMP achieves NMSE ≈ 0.63 and LR-EP achieves NMSE
≈ 0.44 while LR-K-EP and CP-K-EP achieve NMSE ≈ 0.24. Panel (b) shows a similar
picture for F-measure. Furthermore, it is seen that the performance of LR-K-EP and
CP-K-EP are similar and slightly better than the performance of G-K-EP both in terms of
NMSE and F-measure. However, the G-K-EP approximation has the lowest computational
complexity per iteration as seen in panel (d). In terms of run time the EP-methods are slower
compared to the AMP-based methods, which have linear time complexity in all dimensions.
However, the EP methods are not limited to Gaussian i.i.d. ensembles as the AMP-based
methods are.
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Figure 12: Performance of the methods as a function of undersampling ratio N/D for T =
100. We compare low-rank EP with spatial structure only (LR-EP, Spatial), low
rank EP spatio-temporal kronecker structure (LR-L-EP), the common precision
EP with spatio-temporal kronecker structure (CP-K-EP), group EP with spatio-
temporal kronecker structure (G-K-EP), the low rank approximation (LR-EP)
with BGAMP and DCSAMP. The results are averaged over 100 realization.
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Figure 13: The number of active dipoles sources as a function of the time for the common
precision approximation (CP-EP) and the LASSO, the Multi-task LASSO and
the fused LASSO for a face perception experiment. The stimuli was presented at
time t = 0.
7.8 Experiment 8: EEG Source Localization
In the final experiment, we apply the proposed method to an EEG source localization
problem (Baillet et al., 2001), where the objective is to infer the locations of the active
sources on the cortical surface of the human brain based on electroencephalogram (EEG)
measurements. The brain is modelled using a discrete set of current dipoles distributed on
the cortical surface and Maxwell’s equations then describe how the magnitudes of the dipole
sources relate to the EEG signals measured at the scalp. We apply the proposed method to
an EEG data set, where the subjects are presented with pictures of faces and scrambled
faces. The data set is publicly available and the experimental paradigm is described in
(Henson et al., 2003). The data set has N = 128 electrodes and contains a total of 304
epochs with roughly 150 epochs of each of the two conditions: face or scrambled face. Each
epoch has a duration of roughly 800ms corresponding to T = 161 samples in time and the
stimuli is presented at t = 0s. We generated a forward model1 with 5124 dipole sources,
that is A ∈ R128×5124. To encourage spatio-temporal coherence of the sources, we choose
the covariance matrix for Γ to be of the form Σ0 = κ
2 ·Σtemporal ⊗Σspatial, where both the
temporal component and spatial component are squared exponential kernels with individual
length-scales. For simplicity, we use the Euclidean distance to compute the pairwise distances
among the dipole sources as opposed to the more advances approach, where the distances
are computed within the manifold defined by the cortex.
The resulting inverse problem has N = 128 measurements, T = 161 measurement vec-
tors and D = 5124 unknowns per time point and a total of DT = 5124 · 151 = 824964
unknowns. The forward model has a condition number of cond (A) = 3.1099 · 1015. Thus,
the problem instance is both heavily ill-posed and ill-conditioned. Because of the dimensions
1. We used the SPM8 software (Ashburner et al., 2010).
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of this problem we use the common precision approximation for this data set. In fact, a
low rank approximation of the prior covariance matrix Σ0 will require 3961 eigenvectors to
explain 90% of the variance and the matrix low rank eigenvector matrix U ∈ R824964×3691
would then require more than 20GB of memory to store in 64 bit double precision.
Tuning the hyperparameters using the approximate marginal likelihood estimate leads
poor solutions for this data set. In particular, the length-scales were significantly overesti-
mated, which is consistent with what we observed in the compressed sensing experiment for
very small samples sizes (see Figure 5(e)). However, manually specifying the hyperparameters
using prior knowledge (spatial lengthscale 10mm, temporal lengthscale 50ms and magnitude
κ2 = 10, prior mean 0), yields a posterior approximation with several interesting aspects.
Ideally, we would compare the findings with the same posterior quantities for the BG-AMP
and DCS-AMP methods as discussed earlier, but the highly correlated columns of the
forward model make the AMP-approximations break down as they assume that the entries
of the forward model are sampled from an Gaussian i.i.d. distribution. Instead, we compare
with the LASSO2 (Tibshirani, 1994), the multi-task LASSO2 (Obozinski et al., 2006) and the
fused LASSO3 (Tibshirani et al., 2005). The LASSO, the Multi-task LASSO and the fused
LASSO all minimize a quadratic reconstruction error subject to an `1 constraint, but the
Multi-task LASSO also assumes that the sparsity pattern is constant in time (joint sparsity)
and the fused LASSO has an additional constraint on the temporal first-order difference of
the solution
∑
i,t |xi,t−xi,t−1|. The regularizing parameters are chosen using cross-validation.
Figure 13 shows the number of active dipole sources as a function of time for each method.
The reconstructed support for both CP-EP and the fused LASSO are well-localized in
time, whereas the distribution of active sources for LASSO are very diffuse in time. For
the CP-EP method, it is seen that the number of active sources is zero until roughly time
t ≈ 150ms, where the number of active sources increase and peaks at t ≈ 180ms, which is
roughly consistent with the known time delay of 170ms for the face perception, that is the
so-called N170 ERP component (Itier and Taylor, 2004). Figure 14 shows a visualization
of the estimated sets of active sources for time t = 180ms from a top view, a side view
and a bottom view, respectively. Interestingly, CP-EP detects four spatially coherent areas:
left and right occipital and fusiform face areas that are associated with the face perception
(Henson et al., 2009). The LASSO, the Multi-task LASSO and the fused LASSO also detect
several active dipoles in the left and right occipital areas, but they also detect active sources
distributed over the entire cortex as seen in the top row.
Thus, from this experiment we conclude that this problem is too ill-posed for learning
the hyperparameters of the model, but we can still extract meaningful information from the
data using the model if we have access to additional a priori information. However, learning
regularization parameters for neuroimaging problems are in general a difficult (Varoquaux
et al., 2017).
2. We used the implementation in scikit-learn toolbox (Pedregosa et al., 2011)
3. We used the implementation in SPAMS toolbox (Jenatton et al., 2010; Mairal et al., 2010).
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(a) CP-EP (b) LASSO (c) LASSO Multitask (d) LASSO Fused
(e) CP-EP (f) LASSO (g) LASSO Multitask (h) LASSO Fused
(i) CP-EP (j) LASSO (k) LASSO Multitask (l) LASSO Fused
Figure 14: Estimate support sets for each method at time t ≈ 180ms for the face perception
experiment. The top, middle and bottom rows show the brain from the top, side
and bottom respectively.
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8. Summary and Outlook
In this work, we have addressed the problem of solving multiple underdetermined linear
inverse problems subject to a sparsity constraint. We have proposed a new generalization
of the spike-and-slab prior distribution to encode a priori correlation of the support of the
solution in both space and time by imposing a transformed Gaussian process on the spike-
and-slab probabilities. An expectation propagation (EP) algorithm for posterior inference
under the proposed model has been derived. Computations involved in EP updates scale
like O (D3T 3) where D is the number of features and T is number of inverse problems,
hence for large scale problems, the standard EP algorithm can be prohibitively slow. We
therefore introduced three different approximation schemes for the covariance structure
to reduce the computational complexity. First, assuming that the prior has a Kronecker
decomposition brings complexity O (D3 + T 3), based on this decomposition, a further K-
rank approximation brings a reduction of complexity to O (K2DT ), we also proposed a
common precision approximation of complexity O (D2T + T 2D), and finally a scheme based
on spatio-temporal grouping of variables effectively reducing D and T by the grouping factor.
We also discussed several ways to handle unknown hyperparameters, including maximum
likelihood estimates, maximum a posterior estimates and efficient numerical integration
using central composite design (CCD) approach.
We investigated the role of the spatio-temporal prior and the approximation schemes
in a series of experiments. First we studied a simple 1D problem with spatial, translational
invariant smoothness of the support (single measurement case, T = 1). For a signal with
two small connected components in the support, we illustrate the solutions for variable
smoothness of the prior. For a wide range of prior parameters the correct form of the support
is recovered, while the two support regions were found to merge in a single region as the
smoothness length scale approaches the distance between the two regions. In the second
experiment we investigated the role of the three covariance function approximations, also in
a single measurement setup (T = 1). We found that all approaches accurately reconstruct
the true simulated support and inverse problem solutions despite the approximation of the
Gaussian process posterior. It is well-known that the quality of the inferred solutions strongly
depends on both the undersampling ratio and the sparsity level of the true solution. We
investigated how the location of the phase transition is improved by invoking the smoothness
prior. We found that the methods based on assumed prior correlation, were uniformly better
than the methods with independent priors both in terms of the quality of normalized mean
square error and in terms of their accuracy of support recovery (F-measure). The covariance
approximation schemes are almost as fast as the scheme without smoothness, while yielding
greatly improved performance.
In the experiments 4 and 5, we investigated two applications: compressed sensing of
numerical characters and phoneme recognition, respectively. In the former, we demonstrated
how the quality of the reconstructed digits was improved using the structured prior. We
also found that for the severely undersampled problems, maximum likelihood learning tends
to overestimate the lengthscale of the kernel, which in turn lead to poor estimates of the
support of and the weight. However, we also demonstrated how this could be alleviated by
41
Andersen, Vehtari, Winther and Hansen
imposing a proper prior distribution to the lengthscale parameter and integrating over the
uncertainty using CCD. In the latter experiment, we demonstrated how the probit likelihood
can be used to extend to model binary sparse classification problems and we found that our
algorithm compare well with published benchmarks.
In a sixth experiment we studied the properties of the proposed algorithms in the spatio-
temporal setting using simulated data. Signals were synthesized so that the support set
showed non-stationarity, spatio-temporal correlation and so that the cardinality of the
support set changed over time. We estimated prior hyperparameters by optimizing the
approximate marginal likelihood and found they converged to optimal settings in all cases.
We found that there was a good correspondence between the approximate marginal likelihood
and the solution’s quantitative performance measure (NMSE).
Also for the multiple measurement vector problem it is known that there is a phase transition-
like dependence of the solution quality on undersampling ratio. In the sixth experiment
we investigated how the location of the phase transition of the EP algorithms improved
when the sparsity pattern of the underlying signal is smooth in both space and time for
the multiple measurements case. We compare our various approximate solvers with the
state-of-the-art tools based on approximate message passing: BG-AMP, DCS-AMP, both
of which were informed about the true number of active coefficients and the true noise
level. The full EP was too demanding to run for this problem. Significant improvement
were found for the methods that exploited sparsity structure. Comparing performance with
AMP methods, the EP methods performed best both in terms of identifying the support (F
measure) and in terms of NMSE. Run times for the EP-methods were longer compared to the
AMP-based methods, which have linear complexity in all dimensions. We noted importantly
that the EP methods also can be used for more general forward model ensembles (A), while
the AMP-based methods assume a Gaussian i.i.d. ensemble.
In the final experiment, we applied the proposed methods to the hard problem of EEG source
localization; data for this experiment was derived from a publicly available brain imaging
data set designed to detect brain areas involved in face perception (Henson et al., 2003). This
was a larger scale application with N = 128 measurements and a total number of 824964
unknowns, hence, only the common precision approximation was feasible. Furthermore, the
forward model was very ill-conditioned in contrast to the well-conditioned i.i.d. ensembles
considered in the simulations. For this data set, the hyperparameters of the kernel, for
example, spatial and temporal lengthscale, could not be estimated from the data and thus,
additional prior knowledge was required to perform inference. In spite of these challenges
highly interesting results were obtained: All four main foci of activation as earlier detected
by fMRI, but not in these EEG data by other inference schemes, were here found to have
well-defined and spatially extended support by the new approximate inference scheme. In
contrast to fMRI EEG allowed us to monitor the dynamics in these areas in high temporal
resolution.
This work has led to several interesting lines of research. First of all, from the the compressed
sensing experiment as well as the source localization experiment, we concluded that the
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lengthscale parameter of the kernel cannot be learned from the data if the problem is too
ill-posed. Thus, in future work we will extend the model to handle EEG data for multiple
subjects simultaneously in a hierarchical manner, which allows us to use much more data
to estimate the hyperparameters. Future studies also include an analysis of the phase
transitions of the approximate log marginal likelihood in the hyperparameter space of the
spatiotemporal prior as discussed in Experiment 1. Furthermore, we also plan to apply the
proposed algorithms to brain decoding problems, for example, in classification of fMRI task
pattern data sets. Finally, we also plan to investigate the use of spatio-temporal sparsity
priors for factor models like PCA and ICA.
Appendix A. Moments computations for f2,t,j
In this section, we consider the update for the terms f˜2,t,j (xt,j , zt,j). First we compute the
so-called cavity distribution Q\2,t,j (xt,j , zt,j) by removing the contribution of f2,t,j(xt,j , t, j)
from the marginals of the joint approximation Q (x, z,γ)
Q\2,t,j(xt,j , zt,j) =
Q (xt,j , zt,j)
f˜2,t,j (xt,j , zt,j)
=
N
(
xt,j
∣∣mˆt,j , Vˆt,j)Ber (zt,j∣∣φ (γˆt,j))
N
(
xt,j
∣∣mˆ2,t,j , Vˆ2,t,j)Ber (zt,j∣∣φ (γˆ2,t,j))
= K\2,t,j · N
(
xt,j
∣∣mˆ\2,t,j , Vˆ \2,t,j)Ber(zt,j∣∣φ(γˆ\2,t,j)) , (74)
where
vˆ\2,t,j =
[
Vˆ −1jj − vˆ−12,t,j
]−1
, (75)
mˆ\2,t,j = vˆ\2,t,j
[
Vˆ −1t,jjmˆt,j − vˆ−12,t,jmˆ2,t,j
]
, (76)
γˆ\2,t,j = γˆ3,t,j . (77)
Note that the cavity parameter for γ for f2,t,j is simply equal to γˆ3,t,j (and vice versa) since
γˆ2,t,j and γˆ3,t,j are the only two terms contributing to γt,j .
Next, we minimize the KL-divergence between f2,t,jQ
\2,t,j and q or equivalently matching
the moments between the two distributions. Following the latter approach we first compute
the (unnormalized) moment w.r.t. zt,j
Z1 =
∑
zt,j
∫
zt,jf2,t,j (xt,j , zt,j)Q
\2,t,j (xt,j , zt,j) dxt,j
= φ
(
γˆ\2,t,j
)
N
(
0
∣∣mˆ\2,i − ρ0, Vˆ \2,t,j + τ0) . (78)
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Next, the zeroth moment w.r.t xt,i or the normalization constant of f2,t,jQ
\2,t,j
X0 =
∑
zt,j
∫
f2,t,j (xt,j , zt,j)Q
\2,t,j (xt,j , zt,j) dxt,j (79)
=
∑
zt,j
∫ [
(1− zt,j) δ(xt,j) + zt,jN
(
xt,j
∣∣ρ0, τ0)]N (xt,j∣∣mˆ\2,t,j , Vˆ \2,t,j)Ber(zt,j∣∣φ(γˆ\2,t,j))dxt,j
=
(
1− φ
(
γˆ\2,t,j
))
N
(
0
∣∣mˆ\2,i, Vˆ \2,i)+ φ(γˆ\2,t,j)N (0∣∣mˆ\2,t,j − ρ0, Vˆ \2,t,j + τ0)
=
(
1− φ
(
γˆ\2,t,j
))
N
(
0
∣∣mˆ\2,i, Vˆ \2,i)+ Z1 (80)
We now compute the (unnormalized) first moment w.r.t. xt,j
X1 =
∑
zt,j
∫
xt,jf2,t,j (xt,j , zt,j)Q
\2,i (xt,j , zt,j) dxt,j
= φ
(
γˆ\2,t,j
)
N
(
0
∣∣mˆ\2,t,j − ρ0, Vˆ \2,t,j + τ0) mˆ\2,t,jVˆ \2,t,j + ρ0τ01
τ0
+ 1
Vˆ \2,t,j
= Z1
mˆ\2,t,jτ0 + ρ0Vˆ \2,t,j
τ0 + Vˆ \2,t,j
(81)
and the second (unnormalized) moment w.r.t. xt,j
X2 =
∑
zt,j
∫
x2i f2,i (xi, zi)Q
\2,i (xi, zi) dxi
= φ
(
γˆ\2,i
)
N
(
0
∣∣mˆ\2,i − ρ0, Vˆ \2,i + τ0)
 mˆ\2,iVˆ \2,i + ρ0τ0
1
τ0
+ 1
Vˆ \2,i
2 + 11
τ0
+ 1
Vˆ \2,i

= Z1
(mˆ\2,t,jτ0 + ρ0Vˆ \2,t,j
τ0 + Vˆ \2,t,j
)2
+
τ0Vˆ
\2,i
Vˆ \2,i + τ0
 (82)
The central moments for Q∗ in eq. (21) are given by
E [xt,j ] =
X1
X0
, V [xt,j ] =
X2
X0
− X
2
1
X20
, E [zt,j ] =
Z
X0
. (83)
Appendix B. Moment computations for f˜3,t,j
The moments matching for f˜3,t,j is derived in a similar manner as for f˜2,t,j (see appendix
A for details). First we compute the cavity distribution Q\3,t,j (zt,j , γt,j) by removing the
contribution of f3t,j(zt,j , γt,j) from the marginals of the joint approximation Q
Q\3,t,j(zt,j , γt,j) =
Q (zt,j , γt,j)
f˜3,t,j (zt,j , γt,j)
=
Ber
(
zt,j
∣∣φ (γˆt,j))N (γt,j , µˆt,j , Σˆt,jj)
Ber
(
zt,j
∣∣φ (γˆ3,t,j))N (γt,j , µˆ3,t,j , Σˆ3,t,j)
= K\3,t,j · Ber
(
zt,j
∣∣φ(γˆ\3,t,j))N (γt,j∣∣µˆ\3,t,j , Σˆ\3,t,j) , (84)
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where
Σˆ\3,t,j =
(
Σˆ−1t,jj − Σ−13,t,j
)−1
, (85)
µˆ\3,t,j = Σˆ\3,t,j
(
Σˆ−1t,jjµˆt,j − Σˆ−13,t,jµˆ3,t,j
)
, (86)
γˆ\3,t,j = γˆ2,t,j . (87)
Once again we minimize the KL-divergence between f3,t,jQ
\3,t,j and Q or equivalently
matching the moments between the two distributions. We now compute the moments w.r.t.
γj,t and zj,t of the (unnormalized) tilted distribution
Gm =
∑
zj,t
∫
γmj,t · f3,t,j (zj,t, γj,t)Q\3,t,j (zj,t, γj,t) dγj,t for m = 0, 1, 2, (88)
Z1 =
∑
zj,t
∫
zj,t · f3,t,j (zj,t, γj,t)Q\3,t,j (zj,t, γj,t) dγj,t (89)
We first compute the normalization constant of f3,t,jQ
\3,t,j
G0 =
∑
zt,j
∫
f3,t,j (zt,j , γt,j)Q
\3,t,j (zt,j , γi) dγt,j
=
∑
zt,j
∫
Ber
(
zt,j
∣∣φ (γt,j))Ber(zt,j∣∣φ(γˆ\3,t,j))N (γt,j∣∣µˆ\3,t,j , Σˆ\3,t,j)dγt,j
=
∑
zi
∫ [
(1− zi) (1− φ (γi))
(
1− φ
(
γˆ\3,i
))
+ ziφ (γi)φ
(
γˆ\3,i
)]
N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi
=
(
1− φ
(
γˆ\3,i
))∫
(1− φ (γi))N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi + φ(γˆ\3,i)∫ φ (γi)N (γi∣∣µˆ\3,i, Σˆ\3,i)dγi
Integrals of the form
∫
φ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi can be solved analytically (Rasmussen
and Williams, 2006),∫
φ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi = φ (c3,i) , c3,i , µˆ\3,i√
1 + Σˆ\3,i
. (90)
Inserting this result back into the expression for G0 yields
G0 =
(
1− φ
(
γˆ\3,i
))
(1− φ (c3,i)) + φ
(
γˆ\3,i
)
φ (c3,i) . (91)
We can now compute the moments of the unnormalized distribution
Z1 =
∑
zi
∫
zif3,i (zi, γi)Q
\3,i (zi, γi) dγi
= φ
(
γˆ\3,i
)
φ (c3,i) , (92)
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Then the first moment w.r.t. to zi,t is obtained as E [zi,t] = Z1/G0.
For the moments w.r.t. γi, we get
G1 =
∑
zi
∫
γif3,i (zi, γi)Q
\3,i (zi, γi) dγi
=
∑
zi
∫
γi
[
(1− zi) (1− φ (γi))
(
1− φ
(
γˆ\3,i
))
+ ziφ (γi)φ
(
γˆ\3,i
)]
N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi
=
(
1− φ
(
γˆ\3,i
))∫
γi (1− φ (γi))N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi
+ φ
(
γˆ\3,i
)∫
γiφ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi
=
(
1− φ
(
γˆ\3,i
))[
µˆ\3,i −
∫
γiφ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i) dγi]
+ φ
(
γˆ\3,i
)∫
γiφ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi (93)
Again we turn to (Rasmussen and Williams, 2006) for the analytical solution of the above
integrals
∫
γiφ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i) dγi = φ (c3,i) µˆ\3,i + φ (c3,i) Σˆ\3,iN (c3,i∣∣0, 1)
φ (c3,i)
√
1 + Σˆ\3,i
= φ (c3,i) µˆ
\3,i + φ (c3,i) d3,i, (94)
where we have defined
d3,i ,
Σˆ\3,iN (c3,i∣∣0, 1)
φ (c3,i)
√
1 + Σˆ\3,i
. (95)
Plugging eq. (94) back into eq. (93) and simplifying yields
G1 =
(
1− φ
(
γˆ\3,i
)) [
(1− φ (c3,i)) µˆ\3,i − φ (c3,i) d3,i
]
+ φ
(
γˆ\3,i
)
φ (c3,i)
[
µˆ\3,i + d3,i
]
=
(
1− φ
(
γˆ\3,i
))
(1− φ (c3,i)) µˆ\3,i −
(
1− φ
(
γˆ\3,i
))
φ (c3,i) d3,i + Z1
[
µˆ\3,i + d3,i
]
= (G0 − Z1) µˆ\3,i −
(
1− φ
(
γˆ\3,i
))
φ (c3,i) d3,i + Z1
[
µˆ\3,i + d3,i
]
= G0µˆ
\3,i + (2Z1 − φ (c3,i)) d3,i
(96)
Thus, the first moment w.r.t. γi,t is given by E [γi,t] = G1/G0.
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Similarly, we compute the second moment w.r.t. γi
G2 =
∑
zi
∫
γ2i f3,i (zi, γi)Q
\3,i (zi, γi) dγi
=
(
1− φ
(
γˆ\3,i
))∫
γ2i (1− φ (γi))N
(
γi
∣∣µˆ\3,i, Σˆ\3,i) dγi
+ φ
(
γˆ\3,i
)∫
γ2i φ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i) dγi (97)
The solution to the above integrals are given by (Rasmussen and Williams, 2006)∫
γ2i φ (γi)N
(
γi
∣∣µˆ\3,i, Σˆ\3,i)dγi
= φ (c3,i)
[
2µˆ\3,i
(
µˆ\3,i + d3,i
)
+
(
Σˆ\3,i −
(
µˆ\3,i
)2)− b3,i] (98)
where
b3,i ,
(
Σˆ\3,i
)2
c3,iN
(
c3,i
∣∣0, 1)
φ (c3,i)
(
1 + Σˆ\3,i
) (99)
Furthermore, we define
w3,i , 2µˆ\3,i
(
µˆ\3,i + d3,i
)
+
(
Σˆ\3,i −
(
µˆ\3,i
)2)− b3,i (100)
Substituting the above result back into eq. (97) and rearranging yields
G2 =
(
1− φ
(
γˆ\3,i
))[(
µˆ\3,i
)2
+ Σˆ\3,i − φ (c3,i)w3,i
]
+ φ
(
γˆ\3,i
)
φ (c3,i)w3,i
=
(
1− φ
(
γˆ\3,i
))[(
µˆ\3,i
)2
+ Σˆ\3,i − φ (c3,i)w3,i
]
+ Z1w3,i
(101)
Thus, the second moment is given by E
[
γ2i,t
]
= G2/G0. Finally, the central moments of Q∗
then becomes
E [γj,t] =
G1
G0
, V [γj,t] =
G2
G0
− G
2
1
G20
, E [zj,t] =
Z1
G0
. (102)
These moments completely determine the distribution Q3,new and thus, we compute the
updates for f3,i as follows
Σˆnew3,i =
[
V [γi]−1 −
(
Σˆ\3,i
)−1]−1
, (103)
µˆnew3,i = Σˆ
new
3,i
[
V [γi]−1 E [γi]−
(
Σˆ\3,i
)−1
µˆ\3,i
]
, (104)
γˆnew3,i = d
(
φ (E [zi]) , γˆ\3,i
)
, (105)
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Appendix C. Moments computations for probit likelihood
The purpose of this section is to describe the details of the EP approximation of the
structured spike-and-slab prior with a probit likelihood. Using the notation described in
section 4, the probit likelihood term is given by
f1,t (xt) = p(yt
∣∣xt) = N∏
n=1
φ (yn,tAn,·xt) . (106)
First we compute the cavity distribution Q\1,t,n (x) by removing the contribution of f˜1t,n(x)
from the marginals of the joint approximation Q
Q\1,t,n(xt) =
N (xt∣∣mt,Vt)
f˜1,t,n(xt)
= K\1,t,nN
(
xt
∣∣m\1,t,n,V \1,t,n) , (107)
where
V \1,t,n =
(
Vˆ −1t − Vˆ −11,t,n
)−1
, (108)
m\1,t,n = V \1,t,n
(
Vˆ −1t mˆt − Vˆ −11,t mˆ1,t,n
)
. (109)
for diagonal matrices Vt and V
\1,t,n. The tilted distribution then becomes
qˆ1,t,n (xt) =
1
z1,t,n
φ (yn,tAn,·xt)N
(
xt
∣∣m\1,t,n,V \1,t,n) ,
First we compute the normalization constant, which is given by
z1,t,n =
∫
φ (yn,tAn,·xt)N
(
xt
∣∣m\1,t,n,V \1,t,n) dxt (110)
=
∫
φ (u)N (u∣∣a1,t,n, b1,t,n) du (111)
= φ (c1,t,n) , (112)
where a1,t,n = yn,tAn,·m\1,t,n, b1,t,n = An,·V \1,t,nATn,· and c1,t,n =
a1,t,n√
1+b1,t,n
. Since yn,t ∈
{−1, 1}, yn,t does not appear in the expression for b1,t,n due to square form. Define the
row-vector A˜n = yn,tAn,· ∈ R1×D, then the first moment w.r.t. xt,j is given by
E [xt,j ] =
1
z1,t,n
∫
xt,jφ (yn,tAn,·xt)N
(
xt
∣∣m\1,t,n,V \1,t,n)dxt (113)
=
1
z1,t,n
∫
xt,jφ
(
A˜n,·xt
)
N
(
xt
∣∣m\1,t,n,V \1,t,n)dxt (114)
=
1
z1,t,n
∫
xt,j
∫
φ
(
A˜n,−jx−j + a˜n,jxt,j
)
N
(
xt,−j
∣∣m\1,t,n−j ,V \1,t,n−j )dxt,−jN (xt,j∣∣m\1,t,nj ,V \1,t,njj )dxt,j
(115)
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Performing a change of variable, z = A˜n,−jxt,−j , reduces the inner integral to a one-
dimensional integral and thus, the resulting two nested one-dimensional integrals can be
solved using standard results for Gaussian integrals Rasmussen and Williams (2006). The
resulting moment becomes:
E [xt,j ] = m
\1,t,n
j + α1,t,na˜n,jV
\1,t,n
jj , (116)
where we have defined α1,t,n =
N (z)√
1+b1,t,nφ(z)
. Therefore,
E [xt] = m\1,t,n + α1,t,n ·
(
A˜n,· ◦ diag
(
V \1,t,n
))
. (117)
Carrying out similar calculations for xxT yields
V [xt] = diag
(
V \1,t,n
)
− α1,t,n ·
(
A˜n,·E [xt] + α1,t,n
)
1 + b1,t,n
(
A˜n,· ◦ diag
(
V \1,t,n
))
◦
(
A˜n,· ◦ diag
(
V \1,t,n
))
.
(118)
Using these moments, we compute the updates for f˜1,t,n as follows
Vˆ new1,t,n =
[
V [xt]
−1 −
(
V \1,t,n
)−1]−1
, (119)
mˆnew1,t,n = Vˆ
new
1,t,n
[
V [xt]
−1 E [xt]−
(
V \1,t,n
)−1
m\1,t,n
]
. (120)
Appendix D. On the prior mean and variance of Γ
The purpose of this appendix is to elaborate on the interplay between the prior mean and
the prior variance of Γ. For this analysis we will assume that the Γ has constant mean
µ0 = ν0 1 for ν0 ∈ R, and covariance Σ0 = κ20R0, where 1 ∈ RD is a column vector of
ones and R0 ∈ RD×D is a correlation matrix. Recall from eq. (8) that the marginal prior
probability of zi = 1 is given by
pˆ = p(zi = 1) =
∫
p(zi = 1
∣∣γi)p(γi)dγi = ∫ φ(γi)N (γi∣∣µi,Σ0,ii)dγi = φ( ν0√
1 + κ20
)
.
(121)
It is seen from the above expression that the marginal expected sparsity level is controlled by
ν0 and κ
2
0. Figure 15(a) shows the surface of p(zi = 1) as a function of ν0 and κ
2
0, where the
black dashed isocontours confirm that the same level of marginal expected sparsity can be
obtained for any combination of (ν0, κ
2
0) that satisfies the relationship in eq. (121) for some
pˆ ∈ (0, 1). Also, note that the prior probability pˆ is by definition equal to the expectation of
φ(γi), that is pˆ = Ep(γi) [φ(γi)]. However, as φ is a monotonic function, we can derive the
full distribution of pi = φ(γ) through a change of variable as follows
p(pi) = pγ(φ
−1(pi))
∣∣dφ−1(pi)
dpi
∣∣ = N (φ−1(pi)∣∣ν0, κ20) ∣∣dφ−1(pi)dpi ∣∣ = N
(
φ−1(pi)
∣∣ν0, κ20)
N (φ−1(pi)∣∣0, 1) . (122)
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(a) Expected sparsity vs. prior mean and variance (b) Distribution of φ(γi) for p(zi = 1) =
1
4
Figure 15: Properties of the prior distribution. (a) Marginal prior probability p(zi = 1) as a
function of (ν0, κ
2
0). The black dashed lines are isocontours. (b) Distribution of
pi = φ(γi) for 4 different pairs of (ν0, κ
2
0), but for fixed value of p(zi = 1).
Figure 15(b) shows a plot of the density of pi for 4 pairs of (ν0, κ
2
0) that all satisfy pˆ = E [pi] = 14 .
Thus, increasing κ20 while keeping E [pi] fixed pushes the mass of p(pi) to the boundary values.
Informally, the distribution of p(pi) will approach a mixture of two Dirac distributions at 0
and 1 with weights 1− E [pi] and E [pi], respectively, for very large values of κ20 relative to
ν0 6= 0. In section 6, we discussed maximum likelihood among other methods for learning
the hyperparameters of the structured spike-and-slab model. However, maximum likelihood
learning of ν and κ can in some instances give rise to the similar problems as encountered in
maximum likelihood learning of logistic regression models on data sets, that are completely
separated in one or more dimensions (Gelman et al., 2008). The following small example
illustrates the problem. Consider an instance of y1 = Ax1 + , where x1 is the signal
shown in Figure 16(a) and where the signal to noise ratio is such that the true support of
the signal can be recovered exactly. The dimensions of the forward model is A ∈ R50×100.
Let R be the squared exponential kernel with lengthscale fixed to 8. Figure 16(c) shows
the surface of the marginal likelihood approximation as a function of ν0 and κ
2
0 while the
remaining hyperparameters are kept fixed. The red dot indicates the maximum likelihood
solution constrained to the domain shown in the figure. The red dashed line shows a
plot of the implicit function pˆML = p(zi = 1) = φ
(
ν0√
1+κ20
)
that intersects the maximum
likelihood solution. It is clear that the likelihood surface has a ridge along the curve satisfying
pˆML = φ
(
ν0√
1+κ20
)
and that the likelihood is increasing along that ridge as the magnitude
of ν0 and κ
2
0 increase. Thus, the maximum likelihood solutions pushes to magnitude of ν0
and κ20 to larger and larger values while keeping the sparsity level pˆML fixed and therefore,
gradient-based optimization of the maximum likelihood w.r.t. (ν0, κ
2
0) will never converge.
However, this problem only occurs when the support is separated as in Figure 16(a). Figure
16(f) shows the marginal likelihood approximation surface for y2 = Ax2 + , where x2 in
Figure 16(b). It is now seen that the maximum likelihood solution is well-defined within the
50
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(a) x1 (b) LPD for y1 (flat
prior)
(c) LPD for y1 (stu-
dent t prior)
(d) LPD for y1 (log-
normal prior)
(e) x2 (f) LPD for y2 (flat
prior)
(g) LPD for y2 (stu-
dent t prior)
(h) LPD for y2 (log-
normal prior)
Figure 16: (a) Signal, where the support is contiguous. (b), (c), (d): Log posterior density
for y1 = Ax1 +  with a flat prior, half student t prior (df = 4) and a log normal
prior (mean 6, std. dev 3) for κ0, respectively. (e ) Signal, where the support is
not contiguous.(f), (g), (h): Log posterior density (LPD) for y2 = Ax2 +  with
a flat prior, half student t prior (df = 4) and a log normal prior (mean 6, std. dev
3) for κ0, respectively. The red dashed line shows a plot of the implicit function
pˆML = p(zi = 1) = φ
(
ν0 (1 + κ
2
0)
− 1
2
)
that intersects the maximum likelihood
solution.
interior of R2. The problem is easily fixed by imposing a weakly informative prior on κ0 to
ensure that the solution is always well-defined. To illustrate this, we re-run this experiment
shown in Figure 16(c) with two different priors on κ0. Figures 16(d)-(e) show the results for
a standardized half student t prior with 4 degrees of freedom and a log-normal prior with
mean 6 and standard deviation 3, respectively. Figures 16(g)-(h) show the same plots for
the signal x2. Figure 17 shows the resulting posterior distribution for both signals with and
without priors distributions.
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Abstract
We propose a probabilistic model for estimating
time-varying covariances of a set of multivariate
time series. The instantaneous covariance struc-
ture is modelled using time-varying and non-
negative linear combinations of low rank ma-
trices, where the time-varying weights are con-
trolled by Gaussian processes. We derive a
mean-field inference algorithm for the model and
we demonstrate the performance of the model
using numerical experiments with both synthetic
and real data sets.
1. Introduction
Functional connectivity in the brain, defined as the tempo-
ral correlation between spatially remote neurophysiologi-
cal events (Friston et al., 1993), has attracted a lot of in-
terest from the scientific community during the past two
decades (van den Heuvel & Hulshoff Pol, 2010; Bastos &
Schoffelen, 2015; Fingelkurts et al.; Li et al., 2009; Fris-
ton, 2011). Time-varying functional connectivity (Calhoun
et al., 2014) studies how the temporal correlation of spa-
tially distant regions evolves over time, i.e. the change
in coupling over time rather than change within a single
region over time. We consider the problem of estimat-
ing the instantaneous covariance structure of a set of non-
stationary multivariate time series, which is the underlying
Proceedings of the 33 rd International Conference on Machine
Learning, New York, NY, USA, 2016. JMLR: W&CP volume
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statistical problem in dynamic functional connectivity.
Researchers have proposed several analysis pipelines and
methods for detection and characterization of dynamic
functional connectivity in fMRI BOLD data (Hutchison
et al., 2013; Damaraju et al., 2014; Calhoun et al., 2014;
Gonzalez-Castillo et al., 2015) and in EEG data (Tagliazuc-
chi & Laufs, 2015; Dimitriadis et al., 2009). The majority
of these methods are based on the so-called sliding window
approach, which is a two-step procedure, where the time
series is first divided into overlapping windows after which
some statistic of interest, e.g. correlation or covariance, is
extracted independently for each window. The sliding win-
dow analysis is often followed by a clustering analysis of
the estimated covariance matrices across time and thereby,
implicitly assumes switching dynamics (Allen et al., 2014;
Gonzalez-Castillo et al., 2015).
However, recent studies highlight some significant issues
with the sliding window approach (Hindriks et al., 2015;
Shakil et al., 2016). The window size of the sliding
windows is often chosen as a trade-off between statisti-
cal power (large window) and time resolution (small win-
dows), but in practice it can be difficult to choose the op-
timal window size. Furthermore, due to the high dimen-
sional nature and the relatively slow sampling frequency
in fMRI scans, the number of dimensions is usually much
higher than the number of time points, which can lead to es-
timators with high variance. Furthermore, some evidence
suggests that brain dynamics are continuous rather than dis-
crete switching dynamics (Smith et al., 2012).
To mitigate the above issues, we propose a model-based
approach to time-varying covariance estimation based on
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continuous dynamics rather than discrete switching. The
proposed model can be re-cast as a time-varying sparse
factor model, where the prior variances of the factors are
time-dependent and are modelled by Gaussian processes
(Rasmussen & Williams, 2005). Model and inference are
described in section 2, results on synthetic data sets with
both continuous and discrete switching dynamics as well
as real fMRI data sets are presented in section 3 and related
work in section 4.
2. Model and Inference
We propose to model the fMRI BOLD time series using a
multivariate normal distribution, where the instantaneous
covariance matrix changes slowly as a function of time.
Further, we propose a hierarchical model for simultaneous
analysis of time-varying covariances for multiple subjects
using a latent, shared representation of covariance matrices.
2.1. Model
Let xnt ∈ RD be theD-dimensional observed time series at
time t ∈ {1, 2, . . . , T} for subject n ∈ {1, 2, . . . , N} and
letD be the collection of the all observed time series for all
subjects. The sampling distribution of xnt is assumed to be
xnt ∼ N (0,Σnt ) , (1)
where Σnt is the instantaneous covariance matrix time at t
for subject n. We propose to decompose Σnt into a non-
negative weighted sum of components Sk ∈ RD×D,
Σnt = β
−1I +
K∑
k=1
αnk,tSk, (2)
where S = {Sk}Kk=1 is a dictionary of covariance matrix
components, the coefficients αnk,t ≥ 0 are a set of non-
negative real mixing weights that govern the dynamics, i.e.
αnk,t controls the contribution of Sk to instantaneous co-
variance Σnt at time t for the n’th subject. The parameter
β−1 > 0 is a positive real number controlling the amount
of additive white noise. The covariance matrix components
S and the noise precision β are assumed to be indepen-
dent of time and hence, the second order dynamics of the
time series xnt are governed solely by the set of coefficients
An =
{
αnk,t
}
. The model given in eq. (2) is depicted as a
graphical model in Figure 1(a).
The dictionary of covariance matrix components, S, is
shared across both time and subjects. Loosely speaking, S
is a common basis of covariance matrices for all time points
and all subjects, where (αn1,t, . . . , α
n
K,t) is the coordinates
for the specific covariance matrix at time t for the n’th
subject. This shared representation allows us to pool data
across multiple subjects to estimate each Sk. As we show,
estimating each covariance matrix component, Sk, using
data from multiple subjects simultaneously rather than es-
timating them independently for each subject leads to more
robust estimates.
We estimate the covariance matrix components, S, and the
dynamic mixing weights, A = {An}Nn=1, simultaneously
from the observed time series D. We use the Bayesian
paradigm for inference, i.e. we impose prior distributions
on all random variables of interest to inject our prior as-
sumptions and uncertainty into the model and then we seek
to obtain the posterior distribution of the random variables
given the data. To estimate the quantities of interest, we
use the posterior expectation of the random variables con-
ditioned on the data, e.g. Sˆk = E [Sk|D].
We impose sparsity promoting priors on each Sk for ro-
bustness and improved interpretation and for the mixing
weights, A, we impose prior distributions that promote
both sparsity and smoothness in time. Here the spar-
sity assumption means that the model seeks to explain
the instantaneous covariance matrix for a given subject
using as few covariance matrix components as possible.
The priors are defined in such a way that each αnk,· =
(αnk,1, α
n
k,2, . . . , α
n
k,T ) ∈ RT can have separate correla-
tion length in time, i.e. the model can encode both slow
and rapid fluctuations.
The set of mixing weights A controls the second order dy-
namics. From a Bayesian modeling perspective, there are
many choices of prior distributions on A. In this work,
we choose the prior distribution for A based on the fol-
lowing three desired properties: sparsity, temporal smooth-
ness and non-negativity. Sparsity ensures that only a small
subset of elements from the dictionary S contribute to the
instantaneous covariance Σnt at any given time t. Tempo-
ral smoothness of αnk implies that Σt will change slowly
in time, i.e. two samples xnt and x
n
t′ are more likely to
have similar second order moments, if t and t′ are close in
time. The properties of temporal smoothness and sparsity
can both be interpreted as a way to regularize the model.
Finally, non-negativity is a technical requirement that en-
sures that the instantaneous covariance matrix Σnt remains
positive definite for all time points and for all subjects.
Inspired by the recent success of the use of the so-called
rectified linear transformation in the field of deep learning
(Nair & Hinton, 2010), we model the set of mixing coeffi-
cients as linear rectified Gaussian processes (Rasmussen &
Williams, 2005)
αnk,t = max
(
0, ank,t
)
(3)
ank ∼ GP (mnk ,Cnk ) . (4)
That is, we model each αnk as a rectified linear transfor-
mation of a Gaussian process with prior mean µnk ∈ RT
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Figure 1. Graphical representation of the proposed models. The left-most figure shows the model with subject specific mixing weights
as in eq. (2) and the right-most figure shows the model with shared mixing weights across subjects as in eq. (9). The self-edges of αnk,t
(left-panel) and αk,t (right-panel) are indicating that the mixing weights are correlated in time (Hensman et al., 2013). The variables
ank,t, vk,i, and sk,i have been left out of the figure for clarity.
and prior covariance Cnk ∈ RT×T . Using this construc-
tion, we can explicitly control the smoothness properties of
αnk using the prior covariance matrixCk. Furthermore, the
marginal probability of a given weight αnk,t being non-zero
is given by
p(αnk,t > 0) = p(a
n
k,t > 0) = Φ
 µnk,t√
Cnk,tt
 , (5)
where Φ : R → (0, 1) is the standardized normal cumula-
tive distribution function.
In the proposed hierarchical model, the covariance matrix
components Sk are shared across both subjects and time.
For simplicity, each Sk is assumed to be sparse, symmetric
and of rank one, i.e. Sk = vkvTk , where vk is a sparse vec-
tor. To encourage sparsity of vk we impose the so-called
spike-and-slab prior (Mitchell & Beauchamp, 1988) on vk
as follows
vk = sk ◦ uk (6)
sk ∼
D∏
i=1
Bernoulli (pk) (7)
uk ∼
D∏
i=1
N (0, τk) , (8)
where ◦ is the element-wise Hadamard product, sk,i ∈
{0, 1} is a binary support variable for vk,i, and pk ∈ (0, 1)
is a hyperparameter controlling the degree of sparsity, i.e.
the expected fraction of non-zero entries in vk is pk.
There are two main kinds of experiments in neuroimaging,
namely ”resting state” data – collected while subjects are at
rest and “task” data – collected while subjects are actively
participating in an experimental task. For our purposes, the
task data has the advantage of temporal synchronization i.e.
it is reasonable to expect that all subjects will be in similar
brain states at similar time-points during the experiment.
Thus, we model each subject as i.i.d. observations of the
same underlying spatio-temporal process. In particular, we
assume that both the spatial maps and dynamic weights are
shared, i.e. αk,t = αnk,t for all n. The simplified model
becomes
Σt = β
−1I +
K∑
k=1
αk,tSk. (9)
This modelling assumption is reflected in Figure 1(b).
2.2. Approximate Inference
Since Sk = vkvTk is of rank one, we can rewrite eq. (9) as
Σt = β
−1I + V AtV T , where V =
[
v1 v2 . . . vK
]
and
At = diag (α1,t α2,t . . . αK,t). This form is recognized as
the marginalized covariance matrix of a factor model with
Gaussian latent variables, i.e. xnt ∼ N
(
V znt , β
−1I
)
with
znt ∼ N (0,At) and using the factor model form allows us
to derive a more efficient inference scheme. However, the
exact posterior distribution of the parameters of interest is
intractable and hence, we resort to approximate inference
using a mean-field approximation. We use the family of
Gaussian distributions to approximate the posterior distri-
butions over ak,t and znk,t and we use the family of approx-
imate distributions described in (La´zaro-gredilla & Titsias,
2011) to approximate the posterior of the spike and slab
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variables V . That is,
Q(ak) =
T∏
t=1
N
(
ak,t|γˆk,t, λˆk,t
)
(10)
Q(uk|sk) =
D∏
i=1
N (ui,k|si,kµˆi,k, si,k τˆi,k + (1− si,k)τk)
Q(sk) =
D∏
i=1
Bernoulli(si,k|pˆii,k), (11)
Q(znk ) =
T∏
t=1
N
(
znk,t|ηˆnk,t, θˆnk,t
)
, (12)
where znk = (z
n
k,1, . . . , z
n
k,T ) ∈ RT . We minimize the KL-
divergence, KL [Q||P ], between the approximation Q and
the exact posterior distribution P by optimizing the Evi-
dence Lower Bound (ELBO) (Blei et al., 2016) w.r.t. to the
variational parameters.
3. Numerical Experiments
To study and quantify the performance of the model and the
inference algorithm, we conducted a number of numerical
experiments using both synthetic data and real fMRI data.
There is no notion of ground truth in covariance estimation
using real data and therefore, it is hard to objectively evalu-
ate and compare models. However, experiments using sim-
ulated data allows us to evaluate model performance using
the ground truth quantities.
The model requires a priori specification of the mean func-
tion and the functional form of the prior covariance matrix
in of the Gaussian process prior distribution in eq. (4). In
all experiments, we choose the mean function to be a con-
stant, i.e. mk = mk1 ∈ RT , and we choose the covariance
function forCk to be the Mate´rn covariance (Rasmussen &
Williams, 2005) function plus a scaled identity matrix
Ck(t, t
′) = (13)
ck
[
1+
√
5|t− t′|
`k
+
5|t− t′|2
3`2k
]
exp
[√
5|t− t′|
`k
]
+dkI.
The parameters mk, ck, dk, & `k for each component are
estimated from the training data by maximizing the ELBO.
3.1. Simulations
First we investigate the performance of the model using
simulated data. To quantify the quality of the estimated co-
variance matrices, we use the Log-Euclidean Riemannian
Metric (LERM), which defines a metric on the manifold
of symmetric positive definite matrices (Vemulapalli & Ja-
cobs, 2015; Huang et al., 2015) and is given by
LERM (Σ1,Σ2) = ‖ log (Σ1)− log (Σ2) ‖2F , (14)
where log(·) is the matrix logarithm. More specifically, for
a sequence of estimated covariance matrices
{
Σˆt
}T
t=1
, we
compute the time-averaged LERM-distance to the ground
truth sequence {Σt}Tt=1 as follows
Avg. LERM
(
Σ, Σˆ
)
=
1
T
T∑
t=1
LERM
(
Σt, Σˆt
)
. (15)
To ease interpretation of this metric and to have a frame
of reference, we also compute the Avg. LERM distance
to the empirical covariance matrix for all time points, i.e.
ignoring any second order dynamics.
3.1.1. CONTINUOUS MIXING DATA SET
In the first experiment, we generated time series for a num-
ber of subjects using the model in eq. (9) assuming that
all subjects share the same time-varying covariance struc-
ture. In particular, we generated a sequence of ground
truth covariance matrices Σt using four components and
145 time points, i.e. K = 4 and T = 145. We ran the
experiment with three different of number of dimensions,
D = 10, 30, 50, respectively. The ground truth mixing
weights for the four components are chosen to be a linear
function, a constant function, and two sinusoidal functions
with different frequency, respectively. The ground truth
mixing weights are shown in Figure 2(a) along with the
corresponding covariance matrix components Sk.
For this experiment, we initialized the model usingK = 20
random covariance components. The amount of energy that
the k’th component contributes to the total energy depends
on both Sk and αk and for each k, we computed the en-
ergy contribution for each component as the expectation of
Ek = Trace (Sk)
∑T
t=1 αk,t. Figure 2(c) shows the en-
ergy contribution of each component along with the corre-
sponding estimated component after fitting the model to a
data set with N = 5 subjects. It is seen that the model
correctly identifies four true non-zero components. Figure
2(b) shows the mean of the posterior distribution for αk
superimposed with 2 standard deviations (left panel) and
the corresponding non-zero covariance components (right
panel). There is a scaling ambiguity in the model, i.e. in
eq. (9) we can scale αk with some non-zero constant and
divide Sk with the same constant to obtain the same covari-
ance matrix Σt. To facilitate comparison with the ground
truth values, we scale each estimate of αk such that the
maximum value is 1.
We also compared the performance of the proposed model
to competing methods from the literature1. Specifically, we
1Ideally, we would also compare with the method proposed
by Kastner (2016) (see related work in Section 4), but as far as
we can tell, the associated software package does not support the
problem dimensions used in our experiments.
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Figure 2. Ground truth and model estimates for simulated experiment using continuous mixing dynamics for D = 10 and for N = 5
subjects. The leftmost panel in figure (a) shows the true mixing weights, while the rightmost panel in figure (a) shows the corresponding
ground truth components. The left and right panel in figure (b) show the estimated mixing weights αk and the estimated covariance
components Sk from the model. (c) Energy contribution for each component normalized wrt. total energy for continuous data set.
consider the sample covariance estimator (completely ig-
noring any dynamics), the sliding window estimator and
the hidden Markov model using multivariate Gaussian
emission distributions (HMM) (Rabiner, 1989). We con-
sidered three different window sizes for the sliding window
estimator, i.e. L = 10, 20, 30, where L ≈ 20 is optimal
w.r.t. Avg. LERM metric. For training of the HMMs, we
choose the number of states based on log likelihood of data
from one hold out subject and hence, here we need at least
N ≥ 2 (one for fitting and one for model selection).
The three rows in Figure 3(a) show the performance of
each method as a function of number of training sub-
jects for three different values of number of regions, i.e.
D = 10, 30, 50, averaged over R = 20 realizations of the
data. First, it is seen that the proposed method performs
uniformly better than the reference methods. Furthermore,
it is also seen that as the dimension of dataD increases, the
performance of the reference methods drop significantly. In
particular, when the number of training subjects N < 10
andD > 10, the sliding window estimators and the HMMs
performs equal or worse than the sample covariance esti-
mator.
3.1.2. DISCRETE SWITCHING DATA SET
Inspired by the simulated experiments by Calhoun et al.
(2014), we also performed an experiment with simulated
data where the ground truth covariance switches instanta-
neously between a set of discrete states rather than contin-
uous mixing as in the previous experiment. As in Calhoun
et al. (2014), we considered four different states with four
different covariance matrices as shown in Figure 4. Using
the same fixed state sequence of 1→ 2→ 3→ 4→ 2 for
each subject, we generated time series for each subject such
that the samples within each state are drawn i.i.d. from a
multivariate Gaussian distribution with a state-specific co-
variance matrix, i.e. the emission model of the Gaussian
HMM.
Figure 5 shows the posterior mean for eachαk for the non-
zero components and the corresponding covariance com-
ponents after training the model on N = 5 subjects. It
is seen that the model captures the dynamics and the co-
variance matrices for all states correctly, even though the
estimated mixing weights are temporally smoothed. This
is due to the fact that step functions are not well-modelled
by the Gaussian process priors on ak using generic station-
ary kernels. The bottom-most panels in Figure 5 show how
the model decomposes the four unique covariance matrices
into 8 rank one components, where some of the compo-
nents are used in multiple states. For example, state 1 is
decomposed into components S16 and S13, while state 3
is decomposed into components S13,S10, and S1. Thus,
the samples from states 1 and 3 both contribute to the esti-
mation of S13 even though the complete covariance matri-
ces for the two states are different. The decomposition of
distinct states into a set of shared components aligns well
with the hypothesis in neuroscience, which states that brain
function is decomposable into a set of elementary cognitive
processes (Posner et al., 1988). The model also produces
accurate estimates of the instantaneous covariance matrices
as weighted sums of the estimated covariance components
Sˆ as evidenced in Figure 3b. It is seen that for D = 10,
the proposed model outperforms the reference methods for
N < 4, while it achieves the same level of performance as
the HMM for N ≥ 4. For D = 30, 50, the proposed model
performs uniformly better than the reference methods.
3.2. Analysis of fMRI motor task data
In this experiment, we applied the proposed model to an
fMRI data set from the Human Connectome Project (HCP)
(Van Essen et al., 2013). Specifically, we analyzed data
from 20 subjects from a motor task experiment, where the
subjects were asked to perform 5 different motor tasks: left
hand tapping, right hand tapping, tongue wagging, left foot
tapping and right foot tapping at different time points.
We cannot evaluate our method using the LERM metric
since there is no notion of ground truth for this data set. But
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(a) Continuous mixing dynamics (b) Discrete mixing dynamics
Figure 3. Estimator performance as a function of the number of training subjects for two different simulated data sets. The left-most
panel shows the results for the data sets with continuous mixing, while the right-most panel shows the results for the data sets with
discrete switching. Furthermore, the three rows show the results using D = 10, 20, 30 number of regions, respectively.
Figure 4. True states for simulated experiment with instantaneous
switching dynamics
to validate the results and show that the sequences of es-
timate covariance matrices carry relevant information, we
demonstrate that we can distinguish between the different
motor tasks using the sequences estimated of covariance
matrices from the model.
The multivariate time series for each subject was prepro-
cessed (bandpass filtered and de-trended) and parcellated
into 333 regions using the Gordon Atlas (Gordon et al.,
2016). Each subject time series has length T = 284. Our
main interest is to analyze the connectivity structure of the
data and hence, the task onset sequences and the motion
parameters have been regressed out the time series for each
voxel, i.e. we apply the proposed model to the residuals
after fitting a linear model to each voxel time series with
motion parameters and the task paradigm as explanatory
variables.
We divided the data set into a training set and a test set
with Ntraining = Ntest = 10 subjects. We fitted the model
to the training set and for each time point, we used the pos-
terior expectation, Σˆt = EQ [Σt|D], as an estimate of the
Figure 5. The topmost panel shows estimated mixing weights αk
for each of the non-zero components and the bottommost panel
shows the corresponding estimated covariance components Sk.
instantaneous group covariance matrix at time t. Next, we
computed the time-averaged group covariance matrix for
each task
Σˆtask i =
1
|Ti|
∑
t∈Ti
Σˆt, (16)
where Ti is the set of time points for the i’th task and |Ti|
is the number of volumes within task i. That is, we obtain
a covariance estimate, Σˆleft hand tapping, ..., Σˆright foot tapping, for
each task and one for the resting periods between the onsets
of the task blocks. Using a flat prior for the task label,
p(task i), we classified the label of each task block of each
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Figure 6. Macro (across all tasks) ROC curves for motor task clas-
sification for Ntrain = Ntest = 10 subjects.
held-out test subject using Bayes’ rule
p(task i|X∗) ∝ p(X∗|task i)p(task i) (17)
∝
∏
t∈Ti
N
(
x∗t |0, Σˆtask i
)
, (18)
where X∗ is the block of data from the test subject to be
classified and p(X∗|task i) is the likelihood of task i. We
compared the proposed method with three reference meth-
ods: a regularized covariance matrix estimator, the slid-
ing window approach and random guessing (uniformly).
First, the regularized covariance matrix estimator denoted
the shrunk covariance estimator given by
Cshrunktaski = γI + (1− γ)Sˆtaski (19)
where Sˆtaski is the sample covariance matrix of the samples
within task i across all training subjects and γ ∈ [0, 1] is a
shrinkage parameter. This estimator is basically a (regular-
ized) sample covariance matrix of all data point belonging
to a given task across all training subjects. In order to be
able evaluate the classification likelihoods in eq. (18), it is
necessary to use a regularized estimator since the number
of regions is larger than the number of time points within
each task. Furthermore, we also consider the sliding win-
dow estimator (also based on the above shrunk estimator
rather than the sample estimator) with window sizes of
10, 20, & 30. We use a fixed value of the shrinkage pa-
rameter γ = 0.85 for both Cshrunktaski and C
sliding
taski (The value
is chosen based on test classification accuracy using three
subjects). For the proposed model, we fixed the initial num-
ber of components to K = 25 (also based on classification
accuracy using three subjects). Figure 6 shows the macro
ROC curves, which is a multi-class generalization of the
classic ROC curves (Sokolova & Lapalme, 2009), for the
multi-class classification problem with N = 10, and it is
seen that all methods perform better than random. This
suggests that covariance matrix estimates produced by the
model is indeed time-varying and they contain meaning-
ful information. Figure 7 visualizes the inverses of the es-
timated task covariance matrices as brain networks using
N = 5 training subjects for 4 different tasks. It is seen that
the general structure of the networks is similar, although
the networks from the proposed model are sparser due to
the sparsity assumptions of the model. By inspecting the
lower panels in Figure 7(a) and (d), it is seen that the ’left
finger tapping’ task induces a localized network component
in the right hand side and vice versa, which is consistent
with the expectations from earlier studies (Saladin, 2010).
Figure 8 shows the classification accuracy for the individ-
ual tasks as a function of the number of training subjects
averaged over R = 20 random splits of the data. It is
seen that for 4 out of 5 tasks, the proposed method per-
forms as good or better than the reference methods and that
the performance in general is increasing as a function of
number of training subjects as expected. Furthermore, the
classification accuracies for the two finger tapping tasks are
in general higher than accuracies of the remaining three
tasks. However, the performance for the proposed model
for the tongue wagging task is significant worse than the
reference methods and the fact the all three sliding window
methods have increasing accuracy as a function of num-
ber of training subjects suggests that it is possible to do
better than random guessing, but for some reason it is not
being captured by the model. From the confusion matrix
shown in Figure 9(a), it is seen that a large proportion of
the blocks belonging to the ’tongue wagging’-class is be-
ing classified as either ’left foot tapping’ (28%) or ’right
foot tapping’ (21%). In the experimental paradigm, these
two classes appear right before and right after the onset
of the ’tongue wagging’ task. This might suggest that the
model cannot distinguish between these segments. This is
also consistent with the fact that estimated networks for the
’left foot tapping’-task and the ’tongue wagging’-task are
very similar as evidenced in Figure 7(b)-(c). Finally, we
also compared the set of estimated dynamic mixing weights
to the task onset sequences of the experimental paradigm.
The top-most panels in Figure 10 show the task activation
sequences for three different tasks superimposed with the
posterior mean of the αk that matches the support of the
specific task activation. The bottom-most panels visualizes
the corresponding covariance matrix components. Interest-
ingly, the results show that the networks expected to be as-
sociated with left and right hand movements (right and left
motor cortex, respectively) have indeed non-zero mixing
weights near the task-onsets of the relevant tasks.
4. Related work
Related work includes sliding window methods (Hutchi-
son et al., 2013; Damaraju et al., 2014; Calhoun et al.,
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Figure 7. Visualization of estimated precision matrices for four different tasks.
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Figure 8. Classification accuracy for each task averaged over 20 random splits.
Figure 9. Confusion matrices of classification accuracies across all tasks for each method.
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Figure 10. Top panels: Dynamic mixing weights superimposed with task activation pattern. Bottom panels: Visualization of correspond-
ing covariance matrix component. All plots are extracted from a random split with 5 training subjects.
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2014; Gonzalez-Castillo et al., 2015) as mentioned in the
introduction. Furthermore, hidden Markov models (Ra-
biner, 1989), state-space models (Yang et al., 2016; Ols-
son & Hansen, 2006) and independent component analysis
models (Dyrholm et al., 2007; Hyvarinen & Oja, 2000) are
also relevant. Finally, the factor model representation we
propose here is similar to the model described by Kastner
(2016) with the important differences that we use a linear
rectified Gaussian processes to encode smoothness in the
temporal evolution of the prior variances of the factor rather
than first order Markovian dynamics and we use spike-and-
slab priors to sparsify the loading matrix rather than con-
jugate scale-mixture priors. Finally, Kastner (2016) uses
MCMC for inference, while we use a variational approxi-
mation to improve the scaling properties of the algorithm.
5. Conclusion and Future Work
We described a probabilistic model for time-varying co-
variance estimation, where the dynamics of the model is
captured by a set of Gaussian processes. We proposed a
mean-field inference algorithm for the model and evaluated
it using synthetic data. We also applied the algorithm to an
fMRI motor task data set, where we demonstrated that the
estimated covariance matrices were predictive of the task
label for hold out subjects in the experiment.interesting Fu-
ture work includes extending the model and inference algo-
rithm to analyze resting state and task data simultaneously.
Furthermore, the prior in eq. (6)-(8) assumes that the each
entry in vk is independent, but the model can be extended
to include a priori knowledge of spatial dependencies using
structured spike and slab priors (Andersen et al., 2014). In-
cluding such information could improve robustness of the
model.
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