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Within a DA framework, the hydrologic model is viewed through the state-space 230 framework as shown in equations (1) The exclusion of model error at this stage is chosen to avoid altering the physical relationship 238 between snow states, which has been found to degrade SWE reconstruction through AMSR-E 239 data assimilation (DeChant and Moradkhani, 2011a) . When this error is included, the 240 relationship between snow states (i.e. depth, density, liquid water content, temperature, grain 241 size) is damaged, which leads to errors in future simulations of both the RTM and snow model. Gaussian, which is calculated based on the residuals observed and simulated (from equation (2)) 254 PM T b . This provides a weighted ensemble of states, which represents the posterior distribution. 255
Due to the potential for ensemble members to attain insignificant weight, states are resampled at 256 every observation time step, via the Sampling Importance Resampling (SIR) technique, to 257 develop a probability density with uniform weights. For further details on the implementation of 258 the PF, see Moradkhani and Sorooshian (2008) . 259
Research into streamflow estimation with DA has also highlighted the benefits of 260 parameter estimation for quantifying forecast uncertainty (DeChant and . This 261 methodology has been rapidly advancing, which has potential for improving uncertainty in 262 streamflow forecasting. Specifically, Moradkhani et al., (2012) BMA was introduced to the climate forecasting community by Raftery et al. (2005) and 271 later applied to hydrologic modeling Duan et al., 2007) . BMA extends the 272 application of Bayes Law to the case of multiple possible models, where it is assumed that the 273 varying model behavior represents uncertainty. The theory behind this method is described 274 briefly in equation (4) and (5), but the reader is referred to previous applications for additional 275 details. 276 
In equation (6), the prior distribution ( ( )
) is equal to the posterior probability at the 286 previous time step, and the likelihood ( ( )
) is estimated with a kernel density smoother 287 (Wilks, 2006) 
|
, a probability 295 distribution of forecasts from all models can be estimated according to equation (7). In the 296 application here, each model probability is estimated based on the volumetric monthly flows 297 described in section 2.4.1. This is assumed to be a reasonable weighting scheme for the seasonal 298 volumetric flow forecasts analyzed here, but the effects the weighting time scale should be 299 addressed when moving to different forecast lead times (e.g. weekly or annual forecasts). 300 In any real application of ESP, the assumptions of perfect initial states and model 328 simulations will be violated, necessitating a methodology to account for errors in the states and 329 model, which is performed here with a combination of the PF and SBC (referred to here as PF-330 SBC). Application of PF-SBC to the ESP framework requires two steps, which are outlined in 331 
A second step is performing the ESP-DA with all models, and then applying the weights to each 339 ensemble member. In this step, each model and initial state ensemble member is propagated 340 forward with the ESP framework, providing a multi-model ensemble forecast, creating 341 
Performance Metrics 358
The proposed forecasting framework is intended to improve the reliability of probabilistic 359 seasonal streamflow forecasts, as currently available techniques are typically overconfident. In 360 order to test the proposed methodology, this study requires the use of probabilistic verification 361 methods that quantify the reliability. Many techniques are available for probabilistic verification, 362 with the most commonly used methods in hydro-meteorological forecasting being the Brier 363 Score (binary or categorical events) or the Continuous Rank Probability Score (continuous 364 predictands), for quantitative assessment, and the Rank Histogram for visual assessment (Wilks, 365 2006; Jolliffe and Stephenson, 2003) . Although the quantitative methods are commonly used, 366 they are not necessarily prudent in this application. Since the focus here is solely on forecast 367 reliability, and the Brier Score and Continuous Rank Probability Score both have aspects of 368 reliability, resolution, uncertainty and sharpness (Murphy, 1973; Hersbach, 2000) , other 369 quantitative metrics are preferred. 370
The first quantitative measure is the Exceedance Ratio (ER) (Moradkhani et al., 2006 ; 371 Moradkhani and Meskele, 2009 ). This measure can be applied to any predictive quantile range 372 desired, but here it is used to analyze the tails of the distribution (99%, 95% and 90%). 373 18 Calculation of the ER of a given quantile range is performed according to equations (12), (13), 374 and (14). In these equations, the cumulative probability of each observation, given its respective 375 forecast, is represented by t z . This vector z can then be analyzed at any predictive bound P 376 desired, as shown in equation (13). Then the ER is estimated as the percentage of observations 377 that fall outside this quantile range, which should be equal to P − 1 . Since the ER is used to 378 examine the tails of the distribution, a metric is also necessary to examine the whole probabilistic 379 forecast. The reliability (R) is used here to examine the entire predictive distribution. This 380 measure is based on the assumption that over a large enough sample of observations, the 381 probabilities of those observations given their respective probabilistic forecast ( ( )
will be uniformly distributed, which indicates that each quantile contains the statistically correct 383 portion of observations (e.g. 50% of the observations fall within the interquartile range). This is 384 described in equations (12) The accuracy of the 99% predictive bounds varies spatially throughout the UCRB. In the 477 VIC open loop model, the San Juan is the only basin that has an ER of lower than 50% (optimal 478 is 1%), which shows that the probabilistic forecasts does not convey the proper uncertainty for 479 this model. In the DA cases, a reduction in the 99% ER is observed in every sub-basin outside of 480 the Colorado River headwater region. In this region, DA appears to struggle in improving the 481 accuracy of initial conditions, which is an observation that will be discussed further in relation to 482 later results. The NWS models perform much more consistently throughout the UCRB, with ERs 483 generally around 50%, and greater variability in the Rocky Mountains. In the DA cases, the ER 484 23 is reduced in all basins, suggesting generally more reliable forecasting of low probability events. 485 DA in these models appears to be more consistently effective than in VIC, which is attributed to 486 the differing spatial discretization, as mentioned in respect to model weights from worse with DA in the headwaters, the NWS models improved. This is counterintuitive as the 574 VIC model is expected to more accurately reconstruct the land surface states, but this result is 575 attributed to the coarser resolution of the VIC model, with respect to the NWS models in this 576 27 region. In addition, DA in the NWS models provided the least improvement in this region, in 577 comparison to other regions, which highlights the difficulty of utilizing remotely sensed 578 information to reconstruct land surface states in regions of thick forest cover. This is unfortunate 579 as forest thickness is generally correlated with precipitation quantity, and thus more important 580 from a water supply perspective. Since the most densely forested region in a basin will tend to be 581 the most important from a water supply perspective, it is imperative that the accuracy of land 582 surface state estimation and observation, and therefore the combination of both through DA, be 583 improved in these regions, which is a great challenge for land surface hydrologist. 584 A final conclusion from this paper relates to the performance of different portions of the 585 forecast distributions. In general, the improvements were stronger in the tails of the distributions 586 than in the central portions, with the exception of the PF-SBC case in the Green and San Juan 587 basins. Since DA improved the tails of the distribution in nearly all basins/cases, yet did not 588 consistently improve total reliability, initial condition uncertainty is shown to have stronger 589 control over the reliability of predicting low probability events. Alternatively, PF-SBC improved 590 the overall reliability in nearly all basins, suggesting that model error strongly controls 591 uncertainty in the forecast distribution mode. Overall, this highlights that both initial condition 592 and model error are important factors in seasonal prediction. 593
The presented methodology shows promise for improving the reliability of seasonal 594 forecasting, by accounting for all sources of forecast uncertainty, but the results from the 595 application here clearly show room for improvement. It is suggested that these improvements 596 will come from advancements in land surface DA and improved multi-modeling to more 597 effectively manage forecast uncertainty. By developing more effective DA systems, the proposed 598 framework will have more accurate and reliable prediction of initial land surface conditions, 599 28 which were shown to have significant contribution to probabilistic streamflow forecasting. In 600 addition, the inclusion of a greater variety of model structures will more effectively manage 601 model error, thus leading to more reliable forecast uncertainty quantification. Beyond simply 602 adding more models, the methodology may also benefit from more complex weighting schemes, 603 which focuses on different flow regimes (Georgakakos et 
