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Resumen
El escalado dina´mico de tensio´n y de frecuen-
cia (DVFS) en microchips se esta´ convirtien-
do en un importante requisito en arquitecturas
Globalmente Asincro´nas y Localmente S´ıncronas
(GALS). Sin embargo, se debe tener en cuenta el
a´rea de implementacio´n requerida por los ‘actu-
adores’ de frecuencia y de tensio´n de cada‘isla’ de
co´mputo para optimizar el circuito. Un frequency-
Locked Loop (FLL) ra´pidamente reprogramable en
granularidad fina es una buena opcio´n como ‘actu-
ador’ de frecuencia. Su implementacio´n en 32nm
representa 0,0016mm2, siendo de 4 a 20 veces ma´s
pequen˜a que en las te´cnicas cla´sicas utilizadas co-
mo un Phase-Locked Loop (PLL) en la misma tec-
nolog´ıa. Otro aspecto relevante en un FLL es el
disen˜o del controlador, el cual debe ser adecua-
do para implementarlo en un a´rea reducida. En
este trabajo, se deduce un modelo anal´ıtico de un
FLL a partir de precisas simulaciones en Spice. Se
tiene en cuenta el retardo introducido por el sen-
sor. A partir de este modelo, se desarrolla una ley
de control o´ptima y robusta con una superficie de
implementacio´n mı´nima.
Palabras clave:– Nanocircuito, FLL, control
robusto, optimizacio´n, rechazo de perturbaciones,
LMIs.
1. INTRODUCCIO´N
El continuo incremento de relojes de frecuencias
en un chip respecto al escalado de tecnolog´ıa ha
generado la implementacio´n de un u´nico reloj
global. Un disen˜o Globalmente As´ıncrono Local-
mente S´ıncrono (GALS) soluciona el problema de
la distribucio´n de relojes en diferentes a´reas del
chip. Un sistema con diferentes dominios de fre-
cuencia de reloj aparece como una posible ar-
quitectura en granularidad fina de consciente en-
erge´tica. En realidad, el consumo de energ´ıa es
un factor limitante en la integracio´n de grandes
escalas o Very-Large-Scale Integration (VLSI), es-
pecialmente para aplicaciones mo´viles. El escala-
do dina´mico de tensio´n y de frecuencia (DVFS)
[4] ha demostrado proveer una alta eficiencia para
reducir el consumo de energ´ıa del chip, mientras
que se satisfacen los requisitos de funcionamien-
to [8]. La idea clave detra´s de una DVFS local es
la variacio´n en granularidad fina de la tensio´n y
de la frecuencia de alimentacio´n de una ‘isla’ en
tiempo de ejecucio´n. Esta idea reduce el consumo
de energ´ıa de la ‘isla’ considerada al mismo tiem-
po que se satisfacen las restricciones de co´mputo
y funcionamiento [3].
Las te´cnicas DVFS se basan principalmente en dos
‘actuadores’. Estos ‘actuadores’ deben ser contro-
lados dina´micamente a fin de reducir el consumo
de energ´ıa, a la vez que se alcanza el funcionamien-
to requerido. En otras palabras, la ley de control
debe ser cuidadosamente disen˜ada para lograr una
alta eficiencia energe´tica con bajo coste de a´rea de
implementacio´n. El actuador de tensio´n provee la
tensio´n de alimentacio´n en la ‘isla’ de tensio´n y de
frecuencia (VFI). E´ste puede ser un convertidor
buck cla´sico [9] o un convertidor discreto Vdd-
hopping [1, 10]. Por otro lado, el ‘actuador’ de
frecuencia es un generador de reloj. Este ‘actu-
ador’ de frecuencia esta´ relacionado con el con-
trol de tensio´n de alimentacio´n para evitar timing
faults [14]. Este generador de reloj esta´ cla´sica-
mente basado en una Phase Locked-Loop (PLL) o
un Frequency Locked-Loop (FLL).
Otra consecuencia del escalado de tecnolog´ıa es
la variabilidad de los procesos in-die (en el mis-
mo chip) y die-to-die (entre distintos chips) (P-
variabilidad). Desde un punto de vista pra´ctico, es
cada vez ma´s dif´ıcil la fabricacio´n de circuitos in-
tegrados, con ajustados valores parame´tricos [10].
Como consecuencia, la variacio´n del proceso in-die
significa que el punto o´ptimo de funcionamiento
y energe´tico de todo el circuito se puede encon-
trar, si el nu´mero i de la VFI tiene su frecuen-
cia de funcionamiento en el rango [Fmin,i, Fmax,i]
[13]. Si el reloj se genera para todo el circuito,
y se distribuye en cada VFI, la frecuencia acept-
able ma´xima (es decir, la que se asegurara´ que
no se produzcan timing faults en ninguna VFI)
sera´ Fmax,i = mı´n{Fmax,i ∀i}, que conduce a un
funcionamiento o´ptimo del circuito. Por lo tanto,
con el fin de obtener el mejor funcionamiento del
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controlado de acuerdo a las variaciones de los pro-
cesos, de la tensio´n y de la temperatura (PVT).
Recientemente, las te´cnicas de control se han apli-
cado al problema de la DVFS (por ejemplo, ver
[1, 2]). Sin embargo, estas obras abordan el control
del actuador de tensio´n en bucle cerrado, como el
control del circuito Vdd-hopping.
En el marco del proyecto industrial france´s Lo-
CoMoTiV 1 circuito, se ha elegido una FLL co-
mo actuador de frecuencia, debido a la restriccio´n
de superficie. En un contexto GALS de granular-
idad fina, la FLL puede efectivamente replicarse
en cada VFI del taman˜o de un procesador en una
arquitectura de multinu´cleo (multicore). La FLL
se ha implementado en un tecnolog´ıa de STMi-
crolectronics de 32nm. El disen˜o f´ısico del FLL
presentado en la Fig. 1 es totalmente compatible
con la metodolog´ıa de ce´lula esta´ndar, que se in-
tegra fa´cilmente en GALS en microchips (SoC).
Su a´rea es aproximadamente 0,0016mm2, la cual
es de 4 a 20 veces ma´s pequen˜a que en un PLL
cla´sico de la misma tecnolog´ıa.
Figura 1: Layout del FLL.
El objetivo principal de este trabajo es disen˜ar una
ley de control para la FLL (ver Fig.2) teniendo en
cuenta los siguientes objetivos:
robustez con respecto a variaciones PVT;
correcto funcionamiento (sin sobreoscila-
ciones, sin error esta´tico, transitorios ra´pi-
dos);
bajo coste de a´rea de implementacio´n y
rechazo de perturbaciones exo´genas.
Por lo tanto, el controlador disen˜ado no so´lo debe
garantizar la estabilizacio´n del punto de equilibrio,
sino tambie´n otros criterios.
1Compensacio´n Local de la Variabilidad Inducida
en la Tecnolog´ıa Moderna (Locomotiv), el cual es un
proyecto de CEA-Leti Minatec
A partir de precisas simulaciones hechas en Spice,
se ha visto que el oscilador controlado digital-
mente (DCO) puede ser modelado como un sis-
tema lineal. Por otra parte, el sensor presenta un
retraso que hay que tener en cuenta y se remar-
ca las posibles variaciones del modelo del sistema
debido a los efectos de PVT.
Se propone un controlador integrador simple que
requiere un a´rea mı´nima de implementacio´n. El
ajuste de la ganancia de control, se realiza formu-
lando un problema de control robusto y o´ptimo,
que debe minimizar un funcional. Para resolver
este problema se definen unas Inecuaciones Matri-
ciales Lineales (LMI). Si se satisfacen estas LMIs
en el problema de optimizacio´n, se cumplira´n de
todos los objetivos en el sistema en bucle cerra-
do. En consecuencia, se obtiene una ley de control












Figura 2: Diagrama de bloques del FLL.
Simulaciones hechas en el entorno de Mat-
lab/Simulink muestran la alta eficacia del con-
trolador propuesto. Adema´s, el sistema en bucle
cerrado fue implementado en RTL, obteniendo re-
sultados de simulacio´n similares a los obtenidos
por Matlab/Simulink. El el disen˜o f´ısico resultante
(mostrado en la Fig.1.) fue implementada en el cir-
cuito LoCoMoTiV en tecnolog´ıa CMOS de 32nm.
El resto de este art´ıculo se organiza de la sigu-
iente manera: en la Seccio´n 2 se presenta el mod-
elo del circuito dl FLL, as´ı como sus propiedades
y la ecuacio´n de error. La formulacio´n del proble-
ma de control o´ptimo y robusto se establece en la
Seccio´n 3. Asimismo, en Seccio´n 4, se resuelve este
problema proporcionando un me´todo para ajustar
la ganancia del controlador. En la Seccio´n 5, se
calcula la ganancia de control, siendo probado y
aplicado en la Seccio´n 6. El art´ıculo termina con
las conclusiones y trabajos futuros.
Notacio´n. Para un conjunto dado S, la notacio´n
Co(S) denota la envolvente convexa del conjun-
to S. ∆η , η+ − η−, donde η+ y η− respectiva-
mente son η(k + 1) y η(k), es decir, el valor de
η en dos tiempos de muestreo consecutivo. Final-


























2. CONCEPTO DEL FLL
Los bloques principales del FLL se modelan a par-
tir de consideraciones de disen˜o y precisas simu-
laciones. Los bloques principales son un oscilador
controlado digitalmente (DCO), que proporciona
una frecuencia, un sensor (en este caso, un conta-
dor) para medir dicha frecuencia y un controlador
que contiene un comparador de sen˜al entre la fre-
cuencia espec´ıfica y la frecuencia de salida y un
controlador “inteligente”. En la Fig. 3, se muestra













Figura 3: Arquitectura del FLL.
Oscilador Controlado Digitalmente. Para
obtener un modelo del DCO, se realizaron pre-
cisas simulaciones en SPICE. La Fig. 4 muestra
las caracter´ısticas de la frecuencia del DCO (con
extractos de R&C para´sitos) en funcio´n de la pal-
abra de entrada binaria de 8 bits. El eje Y corre-
sponde a la frecuencia en bruto: esta frecuencia se
debe dividir por dos para obtener una frecuencia
de reloj u´til con un 50% de ciclo de trabajo. El
caso “nominal”(curva ce´ntrica) se mide con 25Co
y con una tensio´n de alimentacio´n de 1,1V . El ca-
so ‘mejor’ (curva superior) se obtiene con el mejor
de los casos de los extractos para´sitos (mı´nima
R, mı´nima C), transistores ‘FastFast’, una tensio´n
de alimentacio´n de 1, 2V y una temperatura de
125Co. El caso ‘peor’ de simulacio´n se realiza con
el peor de los casos de extracto para´sitos (ma´ximo
R, ma´ximo C), transistores ‘SlowSlow’, una ten-
sio´n de alimentacio´n de 1, 0V y una temperatura
de 0Co.
A partir de precisas simulaciones realizadas en
Spice, se puede suponer que el DCO tiene un mod-
elo lineal. Este modelo var´ıa con respecto a la
variacio´n del proceso, los cambios de temperatura
y tensio´n (PVT).
El modelo del DCO es
fk = b+KDCOuk +Bwwk
fk ∈ R
1 es la salida de la frecuencia analo´gica,
uk ∈ N esta´ codificada en 8 bits entre 0 y 255, re-
spectivamente. b es el offset, KDCO es una ganan-
cia. wk es una sen˜al de energ´ıa limitada que tiene
en cuenta las perturbaciones, y Bw es una con-
stante que define la magnitud de la perturbacio´n.
Para tener en cuenta los efectos de la variacio´n de
Figura 4: Caracter´ıstica del DCO (medida de la
frecuencia bruta con respecto a la palabra binaria
de entrada)
PVT, se supone que los para´metrosKDCO, b y Bw











b ∈ [bm, bM ].
Sensor. El sensor, el cual es un contador, mide la
frecuencia de salida del DCO. Este sensor presenta
un retraso de un periodo de muestreo. El retraso
se presenta en el bucle de retroalimentacio´n
Mk , Ksfk−1.
Control. Define ek , Ksfr − fk, donde fr es la
referencia de la sen˜al y Ks es una constante positi-
va que representa la ganancia del sensor. Entonces,
la ecuacio´n de error es
ek = −b−KDCOuk −Bwwk +Ksfr. (1)
Para limitar el a´rea de silicio y teniendo en cuenta
los objetivos de control anteriormente expuestos,
se define un integrador digital simple
uk = uk−1 +K(Ksfr −Mk) = uk−1 +KKsek−1
(2)
donde K es la ganancia del controlador a ajustar.
A partir de Eq. (1), se obtiene
uk−1 =
−ek−1 − b−Bwwk−1 +Ksfr
KDCO
el cual provee el sistema en bucle cerrado
ek = ek−1 −KDCOKsKek−1 +Bwwk−1 −Bwwk
Esto puede ser reescrito en la siguiente forma lin-
eal:



















A = 1, B = −KDCOKs
y
u¯k+1 = Kek. (4)




Ecuacio´n (3) se puede reescribir de la siguiente
forma expl´ıcita en bucle cerrado, de manera que
se puede formular un problema de control H∞:
ek+1 =Aek +BKek +Bwwk −Bwwk+1, (5)
zk+1 = ek+1. (6)
Problema 1 El problema trata de encontrar una
ganancia o´ptima K, tal que la ley de control (2)
sea robusta y la respuesta del sistema sea la ma´s
ra´pida posible sin sobreoscilaciones. Adema´s, ex-
iste un funcional de Lyapunov Vk > 0, tal que
Vk+1−Vk a lo largo de la solucio´n de (5) satisface
Vk+1 − Vk < 0, (7)
y para cualquier perturbacio´n de entrada, existe
una atenuacio´n mı´nima de dicha perturbacio´n
γ∗ ≥ 0, tal que, para todo γ ≥ γ∗, la ganancia
L2 entre los vectores de perturbacio´n wk y wk+1,










∀wk, wk+1 ∈ L2. (8)
La solucio´n a este problema garantiza un adecua-
do comportamiento del sistema, as´ı como una es-
tabilidad y un rechazo robusto de perturbaciones
del sistema (5)–(6).
4. CONTROL O´PTIMO H∞
Para abordar el problem 1 se realiza una manip-
ulacio´n matema´tica de (5) efectuando un cambio
de variable. Esto permite la obtencio´n de LMIs




yk , ek+1 − ek.









−yk + (A− 1 +BK)ek +Bw(wk − wk+1)
]
Este sistema puede tener la siguiente formulacio´n
compacta:















A+BK − 1 −1
]
,






4.2. SI´NTESIS DEL CONTROLADOR
El problema 1 pueden formularse en te´rminos de
LMIs [6].
Hipo´tesis 1 Existe una funcio´n de Lyapunov Vk,
con condicio´n (7) y γ, tal que,
Vk+1 − Vk + z
T
k+1zk+1 − γ
2(wTk wk + w
T
k+1wk+1)
≤ ζTΓζ < 0. (9)
donde ζ , [e¯k wk wk+1]
T es el vector de estado
aumentado y Γ ∈ R4×4 es una matriz sime´trica.









, siendo P ∈ R2×2, P2 6= 0 y
P1 > 0.
Seguidamente, se deriva una condicio´n suficiente
para la estabilidad asinto´tica y rechazo de pertur-
baciones.
Teorema 1 Considere el sistema (5)–(6) con
K ∈ R1×1 y, wk y wk+1 con energ´ıa limitada. Si
se satisfacen las siguientes LMIs
P1 > 0 (11)
Γ < 0. (12)
donde Γ se define en (13) que se encuentra en la
parte superior de la pa´gina siguiente, Entonces, el
equilibrio del sistema en bucle cerrado (5)–(6) es
asinto´ticamente estable y existe un valor de γ∗, tal
que para γ < γ∗ se satisface la condicio´n (8).






Twk+1 < 0) tan-
to para el rechazo de perturbaciones como para la



































 < 0. (13)
El me´todo de Lyapunov proporciona:








T + (wk[0 B
T






































w ]PA¯e¯k − wk+1[0 B
T
w ]PA¯e¯k,
Esta expresio´n desarrollada se aplica a la desigual-
dad (9), de tal forma que se obtiene la LMI (13).
4.3. CONTROL ROBUSTO
Ahora, se considera la incertidumbre parame´tri-
ca de la Seccio´n 2 para garantizar la robustez del
sistema, al mismo tiempo que se garanticen la es-
tabilidad del bucle cerrado, as´ı como el rechazo de
perturbaciones en el sistema FLL. Esto significa
la necesidad del disen˜o de un control robusto que
tenga en cuenta las incertidumbres parame´tricas.
Por esta razo´n, se realiza una extensio´n del teore-
ma 1 en el caso de incertidumbres polito´picas.
Observe
Ω , [BK Bw]









estando los ve´rtices del politopo descrito por Ωj =
[B(j)K B
(j)
w ] para j = 1, 2, 3, 4.
Pre- y post-multiplicando la LMI (13) por Q =
diag{Q1, Q1, 1, 1} y tomando Q1 = P
−1
2 > 0 y
P¯1 = Q1P1Q1, se alcanza la siguiente condicio´n
suficiente.
Teorema 2 Considere el sistema (5)–(6) con wk
y wk+1 de limitada energ´ıa, y K ∈ R
1×1. Si existe
T ∈ R1×1 y Q1 ∈ R
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2 , P¯1 +Q1A− 2Q1 + TB
(j), j = 1, 2, 3, 4,
entonces, en los ve´rtices j, el equilibrio es
asinto´ticamente estable, y las perturbaciones son
rechazadas en el politopo entero.
Demostracio´n 2 Este teorema es una extensio´n
del teorema 1 teniendo en cuenta las incertidum-
bres polito´picas y realizando ciertas manipula-
ciones matema´ticas. Por lo tanto, la prueba de
este teorema es inmediata.
4.4. CONTROL ROBUSTO Y O´PTIMO
Para satisfacer todos los puntos del problema 1,
se realizan algunas hipo´tesis.
Hipo´tesis 2 Para wk ≡ 0 y wk+1 ≡ 0, los polos
del sistema en bucle cerrado (5) son
Z = 1 +BK.
Si se elige Z > 0, se evitan las sobreoscilaciones.
Adema´s, si se maximiza K el tiempo de respuesta
sera´ el ma´s ra´pido posible [12]. Recuerde la estruc-
tura del control (2).












El primer te´rmino del lado derecho cuantifica el
tiempo de respuesta al ser un integrador puro. Del
mismo modo, los otros te´rminos (en el lado dere-
cho) cuantifican la atenuacio´n de perturbacio´n.
Lema 1 Suponga que se satisfacen las hipo´tesis
1, 2 y 3 y Z¯(i) , QT1 Z
(i)Q1. Entonces, se puede
encontrar la ganancia K del problema 1 mediante:
Minimiza −J
sujeto a:
Γ¯(j) < 0 j = 1, 2, 3, 4.
Z¯(i) > 0 i = 1, 2
donde Z¯(i) = Q1 +B
(i) i = 1, 2.
Demostracio´n 3 El problema 1 de optimizacio´n



















Para wk 6= 0 y wk+1 6= 0 y bajo condiciones ini-
ciales nulas





La suma de ambas partes es







(wTk wk + w
T
k+1wk+1).
Para k →∞, bajo la condicio´n inicial V0 = 0 y la




















Corolario 1 La ganancia o´ptima K se obtiene
aplicando el lema 1 que garantiza tanto la esta-
bilidad robusta como el rechazo de perturbaciones
robusto. Tambie´n proporciona un ra´pido per´ıodo
transitorio sin sobreoscilaciones.
5. CONTROL ROBUSTO Y
O´PTIMO RESULTANTE
En esta seccio´n, se calcula un control o´ptimo y
robusto para la FLL, empleando el enfoque pre-
sentado anteriormente.
Oscilador Controlado Digitalmente. Los
para´metros del DCO pueden variar dentro del
siguiente intervalo:
KDCO ∈ [10, 30] · 10
−3GHz/LSB
Y el para´metro de pertubaciones es dado por
Bw ∈ [0,1, 0,4].
Sensor. La frecuencia ma´xima en la entrada del
sensor se supone igual a 5GHz y Ks = 85
(LSB/GHZ).
el problema de control o´ptimo (Problem 1) es re-
suelto, obteniendo
K = 0,392, (15)




En esta seccio´n, se muestran algunas simulaciones
en Matlab que muestran la robustez de la ley de
control propuesta por el FLL. Para estas simula-
ciones, se utilizan los datos anteriores y un per´ıodo
de muestreo de 60ns .
Recuerde que la curva caracter´ıstica del FLL
puede cambiar debido a las variaciones de PVT,
como se muestra en la Fig. 4. Para validar la ro-
bustez del sistema en relacio´n a estos cambios, se
consideran tres modelos diferentes (ver Fig. 5):
syst 1: KDCO = 19,8 ·10
−3GHz
LSB
, b = −0,03GHz,
syst 2: KDCO = 14,2 · 10
−3GHz
LSB
, b = 4,58GHz,
syst 3: KDCO = 25,5 · 10
−3GHz
LSB
, b = 2,08GHz.




























Figura 5: Variacio´n de las curvas caracter´ısticas.
La Fig. 6 muestra la respuesta del bucle cerra-
do del ‘syst 1’, ‘syst 2’ y ‘syst 3’ a un cambio en
la frecuencia de referencia, fr. Estas pruebas de-
muestran que el equilibrio es robusto con respec-
to a la incertidumbre de la curva caracter´ıstica.
Tenga en cuenta que el tiempo de respuesta al
5% se alcanza antes del 7mo periodo de muestreo.
La Fig. 7 muestra la frecuencia de salida, cuan-
do la curva caracter´ıstica var´ıa (‘syst 1’, ‘syst 2’
and ‘syst 3’) y cuando aparecen algunas perturba-
ciones exo´genas en la salida del sistema. Este ejem-
plo muestra la gran robustez del sistema cuando
se emplea el ajuste de control robusto o´ptimo.
El FLL con el controlador se ha implementado en
VHDL, obteniendo el el disen˜o f´ısico de la estruc-
tura (ver Fig. 1). La evolucio´n de la sen˜al se pre-
senta en la Fig. 8. Te´ngase en cuenta que uk pre-
senta un retraso con respecto a fr, esto se debe a
cuestiones de sincronizacio´n del chip, y no es per-
tinente en el bucle cerrado del circuito. En la Fig.
6 se puede apreciar tanto el retraso presentado por














































Figura 6: Evolucio´n de la frecuencia de salida de
los tres sistemas (‘syst 1’, ‘syst 2’ and ‘syst 3’)
(azul), la frecuencia de referencia (rojo) y el tiem-
po de respuesta al 5% (verde).























Figura 7: Evolucio´n de la frecuencia de salida con








Figura 8: La simulacio´n en VHDL del ‘syst 1’.
7. CONCLUSIO´N
En este trabajo, se ha implementado un FLL de
taman˜o reducido en un sistema DVFS en arqui-
tecturas GALS. El disen˜o de una ley de control
simple ha permitido una aplicacio´n totalmente
digital en ce´lulas esta´ndars, alcanzando una su-
perficiereducida. La implementancio´n del disen˜o
propuesto en una tecnolog´ıa de 32nm representa
0,0016mm2, es decir de 4 a 20 veces ma´s pequen˜a
que la te´cnica cla´sica utilizada, PLL, en el n˜isn˜o
nivel de tecnolog´ıa. Asimismo, esta ley de control
es o´ptima con respecto al funcionamiento del sis-
tema (transitorios ra´pidos y sin sobreoscilaciones)
y atenuacio´n de perturbacio´n. Otra de las buenqs
prestqciones que ofrece estq ley de control es la
robustez con respecto a las variaciones de PVT.
Simulaciones con Matlab muestran la robustez del
sistema en bucle cerrado. Asimismo, la FFL con
el controlador se ha implementado en VHDL con
el fin de obtener el disen˜o f´ısico de la aplicacio´n.
La primera versio´n del FLL (incluida la ley de con-
trol propuesta en este trabajo) se ha implementa-
do en una tecnolog´ıa de 32nm.
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