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Wind and sand create majestic dunes 
that are constant but ever changing. 
They move across the deserts, 
sing to the wind and 
inspire our creativity! 
Wayne P. Armstrong 
Abstract 
Two-phase flows are involved in many industrial and natural flow phenomena 
varying from as specific as the transport of crude oil in pipelines to as general 
as the dispersion of pollutants in the atmosphere. Numerical modelling based 
on Computational Fluid Dynamics (CFD), has attracted the attention of 
scientists and engineers from a wide range of backgrounds over recent 
decades during which these models have been extensively developed, analysed 
and applied to many practical applications. 
Wind blown particles such as sand or snow and their resulting accumulation 
around buildings, roads, oil field installations and security fences causes 
severe structural and design problems. These are traditionally addressed 
based on previous experience, full-scale field investigation or using scale 
model wind tunnel experiments, all of which incur high cost. 
In this study, wind blown particles are considered as a two-phase flow system. 
A finite volume based CFD code is developed using two-phase flow theory and 
is employed to numerically simulate the drifting of sand and snow around 
obstacles of different geometry. The model solves the governing transport 
equations in three dimensional space. Three different approaches are 
investigated to represent and solve the secondary flow phase, particles, within 
the flow field; a particle tracking model, based on a Lagrangian reference 
frame and the homogenous and the mixture models, based on an Eulerian 
reference frame. The capabilities and limitations of each of these models are 
investigated for flow fields involving drifting particles around obstacles of 
different geometry. 
Particles transported by wind both in suspension and saltation are modelled 
based on the physical characteristic and the threshold condition of the 
particle. Their effect on the flow field is incorporated through separate source 
terms contributing to the particle transport equation. 
The Eulerian based models are coupled with the Fractional Area/Volume 
Obstacle Representation (FAVOR) as a mean of representing the solid 
boundary formed by deposited particles separating the flow field from the 
accumulation zones. The FAVOR treatment allows the flow field to respond to 
the changes in the geometry of the deposition regions and further calculations 
take into account the erosion and deposition processes that have previously 
occurred. 
The model can be calibrated to match specific flow conditions through several 
controlling parameters. These controlling parameters are identified and 
analysed for four distinct case studies. Model results are compared with field 
and wind tunnel observations available in the literature and with field 
measurements conducted as a part of this study in the desert of the State of 
Kuwait. Qualitatively good agreement between the model and the 
observations is obtained in two as well as three dimensions. 
Although the mixture and particle tracking models show the potential 
capability to simulate such flow systems, the homogenous model is found to 
be the most appropriate model due to its relative simplicity compared to the 
mixture model and its lower computational cost compared to the Lagrangian 
particle-tracking model. 
In conclusion, a practical CFD tool has been developed and validated, 
incorporating novel physical and numerical models. The tool can be utilised 
by scientists and engineers to further understand the real world problem of 
drifting sand and snow in urban and industrial environments. 
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p, Dispersed phase density 
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CFD Computational Fluid Dynamics 
DDM Deterministic Dispersion model 
FAVOR Fractional Area/Volume Obstacle Representation 
KISR Kuwait Institute for Scientific Research 
PDF Probability Density Function 
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SSF Stochastic Separated Flow Model 
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Chapter 1 
Introduction 
1.1 Why wind blown particles? 
Wind is one of the two key natural phenomena, the other being running water, 
that are responsible for the movement of hundreds of tonnes of soil, sand and 
snow particles all over the surface of the Earth. 
Gradually, as the wind velocity over a surface of loose particles (e. g. sand) 
increases, particle movement is initiated when the wind velocity reaches a 
certain value at which the aerodynamic forces applied on the particle become 
higher than those resisting the movement. 
The wind then exerts a momentum on the particle driving it in the direction of 
the flow. The particle will then be transported in one of three different modes, 
rolling or surface creep, saltating or bouncing and suspension. After some 
distance and under a certain minimum aerodynamic conditions where the 
resisting forces exceed the forces applied by the wind the particle will finally 
settle back to the ground. 
These three processes of particles being drifted by the wind: erosion, 
transportation and then deposition are known as the Aeolian process, derived 
from the Greek god of wind Aeolus. Each of these processes can have a negative 
effect on human life, on animal life, the vegetation cover and on agricultural 
lands. 
Engineers, mathematicians and scientists from a wide range of backgrounds 
have shown great interest in the effects of the Aeolian process on health, 
environment, roads, farms, building structure, oil field installations, etc. From 
the engineering point view, the accumulation and build up of snow, in the cold 
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regions, or sand, in the and regions, on and around installations was the main 
cause of several structural, safety and security problems. 
In order to understand and possibly prevent such deposition from occurring, an 
accurate prediction of the location and the amount of the expected deposition 
would be highly advantageous. 
Equally, desertification in and regions and global warming in the cold regions 
are of great concern to environmentalists and earth scientists. It was very clearly 
observed that the desert has expanded during the last few decades, Pye and 
Tsoar (1990) and Cooke et al. (1993), to cover thousands of acres of agricultural 
land. Moreover, due to global warming, there is a great concern about the mass 
of snow particles that can be blown by wind. Thus, a tremendous effort has been 
made by cold region scientists in order to gain a better knowledge of the 
dynamics of wind blown snow particles in order to help in estimating the mass 
balance between incoming snow and melted or drifted snow, Dover (1993). 
1.2 Drifting problem and control measures 
Sand drift and sand dune development around obstacles causes common 
problems that threatens those who are living in the desert and along sandy 
coasts. Similarly, snow drifts cause seasonal problems for those living in the 
cold regions. The negative effects of these problems include: 
9 Blocked roads or development of small dunes in the middle of roads that 
may cause severe accidents. 
" Visibility reduction on motorways and airfields. 
" Blocking oil and water wells and reservoirs, figure 1.1. 
" Burial of security fences, pipelines and blocking of camp gates. 
" Erosion of soil and abrasion damage to crops. 
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Efforts to stop or at least limit the damage caused by drifting problems have a 
long history; whether these particles are sand, snow or soil. There are different 
approaches, which have been employed to reduce problems associated with the 
drifting particles: 
9 Stopping or reducing the amount of particles that can be eroded at the 
sources of the particles. 
9 Controlling the aerodynamical structure of the flow field around the area of 
interest either by enhancing the wind capability to divert blown particles 
away from that area or by taking the problem into account during the early 
stages of the aerodynamical design of the installation itself. 
" Trapping the incoming particles at a safe distance upstream of the area of 
interest either by using biological (e. g. trees or vegetation) or mechanical 
measures (e. g. walls, fences or trenches). 
9 Stabilising, dissipating or manually removing the deposited particles. 
1.3 Simulation and modelling of drifting particles 
As early as 1885, trials to protect certain areas from sand and snow drift were 
conducted in field studies. Examples of these are the rock wall used in 1868 to 
protect the railroad in Southeast Wyoming from snow drift, figure 1.2. Fences 
are also used to protect installations from the drifting sand and to stabilise 
coastal sand dunes in many areas in the world, an example of that is the 
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Figure 1.1: Sand drift at electricity transformation pint in the desert of the State of 
Kuwait. Photograph by author in December 1999. 
brushwood fence used to stabilise coastal sand at Merseyside, UK, figure 1.3, 
Pye and Tsoar (1990). 
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Figure 1.2: Southeast Wyoming rock-row fence was probably built in 1868 to 
protect railroad. From Tabler (1986). 
Figure i. 3: Coastal sand drift behind brushwood fence, Merseyside, UK. From 
Pye and Tsoar (1990) 
From the early decades of the twentieth century, many laboratory experiments 
using atmospheric boundary layer wind tunnels were conducted seeking better 
understanding of the physics behind wind blown particles. Bagnold (1938) 
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conducted a leading field study while serving as an engineer with the British 
army during World War I in the Egyptian-Libyan desert. He then began a 
comprehensive investigation of the physics of wind blown sand using a wind 
tunnel located at Imperial College in London. His work resulted in the novel 
book "The Physics of Blown Sand and Sand Dunes", first published in 1941, 
which is considered as a standard textbook for the study of wind blown sand. 
Following Bagnold's pioneering work, a series of field, wind tunnel and 
mathematical and numerical studies have been conducted covering many 
aspects of wind blown particles. These have been conducted at both micro and 
macro scales for a single and group of particles driven by wind. Research carried 
out during the last few decades has been compiled in conference proceedings 
and edited volumes, for example [Brookfield & Ahlbrandt (1983), Nickling 
(1986), El-baz & Hassan (1986), Nordstrom et al. (1990) and Pye and Tsoar 
(1990)]. 
Field and wind tunnel measurements give a more accurate and better 
understanding of the physics behind particle behaviour in the flow. These 
measurements involve high costs associated with equipment, manpower and 
time, all at high cost. 
The existence of the theoretical background and the availability of powerful 
computational resources enable numerical techniques to be exploited. These 
techniques are based on solving the governing equations for flow containing two 
or more fluids of different physical properties. During recent decades these 
techniques have been developed, solved and tested for many engineering and 
environmental purposes. However, the application to problems associated with 
drifting particles is not yet common. 
The majority of the field, laboratory and numerical works conducted to study 
wind blown particles have focused on: 
" Better understanding of the particle threshold condition, particle trajectories 
and deposition conditions. 
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" Prediction of particle mass flow rate and the relationship between the mass 
flux and the different particle transport modes. 
" Protection of roads, farms and buildings from drifting problems. 
" Observation of global desertification in and regions and sand dune 
emigration. 
" Observation of the amount of eroded and drifted snow particles and its 
relation to global warming. 
1.3.1 Field and wind tunnel studies 
In the present work, several existing field and wind tunnel studies have been 
used to validate the numerical model as compared to the observations. 
Benchmark studies such as sand or snow drift at solid and porous fences were 
used first to compare simulation with both field and wind tunnel 
measurements, [Tabler (1994), Iversen (1981), Tsoar (1983) and Phillips and 
Willits (1979)]. 
Field measurements of sand drift at the twelve-year-old multiple raw porous 
fence experiment conducted in the Kuwait desert were used also to validate the 
simulated drift taking into account the full-scale flow dimensions. 
Finally, a field experiment of sand drift around an open gate was conducted in 
the Kuwaiti desert; this provided a further case study to validate the model in a 
three-dimensional domain. 
1.3.2 Numerical modelling 
The numerical models used to simulate general gas-particle flow regime are 
based on solving the fluid flow governing equations. 
Kawamura et al. (1999), Sundsb4 (1997) and Uematsu et al. (1991), presented 
numerical models based on solving the field flow governing equations, well 
known as the Navier-Stokes equations, and employed them to simulate snow 
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drift around obstacles. Wipperman (1886) used the same basic theory to 
simulate the emigration of sand dunes over flat surfaces. 
Wipperman (1986) and Kawamura et al. (1999), both solved the Navier-Stokes 
equations to predict the airflow velocity field while the predictions of the 
particle mass flux relied on an empirical expressions. 
Uematsu et al. (1991), solved an extra equation for the concentration of 
suspended particles in a similar manner to the way the Navier-Stokes equations 
are solved. He involved the contribution of saltating particles through an 
empirical expression of the mass flow rate. 
Sundsb4 (1997) applied the same idea as Uematsu to the prediction of particle 
concentration. He included the contribution from both suspension and saltation 
by dividing the computational domain into four sub regions: suspension, 
saltation-erosion, saltation-deposition and deposition regions where the particle 
transport equation has a different form for each region. 
In general, there are two fundamentally different theoretical approaches utilized 
to predict the dispersed phase properties in two-phase flows: Particle Tracking 
model (Lagrangian-Eulerian approach) and Continuum Two-Phase flow Model 
(Eulerian-Eulerian approach). 
A. Particle Tracking Model or (Lagrangian-Eulerian) 
The particle-tracking model is based on solving the particle equation of motion 
to track a single or a group of particles within the flow field. The air phase is 
considered as the continuum fluid phase, which is solved in a Eulerian reference 
frame, while the particle is considered as the discrete phase and solved based on 
the Lagrangian reference frame. 
B. Continuum Two-Phase flow Model or (Eulerian-Eulerian) 
In this approach the fluid phase as well as the particle phase are both 
considered as two different continuum solved in the Eulerian reference frame. 
The two-fluid model is the leading numerical model, which can handle a system 
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of multi-phase flows. This is classified as the most accurate but most 
complicated model since it is based on solving two sets of the conservation 
equations, one for each phase. Simplification of two-fluid model could lead to a 
less complicated model that may give a degree of accuracy that is acceptable 
from the engineering point of view. Examples of these simplified models are the 
mixture and homogenous models. 
In the Mixture model, mixture properties such as mixture density, viscosity and 
the mixture velocity components, are predicted by solving the mixture flow 
conservation equations. Contributions from all phases are involved according to 
the phase volume fraction in a specific volume in space. 
The Homogenous model is considered as the simplest two-phase flow model 
since the secondary phase is assumed to have the same local velocity as that of 
the primary fluid over an infinitesimal volume in space. 
According to many authors, there are advantages and disadvantages for each 
approach. The proper approach for one application may not be the suitable one 
to another, [Faeth(1983), Durst(1984), Mostafa(1987), Shirolkar(1996), 
Crowe(1996)]. 
The Lagrangian approach has the advantage of being able to handle diluted 
particles with initial size, velocity, position and temperature distributions. It 
tracks individual particles as they move through the continuous flow field. 
However, this needs to be evaluated for a huge number of discrete particles, 
which is time and memory consuming. 
Since the discrete phase is treated as another pseudo fluid the Eulerian 
approach is computationally efficient for a single particle size. Although the 
behaviour of the individual particles is not modelled, as with the Lagrangian 
model, the Eulerian model provides more practically useful and convenient 
results when a large number of particles are involved. 
However, one of the limitations of the Eulerian approach is that, for particles of 
different physical properties (e. g. size and density), one extra transport equation 
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is required for every particle with a different physical property. This consumes 
considerable computer memory and CPU time. 
Both Lagrangian and Eulerian approaches were implemented and analysed in 
the present study prior to choosing the most suitable approach in the context of 
the objectives of this work. 
1.4 The aim and synopsis of this work 
This research study aims to develop a computer code, based on a Computational 
Fluid Dynamics (CFD) modelling approach to multi-phase flow, to simulate 
drifting sand and sand dune development around obstacles of different 
geometry. The code is intended to be a powerful and convenient design tool for 
engineers, environmentalist and those who are dealing with daily problems 
caused by the accumulation of particles around structures. 
The model considers both suspension and saltation modes of particle 
transportation, in the particle transport equation, as individual contributions to 
the overall momentum balance. The model also takes into account the growing 
interface boundary between the deposited particles and the flow field by 
introducing an interface boundary as a solid surface that is allowed to grow or 
contract according to the wind condition and the particle concentration near 
that boundary. 
The remainder of this thesis is divided in to seven chapters as follow: 
" Chapter 2 discusses the basic theoretical background of particles blown by 
wind. 
" Chapter 3 introduces the field and wind tunnel experiments used in this 
study to validate and calibrate the computational model. 
" Chapter 4 describes the theoretical background of the equation of motion for 
particles driven by the flow field. Different types of forces applied on a 
particle throughout its trajectory are discussed along with the different 
Lagrangian procedures employed to track particles within the flow. Different 
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particle tracking models are implemented in an existing CFD solver, SOFIE, 
with the proper treatment of boundary and initial conditions. The model is 
then used to simulate wind blown particles from erodible surfaces over a flat 
surface and around vertical solid wall perpendicular to the flow direction. 
Comments on the ability of the model to handle simulations involving 
particle deposition at obstacles of general shapes are discussed. 
" The different two-phase flow models based on the Eulerian approach are 
discussed in Chapter 5. The theoretical background of the mixture and the 
homogenous models are introduced. The necessary modifications to the flow 
field governing equations required to implement the FAVOR technique are 
discussed. The governing equations are written in a form suitable for the 
implementation of the FAVOR technique and discretisation based on the 
finite volume theory. Models for suspended and saltated particles driven by 
the flow are introduced and added to the particle transport equation source 
term without the need of empirical expressions to predict the particle mass 
flow rate. Boundary and initial condition treatments and implementation 
remarks are discussed and an algorithm of the erosion-deposition process is 
introduced. 
" Chapter 6 presents the assessment of the Eulerian based numerical models 
and the solution dependency of the controlling parameters. Both physical 
and numerical related parameters are analysed and discussed paying more 
attention to their effect on the validity of the model predictions. The 
advantages and disadvantages of each model are identified and comment on 
their applicability to problems involving wind blown particles and particle 
deposition around objects is discussed. 
" Chapter 7 presents a validation of the homogenous model coupled with the 
FAVOR technique against the field and wind tunnel observations discussed 
in Chapter 2. 
" Finally, general discussions, conclusion and recommendations for further 
extension of the study are presented in Chapter 8. 
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Chapter 2 
Wind blown particles - 
Basic theory 
2.1 Introduction 
Wind blowing over a surface covered by loose solid particles can result in 
movement of the particles as a result of the net force applied to their surfaces. 
Initially, the particles are eroded from rest then transported a certain distance 
until they settle back to the ground. Particles driven by wind are generally 
transported in three different modes according to the physical and dynamical 
properties of the wind and the particles themselves. A critical wind friction 
velocity, known as the threshold velocity is used as a control measure for the 
particle initial movement. 
Many authors have proposed empirical expressions for particle mass flow rate, 
based on the wind friction velocity and the particle threshold velocity. Moreover 
the relationship between the particle terminal velocity and the wind friction 
velocity is commonly used as a measure to distinguish between the different 
particle transportation modes. 
The movement of the particles near the surface increases the surface roughness 
and therefore the wind velocity profile is found to be of a different shape than if 
the wind passes over a non-erodible surface. 
The issues mentioned above are essential to be understood prior to any research 
relating to wind blown particles. Therefore, this chapter will review the basic 
theory behind particle erosion, transportation and deposition. The threshold 
condition, different particle transport modes, empirical expressions developed 
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for predicting particle mass flow rate and the modified wind profile in the 
presence of the moving particle are discussed. 
2.2 Mechanics of wind blown particles 
The erosion, transportation and deposition of wind blown solid particles such as 
sand, snow or soil involves a number of phenomena. Consider, for example, 
spherical solid particles spread on a flat surface as seen in figure 2.1. 
Wind flowing over the particles creates a pressure difference between the top 
and bottom surfaces of each particle that generates an aerodynamic force that is 
resisted by the particle body force. 
There are two main aerodynamic forces that are responsible for the initial 
movement of the particle, drag force in the horizontal direction and lift force in 
the vertical direction, which acts against gravity. 
If the resultant wind force achieves a value that approaches the particle resisting 
force, then the particle begins to vibrate and roll on the top of other particles. 
This type of particle movement is known as Surface Creep. 
As the wind velocity increases further, the resultant aerodynamic forces will lift 
the particle off the bed surface but only for a short time. Thus the particle moves 
in a series of jumps known as the Saltation mode of particle transportation. 
Once a saltating particle is caught by a turbulent eddy, which has a vertical 
fluctuating velocity component that overcomes the particle settling velocity, 
then the particle is carried by the wind for a greater time and distance. This 
mode of transport is known as Suspension. 
Commonly, small and light particles are easily caught by turbulent eddies and 
remain in suspension while the larger and heavier particles remain either in the 
saltation or surface creep zones. These three particle transport modes are shown 
in figure 2.2. 
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In a typical sand storm, the majority of the particle mass transport rate is found 
to be in the saltation layer while about one fifth to one quarter of that mass 
transport is as surface creep, [Bagnold (1941), Iversen (1981), Kind (1990), Pay 
and Tsoar (i99o) and others]. Details of these three particle transportation 
modes will be discussed later in this chapter. 
2.2.1 Threshold condition 
As has been mentioned, when the wind strength increases the aerodynamic 
forces applied on the particle surface will approach the particle's body forces but 
act in the opposite direction. The resultant of these forces is the sum of many 
forces that may have a significant effect on the movement of the particle. 
Examples of these forces are the drag and lift forces, particle weight, spinning 
and virtual mass forces, pressure gradient, cohesive and coriolis forces, Magnus 
force, buoyancy force, electrostatic force, particle-particle bonds and the 
particle-particle collision forces. In a typical wind flow over a flat surface 
covered by solid particles, most of the above mentioned forces have a negligible 
effect on the initiation of a particles movement from rest, Bagnold (1941) and 
others. These forces will be defined and discussed in more detail when 
discussing the particle equation of motion in Chapter 5. 
Bagnold observed in his original wind tunnel experiment that the initiation of 
particle movement takes place at a certain wind velocity when the wind shear 
stress applied on the particle exceeds the particle threshold shear stress. 
Since the shear stress is related to the shear velocity (friction velocity), Bagnold 
defined two types of threshold velocity: the impact threshold and the fluid 
threshold. The impact threshold is the wind velocity that must be exceeded for 
the movement to be maintained, whereas the fluid threshold is the wind velocity 
that must be exceeded for the movement to be initiated. Generally the fluid 
threshold is thought of as being greater than the impact threshold, figure 2.3. 
The difference in the fluid and impact threshold velocities is due to the kinetic 
energy of the particle during movement, Pye & Tsoar (1990). Pomeroy (1988) 
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found that there was no obvious difference between these two values, so that 
throughout this thesis they are assumed to be equal and known as the threshold 
velocity, u, *. 
The force required to overcome the sum of forces resisting particle motion is 
related to the surface shear stress. Since the shear stress is proportional to the 
friction velocity, the threshold velocity is in fact a critical friction velocity 
ri =p ur . The threshold velocity is then defined as the minimum friction velocity 
required to maintain the movement of the particle. 
It has been shown that the threshold velocity is function of the particle size, 
shape and density [Schmidt (1980) and Kind (990)]. 
Bagnold (1941) obtained an expression for the threshold velocity when applied 
to sand particles in terms of the fluid and the particle physical properties: 
D '/2 
U' -Apg ° 
P 
Where: A is the dimensionless threshold velocity. 
Equation (2.1) is only applied when both cohesive and adhesive forces are 
negligible thus for wet sand or frozen snow particles the value of the threshold 
velocity is much higher than for dry sand or newly-fallen snow particles. 
Iversen et al. (1979a, b) carried out a large number of wind tunnel experiments 
on particles of different size and density. Results of these experiments are 
illustrated in figure 2.4 and show the measured threshold velocity plotted 
against the threshold parameter (p, gDp/p)'h'2. It is clearly indicated that for 
large particle sizes, the dimensionless threshold parameter A, which is in fact 
the slope of the curve, is essentially constant. 
It can be seen that there is a minimum value of the parameter A that varies as 
the particle size is changed. This indicates that A is not identical for all particle 
sizes otherwise all curves must meet at one minimum value. 
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Figure 2.5 shows the threshold dimensionless parameter against the particle 
threshold Reynolds number, Rep, and is compared to the threshold curves 
presented by other researchers. It is clearly seen that for Rep >_ 3.0 the results are 
comparable but for smaller Reynolds numbers they are somewhat disparate. 
Also for a large Reynolds number, the parameter A has an almost constant value 
for all particles, which indicates that the parameter A is not a function of the 
physical properties of the particles for high Reynolds numbers. 
2.2.2 Particle transport modes 
f Surface creep 
A particle will start to roll (or creep) as a result of two external forces acting on 
its surface. Firstly, the torque caused by the drag and lift forces that generates a 
rotating force around the point J, figure 2.1. Another major cause of the surface 
creep is the momentum that is exerted on settled particles from the impact of 
saltating particles. 
f Saltation 
If the wind friction velocity reaches a higher value than the particle threshold 
velocity, the particle is then entrained into the flow field with an initial 
horizontal and vertical velocity ul and vl as shown in figure 2.6. The particle 
then extracts horizontal momentum from the flow and is transported along a 
trajectory typically similar to the one in figure 2.6. 
As the particle is blown by the wind, gravitational force pulls it downward, 
eventually hitting the ground with horizontal and vertical velocities u2 and v2, 
with an impact angle a varying between 300-500, according to White & Schulz 
(1977) and Willetts & Rice (1986). 
The nature of the saltation process has been analysed extensively in field 
studies, wind tunnel experiments and numerical modelling by many authors 
[Bagnold (1941), Owen (1964), Iversen (1982), Jensen (1983), Horikawa et al. 
(1984), Willetts & Rice (1986), Warner & Haff (1988), Anderson & Haff (1988), 
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McEwen (i99o) and Dover (1993)1" The aim being to gain a better 
understanding of the principals of the erosion, saltation and deposition 
processes. 
The zone in which saltation movement occurs is known as the saltation layer 
and the thickness of this layer is defined by the maximum height that saltating 
particles could attain. However, since the saltation layer thickness is dependent 
on the physical properties of the particles, such as particle size and density and 
the fluid flow density and velocity, the saltation height is taken as the mean 
maximum saltation trajectory height. According to Kind (1990) it is usually a 
few centimetres from the bed. 
The aerodynamic lift force is found to have a significant effect on the particle 
spinning velocity, which therefore affects the saltation height, White & Schulz 
(1977). Owen (1964), proposed that the drag force has less effect on the 
maximum height of the particle trajectory and suggested that the trajectory 
height to be proportional to the particle lift velocity [ v; 2g]. He also suggested 
that v, is comparable to the flow friction velocity [ u' 2 /2g]. 
Schmidt (1985) agreed that the saltation height is proportional to [ui2 / 2g] and 
that it could be used as an acceptable approximation to the saltation height in 
the case of snow particles. Whilst Gerety (1984) argued that this approximation 
is not a good prediction of the saltation trajectory height but it could give a good 
approximation for the surface roughness height during the saltation, which 
might by used to predict the modified wind velocity profile in the presence of 
saltating particles. 
In this study the maximum saltation height was taken as: 
H,,,,. =Cu. 
2 /2g (2-2) 
Owen (1964) suggested two values of the constant C. To predict the mean 
maximum saltation height C is assumed to be 1.6. Where the same formula is 
used to predict the mean maximum axial length it is 20.6. As shown in figure 
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2.6, the horizontal distance L is about 12.5 times the maximum trajectory height 
H that the particle can attain. Detailed discussions about this issue can be found 
in Pay and Tsoar (1990). 
f Suspension 
If the wind friction velocity becomes higher than the threshold velocity and the 
vertical fluctuation velocity component of turbulent eddies is at least equal to the 
particle's settling velocity, then the particle will transport in the suspension 
manner, Bagnold (1973) and Nickling (1994). Whilst in a state of suspension 
particles may be carried to heights much greater than the saltation height as a 
result of turbulent diffusion, figure 2.2. Fine particles, such as dust, may rise up 
to several hundreds of meters and be in suspension for long periods of time that 
may extend to a few days Budd et al. (1966). 
Whilst coarser particles under moderate wind may travel for a few meters both 
in length and height Takeuchi (1980). 
Whatever the height reached by a particle, it is obvious that since the particle 
falling velocity is directly related to its physical properties, such as the particle 
size and density, and to the carrier fluid properties, such as the density and 
viscosity, smaller particles are more easily carried to greater heights and for 
longer time. 
The settling velocity of a freely falling particle is proportional to the particle 
diameter and density. It can be calculated according to Stokes Law: 
ppgD2 
vf= 18p 
(2-3) 
Tsoar and Pye (1987), suggested that the ratio of the settling velocity to the 
friction velocity could be used as a measure of the particle susceptibility to be 
carried in suspension, figure 2.7 (Pye and Tsoar pioi). Suspension occurred 
when of /u* «i . During a typical windstorm, when the value of the wind friction 
velocity varies between o. i8 - o. 6 m/s, the corresponding maximum size of 
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particles that can be transported by suspension ranges between 0.04 - 0.06 mm 
diameter, Pye & Tsoar (1990). For v f/u «o. i, long term suspension occurs 
corresponding to a maximum particle size of 0.015 - 0.02 mm, Gillette (1981). 
Finer particles are assumed to be non-settling particles according to Tsoar & Pye 
(1987) and others. 
2.3 Mass transport rate 
Many authors from different scientific backgrounds have developed 
mathematical models to predict mass transport rate for sand, snow and soil 
particles blown by wind [Bagnold (1941), Kawamura (1951), Owen (1964), Kind 
(1976), Lettau & Lettau (1978), Owen (1980), Andersen (1983), Ungar & Haff 
(1987) and Sorensen (1991)]. 
Since large portions of the particles are transported either by suspension or 
saltation, most of the research efforts have been aimed at models predicting the 
mass transport rate under these two transportation modes. Outlines of the mass 
transport rate expressions both in suspension and saltation layers are outlined 
below. 
2.3.1 Mass flow rate in Saltation 
Bagnold (1941) developed the leading semi-empirical formulae to predict the 
mass transport rate in the saltation layer. Bagnold built his analysis based on 
the fact that the flow rate at which sand particles can be driven by wind is 
strongly related to the wind shear forces that are applied on the particle surface. 
Due to the pressure difference between the upper and lower surfaces of a single 
particle, the particle is injected vertically into the flow with initial horizontal 
velocity u, known as the lift-off velocity. The particle hits the ground after a 
certain distance L with impact velocity u2 figure 2.6. Therefore, the momentum 
extracted by the particle from the wind over the distance L is: 
m 
(uz 
-ul 
gL (2-4) 
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where: mg is the particle mass. 
Since u, is small comparing with u2, the rate of momentum loss per unit width 
is: 
U2 
L 
where m is the total mass in unit width. 
(2-5) 
Equation (2.5) is equivalent to the surface shear stress resisting the fluid due to 
saltated particles. The total shear stress exerted by the fluid flow is the sum of 
the shear stress due to the saltation and the shear stress required to 
initiate a particle from rest r, h, eshod . Bagnold 
in his first derivation ignored the 
threshold shear stress and related the mass flow rate due to saltation to the fluid 
friction velocity, u' _ 
FIP 
, thus: 
Qsai. u2 L=pu (2-6) 
Bagnold then assumed that: L =-L where vl 
is the particle lift-off velocity. Also 
he assumed that vl directly changes as the friction velocity changes, v, =0.8u' 
hence: 
Qsot. =0.8pu"3 
9 
(2-7) 
Later and after some experimental work carried out by Bagnold, he 
approximated that the surface creep is about 25% of the total mass flow rate 
then: 
1.1 p u'3 (2-8) Qsot. =- 
9 
More than io different expressions, found in the literature, are used to predict 
the mass flow rate, all of which are based on Bagnold's expression, table 2-1. 
Iversen & Rasmussen (1999) and Pye & Tsoar (1990) discussed the differences 
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between these formulas, which are all based on wind tunnel observations over 
flat surfaces accept Ungare & Haff (1987) and Sorensen (1991), which are 
derived from numerical analysis involving the prediction of the saltation 
trajectories. The rate of mass transport in the saltation layer predicted by 
different models for uniform particle size shows considerable discrepancies, 
figure 2.8. 
2.3.2 Mass flow rate in Suspension 
In the steady state suspension, the differential equation for the vertical particle 
concentration is a simple balance of gravitational settling and turbulent 
diffusion of particles, and takes the form: 
ay r°(ý. v) =-v'I 
(ay) (2-9) 
where rp is the effective diffusion coefficient for the particle and cis the particle 
concentration. 
By assuming that there is no source or_ sink of particles (no erosion or 
deposition), the equation can be integrated over a certain height to give: 
rp(a 
y)=-vfC 
(2-10) 
y 
where vf is the concentration weighted average settling velocity. 
Assuming that the particle is small enough to follow the fluid flow, the particle 
diffusion coefficient can be assumed to be equal to that of the fluid. The fluid 
diffusion coefficient varies linearly in the boundary layer and is characterised by 
the logarithmic velocity profile (r, = rc u`y ), Anderson & Hallet (1986). Thus, 
integrating equation (2.1o) again, the equation of suspended particle 
concentration distribution becomes: 
-vt 
C _Co 
(YD )KU" 
(2-11) 
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where co is the concentration at reference height yo . 
Particle concentration profiles at different heights are shown in figure 2.9 for 
different surface roughness yo and constant particle settling velocity and wind 
friction velocity. It shows that according to equation (2.11), the particle 
concentration reaches maximum values near the bed surface and decreases with 
height. 
2.4 Wind profile characteristic 
Wind velocity increases with height due to decrease in the shear stress. For fully 
turbulent boundary layers and in the absence of the saltating particle, whether 
for flow over a non-erodible surface or where the friction velocity is less than the 
threshold value, the vertical velocity profile will follow the logarithmic profile: 
-=-In -Y 
uK Yo 
(2-12) 
Over a surface of stationary particles, the surface roughness (yo) was found to be 
approximated by Do and adopted for airflow over sand surface by Bagnold 
(1936) and Monin & Yaglom (1965). 
In the presence of saltating particles, the velocity profile is significantly affected 
as the surface roughness increases. The wind profiles measured by Bagnold with 
and without saltation for different wind strength are shown in figure 2.10. It 
shows that the focal point, the point where wind profiles of different shear 
velocity meets, moves upward, which means that the surface roughness 
increases due to saltation. 
A modified form of the logarithmic profile has been introduced to take into 
account the effect of the saltated particles, Bagnold (1941), Owen (1964) and 
Whit & Schulz (1977). The modified velocity profile can be derived using the 
information from the focal point: 
21 
u1rYu, lnl\ + 
uK Yo u 
(2-i3) 
where u, * is the threshold velocity and y'0 is the saltation surface roughness. 
2.5 Closure 
The physical and theoretical background of particle blown by wind was 
reviewed. The threshold conditions of the particle movement and settlement 
and the different modes of particle transport were defined. It was clearly found 
that a particle can be considered to be moved in either suspension, saltation or 
surface creep if the ratio of the falling velocity to the friction velocity is defined. 
Many empirical expressions of the mass flow rate of particles transported in 
saltation were found all of which rises the fluid friction velocity to the power 
three. The vertical distribution of the suspended particles was defined in terms 
of friction velocity, surface roughness and the freely falling particle velocity. 
In addition, the vertical wind profile based on the atmospheric natural 
logarithmic law and the effect of the saltating particles on the profile were 
reviewed. 
Table 2-1. Empirical expressions of the particle mass transport rate 
predicted by different authors. From Iversen & Rasmussen (1999). 
Bagnold (1941) 1.5 g U` 
Kawamura (1951) 1.5 P 
/ lz 
1-I ý; I 
/l 
11+ !; J g 111 u JJJ 111 u 
Owen (1964) 1.0 
ro. 
25 1 (ü 
2 
g 3 
Kind (1976) 1.5 i . 
l= 
g " 
Lettau & Lettau (1978) 1.5 g 
lI 
-ü1 `J J 
Owen (1980 1.5P 
= 
1-('. (I+ c) g 
Ungare & Haff (1987) 2so- 
S 
i- Cu JP CU. ý , S4resen (1991) ag rI -(" . 11+17.75 = *) U u Ll 
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Figure 2.2: Modes of particle transport by wind showing the typical particle 
size ranges transported during moderate windstorm. From Nickling (1994). 
In the frame zoom on the surface creep region. From Allen (1994). 
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Figure 2.1: Definition diagram for the forces acting on particles spread on a 
granular bed subject to a steady fluid flow. 
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Figure 2.3: Relationship of the threshold velocity to particle size. 
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Figure 2.4: Threshold velocity as a function of the threshold parameter of different particle 
sizes and densities. From Iversen et al. (1976). 
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Figure 2.5: Dimensionless 
threshold velocity 
parameter versus the 
particle threshold 
Reynolds number 
comparing the data curves 
of Bagnold (1941), Chepil 
(1945b, 1959) and Zingg 
(1953). From Greeley and 
Iversen (1985). 
--, Bagnold (1941); -"--, Chepil (1945.1959); 
----, Zingg (1953). 
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Figure 2.6: Typical saltating particle trajectory. From Pye and Tsoar (1990). 
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Chapter 3 
Field and wind tunnel 
studies on drifting particles 
around obstacles 
3.1 Introduction 
Well-understood field studies and wind tunnel measurements are essential for 
the development of accurate and practical numerical models. Experiments 
considering drifting sand and snow at fences of different porosity have been 
conducted by many authors with the aim of establishing relationships between 
the many parameters controlling the location and amount of particles that can 
be captured by such fences. These parameters, such as wind friction velocity, 
particle mass flow rate, volume, shape and location of the particle deposition 
profile, fence height and fence porosity, have been discussed by a number of 
authors including [Iversen (1999), Tabler (1994), Tsoar (1983), Iversen (1981) 
and Phillips (980)]. 
This chapter presents a review of the field and wind tunnel experiments of 
drifting sand and snow at solid and porous fences, which will be used later in 
this thesis as benchmark case studies for validation of the numerical models. In 
addition, field measurements from the Kuwaiti desert were collected from 
multiple row sand fence systems. The measurements will be used as additional 
case studies to validate the models against full-scale field data to strengthen 
their accuracy and improve their capability for more complicated applications. 
Finally, a field experiment of drifting sand and sand dune development stages 
around an open gate facing the prevailing wind was conducted in the Kuwaiti 
desert as part of this study. The observations will be compared later with the 
numerical models in a three-dimensional flow domain. 
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3.2 Drifting particles around solid wall 
The early stages of sand particle deposition were observed by Tsoar (1983), in a 
wind tunnel simulation of an air-sand flow at a vertical solid wall. The formation 
of the early stages of particle deposition was monitored in front of a vertical 
solid wall that spanned the full width of the tunnel, figure 3.1. Table 3-1 shows 
that at the initial stages of the deposition process the reverse flow generated in 
front of the wall would not allow any particles to settle near the wall for a 
distance, d, upstream of the wall position. Tsoar showed that as the wall height, 
H, increases the distance d increases and the average ratio of d/H is about 0.35. 
In the experiments of Tsoar, the dune started as a thin flat layer of particles 
settled in front the wall. As more particles are deposited, the dune gradually 
grows with the distance from the wall to the crest point varying between 0.5 and 
0.6 of the ratio d/H, figure 3.2. As the dune grows, particles from the front slip 
face of the dune start sliding down filling the gap between the dune and the wall 
until the dune is attached to the wall. At this point, the dune starts climbing the 
remaining height of the wall. 
In the case of snow drift, the steady state deposition profile at a full scale solid 
wall was observed by Tabler (1986) in the field. Similar to the observations of 
Tsoar, Tabler shows that, before the deposition process reaches an equilibrium 
state, the snow particles are deposited at a certain distance from the wall 
depending on the strength of the recirculation eddy that is generated adjacent to 
the wall front side. He shows that when the drifting process reaches a steady 
state, the deposition profile extends for about 10 to 12 times the wall height both 
upstream and downstream from the wall, figure 3.3. At this stage there will be 
no more deposition and the incoming particles will pass the wall. 
Table 3-i: Measurements of the distance d as it 
varies with the wall height H. From Tsoar (1983). 
H [cm] d cm d /H 
1.90 0.60 0.32 
3.90 1. o 0.33 
5.70 1.90 0.33 
. 60 -50 o. 
9-55 3.70 0. 
12.00 4.50 0.38 
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Figure 3.1: Wind tunnel initial particle deposition at a solid wall. From Tsoar 
(1983)" 
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Figure 3.2: Wind tunnel particle deposition cross-sectional profiles at a solid wall representing 
six stages in the formation and development of the deposition dune. From Tsoar (1983). 
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Figure 3.3: Field observation of snow particle deposition stages at a solid wall of 
height H. From Tabler (1994). 
3.3 Snow drift at solid and porous fences 
Tabler (1980,1986 and 1994) presented results from a full scale and model scale 
field experiments of drifting snow at a 50% porous fence in a research 
conducted for Wyoming Department of Transportation. In his full-scale 
experiment, Tabler used a 3.66m height fence with a bottom gap of io% of the 
total fence height H, figure 3.4. The fence construction consisted of a series of 
horizontal boards of 2.5 cm width separated by equivalent gaps. 
The fence was inclined at an angle of 15' to the vertical to provide strength 
against strong winds. According to Tabler, this angle of incline increased the 
fence's efficiency by less than lo% compared to a vertical one. 
Tabler (1981) and Tabler and Jairell (1980), have reported on a field experiment 
of a snow fence scale-model on a frozen lake surface. Natural snow particles and 
wind conditions are used in this experiment with a 12.4cm height, 50% porous 
fence. 
A wind tunnel experiment of snow drift at a 50% porous fence has been 
conducted by Iversen (1981) using a 2.54cm fence height and 50% porosity. The 
scale ratio of the full-scale to the wind tunnel scale model was 1: 144 while it was 
1: 25.5 in the frozen lake model. 
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To achieve the model similitude in the wind tunnel, Iversen used glass spheres 
of 3990 kg/m3 density and 49 µm diameter to represent the snow particles. The 
average real snow particle was assumed to be boo kg / m' density and 150µm 
diameter. The threshold friction velocity in the wind tunnel simulation was 
found to be 21.5 cm/s, while it is 14.0 cm/s for a typical dry snow particle. 
Tabler shows that the early stages of the deposition process begin at some 
distance downstream of the fence. In the equilibrium state, the bulk of the dune 
volume is found to be downstream of the fence with a height equal to 120% of 
the fence height, 20% above the fence, and extends downstream to about 30 
times the fence height, figure 3.5" 
The measurements of full-scale deposition profiles at fences of different heights 
as well as the wind tunnel scale measurements are shown in figure 3.6. It shows 
that the wind tunnel measurements immediately downstream of the fence lie 
just under the full-scale while it shows no deposition occurring upstream. 
Iversen related two reasons for this phenomenon; first, the wind friction 
velocity is probably just above the threshold velocity. The second probable 
reason is due to that the wind tunnel deposition process not yet having reached 
Equilibrium State. 
Iversen also shows a comparison between the wind tunnel measurements and 
the data of the frozen lake experiment conducted by Tabler, figure 3.7, for the 
drift profiles in an intermediate and equilibrium state. 
Details of these experiments will be discussed later, with relation to the 
comparison made against the results produced using the numerical models in 
chapter 7. 
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Figure 3.4: Wyoming snow fence with 50% porosity. From Tabler (1994) 
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Figure 3.5: Different deposition stages at Wyoming snow drift fence that is 3.66m height and 
50% porous. From Tabler (1986). 
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3.4 Sand drift Field study in the Kuwait desert 
The objective of the study conducted in the desert of Kuwait was to provide 
different case studies for the validation of the numerical model against full-scale 
field data from real life situations associated with sand drift. The difference 
between the field and wind tunnel studies covered in the previous sections and 
the Kuwait field study is that in the field the wind direction, wind speed, particle 
size, particle mass flow rate and the experiment duration are considered as 
uncontrollable parameters. While the snow drift field experiments of Tabler and 
the wind tunnel experiments were conducted under 'supposed' specified 
conditions. 
Kuwait Institute for Scientific Research (KISR) established a series of field 
studies as a part of research projects sponsored internally by KISR to protect a 
research site relating to KISR and by Kuwait Oil Company (KOC) to protect oil 
industry installations in the desert from drifting sand, Al-Ajmi (1994). 
Three field sites representing the highest drifting rate in the country -A, B and 
C- were chosen in this study all of which lie within the global pathway of an 
active sand sheet as shown from the satellite image, figure 3.8. The average 
width of this sheet varies between 20-5o km and enters the country from the 
Northwest and leaves from the Southeast. 
The experiments at the sites A and B were installed in 1988 and 1995 
respectively whereas the experiment at site C has been designed and conducted 
by the author as part of the present study. 
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Figure 3.8: Landsat satellite image of the State of Kuwait showing areas under an active mobile sand 
sheet. After Kwarteng (1997). 
3.4.1 Single and multiple raw sand fence system 
A. KISR station field experiment: 
Site A is a working case study consisting of a series of porous fences placed upstream of 
an agricultural research centre owned by KISR, to protect from drifting sand. The 
fences were installed in the summer of 1988. Figure 3.9 shows an aerial photo of the site 
taken in 1995. It shows that there are three sets of fences placed at different angles with 
respect to the prevailing wind direction. The upper most fences were chosen for 
simulation in the present study for two main reasons: 
36 
1. They are the first fences facing the incoming wind. 
2. The fences were placed perpendicular to the average annual wind 
direction. 
The fence is 2m high and 2ooom long, figure 3.10. It was assumed that the 
fence was long enough to be treated as a 2-dimensional case study and hence 
compare with a 2-dimensional computational domain in the numerical 
simulations, figure 3.11. 
The fence was divided into three zones; two edge zones at the fence ends, which 
are 300m long each, and the middle zone, which is 1400m long. The edge zones 
were excluded from the measurements to avoid the fence end eddy effects. 
Twelve drift profiles were taken at a uniform distances within the middle zone. 
Figure 3.12 shows the measurements of drift profiles related to the fence 
position. The solid line represents the average drift profile. 
Since wind loaded by sand hits the upper most fence first, it is clear that this 
fence captures a larger amount of particles than the second. Theoretically, at 
infinite time, fences of identical geometry must capture equal amount of 
particles and the equilibrium state deposition profiles must be the same. 
It is clearly shown from figure 3.12 that after about 12-years the system has not 
achieved its maximum capability of trapping particles. Thus, since the amount 
of sand deposited at the front fence is higher than that of the second one, either 
the front fence has consumed its entire efficiency while the second one has not 
or both of them have not yet reached their maximum capacity. In either case, it 
should be note that the measurements taken must be considered as an 
intermediate stage of the deposition process and the steady state deposition 
profiles have to be the same at both fences. 
B. Burgan field experiment: 
The experiment at site B is a part of two year research project sponsored by KOC 
and conducted by KISR in 1995-1997 to study different techniques of protecting 
oil field installations, such as oil wells and terminals, from the drifting sand. The 
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study aimed to assess the effects of the number of fence lines and the space 
between each two lines on the location and the amount of sand particles that 
can be captured. Figure 3.13 shows the experiment geometry, which is divided 
into three zones according to the overlap between fence lines. 
1. Two fence system with 5om in between. 
2. Three fence system with 50m between each line. 
3. Two fence system with loom in between. 
Five measurements were taken from each zone for the deposition profile, figure 
3.14. The experiment was installed at the beginning of the summer 1996 and 
these measurements were taken in December 1999. Comparing the average 
deposition profile with the profile taken from site A, it is clear that all fences are 
well behind their maximum capacity and still can capture more drifting 
particles. 
Double row fence 
Sa... 
s 
Prevailing Wind 
Figure 3.9: Aerial photo of KISR station showing lines of fences used to 
protect the station from drifting sand. 
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3.4.2 Drifting sand at solid wall with an open gate 
Entrances and gates of farms, military bases, oil terminals and electricity 
transformation stations are examples of where sand drift can cause daily 
blocking problems. The aim of this experiment was to provide another real case 
study set specifically, during the work of the present research, to validate the 
numerical models developed against a three-dimensional full-scale simulation 
of sand drift around an open gate facing the prevailing wind direction. 
The experiment considered the sand dune development around a gate by 
placing a solid wall of i. 5m height and 39m length on a surface of high sand 
movement rate, site C in figure 3.8. The wall has been split into two sections of 
tom and 15m length. A 4m gap has been left between the two sections to 
represent the gate as shown in figure 3.15. 
Since the focus was on the different stages of the sand dune accumulation 
process and the steady state deposition profile, the natural flow rate of sand 
particles is assumed not to be important. Theoretically, under constant wind 
velocity and direction, the steady state deposition profile can be achieved much 
faster under high mass flow rate than that of lower flow rate, in both cases, the 
final deposition profiles have to be identical. Therefore, a sand bed of 0.3m 
depth was spread over 6ox3o square metre upstream the wall, figure 3.15. 
Consequently, the speed of the dune development is increased and the time 
required for the experiment is reduced. 
A cross-sectional deposition profile was measured by placing 30 vertical beams 
of 2m height along a tom distance at the wall centreline and those were used as 
a reference point for the measurements. The deposition height is measured by 
subtracting the height of the beam that appeared above the ground from the 
original beam height. 
Figure 3.16, shows the deposition profiles at different times during the 
experiment. Similar to the previous field and wind tunnel observations, the 
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deposition process started at certain distance from the wall with a crest point at 
about 50% of the wall height. 
When the wind hits the wall, the wind stream is divided into two parts. The 
upper part passing over the top of the wall causing an increase in the wind 
velocity. The lower part is forced to bend downward generating a reverse flow 
zone in front of the wall. The strength of this recirculation eddy is responsible 
for the initial deposition location. A weak eddy results in the deposition process 
starting closer to the wall and as the eddy gets stronger the initial deposition 
takes place at an even larger distance from the wall while the dune crest moves 
upstream. 
As the dune grows the crest point height increases and moves toward the wall 
until the dune becomes attached to and starts climbing the wall. Figure 3.17 
shows a series of photographs taken from the upstream view of the experiment 
at different times clarifying that the stages of the deposition process and the 
change in the dune crest shape as it depends on the strength of the reverse flow. 
It is also clear that the deposition starts at the stagnation point, that is the point 
at which the reverse flow meets the oncoming flow and where the wind velocity 
drops to a value under the particle threshold velocity, at which particles begin to 
settle on the ground. 
Near the gate and around the outer edges of the wall, the eddy strength is 
weaker since part of the wind streams move around the wall sides causing a 
reduction in the reverse flow strength. This results in the dune crest moving 
closer to the wall near its edges producing the crescent like deposition shape, 
figure 3.17a. Moreover, the wind accelerates as it passes through the gate 
causing an increase in the wind velocity and therefore erosion of the particles at 
this area is to be expected. As shown in figure 3.18, particles are completely 
eroded from the region where the wind friction velocity is raised to a value 
higher than the threshold velocity. However, in the middle of the pass-way, 
some particles do settle when the wind friction velocity is less than the particle 
threshold velocity. 
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Downstream of the gate, figure 3.19, the wind streamlines diffuse in all 
directions causing a reduction in the wind momentum and therefore the 
capability of the wind to carry particles for further distances. This results in a 
circular shaped particle deposition area. The direction of the sand waves on the 
dune surface could be used to establish the wind direction in that area, 
demonstrating that the diffusion of the wind occurs in all directions. 
Also it could be concluded that the wind will form symmetrical circular waves if 
the incoming wind is perpendicular to the gate and asymmetrical shapes 
otherwise. 
3.5 Conclusion 
Several field and experimental studies were presented, some from the available 
data found in the literature and the rest were taken either from field trips to 
previously conducted experiments with no recent measurements or from field 
experiments developed for the purposes of the present study. 
The data discussed in this chapter described the different case studies that will 
be used as benchmark studies to -compare with the two-phase flow numerical 
models developed in the remaining part of this thesis. 
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Figure 3.18: Side view showing erosion at high wind velocity areas and 
deposition at reverse flow zones. Photograph at September 1999. 
B urr ý. IL) LLiunt \ IC . bowing the deposition at the Clitlusiom zone 
Chapter 4 
Lagrangian modelling 
4.1 Introduction 
There are two fundamentally different theoretical approaches utilised to predict 
two-phase flows, those based on Eulerian, Two-Fluid model, and those based on 
a Lagrangian, Particle Tracking model, reference frames. 
The advantages and disadvantages of using each of these approaches have been 
identified by many authors, [Faeth (1983), Durst (1984), Mostafa (1987), 
Shirolkar et al. (1996), Crowe (1996)]. The Lagrangian approach has the 
advantage of being able to track individual particles in diluted flows, starting 
from an initial particle sizes, velocity, location and temperature, as they are 
driven by the continuous fluid flow. 
The Eulerian approach is computationally efficient in the sense that the 
dispersed phase is treated as another continuum, in the same sense as the 
continuous phase. The disadvantage of using the Eulerian approach is that 
particles with different physical properties are considered as a separate flow 
phase and as such solved as an additional continuum. This is computationally 
expensive in terms of both storage and CPU time. The Eulerian approach is the 
scope of Chapter 5. 
This chapter discusses the theoretical background of the particle equation of 
motion followed by the different numerical procedures that are commonly used 
to predict individual particle trajectories. These models are implemented and 
analysed against individual and groups of sand particles that are moved both in 
suspension and saltation modes over a flat surface. Moreover, the behaviour of 
these particles has been investigated as they approach a solid wall perpendicular 
to the flow direction. 
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4.2 Particle Equation of motion 
The Lagrangian approach considers individual particles, which are tracked as 
they are driven by the flow of the continuous phase. The particle trajectory can 
be determined by solving its equation of motion, which can be deduced from 
Newton's Second Law. The particle equation of motion was first derived by 
Basset, Boussinesq and Oseen, and is commonly known as the B-B-O equation, 
Shirolkar et al. (1996). 
f 
dt _>F 
(4-1) 
Where the RHS consist of the summation of all forces exerted on the particle 
along its trajectory. These summed forces are conventionally separated into the 
effects of drag, body forces, lift, Basset force, virtual mass force and other forces 
(e. g. particle-particle collision, Saffman force and wall interactions): 
dUp= 
FD + Fg + FL + Fpressure + FB + Fy + Fohters 
dt 
(4-2) 
Separation of the total sum of forces given by the above equation is not always 
valid, as there can be non-linear interactions between the various forces. Such 
interactions are not well understood but are typically small enough to be 
neglected for many flow applications [Feath (1983), Durst (1984), Soo (1990), 
Shirolkar et al. (1996), Crowe (1996) and Loth (2000)]. 
Assuming that the particle is of a spherical shape these forces can be 
summarised as follow: 
4.2.1 Drag Force 
This is considered to be the major force affecting the motion of a particle. The 
interaction between the particle and fluid induced forces at the particle-fluid 
interface is shown in figure 2.1. In the case of a spherical particle this results in a 
normal and shear stress. The normal stress is a result of the pressure applied on 
the surface; the pressure drag force. The shear stress is a result of the fluid 
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viscosity; the viscous drag force. The general equation describing the 
aerodynamic drag is: 
_1 
1 
FD 
22P 
CD TI Cl reI Ure, 
(4-3) 
P 
Where Co is the drag force coefficient. 
Ü1e, particle-fluid relative velocity. 
r. is the particle relaxation time. 
Particle relaxation time zp : 
The particle relaxation time is defined as the rate of response of particle 
acceleration to the relative velocity between the particle and the carrier fluid, 
Shirolkar et al. (1996). 
24ppDP 
rp = (4-4) 18 pCDRep 
Where the particle relative Reynolds number is: 
Re. = 
P1 U. e1 
I D, 
(4-5) 
p 
The relative velocity can be defined simply by the absolute value of the 
difference between the gas and particle velocities: 
Ure! = 
z(U-Up) 2 (4-6) 
Figure 4.1 shows the relationship between particle relaxation time and particle 
size for different particle densities. 
The Particle relaxation time is an important parameter when particles are 
tracked in turbulent flows. Particles smaller than the eddy size will remain 
inside an eddy for a certain time before jumping to another. The maximum time 
that a particle can remain under the influence of a particular eddy is known as 
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the eddy lifetime. A common approximation in the particle/turbulent 
interaction models is the assumption that the eddy properties remain constant 
for the entire eddy lifetime and therefore, particles trapped by an eddy can 
experience constant turbulent properties. In this study, the turbulence 
properties were predicted via the two-equation k-c turbulence model. Details of 
the interaction between the particle relaxation time and the eddy lifetime will be 
discussed in section 4.3.3 where Stochastic Separated Flow model is presented. 
Drag Coefficient CD : 
The drag force on a solid sphere has been described by a number of different 
approximations for the drag coefficient. It is primarily dependent on the 
particle's relative Reynolds number. Different correlations of the drag 
coefficient for various particle relative Reynolds numbers are found in the 
literature, see Crowe (1996). 
A. Stokes Drag Coefficient: CD = 
Re Rep «1 
P 
B. Oseens drag coefficient: CD =Re (1 + 0.15 Re 0.687) 0< Ren <1x 103 
P 
C. Newton's Drag coefficient: CD =0.44 700 < Rep <2x 104 
D. Morris and Alexander developed empirical expressions for drag coefficient 
as a function of Reynolds number. They divided the relationship between the 
particle Reynolds number and the drag coefficient into seven regions. 
a2 a3 
CD=a, 4 
Re 2 
Where a;: constants that apply over different values of Re given in table 4.1. 
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Table 4.1: Drag Coefficient as a function of Re are after Morris and Alexander. 
Rep range CD 
Rep < 0.1 24.0/ Rep 
0.1 < Rep < 1.0 22.73/ Rep + 0.0903/ Rep + 3.69 
1.0 < Rep < 10.0 29.1667/ Rep -3.8889/Re ,+1.222 
10.0 < Rep < 100 46.5/ Rep -116.7/ Re p+0.6167 
100 < Rep < 1000 98.33/ Rep - 2778/ Rep + 0.3644 
1000 < Rep < 5000 148.62/ Rep - 4.75/ Rep + 0.357 
5000 < Rep < 10,000 -490.546/ Rep + 57.87E04/ Rep +0-46 
10,000 < Rep < 50,000 -1662.5/ Rep + 5.4167Eo6/ Re, + 0.5191 
Oseens and Newton's drag coefficients are applied in the present study to 
determine the particle drag coefficient. 
4.2.2 Gravity force 
Gravity force is applied in the negative vertical direction. This force is directly 
proportional to the mass of the particle and defined simply based on the density 
difference between the particle and surrounding fluid: 
Fs =g(pp -P) 
4.2.3 Lift force 
Lift force acts perpendicular to the drag force and depends on many factors, 
such as, irregularity of the particle shape, size and density. For low Reynolds 
number, two lift forces have been identified, first, the shear induced (Saffman 
lift force) and, second, the forces due to particle spin (Magnus lift force). 
The Saffman force is the lift force that a small spherical particle may experience 
as a result of the local gradients of viscous fluid flow. However, the Saffman 
force was identified for a uniform shear flow, which is of practical use only for 
limited applications. 
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The Magnus or spin force is a result of the particle rotation around its own 
centre due to differences in the surface shear stress applied by the surrounding 
fluid flow in the particle surface. This rotation is a direct result of the increase in 
the fluid velocity on one side and decrease in the other side. 
4.2.4 Forces due to Pressure Gradient 
Forces associated with pressure gradient may influence the particle threshold 
condition. This force has a significant effect if the ratio of the particle density to 
the fluid density is close to unity (e. g. particle in water), otherwise it is of 
negligible effect Soo (990): 
Fpretsure 7rD3 Op =-_ 
OX 6 
4.2.5 Basset Force 
The flow pattern around the particle is not steady and changes during 
acceleration of the particle. This results in an instantaneous flow resistance on 
the particle. The force generated by this resistance is known as the Basset force, 
and represents the influence of the history of the particle motion on its 
movement. The Basset force is estimated by the following formula: 
3D2 
Pp Jd(U-UP) dr F'aasset=2 
t-z 
4.2.6 Virtual mass Force 
The relative velocity between the fluid and particle affects the fluid momentum 
boundary layer around the particle. Thus, if the particle is faster than the fluid 
then the particle can accelerate the surrounded fluid, i. e. more mass is 
accelerated than the mass of the particle itself. Therefore, the work done to 
accelerate the particle is in fact greater than the work required to accelerate the 
particle alone. 
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Hence the kinetic energy required to accelerate the particle is divided between 
the particle itself and the surrounding fluid attached to the particle surfaces. 
This is known as the Virtual or Apparent Mass Force. 
The extra amount of mass accelerated can be expressed as a fraction of the 
displaced fluid. The added mass is given as a constant and is equal to one half of 
the displaced fluid mass. The force associated with this increase is defined by: 
F,, 
mi= 
1 43 
D3 pd U-Up) 
The Virtual Mass Force effect needs only to be considered if the fluid-particle 
density ratio is close to unity. 
Consideration of the above forces applied to a particle suspended in a flow field 
gives the general form of the equation of motion given by BBO, Faeth (1983): 
dU 
_FD(U-UP) 
ParticleAccderatian 
DragTerrn 
I OP 
-- + pp ar 
Pr essureGradutnt Term 
(4-7) 
2 di 
(v - Up) 
Apparent MassTerm 
d (U-U ) 
3 Dz F ;rpp 
J( dz dr + 2mp 
tol tz 
Basset Term 
S 
c av; ryrerm 
As mentioned above, when the ratio of the fluid density to the particle density is 
very small, as in the case of air-sand flows and most of the diluted flows of 
engineering interest, the effect of the pressure gradient, apparent mass and 
Basset terms are negligible Faeth (1983). Thus the equation of motion can be 
simplified to include only drag and gravity terms as follows: 
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dU 
=U-up , (4-8) dt rp 
The above particle equation of motion is a first order, non-homogenous non- 
linear differential equation. It is analytically possible to solve this over a small 
time step where the instantaneous fluid velocity and the particle relaxation time 
are assumed to be constant. -By knowing the initial particle velocity, the new 
particle velocity can be calculated using the following formula: 
-er -er 
U"'=U+(U, -U)e`' + grP 1-e`' (4-9) 
It is worthwhile to mention here that equation (4-9) is valid only for low particle 
Reynolds number, which is within the range of the particles driven by wind. 
Also by integrating the particle equation of motion twice the new particle 
position can be calculated as follows: 
dXP 
=U 
dt p 
(4-10) 
This can be solved under the same assumptions as previously mentioned to 
give: 
Xt+a _ Xt + 
At (U'+& +Uº) (4-11) PP2pP 
note that these equations should be solved for each component direction. 
Alternatively, the instantaneous velocity of the particle and its new position 
after each time step can be determined by iteratively integrating the non-linear 
ordinary differential equations using a numerical technique such as Rung-Kutta 
method to an acceptable accuracy. This approach is applied to solve equations 
(4-8) and (4-10) in the present work. 
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4.3 Lagrangian numerical models 
Equations (4-4), (4-8) and (4-10), are most commonly used in Lagrangian 
models to track individual particle trajectories. The solution of equation (4-8) 
accounting for the effect of the fluid velocity fluctuation due to turbulent eddies 
requires the full-time history of turbulent flow. Such information requires 
solution of the instantaneous flow governing equations, the Navier-Stokes 
equations, on an Eulerian reference frame (see Chapter 5). 
Thus different techniques that involve random sampling of the fluctuating 
velocity components have been developed, [Hutchinson et al. (1971), Gosman 
and Ioannides (1983), Feath (1983), Durst (1984) and Soo (990), Shirolkar et 
al. (1996)]. Conventional particle tracking models are summerized below. 
4.3.1 Direct particle-tracking model 
This model generates particle trajectories directly using a stochastic model 
known as the random walk model for Lagrangian velocities. This method is 
efficient since it does not require the solution of the continuous flow field and 
the particle trajectory is simulated directly as if it is a fluid particle. 
The application of this model is limited to passive particles in high Reynolds 
number flows, where the effects of the molecular diffusion on the fluid particle 
trajectory are negligible. This is a valid assumption if the particle is small 
enough that it behaves as a fluid particle, such as the flow of a pollutant particle 
in the atmosphere. This model will not be covered in the current work; more 
details and discussion of this model can be found in Shirolkar et al. (1996) 
4.3.2 Deterministic Dispersion model (DDM) 
The basic idea of particle tracking models was first proposed by Hutchinson et 
al. (1971), and was employed by Gosman and Ioannides (1983), in conjunction 
with the k-c turbulence model. Shuen et al. (1985) identified the importance of 
the initial condition to the accuracy of the Lagrangian calculation. Since 
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Gosman and Ioannides work, many authors have reported success with these 
stochastic models in predicting dilute fluid-particles flows. 
DDM is the simplest way of solving the particle equation of motion since the 
effect of the fluctuating velocity components of the fluid velocity is not included. 
Particle suspension relies on velocity fluctuations, therefore this model is only 
useful when studying saltating particles. Once the mean average continuous 
fluid velocity field is calculated, the particle equation of motion can be directly 
computed. Since only the particle convective velocity, up, is included, particles 
of the same initial conditions and physical properties will follow identical 
trajectories. 
The turbulent dispersion effect could be included by estimating the dispersive 
component of the particle velocity which can be obtained from the gradient 
diffusion approximation Shirolkar et al. (1996) such that: 
up =u p +uP (4-12) 
where 
d1 änP up -rp 
- aX 
(4-13) 
is the dispersive component of the particle velocity, WP is the particle density 
r 
number, r'P = 
fP is the particle diffusivity and p, and a are the turbulent 
at 
particle viscosity and turbulent particle Schmidt number respectively. The 
turbulent particle viscosity is related to the fluid turbulent viscosity by the 
following expression: 
f 
__ 
A 
pp 
iP 1i- 
TJL 
(4-14) 
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where rp is the particle relaxation time, and rn is the Lagrangian fluid time 
scale, which will be discussed in the following section. This model is easy to 
implement and does not require a large number of particles to be tracked in 
order to statistically satisfy realistic trajectories, i. e. the statistically significant 
number of particles need to be tracked is small. 
4.3.3 Stochastic Separated Flow Model (SSF) 
This model involved the instantaneous fluid velocity instead of the mean 
average velocity used in DDM. The key problem in this model is to determine: 
s. The fluctuating component of the fluid velocity along the particle 
trajectory. 
2. The integration time step over which the fluid properties can be assumed 
locally constant. 
The particle is assumed to interact with a series of turbulent eddies as it moves 
along the flow field. Thus turbulent information is required to evaluate the 
velocity fluctuation components, eddy lifetime and eddy length scale. Eddy 
lifetime and length scale can be estimated from the local turbulent kinetic 
energy k and the rate of kinetic energy dissipations along the particle trajectory. 
Different assumptions are made in order to simplify the nature of the turbulent 
particle dispersion. Some frequently used assumptions are: 
1. Assuming that the statistical properties of the turbulent quantities are 
independent of space, the turbulent flow can be referred as homogenous. 
2. The turbulence is called isotropic if its statistical features show no preference 
for any direction. 
Therefore, based on these assumptions the turbulent kinetic energy contained in 
an eddy is given by: 
k=2 
(u'2+v'2 
+ w'2)= 
2 
u'2 (4-15) 
Since the fluid velocity fluctuation component is assumed to be the same in all 
directions, the standard deviation is given by: 
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0= 
Fýk 
(4-i6) 
Assuming that the local turbulent properties are constant over each time step, 
each turbulence eddy is characterised by a constant velocity fluctuation, time 
scale (eddy lifetime) and length scale (eddy size). 
The velocity fluctuation used in each eddy is determined by random sampling 
over a Gaussian PDF, which has a mean of zero and unity variance, and is given 
by: 
ut 
f23 
(4-17) 
where ý is the Gaussian random variable. 
Thus, for each time step u' is randomly sampled and its corresponding PDF 
assumed to be a Gaussian form. For an isotropic assumption, the variance of the 
fluctuating velocity can be estimated from the local turbulent kinetic energy; 
therefore, the mathematical expression for the PDF of the fluctuating velocity in 
isotropic flows is given by: 
_ 
3u. 2 
P(u') =1e 4k 
j 
2ý 
2k 
3 
(4-18) 
note that under the non-isotropic flow assumption, for each coordinate 
direction independent fluctuating velocities are randomly sampled using the 
above PDF expression at every time step. 
The local turbulence properties determine whether or not a given particle 
remains in an eddy. The particle may stay in an eddy for the whole eddy lifetime 
and then it follows the turbulence properties of another eddy or it may have 
enough momentum to cross the eddy boundaries to become involved with 
another eddy. 
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This is commonly known as the Crossing Trajectory Effect. In order to account 
for the crossing trajectory effect, the time interaction between the particle and 
an eddy should be determined properly. Thus it should be the minimum of 
either the eddy lifetime or the time required for the particle to cross the eddy, 
which is known as the residence time. 
Both eddy and residence time scales are dependent on the eddy length scale. 
Thus many authors have used different expressions to determine the eddy time 
and length scales whilst using the same expression for the residence time scale. 
Table 4.2 summarises these expressions, Shirolkar et al. (1996). 
The expression generally applied to the residence time scale, also known as the 
eddy transit time, is: 
r, =-rp In 1- 
1` (4-19) 
rpI Ü- ÜPI 
where: 
C314 k312 
le =" or as in Table 4.2 E 
Therefore, the particle is assumed to interact with an eddy as long as both the 
integration time step and the relative distance of interaction satisfies the 
following criteria: 
At = Min[r sr] (4-20) 
and 
,& X1 Sle 
(4-21) 
where the fluid-particle relative velocity during the eddy-particle interaction 
time is approximated by its value at the beginning of the interaction. It is 
important to note that the expression of the residence time scale has no solution 
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when 1, > r,, I Ü-0, I, and in this case the particle assumed to be trapped by the 
eddy and the interaction time will be the eddy lifetime. 
Knowledge of the particle-eddy interaction time and the randomly sampled 
fluctuating velocity allow equations (4-8) and (4-10) to be solved for the 
particle's new position and velocity. At each new position, a new fluctuating 
velocity is sampled from a new PDF generated based on the new local turbulent 
properties. Thus the movement of the particle can be tracked throughout the 
flow domain until the full particle trajectory is finished. 
This is the basis of the SSF model, which is based on the eddy lifetime concept. 
Unlike DDM, particles with the same physical properties and initial conditions 
will not have identical trajectories rather these will change as a result of the 
local fluctuating velocity component. 
Table 4.2. Time and length scale coefficient after Shirolkar et al. (1996). 
Author 
Time scale 
Tý =Ak 
s 
A 
Length scale 
3 
k2 
1e=B 
£ 
B 
Gosman and Ioannides, (1981) 0.37 0.3 
Shuen et al. (1983) 0.2 o. 167 
Faeth, (1983) 0.2 o. 16 
Chen and Crowe, (1984) o. 56 0.457 
Kallio and Stock, (1986) 0.2 o. 16 
Mostafa and Mongia, 1987) 0.2 o. 164 
Adeniji-Fashola and chen, (i o) 0.2 o. 164 
Milojevic, (1990) o. 0.245 
4.3.4 Time-Correlated Dispersion Models 
Previous models accounted for the time correlation between the fluctuating 
fluid velocity through an isotropic assumption where an independent 
fluctuating velocity that is assumed to be constant for each eddy size and time 
step was randomly sampled. 
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Yuan (1989) illustrated a simple way to account for anisotropy by randomly and 
independently sampling two fluctuating velocities (u', and u'2 in two- 
dimensional problems) by using a correlation coefficient ý: 
= 
u' v, 
u; 2 v; z 
therefore: 
(4-22) 
u' = u', and v' = u', + u'2 1- 2 u'2 (4-23) 
This correlation coefficient is a special case of a more generalised correlation 
proposed by Ormancey and Martinon (1984), that is based on following a fluid 
particle trajectory simultaneously with the trajectory of a discrete particle. The 
focus of this approach, to determine the fluctuating fluid velocity, is to account 
for both time and cross-correlation. This model is not considered in the present 
study, however, details can be found in Berlemont et al. (1990) , Burry and 
Bergeles (1993) and Chen and Pereira (995). 
4.3.5 PDF Propagation Models 
The main weakness of the stochastic dispersion models is the need to track a 
relatively large number of particle trajectories to achieve a statistically 
significant solution. This deficiency is overcome by basing the model on a 
probabilistic distribution of the fluctuating components. This approach has been 
introduced in a wide range of studies. These models are governed by a 
prescribed PDF, and are called PDF propagation models. 
The principle of these models is to track a single PDF distribution for particle 
position, which then represents a group of particles of the same physical 
properties and initial conditions. These models are promising in terms of 
reduced the computational time but the particle properties required to account 
for complex flows are more difficult to estimate than the fluid particle properties 
required in the eddy lifetime models. Review of the PDF propagation models are 
given by Shirolkar et al. (1996). 
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4.4 Numerical Solution 
The governing equations for the continuous phase and turbulence closure model 
have been solved in this work using the finite volume based CFD code SOFIE, 
Rubini (1997). The numerical procedure for the Lagrangian approach has been 
coupled with SOFIE as a post-processing to the solution of the continuous phase 
and k-c turbulence flow field. 
The governing equations of the continuous phase flow field are solved first 
providing the necessary flow field velocity and the turbulence properties at 
every grid point in the computational space. Then, particle trajectories are 
computed for a number of representative particles such that a statistically 
significant solution is obtained for the overall particle flow field. 
The solution procedure for the Lagrangian approach of tracking particles will be 
outlined in this section. The treatment of the initial and boundary conditions 
and the particle-wall interaction are also presented. Moreover, an efficient and 
optimised searching algorithm is presented in order to locate the new particle 
position in the computational grid after every time step. 
4.4.1 Initial Conditions 
The starting point of the particle tracking calculation is the definition of the 
initial conditions. The initial conditions of the problem defines the initial 
positions from where the particles are injected into computational domain, the 
initial velocity and any other information or properties that are required to 
define and solve the problem, such as particle size and density. These initial 
conditions are summarised below. 
Initial position: Specifies the co-ordinates of the position where the particle is 
introduced into the computational domain xp;, ypi, zpl. For example the initial 
particle position can be defined at the computational domain boundaries or at 
any location within the domain. 
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For a single particle source, figure 4.2a a stream of particles are injected into the 
computational domain from the same initial point. 
Another way of defining the injections of particles is by defining an initial 
spatial distribution of the particle streams, which can be defined as uniform, 
figure 4.2b, or non-uniform, figure 4.2c. Moreover, particles can be injected as a 
spray of a number of particles into different random directions from the same 
initial position as in figure 4.2d. 
The final method of introducing particle into the flow field is to inject particles 
from a patch specified on the ground surface of the computational domain 
figure 4.2e. In this case particles are injected whenever the threshold conditions 
discussed in Chapter 2 are satisfied. In the case of wind blown sand or snow 
particles this is the default particle initial condition requiring only the length of 
the patch surface in a two-dimensional domain or the length and depth of the 
patch surface in the three-dimensional space. 
The initial velocity up;, vp;, wpi. These velocities are either defined as an input 
values or, as in the case of wind blown particle, will be calculated based of 
theory discussed in Chapter 2. 
The particle initial size (Diameter) Dpi is usually an input parameter. The 
code allows particles of different sizes to be tracked simultaneously. 
4.4.2 Boundary Conditions 
The particle injected into the computational domain is tracked until it reaches 
the boundaries of the computational domain or settles somewhere within the 
computational domain such as a wall, inlet or an outlet boundary. 
The particle behaviour at these boundaries is dependent on the type of the 
boundary where the particle reached. The particle reactions at these boundaries 
are summarised below: 
i. Reflection: Where the particle hits a solid surface with an angle e, and 
velocity ü, then rebounds with an angle eZ and velocity ü2 figure 4.3. 
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2. Trap: This terminates the trajectory calculation and records that the particle 
has trapped. An example of this boundary treatment is when the particle 
residential time scale is less than the eddy length scale. 
3. Escape: This terminates the trajectory calculation when it passes through the 
outlet or inlet boundaries. 
4. Mirror: When the particle hits a mirror boundary, that means the particle 
leaves the domain while another particle is injected to the domain from the 
same position where the particle left the domain but with opposite direction. 
4.4.3 Coefficient of restitution 
The coefficient of restitution is defined by the amount of momentum in the 
direction normal to the wall that is retained by the particle after collision with 
the boundary. It takes the value of 1. o when the particle retains all of its normal 
momentum after the rebound, which expresses an elastic collision, and it is 
equal to o. o if the particle retains none of its normal momentum. 
The same treatment of the restitution coefficient could be applied for the 
tangential particle momentum where the value of the coefficient can vary with 
the angle at which the particle impinges on the wall and is defined as: 
en_U2, n (4- 24) UI,,, 
et= ÜU ,t (4-25) 
Ill 
4.4.4 Optimum Particle Searching Algorithm 
It is a time-consuming procedure in Lagrangian trajectory computations to 
determine the location of a particle inside a Eulerian computational grid. The 
simplest but most computationally expensive way of locating a particle in the 
computational domain is to check all the Eulerian control volumes. Note that 
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this procedure has to be repeated along all the trajectories at each time step. 
Two questions need to be answered quickly and efficiently for each particle at 
each time step in order to reduce the time required to define the particles new 
co-ordinates: 
1. Is the particle still inside the control volume or not? 
2. If not. In which control volume can the particle be found? 
The answer to these questions is usually simple when viewed on a piece of 
paper, but it may lead to expensive computations unless an efficient searching 
algorithm is employed. An efficient and relatively simple searching algorithm 
has been introduced so that the searching procedure is optimised to the 
minimum possible way in an orthogonal grid domain. Details of this algorithm 
are presented in appendix A. 
4.4.5 Numerical Procedure 
The subroutine LAGRANGIAN has been divided into three main loops. The 
outer loop goes through each different initial and physical condition (Position, 
Size, Density and Velocity). Inside that, a loop is set to cover the number of 
particle trajectories necessary to satisfy the statistically significant solution. The 
inner loop is set for the number of time steps required for a particle to complete 
its trajectory until it either leaves the computational domain or settles 
somewhere inside the computational domain. 
Therefore, the majority of the particle-tracking model calculations exist in the 
inner most loop, steps 2 to 8, as follows: 
1. Calculation of particle volume, mass and mass flow rate. 
2. Based on the local flow field information, calculate the fluid-particle 
relative velocity, Reynolds numbers, drag coefficient and particle time 
relaxation. 
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3. Calculation of the integration time step from the minimum of the eddy 
lifetime and the particle residential time. 
4. Solution of equations (4-8) and (4-10) in order to calculate the new 
particle velocity position. 
5. Search for the control volume where the particle is located after one time 
step. 
6. Establish whether the particle has hit one of the computational domain 
boundaries such as wall, outlet, inlet or mirror boundary, then to let the 
particle respond to it. 
7. From the new location repeat the above steps for the next time step. 
8. Repeat steps 2 to 7 until one complete particle track finished. 
9. Repeat steps 1 to 8 for the number of particle trajectories required to 
achieve statistically significant solution. 
10. Repeat steps 1 to 9 for particles with different initial and physical 
conditions. 
4.5 Results and discussions 
Lagrangian models, DDM and SSF, were implemented to simulate drifting sand 
particles over a flat sand surface and around a solid wall perpendicular to the 
flow direction. 
The aim of these two case studies was to examine the Lagrangian models against 
flow fields comprising of a mixture of air and sand particles. First, different 
modes of particle movement such as suspension and saltation were considered 
when the flow passes over a flat bed covered by loose spherical solid particles. 
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Then, a solid wall was placed perpendicular to the flow direction to emphasise 
the effect of the re-circulation eddies generated around the wall on the particle 
trajectories. 
4.5.1 Flow over flat surface 
The flow field domain was specified as a flat surface of room length with a 5m 
height. The computational domain consisted of ioox5o grid points in the axial 
and vertical directions respectively. The grid distribution in the axial direction 
were set to be uniform with resolution of o. lm and non-uniform in the vertical 
direction with higher resolution close to the surface. This arrangement ensures 
sufficient resolution in the flow boundary layer near the surface. 
The inlet velocity was set according to the atmospheric log-law profile, equation 
(2.12) with friction velocity 0.374 m/s and surface roughness i. oe-4 m. The 
surface was divided into erodible and non-erodible patches. Particles were 
patched over a 5m long erodible section starting 5m downstream from the 
domain inlet boundary. A maximum of ten thousand particles was enabled to 
entrain from the patch surface into the flow field whenever the threshold 
conditions are satisfied. 
The first case considered was that of a single particle set to inject at a given time. 
Figure 4.4 shows the trajectories of a o. 25mm diameter particle injected 
vertically at a lift-off velocity 1. o, 1.5 and 2.0 m/s respectively with zero 
coefficient of restitution. It shows that the span of the trajectory increases with 
the lift-off velocity while they all follow a similar path shape. 
For constant lift-off velocity, 0.5 m/s, the trajectories of particles of different 
diameters are shown in figure 4.5. It shows that smaller particles have a longer 
trajectory span than larger particles. Ten identical particles were injected using 
the same initial conditions and different numerical models DDM and SSF as 
shown in figure 4.6. As mentioned above, DDM leads to identical particle 
trajectories for particles of the same physical and initial conditions, as shown in 
figure 4.6a all lo particles followed the same path and they appeared as a single 
trajectory. In SSF, figure 4.6b, shows that when the effect of the flow field 
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fluctuating velocity is involved, the particle trajectories were not identical even 
for the same physical and initial conditions. 
Due to the turbulent eddies the particles may or may not follow the mean flow 
field. If the particle response time is higher than the eddy lifetime then the 
particle will move with no turbulent effects on it as shown in figure 4.6b for SSF 
model using o. 1-mm particle diameter. 
Figure 4.7 shows particle trajectories of different particle sizes. Using the DDM 
model, small particles are suspended in the flow and move for a long distance 
before striking the surface while heavier particles saltated (bounced) on the 
surface with a definite saltation trajectory span. When the turbulent effect is 
involved in the trajectory calculation using the SSF model, the saltated particle 
followed the turbulent eddy whenever the eddy lifetime exceeds the particle 
responds time and it responds to the gravity force if the eddy lifetime becomes 
lower than its response time. 
Figure 4.8 shows a comparison between the saltation trajectories using the SSF 
model when turbulent eddies have influenced the particle trajectory. The figure 
shows the randomness of the trajectories of a sample of ioo particles injected 
from identical initial conditions using two different particle sizes. It shows that 
from figure 4.8a the smaller particle trajectories are affected by the turbulent 
eddies and move in non-smoothly saltation trajectories. Whilst for the heavier 
particle, figure 4.8b, the saltation trajectories are clearly defined, showing no 
effect of turbulence on the trajectory. 
Ten thousand particles were patched on the erodible surface defined in the flat 
surface, figure 4.9. When the particle threshold condition is satisfied, the flow 
will start to drift particles from the surface. It shows that particles start with 
some lift-off velocity and then move with the flow field according to the forces 
applied on an individual particle. A high particle concentration is found near the 
surface, which illustrates how the majority of particles move close to the surface 
in saltation mode and only few of them are suspended in the flow for some 
longer time and distance. 
73 
4.5.2 Particle trajectories Around Solid Wall 
A solid wall of 2-metre height and 0.2-metre width was placed in the 
computational domain perpendicular to the flow direction. It is presumed that 
this will result in two recirculation regions as shown in figure 4.10. Particles 
entering into either of these regions are expected to settle and accumulate as a 
result of the reduction in the flow momentum. 
The behaviour of individual particles entering these recirculation zones has 
been examined using the SSF model. Initially, particles were patched over a 5m 
length and were distributed uniformly upstream from the wall in a similar 
manner to those in the flat surface example. 
For SSF simulation, io representative parcels of particles were injected from 
each location where the threshold conditions are satisfied. 
This number of parcels is much lower than the statistically significant number 
of particles required from a single location. Since a qualitative idea of where 
most of the particles could be captured is all that is required and realising that a 
high computational time is required to inject statistically significant number of 
particles, this low number of representatives are chosen. 
Figure 4.11 shows the drifting particles for different time steps. It can be seen 
that when particles reach the front recirculation zone, most particles are 
captured when the reverse flow meets the incoming flow where the friction 
velocity drops to values below the particle threshold velocity. 
4.6 Closure 
Different Lagrangian, particle trajectory, numerical models were implemented 
and analysed in this chapter. The advantages and disadvantages of these models 
were clarified through several test cases. These models were employed to 
simulate the an individual and group of particle trajectories as they are driven 
by the flow field under the influence of both drag and gravitational forces. 
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The different particle transport modes such as suspension and saltation were 
investigated using different Lagrangian models and different particle physical 
and initial conditions. 
Moreover, an optimistic search algorithm was introduced to locate the particle 
coordinates after each time step within the computational grid starting from the 
recent particle location. 
The model shows good qualitative results for the particle behaviour on flat 
surface and as the particle approaches flow eddies that were generated around 
obstacles that may exist in the flow field. 
The major drawback of the Lagrangian models tested in this chapter was the 
requirement of tracking relatively high number of particles that were necessary 
to satisfy the statistically significant solution. 
In general, The Lagrangian approach shows a potential ability to provide 
detailed information of individual particle behaviour in more complicated flow 
fields as long as the flow regime can be considered as a diluted flow. In dense 
flow systems, the theory behind these models is considered impractical and 
more complicated as more forces, such as particle-particle collision and Magnus 
forces must be involved, which were ignored for diluted flows. 
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vertically into the flow field with different particle sizes using the DDM and SSF 
models. 
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Chapter 5 
Eulerian Two-Phase 
modelling 
5.1 Introduction 
This chapter presents a numerical model for two-phase flow in which the 
particle phase is considered as another continuum that can be solved based on a 
Eulerian reference frame. Different Eulerian multiphase flow numerical models 
will be discussed together with the necessary constitutive equations required to 
close the model's set of equations. Moreover, numerical modelling of the 
different modes of particles blown by wind such as suspension and saltation is 
developed to incorporate their effect in to the particle transport equation. 
The following section summarises previous numerical studies, which have been 
employed to simulate the transport and deposition of particles around obstacles 
based on two-phase flow theory. 
Many two-phase flow models have been developed for industrial and 
environmental applications in order to predict gas-particle flow based on a 
Eulerian approach. The two-fluid model is considered to be the most general 
form of the partial differential equations describing the flow of a mixture 
containing two or more fluids of different physical properties. 
Two-fluid models and simplified models, derived basically from the two-fluid 
model (e. g. the mixture and homogenous models), are presented in section 5.3. 
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In section 5.4 the derivation of the different forms of the approximated fluid- 
particle relative velocity are presented. 
The novel Fractional Area/Volume Obstacle Representation (FAVOR) model, 
introduced by Hirt (1993), is covered in section 5.5. The flow governing 
equations are rewritten in a form, which easily enables the implementation of 
the FAVOR model. The FAVOR technique was originally developed as a means 
of defining obstacles of general shapes within a fixed computational grid. 
However, it has been employed in the present work to introduce a solid 
interface boundary representing the particle deposition profile as a moving 
interface boundary. 
The two-phase flow models coupled with the FAVOR technique provide a 
powerful tool, which is relatively simple to implement, to simulate the 
development of the particle deposition profile around obstacles. 
A contribution was made in modelling the effect of particles transported by 
either suspension or saltation modes into the particle transport equations as a 
source (sink) terms. These, together with an erosion-deposition algorithm are 
presented in section 5.6. Finally, the solution procedure and some 
implementation remarks are presented in section 5.7. 
5.2 Previous numerical studies 
Numerical models based on solving the flow field governing equations, the 
Navier-Stokes equations, have been employed by many authors to simulate 
wind blown solid particles. 
Drifting snow around buildings and sand dune emigration over flat surface are 
examples where numerical results have been successfully reported, [Uematsu et 
al. (1991), Sundsbo (1997), Wipperman and Gross (1986) and Kawamura et al. 
(1999)]. 
Wipperman and Gross attempted to numerically simulate the emigration of an 
isolated sand dune over a flat surface using the following procedure: 
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1. Solve the flow field governing equations in order to obtain an 
approximation for the flow friction velocity throughout the 
computational domain. 
2. Based on the predicted friction velocity, the sand transport rate was 
calculated at each point in the computational domain using an empirical 
expression due to Lettau and Lettau (1977). 
3. The erosion and deposition rates were predicted by computing the 
divergence of the transported sand. 
4. The change in the surface height due to both erosion and deposition 
processes was added to the initial surface height to obtain a new surface. 
5. This procedure then was repeated until an Equilibrium State solution 
was achieved. 
Uematsu et al. and Sundsb4 both followed a procedure similar to that of 
Wipperman and Gross to simulate the snow drift around obstacles such as snow 
fences, hills and houses. 
Uematsu suggested that suspension, which was ignored in Wipperman and 
Gross study, must be taken into account when calculating snow drift. Therefore, 
Uematsu accounted for suspension through the solution of an extra transport 
equation for the snow density. 
Sundsb4's model was similar to the model presented by Uematsu. However, the 
computational domain was divided into four zones dependent on the particle 
local concentration. The saltation effect was accounted for in the particle 
transport equation. The four regions introduced by Sundsb4 were as follows: 
i. Suspension zone, which represents the flow far from the ground where 
no saltating particles are expected. 
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2. Saltation-erosion zone, which is the zone, near the ground that is 
dominated by the erosion process. 
3. Saltation-deposition zone, which is the zone, near the ground that is 
dominated by the deposition process. 
4. Solidified zone where computational cells are fully blocked by deposited 
particles. 
Although Sundsbo's model is independent of empirical expressions, which were 
used in the other models to predict the particle mass flow rate. This method is 
computationally complicated in the sense of using different forms of the particle 
transport equation within the same computational grid. 
Recently, Kawamura et al. (1999) applied the procedure introduced by 
Wipperman and Gross to simulate sand deposition around a circular cylinder. 
Moreover, Van Dijk et al. (1999) introduced a CFD model based on solving the 
flow field governing equations in the atmospheric boundary layer. The model 
was employed to simulate the change in the surface of a dune with an initial 
sinusoidal shape. The erosion deposition rate was estimated using the empirical 
expression of Kawamura (1964) to predict the particle mass flow rate. 
The last decade has seen interest in the application of CFD to drifting particles 
such as sand, snow or soil, increase considerably. However, as described above, 
these models are either dependent on empirical expressions for approximating 
the particle mass flow rate or are based on a complicated multi-zone domain 
approach where different forms of the particle transport equation is applied. 
In the following sections, a multi-phase flow based CFD model will be discussed 
and implemented considering the particle phase as another continuum. The 
model will be able to simulate drifting particles independent of the explicit use 
of an empirical expression to predict the particle mass flow rate. In addition, the 
model will consider the domain as a whole without for sub-division the 
computational domain based on the particle transport modes. 
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5.3 Eulerian (continuum Two-Phase Flow) Modelling 
Fluid flow consisting of one, two or more fluids of different physical properties 
is considered as single, two or multiphase flow systems respectively and can be 
classified according to the degree of the combination between the different 
phases along with the nature of the flow system, Ishii (975). 
In the modelling of flows that contain two or more fluids of different physical 
properties, the two-fluid model is the leading Eulerian numerical model, which 
can handle a system of multi-phase flows. This is classified as the most accurate 
but most complicated model to implement. 
Simplification of the two-fluid model has led to less complicated models that 
can give an acceptable degree of accuracy at least from the engineering point of 
view. Examples of these simplified models are the mixture and the 
homogeneous models. 
This section will present the basic conservation equations of these simplified 
Eulerian models as they are derived from the general two-fluid model. 
5.3.1 Governing equations 
The general form of the governing transport equations for continuity, 
momentum and general scalars such as turbulent kinetic energy k, kinetic 
energy dissipation rate c and particle volume fraction ap can be written in the 
framework of non-orthogonal curvilinear coordinates system as, [Peric (1985), 
Melaaen (1990)]: 
/ýmj 
l_ r4 
mj (5-1) -20 
at 
iÖXj[(PU. UO)F' 
I 
j(ýXj 
QO Xm 
R+ So 
Rate of change in f 
Source term 
Convection term Diffusion term 
Where q represents the variables that are need to be expressed such as p, u, v, 
k, c and a,,. Thus following the different expression of ý it is possible to 
form continuity, momentum and general scalar equations by substituting the 
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variable o, the diffusion coefficient r4 and the source term s0 by the proper 
values as shown in table B-i, (Appendix B). 
pmi represent the co-factor of the coordinate transformation and J, the Jacobian 
determinant. Equation (5-1) can be expanded in terms of orthogonal or non- 
orthogonal coordinates system. The expanded form of the governing equations 
together with the turbulent closure model is given in Appendix B. 
Details of the derivation, discretisation and numerical implementation of these 
equations are given by Peric (1985) and Melaaen (1990). 
5.3.2 Two-Fluid Models 
The two-fluid model treats the particle phase as a pseudo-continuum phase 
mixed with the primary phase, which is in this case the carrier phase, air. The 
conservation equations for each phase can thus be formulated in the Eulerian 
manner and have the form of equation (5-1). Derivations and discussions on the 
two and multi-phase flow numerical models have been widely covered during 
the last few decades, [Ishii (1975), Ahmadi and Ma (1990), Gidaspow (1994)]. 
Ishii's notation has been adapted in which each phase is described by the 
subscript k. The governing equations for the particle continuum phase may then 
be written as: 
Mass conservation: 
aa 
(akPk)+o'(akAUk)= Qk 
Momentum conservation: 
(5-2) 
a 
skPk Uk) + V, (akPk Uk uk) --ak k VJ +V-(rk +zkT)+akPkg+Mk (5-3) at ` 
However, constitutive equations for the stress terms and interaction forces 
between phases have to be modelled separately. The literature contains a 
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number of different models for these constitutive equations dependent on the 
nature of the multiphase flow system. 
Since all phases may or may not coexist at each point in the computational 
domain, each phase is assumed to occupy a fraction of an infinitesimal volume 
in the space. However, the conservation equations for each phase need to be 
solved simultaneously at every particular point in the computational domain. As 
a result of this, the shape and location of the interface boundary between the 
flow phases is required to be determined, which adds another dimension of 
complexity to the problem. 
Due to this complexity there is no single multiphase flow model that can be 
employed for all types of flow regimes. In addition, the significant 
computational effort required to solve a set of conservation equations for each 
single phase in the two-fluid model along with relatively limited computational 
resources, makes the two-fluid model not the first choice to simulate multiphase 
flows. Therefore simplified models, which can be derived from the two-fluid 
model are more appropriate and will be discussed in the following two sections. 
5.3.3 Mixture Model 
The mixture model considers the mixture as a whole rather than two separate 
phases as in the two-fluid model. 
Considering that the relative velocity between the two phases is assumed to be 
small, the mixture model can be expressed in terms of five field equations. One 
continuity and three momentum equations for the mixture as whole, one for 
every flow direction in three-dimensional domain and one transport equation 
for dispersed phase volume fraction equation. 
Under this estimation, the set of the transport equations required to be solved in 
the mixture model are less than those required by the two-fluid model by two in 
two-dimensional space and three in three-dimensional space problems. 
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The major simplification in the mixture model is the replacement of the 
dispersed phase momentum equation by an algebraic formulation of the relative 
velocity. 
The mixture model equations describing the dynamics of a mixture of two fluid 
phases have been cast in many forms for different purposes [Ishii (1975), 
Gidaspow (1994) and Ungarish (1993)1 
The mixture model is also called the diffusion model, the drift-flux model or the 
slip-velocity model depending on how the diffusion velocity is approximated. 
The phase volume fraction and the mixture physical properties are defined as 
follows: 
Volume fraction: 
ap =VP/V-0,1 (5-4) 
a +ap=1 (5-5) 
Mixture density: 
Pm =a p +a p Pp 
(5-6) 
Mixture viscosity: 
Pm=a µ +ap pp (5-7) 
Mixture velocity: 
Pm um =a pu +ap p up (5-8) 
nn 
Or u,  
ak Pk Uk 
=1: Ck Uk 
k=I Pm k=1 
Ishii (1975) derived the general mixture equations by summing over all the 
phase continuity and momentum equations as follows: 
9o 
ali(akPk)+V'>(akPkuk)= ZQk 
k=1 k=1 k=1 
(5-9) 
at 
1]`akPk 
uk) +V . 
(akPk Uk uk) 
I]akV. P +V ak. 
(Tk 
+TkT)+EakPkS +IMk 
(5-10) 
k=1 k=1 k=1 k k=1 k=1 k=1 
where n is the total number of phases included in the mixture. 
Mixture Continuity Equation 
Since only two phases are present in the mixture, the two-fluid model continuity 
equation (5-2) can be rewritten for each phase as: 
(a p)+V"(a pu )= Q 
a 
(avpv)+V. ( aPpPup)= QP 
Assuming that the net mass exchanged between phases is conserved then, 
Q+Qp=o 
Summing up equations (5-11) and (5-12) as in (5-9) gives: 
IN 
(a p +a, p, )+0"(a pu +apppup)=0 
(5-11) 
(5-12) 
( P. ) + 0-(P. um) =0 (5-13) or 
at 
In this form, the mixture velocity represents the velocity at the centre of mass of 
the mixture. Equation (5-13) has the same form as the continuity equation of 
single-phase flow. For incompressible mixture flow where the densities of all 
phases are constant, the mixture continuity equation can be written in terms of 
the velocity at the centre of mixture volume as: 
V"J,  =o 
(5-14) 
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Where m is the volumetric mixture flux. 
Mixture momentum equation 
Similarly, the mixture momentum equation can be derived from the general 
two-fluid model momentum equations by summing up the momentum 
equations of each individual phase: 
ýt 
(a pu)+0. (a puu) =-a V. P +V. a 
(r 
+rT)+a p g+M (5-15) 
a 
(apppu) +V. (apppu, up)=-a V. PP-V. a 
(Tp+TpT)+apppg+Mp 
(5-16) 
To avoid the presence of the individual phase velocity, the second term in the 
left-hand side is defined in terms of the mixture and diffusion velocities. 
V. 1: (akPk Uk uk)=V. (Pm Um Um )+ V. 
1: (akPk UDk UDk) (5-17) 
k=c, p k=c, p 
The second term in right-hand side of (5-17) is known as the mixture diffusion 
stress term where UDk is defined as the diffusion velocity, which is the velocity of 
kthphase relative to the velocity of the centre of the mixture mass. 
UDk = uk - um (5-18) 
Substituting (5-17) in to the summation of (5-15) and (5-16), the mixture 
momentum equation can be written as: 
a (Pmum) + V. (pmumum) _-V. Pm+V. (zm+zmT)+V. zDm +pmö+M (5-19) at m 
Where, the mixture pressure gradient is defined as: 
R 
V. P. =Zak VA 
k=1 
(5-20) 
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The mixture viscous stress: 
Tm =Eak Tk 
(5-21) 
k-I 
The mixture turbulent stress as: 
Pl 
TmT°Zak AUAkUAk 
(5-22) 
k=t 
The diffusion stress as: 
n 
zDm =-l ak Pk UDkUDk (5-23) k=1 
and M. is any external force applied on the mixture. 
The mixture viscosity requires careful treatment particularly when solid 
particles are included in the calculations where the viscosity is a quantity, which 
has no physical meaning. 
The simplest method of determining the mixture viscosity for multiphase flow 
system is by applying formula (5-7) suggested by Ishii (1975). This formula 
cannot be taken as a general definition of the mixture viscosity since it has no 
relevance if the dispersed phase consists of solid particles. 
In the case of a diluted flow, where the particles are always suspended and do 
not accumulate to form highly concentrated regions, the viscous shear stress 
due to the dispersed phase can be ignored compared to that of the continuous 
phase [Drew (1983), Joseph et al. (1990)]. Therefore, the mixture shear stress is 
reduced to the continuous phase shear stress by taking the mixture viscosity to 
be the viscosity of the continuous phase. This assumption is valid only for 
diluted flows. Ishii and Mishima (1984) present a general model for the mixture 
viscosity, which is valid for solid particles as well as for bubbles and droplets. 
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CYp 
apm 
(5-24) 
apm is the maximum volume fraction of the dispersed phase assuming that 
space is completely packed by the particles. According to Ishii and Mishima 
(1984) a,,  
0.62. In equation (5-24): 
11.0 Solid Particles 
N'= ju +0.4p Bubbles and Droplets 
ýp +µ 
(5-25) 
Note that as the mixture viscosity approaches the continuous phase viscosity the 
particle volume fraction approaches zero. 
Dispersed phase continuity equation 
The continuity equation of the dispersed phase can be written as: 
Dappp 
+V. (ap ppup)=0 at 
(5- 26) 
The equation can be rewritten in terms of mixture and diffusion velocities using 
(5-18) to avoid the appearance of phase velocity, which is referred to as the 
dispersed phase diffusion equation Ungarish (1993) 
äap pp 
+ V. (ap pp um) =-V. (ap Pp UDP ) 
8t 
(5-27) 
If the phase densities are constant then the diffusion equation can be written in 
terms of the volumetric flux 
öap 
+ V. (ap um) =-V. (ap UDp ) 
8t 
(5-28) 
The diffusion velocity can be defined in terms of the relative velocity (velocity of 
the dispersed phase relative to the velocity of the continuous phase): 
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Urd = Up -U 
(5-29) 
Using equations (5-8) and (5-18) and substituting into (5-29), the diffusion 
velocity can be written in terms of the relative velocity and particle mass 
fraction as follows: 
UDp = (1-Cp)uret (5-30) 
In the case of constant densities, the diffusion velocity in equation (5-27) is 
usually called the drift velocity. The model consisting of the dispersed phase 
continuity equation (5-27) is called the drift-flux model, Ishii (1975). The drift 
velocity can also be formulated in terms of the relative velocity and particle 
volume fraction as: 
uDP = (1-ap)u, e, (5-31) 
Ishii (1975) and Simonin (1990), included the fluctuating effect of the relative 
velocity into the diffusion equation as follows: 
Ure! -ure! +rDp 
VL 
p (5-32) 
Where urelo is the averaged part of the relative velocity and I'DP the dispersed 
phase eddy diffusion coefficient. 
A correlation for the eddy diffusion coefficient is required if the turbulent effect 
is included. Picart et al. (1986), suggested a simplified theoretical model for 
turbulent flow in pipes based on the k-s model as: 
2 -1/2 
U TDp =VT 1+O. 85 
2k/ k 11 3 
(5-33) 
where v, is the turbulent kinematic viscosity of the continuous phase and k is 
the turbulent kinetic energy. This formula demonstrates that as the relative 
velocity decreases the particle eddy diffusion coefficient tends to be equal to the 
turbulent kinematic viscosity of the continuous phase. It has been reported that 
q 
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this formula is commonly used in diluted particle flow where the particle size is 
small enough to follow the continuous phase flow, Simonin (990). 
If the diffusion coefficient term is also included into equation (5-27), a general 
convection-diffusion equation for the dispersed phase can be written as: 
ÖLYp pp 
+ V. U V. rDpVfp ) -V. (ap pp NDp) (5-34) at 
CClp pp mý -C 
The mixture model, which is derived from the two-fluid model, does not include 
any further assumptions other than those assumed in the two-fluid model. 
Therefore, the main assumption in the mixture model is the replacement of the 
dispersed phase momentum equation by an algebraic approximation of the 
diffusion velocity, which will be discussed in more details in the next section. 
5.3.4 Homogenous Model 
The simplest Eulerian representation of the dispersed phase is to assume that a 
particle has the same local instantaneous velocity as that of the primary fluid. 
Hence, they are locally assumed to be in mechanical equilibrium over an 
infinitesimal volume in the computational space. 
Based on this assumption the two-fluid model can be further reduced to a 
single-phase flow problem requiring only a transport equation for the particle 
property. Thus, the homogenous model is a special case of the mixture model, 
which itself is a simplification of the two-fluid model. 
The homogenous model is derived by assuming that the mixture properties in 
equations (5-13) and (5-17) are those of the continuous phase only and the 
momentum exchange between the phases is negligible. 
Thus the flow field of the continuous phase is required as a pre-processing step 
to the flow of the dispersed phase and therefore the dispersed phase does not 
affect the flow of the continuous phase even in highly concentrated regions. 
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The dispersed phase is then considered as a suspended particle in the flow by 
solving the transport equation for the particle volume fraction. 
aap pp 
+ V. (ap pp u) =V. (I'DPV. ap )+Sp 
at 
Where: 
sp is the source term representing the particle source (sink) terms. 
(5-35) 
I'p is the particle eddy diffusion coefficient, which in the homogeneous model 
is assumed to be equal to that of the continuous phase. 
If the terminal particle settling velocity is included as a source term in equation 
(5-35), this equation becomes the general suspension transport equation for the 
dispersed phase volume fraction, which is constant for a specific particle size 
and density. Moreover, a variable source term can be introduced if the relative 
velocity is related to the particle settling velocity and volume fraction. 
Approximation of the particle-fluid relative velocity is covered in the following 
section, which will be used in the present work for both mixture and 
homogenous models. 
5.4 Approximation of the relative velocity 
The main approximation in the mixture model is the replacement of the phase 
momentum equations with an algebraic approximation of the relative velocity. 
There are two different possible ways of approximating the relative velocity, 
both are derived from the general two-fluid model momentum equations: 
1. Subtracting the continuous phase momentum equation from the dispersed 
phase momentum equation. 
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2. Using the mixture momentum equation rather than the continuous phase 
momentum equation to be subtracted from the dispersed phase momentum 
equation. 
Since they both give an approximation for the relative velocity, no advantages or 
disadvantages of using either way have been investigated thus the current work 
adopts the second approach due to the simplicity of its derivation. 
Consider the mixture momentum equation (5-19) multiplied by the dispersed 
phase volume fraction and subtracted from the dispersed phase momentum 
equation (5-35): 
ap(pp up -Pm um) +V 
(appp up up) - V. (appm um um )= i5- 36) 
-ap(V. 
Pp_vi) +oap(Tp+TPT)-D. ap(Tm+=mT+TDm)+apý p-Pm)g+MP-Mm 
The definition of the diffusion velocity, (5-30) and (5-31) is used to avoid the 
appearance of the dispersed phase velocity. Neglecting the surface forces due to 
the mixture M., and omitting the pressure terms, the above equation can be 
rearranged to be: 
Mp=ap1ý (PpUDp)+ (Pp-Pm)Um 
+ap[D. (pp up up)-V. (JmUmUm)] 
J 
(5-37) 
_ . ap(rp+Tpr)+Vfp(Tm+TmT+rDm)-ap V'p-Pm) 
Further assumptions are applied to the above equation in order to obtain a 
mathematically feasible form of the relative velocity. First, using the local 
equilibrium assumption, the rate of change of the diffusion velocity with time is 
assumed small compared to the rate of change of the mixture velocity. Thus, the 
second term in the LHS of (5-37) can be assumed comparable to the mixture 
term: V(PP upUp)-V(Pmumum) 
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Ishii et al. (1984), neglected the viscous and diffusion terms as small compared 
to the leading terms in the equation while the turbulent stress term is retained if 
the turbulent diffusion of the dispersed phase needs to be considered. Thus 
-V. a 
(TpT)+V. 
ap rmT)= apV. 
(arT)- 
a V. 
(aprpT) 
Applying these assumptions to equation (4-34) gives: 
Mp=ap(pp -Pm)l g-UYY. (Um) aý J- 
apV. 
(arr)- 
aV. 
(aprpT) 
(5-38) 
This equation is equivalent to the force balance applied on a single particle 
driven by fluid flow. Neglecting all viscous forces that can be applied on a single 
spherical particle except the drag force, gravity and shear stress, equation (5-38) 
can be written as: 
34 
iurell urel=ap(Pp-Pm)j ö-UmV. (Um)- i 
]- 
apV. (arr)-a0. 
(aprpr) (5-39) 
PL 
J 
The simplest way to apply the relative velocity equation is by considering the 
Stokesian flow around a spherical particle in a diluted suspension under 
gravitational force only. The relative velocity in this case becomes constant and 
equal to the free falling velocity: 
d2 
er =p 18, u 
8 (5-40) 
The mixture model used with this simple form of the relative velocity is 
commonly called the Drift Flux Model [Hirt (199o)] and appeared as the 
Algebraic Slip Velocity model in FLUENT5. o (March 1999). If all forces from 
equation (5-39) except drag and gravity are omitted, the relative velocity can be 
approximated in terms of particle volume fraction: 
4 dp ap (Pp -Pm) l urell urel --- S 3 CD p 
(5- 41) 
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The approximated relative velocity can also be derived in terms of the pressure 
gradient instead of the inertial force terms. If the inertial terms are eliminated 
in equation (5-37) rather than the pressure term, the relative velocity in terms of 
the pressure gradient can be written as: 
4dp ap(Pp - Pm) I urell urel °3 Cd p 
V. P (5-42) 
The application of the homogenous model results in the mixture density in 
equations (5-40), (5-41) and (5-42) being replaced by the continuous phase 
density. 
5.5 Fractional Area-Volume Obstacles Representation 
(FAVOR) 
In this section a powerful and relatively simple modelling technique is 
presented which was originally developed as a means of defining obstacles of 
general shape within a fluid computational domain defined in terms of a fixed 
grid. 
This technique was originally developed by Hirt (1993) as an alternative to the 
Volume-of-fluid (VOF) model of Hirt and Sicilian (1985), to represent interface 
boundaries using volume fractional method. FAVOR is an efficient 
computational tool since it requires much less computer memory and less 
computational time than other methods for modelling geometry within a flow 
field, yet it is not widely used. 
In the present work, the flow field governing equations discussed above are 
rewritten in a form suitable for implementation of FAVOR. The combination 
between two-phase flow models and the FAVOR technique provide a powerful 
solution strategy for representing the interface boundary separating the flow 
field from the growing profile of accumulated particles. 
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This technique introduces four new parameters to the flow governing equations, 
one cell volume fraction and three cell area fractions (one for each flow 
direction). The values of these fractions are related to the secondary phase 
volume fraction, which has a value varying between zero and one. 
The governing equations are derived in a form suitable for finite volume 
discretisation with the appearance of the area-volume fractions. 
Details of the derivation and discretisation of a single phase flow governing 
equations following finite volume approach in general curvilinear coordinates 
are given by Peric (1985) and Melaaen (1990). Following Peric and Melaaen 
work, the governing equations are derived introducing the new parameters 
necessary for FAVOR to implement. 
FAVOR equations in the compacted form can be written as follow: 
Continuity: 
OP 
+ Jv fa3f 
(P 
um Iß 'jAf ,j 
}= Q,  
(5-43) 
Momentum: a pui +Ia 
((p 
um ui -Tm, i 
)ßmi Af, i]= S+ (5-44) at Jvf ax1 l 
[(p 
u, qii -9m, i )ßmf A j,; 
J= so, (5-45) General scalar: aä 0' + JI lax-/ 
Where, area fractions in vector form are expressed as: 
Aft = 
[A111 A112 A113 1 
Aft = 
[A121 A122 A123 1 (5-46) 
Af3 =IA131 A132 A133 
Vf =Is the volume fraction of a given cell 
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In the above equations A f,, are the open area fractions associated with the 
local 
volume fraction Vf in a specific cell. Tm,, , 9, ,; and 8 "'J are 
defined in Appendix C. 
The FAVOR technique is based on the evaluation of the value of the volume 
fraction in each cell of the computational grid, figure 5. ia. The volume fraction 
enables a description of the cell contents, which are one of the following: 
i. Fully occupied by the primary phase, air. 
2. Fully occupied by the secondary phase, particles. 
3. Both phases exist simultaneously in the same cell. 
In cells where the particle volume fraction is 1, the area fractions of the cell faces 
(4 in 2-D domain and 6 in 3-D) are set to be one to prevent any flow from 
passing across the cell's boundaries. This will be automatically considered 
according to equations (5-43), (5-44) and (5-45). 
If volume fraction of only o or 1 is considered in the calculations, the 
computational domain will be in the form shown in figure 5.1b when FAVOR is 
applied. 
If the contribution of cells partially filled by both phases are involved, the fluxes 
through the cell sides will be multiplied by the side area fraction as if the side is 
partially open to the flow, figure 5.2. 
A special numerical treatment to these faces is necessary to avoid numerical 
instability and to assure the mass balance across the cell boundaries, which is 
beyond the scope of the present work thus, no more details are provided. 
Equations (5-43), (5-44) and (5-45) were expanded in the general curvilinear 
co-ordinates system, although all the case studies utilise in this work are in 
orthogonal grid. The expanded forms of these equations are given in appendix 
C. 
102 
5.6 Suspension-Saltation Model and Erosion-Deposition 
algorithm 
The particle phase volume fraction is represented by a general scalar transport 
equation, which incorporates the physical phenomena of convection and 
diffusion. The particle volume fraction equation can be represented in general 
transport equation form as: 
a( 
at 
pap) + ax, (Puh ap) = öxj r° ax; + 
(5-47) 
1 Source term 
Rate of changein4 Convection term Diffusion term 
Under the homogenous flow assumption, particles are assumed to be small and 
light enough such that they follow the airflow particles and therefore the eddy 
diffusion coefficient r, is assumed to be equal to that of the carrier phase. 
Mass added to or removed from a single computational grid is dependent on the 
flow friction velocity parallel to the particle bed and the net mass balance across 
the cell boundaries. These mass changes are implemented as a source term to 
the above equation as follows. 
5.6.1 Suspension-Saltation source term modelling 
Particles transported by wind usually take three forms, surface creep, saltation 
or suspension. As mentioned in chapter 2, these processes are dependent on the 
particle physical properties such as size and density and on the strength of the 
wind velocity component parallel to the particle bed. The contribution from 
both suspension and saltation are incorporated into the transport equation as 
source terms. These source terms works as a source or sink of particle volume 
fraction to or from the flow field according to the value of individual source 
terms while the net source added to the transport equation is: 
Sp=ssus. +SSI. (5-48) 
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Suspension Source term ss,,. 
Considering the convection term in the dispersed phase continuity equation: 
äx. 
(Papup)=0 (5-49) 
Substituting (5-29) into (5-49) results in: 
a 
(Pa, uj)+ 
a 
(papu. 
et)=0 
(5-50) 
where the second term in the left hand side can be incorporated as a source 
term to influence the effect of particles in suspension as a function of the 
relative velocity and particle volume fraction. Where the relative velocity is 
approximated by equation (5-40), (5-41) or (5-42). Therefore, using the 
approximate relative velocity, the suspension source term can be rewritten as: 
Ssus =-ßsus 
[Pap 
urel jJ 
I 
(5- 51) 
If the relative velocity above is estimated by equation (5-40), the suspension 
relative velocity has a constant value equal to the particle free falling velocity, 
which has only one component in the direction of gravity. 
The relative velocity can also replaced by the diffusion velocity defined in (5-31) 
tobe: 
ss =-Q L 
[Pap (i-ap) Urel j] 
J 
(5-52) 
This form of the suspension source term assures that the source term will have a 
zero value when the continuous phase volume fraction is one and also zero when 
the particle volume fraction is one. The purpose of having zero source term 
104 
when the particle volume fraction is one is to ensure the volume fraction does 
not exceed one as a result of extra sources, which is unrealistic. 
ßs, 
ß 
is a constant that is found based on numerical experiments to be valid 
between 0.05 and o. 1, which will be shown in the following chapter. 
Saltation Source term s,,,,. 
A saltated particle zone usually has a layer thickness of a few centimetres from 
the ground. In this layer the suspension source term is modified to take into 
account the saltated particles. As mentioned in chapter 2, many authors have 
proposed empirical formulae to estimate the particle mass flow rate in the 
saltation zone based on field and wind tunnel studies, all of which relate the 
particle threshold velocity to the fluid surface friction velocity ratio as shown in 
Table 2-1. 
A dimensionless friction-threshold velocity ratio is added to equation (5-52) to 
represent the effect of the saltation process. Thus the source term due to 
saltation becomes: 
Ssoc =ß, -[pa p 
(1-ap) 
ure!! URJ (5-53) 
where ß,,, is a constant varying between 0.15 and o. 6, as will be shown also in 
the following chapter. 
The normalised friction velocity ratio term uR is defined so that a relationship 
between the fluid friction velocity and the particle threshold velocity is formed. 
This term is introduced to the present model to avoid the need of an empirical 
expression to predict the particle mass flow rate and therefore the rate of the 
saltating particles involved in the calculation. 
Since most of the empirical expressions of the particle mass flow rate, presented 
in Chapter 2, are based on raising the friction velocity to the power 3, six 
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different formulations of the normalised friction velocity uR were investigated 
as shown in table 5-1. 
Tables-1: Normalised threshold friction velocity formulation. 
Expression 1 . UR = 
ut -u 
u 
Expression 2 . UR = 
.z .z u1 -u 
.2 ur 
Expression 3 UR = 
*3 .3 
ut u 
3 
U; 
Expression 4 
. UR = 
(ut 
-uß)3 
.3 
u, 
Expression 5 
" UR = 
(u; Z-u, Z)(ur +u, ) 
*3 
u, 
Expression 6 UR= 
(. z +u. z u, )(ur -u 
u, 
Considering a quartz particle of 0.25 [mm], diameter, and 2650 [ kgl m3 ], density, 
the relationship between u and the fluid friction velocity can have different 
trends based on the way uR is calculated, figure 5.3. 
All different forms of uR have a zero value when the friction velocity equals the 
threshold value while it has a maximum value at zero friction velocity. Only 
model number 6 has a maximum value at a friction velocity of about 40% of the 
threshold value where the maximum ratio reach values higher than one. 
These formulations have a simple physical interpretation. Referring to figure 5.3 
and equation (5-53), the saltation source term is equal to zero when both 
friction and threshold velocities are equal which identifies the critical situation 
separating the deposition stages from erosion. 
io6 
If the friction velocity becomes lower than the threshold value then a deposition 
process occurs. The maximum deposition rate happens at the lowest friction 
velocity, which is zero as shown in the figure 5.3. While a friction velocity higher 
than the particle threshold value represents erosion of particles from the 
ground. 
Therefore, the effect of the saltation source term in a specific control volume is 
one of the following: 
1. If the friction velocity is greater than threshold value then the source 
term will have a negative sign and therefore an erosion process will 
occur. 
2. If the friction velocity is equal to threshold value then the source term 
will be equal to zero thus, neither erosion nor deposition can exist. 
3. If the friction velocity is less than threshold value then the source term 
will have a positive sign and therefore a deposition process will occur. 
Note that, since the particle transport equation represents only particles of the 
same physical properties, flow involving multiple particle sizes or densities 
needs individual transport equations to be solved, one for each different 
particle. Therefore, particles of different size or density will have different 
threshold velocities so that the source terms will have different values even for 
the same fluid friction velocity. 
5.6.2 Erosion-deposition Algorithm 
The particle volume fraction increases and decreases in a single control volume 
as a result of the net balance of the mass flow rate between the transport 
equation terms. A control volume is assumed to be full of particles and hence 
treated as a solid surface in the FAVOR algorithm if the following conditions are 
satisfied simultaneously: 
1. If the particle phase occupies the entire control volume, (a, = i). 
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2. Friction velocity drops below the particle threshold velocity, (u' < C, ). 
Since the highest particle volume fraction is impossible to achieve even in the 
real live case, a maximum bulk volume fraction is introduced. If the particle 
volume fraction exceeds the bulk value then the control volume is assumed to be 
full of particles. 
In the present work the maximum bulk volume fraction was assumed to be 75% 
of the total volume of the cell, figure 5.4. If the above conditions are satisfied 
simultaneously in a single cell then that cell will be treated as a solid wall in the 
following calculations and the cell faces attached to the flow are represented by 
FAVOR as a solid interface boundary. 
If the surface friction velocity on the interface boundary exceeds the particle 
threshold value, the adjacent blocked cells will reopen to the flow calculations in 
the following calculations. 
5.7 Inlet Boundary conditions and wall roughness 
treatment 
Boundary conditions for the dependent variables are required prior to the 
solution whilst the change in the solid interface boundary due to erosion- 
deposition process is treated after every change in that boundary. 
Five types of boundary condition are required in this study namely: inflow, 
outflow, mirror boundary, solid wall and deposited particles surface. The solid 
wall is either a fixed solid wall, which can not be eroded, or a moving solid wall, 
which can be change according to the erosion-deposition process. 
Inlet velocities, turbulent properties and the second phase inlet volume fraction 
must all specified at the computational domain inlet boundary. 
There are two ways of specifying the inlet boundary condition. Firstly the values 
of the required variable are set uniformly throughout the entire inlet boundary. 
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In this case each variable takes a specific value, which will be the same at every 
inlet grid point. 
Secondly, non-uniform inlet boundary conditions, where the independent 
variables have different values at every grid point. In the present study, the 
second case is implemented to specify the inlet boundary of both the continuous 
phase inlet velocity profile and the inlet particle concentration profile. 
Since the flow of interest in the present work is wind blown particles in the 
atmospheric boundary layer, it is general practice to describe the wind velocity 
profile in the logarithmic form presented in equation (2-12). 
u(y) =u In(- 
L) 
K Yo 
This equation is employed to specify the inlet boundary condition for the 
velocity profile where the wind velocity tends to zero near the ground and io 
m/s at io metre above the ground. The modified wind profile, equation (2-13), 
can be employed instead if the effect of the saltated particles needs to be 
incorporated from the domain inlet boundary. 
5.7.1 Dispersed phase inlet concentration profile: 
In contrast to the wind profile, particle concentration decreases with the height 
above the ground. The formula suggested by Anderson and Hallet (1986), 
equation (2-13), is employed in the present study to calculate the particle 
concentration profile: 
y 
_(KU*) 
C=Co 
Yo 
It is clear that both velocity and particle concentration profiles at the inlet 
boundary are dependent on the friction velocity, surface roughness and height 
from the ground. The latter are not affected by the calculations. 
log 
The flow over a flat surface retains the inlet profile throughout the 
computational domain. This is achieved through the treatment of surface 
roughness and wall shear stress to predict a friction velocity, which gives the 
required profiles for fully developed flow. 
5.7.2 Particle surface roughness 
Wind and concentration profiles are significantly affected by the surface 
roughness. Modelling the boundary layer including the effects of surface 
roughness can be achieved through modification on the wall shear stress. Cebeci 
and Bradshaw (1977) modified the law of the wall to included the effect of 
surface roughness as follow: 
u uý 
-1E 
Puy Yo 
-OB rw/P K fý 
(5- 54) 
where AB is a roughness function that quantifies the shift of the intercept due to 
roughness effects. In general it depends on the roughness. For a surface covered 
by uniform sand particles AB is correlated to the non-dimensional roughness 
height: 
KS =p 
KS u, (5- 55) 
where KS is the physical surface roughness height. In this study it has been 
taken to be equal to the particle diameter as suggested by Bagnold (1941) and 
confirmed by other recent experimental studies, [Iversen (1981), Kind (990), 
Pay and Tsoar (199o)] . 
It has been observed that there are three different ranges of K where AB is 
defined analytically by Cebeci and Bradshaw. 
i. If K <2.25 then the flow is hydrodynamically smooth and 
AB=O (5- 56) 
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2. If 2.25<K <90 then the flow is in a transitional stage some times described as 
semi-rough flow. In this range: 
xsin{0.4258[ln(K+-0.811)) (5-57) 
K 
K87.7525+CKs K+ sl s 
3. If K >90 then the flow is assumed to be fully rough. In this case: 
OB= 
1 
In[1.0+CK, Ks (5- 58) 
where cK5 is a roughness constant with a value 0.5 for uniform sand surface, 
increases tol. o for non-uniform sand surfaces. 
In the present study, the effect of the saltating particles is incorporated as an 
extra surface roughness involved into the shear stress according to the above 
modification to the logarithmic wall law. 
5.7.3 Friction velocity 
The friction velocity has a dominant role in the initiation of the particle 
movement and deposition and on the shape of the vertical wind profile. It 
represents the shear stresses acting on the surface due to wind forces. 
Therefore, for each individual particle there is a critical friction velocity which 
will govern whether movement is initiated or halted. This critical wind friction 
velocity is commonly known as the particle threshold velocity. 
Wind friction velocity is defined in terms of the wall shear stress as: 
u"= 
=W 
P 
Where the wall shear stress is defined in for both laminar and turbulent 
boundary layer. (see Appendix B). 
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5.8 Solution algorithm and implementation remarks 
Models discussed above have been implemented into an existing CFD solver, 
SOFIE (Simulation Of Fire In Enclosures), which is developed originally by Dr. 
P. Rubini at Cranfield University for fire prediction in compartment, Rubini 
(1997). SOFIE is based on a finite volume differencing approach for 
incompressible viscous flow in a general curvilinear co-ordinate system. 
The isothermal version of SOFIE solves the flow continuity and momentum 
equations with the k-E two-equation turbulent model. This has been modified 
to incorporate the two-phase flow models, mixture and homogenous models, 
coupled with the FAVOR technique. 
The general form of the governing equations is identical for both mixture and 
homogenous models. These equations are solved for the mixture flow properties 
when the mixture model is used. For the homogenous model, the transport 
equations are solved for the continuous flow phase variables. 
The code is implemented such that the homogenous model appears as a special 
case of the mixture model. 
The numerical method employed in this study consists of the following steps: 
i. Guess initial values for all variables. 
2. Solve the continuous phase flow field, velocities and pressure field. 
For the mixture model calculation, the solution will be for the mixture flow 
field using the mixture properties such as mixture density and mixture 
viscosity. If the homogenous model is chosen, the same set of equations can 
be solved but for the continuous phase flow field only. 
3. Solve other scalar transport equations such as turbulent kinetic energy k, 
turbulent dissipation -- and second flow phase volume fraction as,. 
112 
4. With the latest solved variables, other derived variables such as surface 
shear stress, viscosity, friction velocity and particle diffusion velocity are 
calculated. 
The sequence of steps 1 to 4 is repeated until the convergence criterion is 
achieved. When the FAVOR model is activated, a transient solution must be 
used and between consecutive time-steps the FAVOR model subroutine is 
called. Due to the particle erosion-deposition process, the solid interface 
boundary separating the flow field from the deposited particles may change. The 
solution achieves the steady state when the interface boundary does not change 
with further iterations. 
A converged solution following the above sequence has to be satisfied for every 
time step. Then calculations are carried out until the required number of time 
steps is reached or the erosion-deposition process has reached a steady state. 
5.9 Closure 
Numerical models for Eulerian two-phase flow were presented in this chapter 
with the necessary constitutive equations required to close the system of partial 
differential equations. The models were discretised and implemented into the 
CFD code, SOFIE, based on a finite volume approach and applied to a novel 
application involving drifting particles such as sand or snow, around obstacles 
in two and three dimensional computational space. 
A new form of the governing equations were derived, both for the homogenous 
and mixture models, by introducing the area and volume fraction components 
in a simple and efficient way so that the FAVOR technique can be coupled with 
the solution to track the interface boundary. FAVOR was implemented and used 
as a mean of representing solid geometries within a fixed computational grid. 
The coupling between the two-phase flow models and FAVOR provided an 
efficient and relatively simple solution algorithm to represent a general shaped 
solid interface boundary separating the flow field from regions occupied by the 
deposited particles. 
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Moreover, an algorithm for the erosion-deposition process was introduced, 
which enabled the interface boundary to contract or grow as a response to the 
changing flow field. The different modes of particle transport, such as 
suspension and saltation, were modelled and added to the particle transport 
equation as a contribution to the source term. 
By considering a small relative velocity between the fluid and particle velocities, 
three different equations were presented and used to approximate the relative 
velocity. The equations were derived from the general multi-phase flow 
governing equations. The necessary initial and boundary conditions were 
discussed with the proper implementation and the solution procedure was 
outlined. 
In the following chapter, these models will be analysed to assess their 
performance in the applications of interest and their dependency on the 
different physical and numerical controlling parameters. Thus, the limitations 
and capabilities of each model can be identified and the most suitable model 
configuration can be achieved prior to validation against the field and wind 
tunnel measurements, which is the core of Chapter 7. 
O Open cell " Blocked cell " Partially blocked cell 
o00000000000 
oo0 0000"0000 
oo"o00""" 
"""""""""""" 
Figure 5.1: FAVOR treatment of control volumes containing deposited particles. Grey cells are 
of high particle volume fraction and white cells are of high air volume fraction. Cells partially 
filled contain both phases where the summation of the phase's volume fraction must be one. 
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Figure 5.2: FAVOR treatment of control volume partially filled by solid phase. 
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Figure 5.4: Stages of a cell blocked by particles. 
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Chapter 6 
Model Assessment and 
Discussion 
6.1 Introduction 
An assessment of the performance of the Eulerian models introduced in the 
previous chapter is presented. The complexity associated with the numerical 
simulation of wind blown particles introduces a large number of modelling 
parameters, which could have a significant effect on the accuracy of the 
predicted variables. These controlling parameters are categorised into two main 
sections; numerical and physically related parameters. 
The majority of the numerical parameters have been eliminated from the scope 
of this study since they have been reviewed during the development of SOFIE. 
The treatment of boundary conditions and grid quality remain novel to this 
particular study and hence have been retained in the assessment. 
The assessment of the physical controlling parameters involves numerical 
modelling of the different modes of particle transport such as suspension and 
saltation. Surface roughness, the erosion-deposition process, the physical 
properties of the transported particles, threshold conditions and the inlet and 
initial conditions are all considered in the assessment of the model's controlling 
parameters and hence they are investigated in this chapter. 
Table 6-1 shows a sensitivity study of the parameters considered in this chapter. 
The individual testing-- of each separate parameter is computationally an 
expensive and laborious task. Therefore, only the most influential of these 
parameters is considered in this assessment. The work in this chapter is divided 
in to several sections as follows: 
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" Section 6.2 presents the wind and particle concentration profiles for 
different inlet conditions and surface roughness used to maintain fully 
developed flow over a flat surface. 
" Section 6.3 covers the steady state flow field at a solid wall placed on the 
flat surface perpendicular to the flow direction. 
" Section 6.4 compares both homogenous and mixture models for flow 
around a solid wall in order to identify the relative limitations and 
capabilities of each model. 
" Section 6.5 contains the introduction of the FAVOR model as a means of 
representing the deposition profile at a solid interface boundary. 
" Section 6.6 presents the dependence of the model on the grid resolution. 
9 Sections 6.7 and 6.8 assess the modelling of the suspension and saltation 
modes of particle movement in the flow. 
" Sections 6.9 and 6.1o examine the effect of different inlet friction 
velocities and turbulent intensities on the solution. 
" Section 6.11 presents an assessment of the models for different wall 
geometries. 
" Section 6.12 presents a demonstration of the models for simulation of a 
3-D scenario. 
" Section 6.13 includes a general discussion and comments on the 
performance, limitations and capabilities of the model. 
6.2 Wind profile over a flat surface 
The main emphasis of the current work is the simulation of the movement of 
sand particles in the desert. In order to replicate the physical conditions for this, 
the inlet boundary condition for velocity and particle concentration must be 
defined as a profile reflecting the conditions of the atmospheric boundary layer. 
This profile can be easily established at the inlet boundary for a given friction 
velocity and surface roughness using the equations defined in Chapter 2. 
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The shape of this profile must be retained within the computational domain if 
the flow is to be considered as fully developed. It has been found however that 
these profiles are dependent on the calculation of the wall shear stress. The 
shear stress was shown to be dependent on two physical parameters; wall effect 
and surface roughness (Chapter 5). 
The numerical prediction of the flow field from different inlet wind profiles is 
compared with the logarithmic wind profiles over a flat surface. The two main 
parameters responsible for the shape and strength of the wind profile are 
surface roughness and the friction velocity at which the mean wind velocity is 
defined. These are constant at the inlet boundary whilst the surface roughness 
is the only constant parameter within the computational domain. The friction 
velocity within the computational domain is calculated based on the numerical 
prediction of the wall shear stress and thus the wind profile can change 
according to both wall effect and surface roughness. 
Table 6-2 shows 15 different combinations of the inlet friction velocity and the 
wall surface roughness, 5 friction velocities and three different surface 
roughness values. The dimensions of the computational domain were set as lo 
metres length and 2 metres height. The domain was divided into 1oox5o grid 
cells in the axial and vertical direction respectively. 
The grid was uniformly distributed in the axial direction giving a resolution of 
o. 1 metres. The distribution in the vertical direction was biased towards the 
ground surface to assure better resolution of the predicted variables inside the 
flow boundary layer. 
Figure 6.1, shows a comparison between the numerical and the logarithmic 
wind profiles at a vertical cross section 5 metres downstream from the inlet 
boundary. For a constant surface roughness, the increase in the inlet friction 
velocity results in an increase in the strength of the wind profile. This effect is 
replicated with a decrease in surface roughness i. e. where the flow has less 
resistance from the surface. The discrepancy observed between the predicted 
and the logarithmic profiles near the surface is a result of the turbulent flow and 
the development of the boundary layer, which is ignored in the logarithmic 
profile equation. 
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Numerical prediction of the particle concentration in terms of the particle 
volume fraction is shown in figure 6.2. It shows that as the surface roughness 
increases, the particle concentration near the surface also increases. Physically 
this can be interpreted to mean that wind erosivity increases (the ability of the 
wind to erode particles from the ground) as surface roughness increases. 
The numerical prediction of the particle concentration values far from the 
ground is in a good agreement with the profiles calculated using equation (2.11). 
The particle concentration shows an over prediction near the surface as 
compared with equation (2.11), which is a direct influence of the deviations in 
the velocity profile predicted within the boundary layer. 
Figure 6.3, shows the particle concentration throughout the computational 
domain to clarify the drifting process behaviour predicted by numerical model. 
This can be considered as a preliminary assessment of the source terms added 
to the particle transport equation. Suspension and saltation source terms are set 
roughly in this case. 
Since the particles are eroded from the surface at a constant rate, the source 
term added to the equation for cells adjacent to the surface bed is constant. 
Particles are then transported with the flow direction to the downstream cell, 
which results in an increase in the concentration near the surface progressively 
further downstream. This occurs because of the extra particles entering the 
downstream cells through their upstream faces as shown in figure 6.4. 
Assuming that the flow is fully developed, the wind profile and particle 
concentration should be uniform across the flow domain. If the surface friction 
velocity is higher than the threshold value then the source term will have 
negative values representing an erosion process. On the other hand, the particle 
concentration near the surface will increase when the surface friction velocity 
drops to values lower than the threshold value where the source term is positive. 
119 
Table 6-i: Sensitivity study sample sheet 
Case Study ==> Solid Fence 
Boundary Condition Run Index la 1b 1c ld le If 
Ustar 0.2 0.22 0.25 0.3 0.4 0.5 
Turbulent Int. 1 1 1 1 1 1 
Char. Length 0.0254 0.0254 0.0254 0.0254 0.0254 0.0254 
U at 10 4.4928 4.9421 5.6161 6.7393 8.9857 11.2321 
Ike 0.0030 0.0037 0.0047 0.0068 0.0121 0.0189 
ted 0.0154 0.0205 0.0301 0.0520 
- 
0.1232 
-- 
0.2406 
Grid - 
x sections 
section 1 length (m) 1 1 1 1 1 1 
cells 40 40 40 40 40 40 
ratio 0-1.05 0-1.05 0-1.05 0-1.05 0-1.05 0-1.05 
section 2 length (m) 0.002 0.002 0.002 0.002 0.002 0.002 
cells 3 3 3 3 3 3 
ratio 0-0 0-0 0-0 0-0 0-0 0-0 
section 3 length (m) 2.54 2.54 2.54 2.54 2.54 2.54 
cells 80 80 80 80 80 80 
ratio 1.0-1.03 1.0-1.03 1.0-1.03 1.0-1.03 1.0-1.03 1.0-1.03 
Total length (m) 3.542 3.542 3.542 3.542 3.542 3.542 
Total Cells 123 123 123 123 123 123 
y sections 
section 1 length (m) 0.0254 0.0254 0.0254 0.0254 0.0254 0.0254 
cells 30 30 30 30 30 30 
ratio 0-0 0-0 0-0 0-0 0-0 0-0 
Section 2 length (m) 1.0746 1.0746 1.0746 1.0746 1.0746 1.0746 
cells 30 30 30 30 30 30 
ratio 1.0-1.02 1.0-1.02 1.0-1.02 1.0-1.02 1.0-1.02 1.0.1.02 
Fence Height =_> 0.0254 0.0254 0.0254 0.0254 0.0254 0.0254 
Total length (m) 1.1 1.1 1.1 1.1 1.1 1.1 
Total Cells 60 60 60 60 60 60 
z sections 
Section 1 length (m) 1 1 1 1 1 1 
cells 1 1 1 1 1 1 
ratio 0-0 0-0 0-0 0-0 0-0 0-0 
Total length (m) 1 1 1 1 1 1 
Total Cells 1 1 1 1 1 1 
Particle 
Diameter 4.90E-05 4.90E-05 4.90E-05 4.90E-05 4.90E-05 4.90E-05 
Density 3990 3990 3990 3990 3990 3990 
Threshold 
velocity 
0.215 0.215 0.215 0.215 0.215 0.215 
Suspension 
constant 
0.08 0.08 0.08 0.08 0.08 0.08 
Sultation 
constant 
0.25 0.25 0.25 0.25 0.25 0.25 
Surface roughness 
hi eg ht 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
constant 1 1 1 1 1 1 
Models 
Drift velocity 2 2 2 2 2 2 
Saltation 3 3 3 3 3 3 
Deposition 1 1 1 1 1 1 
Erosion 1 1 1 1 1 1 
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Figure 6.1a: Numerical wind profiles compared to the logarithmic profiles 
at different inlet friction velocities and a surface roughness of ie-3 [ml. 
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Figure 6. ib: Numerical wind profiles compared to the logarithmic profiles 
at different inlet friction velocities and a surface roughness of ie-4 [m]. 
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Figure 6. ic: Numerical wind profiles as it compared to the logarithmic profile 
at different inlet friction velocities and a surface roughness of le-5 [m]. 
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Figure 6.2: Numerical particle concentration profiles compared to 
the empirical expression for different surface roughness. 
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Figure 6.3: Numerical prediction of the particle concentration along a flat surface for 
different surface roughness. 
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Figure 6.4: Sketch showing effect of the eroded particles on the mixture flux across the cell 
boundaries. 
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6.3 Steady state flow field at a solid wall 
The previous section demonstrated the capability of the model in simulating a 
fully developed flow over a flat surface with a desired wind and particle 
concentration profile. In this section the performance of the model is further 
investigated through consideration of the same basic domain with an interior 
solid wall included perpendicular to the flow direction. The vertical solid wall is 
chosen as a standard case study to examine the validity of the numerical models 
introduced in the previous chapters. The computational space is chosen to be 
identical to the wind tunnel working section used by Iversen (1983). The 
dimensions of the computational space in terms of wall height H is shown in 
figure 6.5. 
The starting point was consideration of the effects and limitations of the 
controlling parameters of the model; the initial set of the physical and numerical 
controlling parameter values are shown in table 6-i, set B. At this stage there are 
no specific guidelines under which this initial set-up was chosen. The number of 
numerical experiments required to understand the behaviour of the model and 
then calibrate these controlling parameters for more practical applications, is 
only a matter of experience. 
The domain was divided into a relatively fine mesh to assure a degree of 
accuracy for the predicted variables. The minimum control volume size was 
defined to be o. oim long and o. ooim high. This grid size might need to be 
refined or enlarged in order to achieve optimistic results. Details of a grid 
sensitivity study are given later in this chapter. 
The atmospheric boundary layer wind profile was applied at the inlet boundary 
by setting the inlet friction velocity to 0.22 m/s and surface roughness to i. oe-4 
in, which was similar to the one used in the flat surface case. This friction 
velocity was set to be equivalent to the threshold value of a spherical glass 
particle of density 3990 kg m' and diameter 4.9e5 in. 
The turbulent properties at the inlet boundary were set in terms of the turbulent 
intensity and length scale. The turbulent intensity in the atmospheric boundary 
layer wind tunnels can vary between 0.5 % and lo%. A starting condition of 1% 
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turbulent intensity was chosen. A detailed analysis of the effect of inlet turbulent 
intensity on the solution accuracy will be discussed later in this chapter. The 
solid wall height was chosen as the inlet turbulent length scale. 
Deposition of particles around an obstacle is highly dependent on the flow 
structure around that obstacle and the particle volume fraction. The 
homogenous model was used in this case, where the flow field is predicted by 
solving the continuous phase governing equations while the particle volume 
fraction is predicted by solving the particle transport equation with the particle 
suspension source term only. 
Figures 6.6a and b show the wind velocity vector and the streamlines around the 
wall. Two main recirculation eddies are generated around the wall, A and B, an 
upstream small eddy with a separation point close to the wall 'A' and larger 
downstream eddy with a reattachment point far downstream'B'. 
At the separation and reattachment points, the flow velocity drops to values 
such that the friction velocity becomes lower than the particle threshold value. 
Therefore, these points are expected regions of high particle concentration and 
can give an important indication of the starting area of the deposition process. 
The dotted line in figure 6.6b represents the stagnation points, which are the 
points where the flow changes its direction. Further down wind, at the point 
when the dashed line reaches the ground, the flow will be completely reattached 
to the ground and no more separation or reverse flow occurs unless there is 
another topographical change such as another wall. 
A series of investigations were undertaken to establish the dependence of these 
points on the wall height and inlet friction velocity. Initially the wall height was 
fixed and the inlet friction velocity varied, then the wall height was varied with a 
single inlet friction velocity. 
The vertical wind profiles at different distances from the wall, see figure 6.6b, 
are shown in figure 6.7 but for different inlet friction velocities. It is clear from 
the figure that all the profiles meet at the reverse flow points, it is thus assumed 
that the size of the eddies around the wall is independent of the inlet wind 
strength at least within the range of the friction velocities examined. 
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The same effect is not observed with variation of wall height, as shown in figure 
6.8a. Both the separation and reattachment points move outward and inward 
respectively according to the eddy size. A high wall generates a larger eddy with 
stagnation points distant from the wall while a shorter wall generates smaller 
eddies with a stagnation point closer to the wall. Figure 6.8b shows the surface 
velocity profiles just above the ground in the axial direction. It shows a negative 
velocity on both sides of the wall resulting from the eddy flow; this negative 
velocity is small in front of the wall and large behind it. Moreover, it is clearly 
shown that there is a large disturbance to the flow from the high wall, which is 
reduced as the wall height decreases. As a result, the reattachment points, 
shown as solid circles in the figure move further downstream as the wall height 
increases. 
Figures 6.9 and 6. io show a significant change in the turbulent kinetic energy as 
a result of the presence of the wall. The change in the kinetic energy is 
proportional to the change in both inlet friction velocity and wall height. 
Maximum energy production occurs at a distance above the ground in the flow 
zone separating the flow affected by the wall from the undisturbed flow. The 
location of the maximum kinetic energy moves upward as the wall height 
increases while the maximum value increases with the increase in both inlet 
wind profile and wall height. 
Turning attention to the particle concentration as expected a high concentration 
of particles is found in the weak regions around the wall as shown in figures 6.11 
and 6.12. Consideration of the suspension source term alone in the particle 
transport equation demonstrates that the volume fraction increases as the inlet 
friction velocity decreases. This provides an explanation for the particle 
settlement due to gravity forces only, which are included into the suspension 
source term. For high axial wind velocity, the drag forces applied on the particle 
surface will reach values much higher than the particle resistance forces. 
Therefore, particles will not settle on the surface but drift due to the high drag 
with the flow. Slower flow has lower drag forces and at the weak regions around 
the wall the settling force exceeds the drag and results in an increase in the 
particle concentration. 
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Figure 6.6a: Velocity vectors around solid wall showing the separation and reattachment points. 
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6.4 Mixture verses Homogenous model 
A number of computations were undertaken to assess the limitations and 
capabilities of both the homogenous and mixture models when employed in the 
prediction of the flow of an air-particle mixture and particle deposition at a solid 
wall. 
Regions of high particle volume fraction are considered as regions of expected 
accumulation. The mixture model is a two-way coupled model thus regions of 
high particle concentration affect the flow field of the whole mixture and 
therefore the flow field of the continuous phase. Hence, high particle volume 
fraction must be avoided to maintain the model's basic assumptions. 
Ungarish (1993) reported that in a diluted vertical flow of suspended particles, 
volume fractions greater than o. i6 showed strong computational instability. In 
the current work, the flow changed from diluted to a mixture of diluted and 
dense flow regimes when particles start to accumulate. Dense flow areas have 
high particle volume fraction while diluted areas have high continuous phase 
volume fraction. 
Sundsbo (1994) employed the drift-flux mixture model for snow drift around 
porous wall by assuming that regions of expected deposition are considered to 
exist where the particle volume fraction become 1E-4. 
Due to this limitation, the particle inlet concentration profile is chosen to be of 
small value and the suspension source term coefficient, /3sus , is also reduced so 
that high volume fraction values are prevented in regions of expected deposition 
near the wall. 
Figure 6.13a shows the particle volume fraction profiles at different axial 
sections across the flow domain using both homogeneous and mixture models 
where ß5,3 = 0.02. As expected, the mixture model with a small suspension 
source term behaves like the homogenous model and the values of the particle 
volume fraction are almost the same. Figure 6.13b shows no clear differences in 
the wind velocity profiles across the computational domain. 
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The discrepancies between homogenous and mixture models increases when 
, ß, rises to 0.08, figure 6.14a. The significant jump in the volume fraction has a 
physical description that is; when the value of the particle volume fraction 
increases, the continuous phase volume fraction decreases (a+ap=1). 
Therefore, a reduction in the mixture velocity, figure 6.14b, occurs due to the 
increase in the diffusion stress term, which appears in the mixture momentum 
equation (5.19). 
Since the mixture model is based on the assumption of small relative velocity 
between fluid and particle, the model is limited to certain values of the particle 
volume fraction where this assumption is applicable. The maximum volume 
fraction value at which the model can be employed varies according to the 
application itself and on the fluid-particle density ratio. In the present study, the 
density ratio, pp/p, is of the order 2000, e. g. pp=2650, p=1.17887, which is 
relatively high and therefore the mixture model shows computational instability 
when the ß51, exceeds a value of o. 08. 
Since the particle concentration in the homogenous model has no feedback 
effect on the flow field, the particle volume fraction in this model can reach 
higher values as shown previously in figures 6.11 and 6.12. 
In general both models demonstrated identical regions of the expected 
depositions in the weak recirculation zone, figures 6.15 and 6.16, which confirms 
the results produced using the Lagrangian model in chapter 4, figure 4.11. 
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6.5 Homogenous model coupled with FAVOR boundary 
interface 
Both homogenous and mixture models have certain limitations. In the 
homogenous model, the flow field does not account for the existence of the high 
particle concentration regions, while in the mixture model high particle volume 
fraction causes computational instability. 
The FAVOR technique is employed to track the solid boundary interface 
separating the highly concentrated regions from the diluted flow. This was 
achieved by considering the control volume of high particle volume fraction as 
blocked cells and setting the cell's volume and area fractions to one. Due to 
limitations of the model, the value at which cells may be considered as blocked 
cells, the upper limit volume fraction value, is different when using homogenous 
model to that when using the mixture model e. g. 0.75 and 1E-4 respectively. 
FAVOR has been implemented in both models. In this section FAVOR coupled 
with the homogenous model is discussed, which has a simple mathematical 
derivation and is efficient from the computational point view. 
6.5.1 Drifting dune over a flat surface 
First, the erosion-deposition algorithm introduced in chapter 5 was tested for 
flow over a conical shape dune. The dune geometry was generated initially using 
the conventional description of solid control volumes and then by using FAVOR 
in which the volume and area fractions of the dune control volumes are set to 
unity. 
The steady state flow field around both dunes is shown in figure 6.17a and 
shows the velocity profiles along the computational domain at a height equal to 
the dune height 'H'. It shows identical results for both methods of setting the 
dune geometry. Figure 6.17b shows the pressure contour lines for both cases. A 
multi stage solution was then achieved using FAVOR where the dune boundary 
was allowed to change by employing the erosion-deposition algorithm after each 
two consecutive calculation steps. 
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The erosion-deposition process was tested on the dune surface. Due to the high 
surface friction velocity on the dune upstream side, the dune surface is expected 
to erode whenever the particle threshold velocity is exceeded. Therefore, 
particles start to drift from that control volume opened to the flow, from the 
dune upstream side, to the downstream flow domain where they either settle or 
may drift to the domain outlet. 
In the weak region behind the dune, the friction velocity dropped to values 
below the threshold value and the particle volume fraction increases to some 
value above the upper blocked limit thus a deposition process occurs. 
Figure 6.18, shows the different stages of the dune movement, from the initial 
movement of the, dune until the whole dune has left the computational domain 
through the outlet boundary. Since there were no other sources of particles in 
this example, the flow field becomes a clean airflow when the dune completely 
leaves the computational domain. 
It can be assumed that FAVOR is working well in this example since the dune 
shape does change its shape according to the change in both flow velocity field 
and particle volume fraction. 
It should be noticed that the FAVOR model is implemented in a way, which 
allows for the generation of obstacles of different geometry within the 
computational domain even if a single-phase flow problem is solved. 
6.5.2 Dune growth at solid wall 
The FAVOR model was then applied to the solid wall problem introduced in 
section 6.3. The transient homogenous-FAVOR model was employed to 
introduce the solid interface boundary separating the deposition areas from the 
flow field wherever the deposition conditions mentioned above are satisfied. 
In this case, the upper limit volume fraction was chosen to be o. 75. Therefore 
control volumes were considered as a solid wall if 75% or above of its volume 
was occupied by the settled particles. 
Figure 6.19a shows the different stages of the dune growth around the wall. In 
the early stages, the deposition process starts at a distance upstream as a result 
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of the reverse flow generated in front of the wall. After each deposition stage, 
the last introduced interface boundary will reform the flow field around the 
wall, figure 6. i9b. 
This will create new layers, normally on the top of the first interface boundary, 
where the deposition conditions are satisfied and therefore another layer of the 
solid boundary is generated and so on. When the solution has reached a steady 
state situation, neither deposition nor erosion occurs with further 
computations. 
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Figure 6.17a: Velocity profile comparison between conventional and FAVOR 
representation of stationary dune in the axial direction at y= Dune Height "H". 
146 
Figure 6.17b: Flow velocity contour plot for steady state solution of homogenous model around fixed 
dune. A) Using conventional way of setting dune as solid block. B) Using FAVOR model. 
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Figure 6.19a: Stages of particle deposition profile using homogenous model 
coupled with FAVOR. 
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Figure 6.19b: Velocity vectors showing the effect of the solid 
interface boundary 
introduced using FAVOR on the flow field at 
different stages of particle deposition 
process. 
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6.6 Grid sensitivity 
A grid sensitivity study was undertaken to ensure that the comparisons made 
between CFD results and field or wind tunnel measurements were independent 
of the grid density. The study, reported in this section, consisted of simulating 
the flow round a solid wall with grids of varying distributions, as shown in table 
6-3 with reference to figure 6.5. 
The controlling parameters for all the simulations were set to the same values 
used in the previous section. Thus, any differences that may exist in the 
simulation reported in this section can be assumed to be mainly a result of the 
differences in the grid resolution. 
The steady state deposition profiles around the solid wall for the five different 
grid distributions are shown in figure 6.20. The coarse grid shows poor 
deposition profiles while the finer grids predict a deposition profile that spreads 
outward from the wall position. Grid C is chosen for use in the remaining 
assessments, since the grids of greater resolution show no significant variance in 
the solution downstream of the wall. 
Table 6-3: Different rid distributions. (Refer £o fi ure 6.5for definitions of the domain 
RUN==> ABCDEABC RUN==> A B C D E 
X-Direction 
Section Xl in [nil 1 1 1 L L 
Cells 50 50 100 150 200 
Ratio 0-1.05 0-1.05 0-1.05 0-1.05 0-1.05 
Section X2 in [in] 0.02 0.02 0.02 0.02 0.02 
Cells 3 3 3 3 3 
Ratio o-o 0-0 0-0 0-0 o-o 
Section X3 in [in] 2.54 2.54 2.54 2.54 254 
Cells 100 100 200 250 300 
Ratio 1-1.03 1-1.03 1-1.03 1-1.03 1-1.03 
Total Length in [m] 3.54 3.54 3.54 3.54 3.54 
Total Cells 153 153 303 403 503 
P1E 
ii-Direction 
iection YI in [m] 0.0254 0.0254 0.0 34 o. ý 234 0.0 34 
fells 3(1 40 40 40 4)) 
Ratio o-o 0-0 0-0 0-0 o-o 
section Y2 in [1111 0.5 0.5 0.5 0.5 0.5 
, Cells 30 40 40 40 4O 
tatio 1-1.02 1-1.02 1-1.02 1-1.02 1-1.02 
total Length in [m] 0.5254 0.5254 0.5254 0.5254 0.5254 
total cells 6o 8o 8o Mio 8uu 
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6.7 Suspension Model 
The suspension source term ß5 3 
in the particle transport equation is 
responsible for the deposition rate that results from suspended particle 
transport mode, as discussed in section 5.6. Field and wind tunnel observations 
(Bagnold 1941, Iversen 1982, Pye and Tsoar 199o), established that only a few 
percent of the total number of deposited particles are transported by 
suspension, while the majority of the movement occurs within the saltation 
layer. 
For steady wind speed with uniform particle size distribution, the distinction 
between suspended and saltated particles are more recognizable than that in the 
case of unsteady wind acting on a non-uniform particle size. 
In this section, the effect of the value of , 6,., on the deposition rate is examined 
with constant values for the saltation source term coefficient ßs.,, . The 
deposition rate increases with the increase in ßsu, as shown in figure 6.21. 
Under this setting, no deposition occurred for 8,,,,: 50.02 and unrealistically 
large deposition occurred for ß >_ 0.15. Between these two limits, the 
deposition rate was found to be in a direct proportion to the increase in the 
values of the suspension coefficient. 
6.8 Saltation Model 
Two different features of the saltation source term have been examined, the 
normalised friction to the threshold velocity ratio, UNorm and the saltation source 
term coefficient, ßs.,, . 
The saltation process is known to occur within a thin layer existing a few 
centimetres above the surface, as such, the saltation source term is implemented 
as a boundary source term. Positive values of the source term imply that an 
erosion process has occurred while negative values imply that a deposition of 
particles has occurred. 
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As mentioned in section 2.3.1, the different expressions of friction to threshold 
velocity ratios, UNorm , were considered 
in the saltation source term to avoid the 
requirement of the empirical expressions to predict the particle mass flow rate 
in the saltation layer. 
The six suggested expressions of UNom , table 5-1, were examined first to analyse 
the effect of each expression on the final deposition profile at the solid wall. For 
uniform glass spheres of 49-µm diameter and density 3990 
mg 
, the particle 
threshold value was estimated using equation (2-1) to be 0.215 m/s. 
Referring back to figure 5.3, it can be seen that when the friction velocity is 
equal to the threshold value, UNorm becomes zero and hence the saltation source 
term also becomes zero. This means that there will be neither deposition nor 
erosion due to saltating particles when the friction velocity and the threshold 
value are equal. 
Higher friction velocities will result in negative UNorm and erosion will occur, 
whereas for lower friction velocities UNorm has a positive value and hence 
deposition will occur due to particles being transported in the saltation layer. 
The different expressions of UNorm were tested using identical initial and 
boundary conditions. The steady state deposition profiles at the solid wall are 
shown in figure 6.22. Expression 4 in table 5-1 shows no deposition throughout 
the computational domain while small deposition profiles have appeared on 
both sides of the wall using expressions 1 and 5. The remaining expressions, 2,3 
and 6, show almost the same deposition profiles on the downstream side of the 
wall while only expressions 3 and 6 show significant deposition profiles at the 
upstream side of the wall. Therefore, expressions 3 and 6 were chosen for 
further investigations. They were both tested for different values of ß,,,, . 
Figures 6.23 and 6.24 show the deposition profiles for both expressions using 
different values for ýiý, t . The deposition profile was found to be directly 
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proportional to ßý,,, .A small value of the coefficient eliminates the effect of the 
source term while higher values result in a larger deposition profile. 
It is noticeable that for the same ßsa, value, the deposition profile generated 
using expression 6 is higher than that when using expression 3. Consideration 
of figure 5.3, reveals the reason for this to be that when U, *,,,. has a greater value 
than one, as in the case of expression 6 at a friction velocity equal to about u/2, 
the saltation source term will be higher than that when using expression 3 at the 
same friction velocity. 
6.9 Inlet friction velocity 
In the simulation of the flow over a flat surface, section 6.2, it was shown that 
the inlet friction velocity changes the wind velocity profile. In this section, the 
effect of the inlet friction velocity on the particle deposition profiles around the 
solid wall is analysed. 
Five different inlet wind profiles were examined. The lowest velocity was 
calculated from an inlet friction velocity 7. o% below the particle threshold value 
while the highest was from a friction velocity 16.3% above the threshold value as 
shown in table 6-4. 
Table 6-4: Inlet friction velocities as it related to 
the particle threshold velocity 
Ustar [m/s] % from Threshold velocity 
0.2 -7.0% 
0.215 0.0% 
0.22 2-3% 
0.23 7.0% 
0.25 16.3% 
Figure 6.25 shows the deposition profiles for the different inlet wind velocity 
profiles. It shows that under a strong wind the ability of the particles to settle is 
less and thus the minimum deposition rate occurs. The largest deposition 
profile was found with the inlet friction velocity just below the threshold value. 
Inlet friction velocities much lower than the threshold value result in no particle 
movement thus in no depositions. 
154 
It has been established in the field and laboratory observations that a slower 
wind carries fewer fine particles whereas a strong wind carries large amounts of 
both heavy and light particles. 
Theoretically, if the wind friction velocity drops to values below the particle 
threshold velocity, then the flow becomes clean air and therefore no particles 
would be transported neither by saltation or by suspension. The largest amount 
of particle deposition will occur when the steady wind friction velocity is 
maintained near the particle threshold velocity. Then as the wind strength 
becomes stronger, the deposition area near the wall is reduced in volume and 
moves closer to the wall location. 
Moreover, the trap efficiency of the wall will decreases as the deposition profile 
reaches the steady state. The equilibrium state would take the longer time to 
achieve in the case of a slow wind; when the flow is just strong enough to move 
the particles. The time required to achieve the equilibrium state decreases with 
an increase in the wind strength while the maximum trap efficiency decreases. 
6. io Inlet Turbulent parameters 
As mentioned in section 6.2, the transport of particles depends on many 
parameters. Vertical velocity fluctuations associated with the wind turbulence 
intensity effects the particle settlement. When the fluctuating velocity 
components of the flow are included into the instantaneous velocity, the friction 
velocity applied on a particle may exceed the particle threshold velocity, then 
the particle remains in suspension for a greater distance and time. 
Moreover, when the aerodynamic forces are slightly greater than the particle 
body forces then the particle will move in saltation and if it is below the particle 
body forces then the particle will settle down. Thus the fluctuation in the wind 
velocity has a direct impact on the particle motion and settlement process. 
In this section, the inlet turbulent parameters will be examined. Turbulent 
kinetic energy and its dissipation can be related by a reference wind speed such 
as free stream velocity, to the length scale and turbulent intensity. The free 
stream velocity is taken to be the wind velocity well above the ground where the 
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velocity gradient in the vertical direction has become negligible while the wall 
height was taken as a length scale. 
The turbulent intensity was changed at the inlet boundary to vary between i. o% 
and lo% while the inlet wind profile was held constant. 
Figure 6.26 shows the variation in the deposition profile near the wall as the 
inlet turbulent intensity changes. High turbulent intensity leads to higher 
friction velocity near the wall and therefore a lesser deposition rate. Reduction 
of the turbulent intensity results in a decrease of the friction velocity and as a 
consequence the deposition rate increases. 
2.0 
Oid A 
--- OidB 1.5 o; dC 
"""-""GidD 
1.0 ---OidE 
0.5 
0.0 
20 -15 -10 -5 05 10 15 20 
X/H 
Figure 6.20: Particle deposition profiles for different grid distributions. 
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Figure 6.21: Particle deposition profiles for different values of suspension source term constant. 
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Figure 6.22: Particle deposition profiles using different saltation models. 
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Figure 6.23: Particle deposition profiles using different saltation source term constant with 
saltation model 3. 
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Figure 6.24: Particle deposition profiles using different saltation source term constant with 
saltation model 6. 
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Figure 6.25: Particle deposition profiles using different inlet friction velocity. 
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Figure 6.26: Particle deposition profiles using different inlet turbulent intensity. 
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6.11 Deposition around fences of different geometry 
The wall geometry is an additional parameter that can influence the shape and 
the volume of the deposited particles. The previous sections examined the 
effects of the major controlling parameters on the deposition process, which 
were examined for flow around a single solid wall. In this section, the effect of 
changing the structure of the flow field, by varying the wall geometry, on the 
performance of the model will be examined. It will be demonstrated that a 
change in the wall geometry and hence the near wall flow field effects the 
location and the total amount of the deposition field. 
Two different wall geometries were considered in this section. The first 
introduces a small gap underneath the wall through where the flow can pass. 
The effect of the gap size on the flow field and therefore the deposition process 
is analysed. In the second case, the wall is defined as having 50% porosity in 
addition to the small under-wall gap and the effect on the model behaviour of 
changing the suspension and saltation source term coefficient is examined. 
6.11.1 Deposition at solid wall with different bottom gap heights 
The introduction of the under-wall gap acts to eliminate the front recirculation 
zone while the eddy behind the wall expands further downstream pushing the 
reattachment point far downstream. Three different gap sizes were tested: io%, 
20% and 40% of the total wall height H. Initially the steady state solution using 
the homogenous model alone was employed for all cases. The FAVOR technique 
was then coupled with the homogenous solution to investigate the different 
stages of the development of the solid interface boundary representing the 
deposition profiles. 
Figure 6.27 shows the steady state solution where the maximum particle 
concentration zone is generated behind the wall. This clearly demonstrates that 
an increase in the gap dimension moves the region of the high particle 
concentration downstream, this is a direct result of the increase in the flow 
velocity through the gap due to the nozzle effect. 
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The movement of the high concentration region will continue until the under- 
wall gap become large enough so that there is no significant variation in the 
particle volume fraction throughout the domain, as in the case for the 40% gap. 
The inclusion of the FAVOR model in the calculation, as shown in figure 6.28 
for the case of 20% gap, demonstrates that the particle deposition conditions are 
satisfied initially at a distance behind the wall location, at 5 to 6 times the wall 
height. Thus the first solid interface boundary created by FAVOR takes the form 
of a small dune as shown at T/Te =15%. 
After several accumulation steps, the deposition profile reaches the steady state 
situation where no more accumulation can be achieved by further calculations. 
This means that along the whole interface boundary, the friction velocity does 
not exceed the threshold value, and no erosion occurs. Equally the friction 
velocity does not drop below the threshold velocity simultaneously with an 
increase in the particle volume fraction so that further depositions may occur. 
It can be noticed that the deposition profile has a sharp edge at the front. In real 
life this is what is known as the slip face of the dune where the particles slide 
down due to the high slope. This natural behaviour is beyond the capabilities of 
the FAVOR technique and it requires special treatment to maintain the slip face 
angle wherever it exists. 
In figure 6.29, the Homogenous-FAVOR steady state solution is shown for the 
different gap sizes. It is clear that, in the case of the small gap the profile 
develops closer to the wall than the other cases. In the 40% gap, the effect of the 
wall on the deposition process is less and only a small dune develops far from 
the wall with a dune crest at a distance about io times the wall height H. 
The 20% gap shows the largest amount of the deposited particles, which have a 
profile span over about 30 times the wall height H and dune crest height about 
2o% higher then the wall at a distance from the wall equal to 2H. 
6.11.2 Deposition around 50% porous wall 
Regular gaps are opened in the wall so that the solid wall becomes 50% porous, 
a weak flow region is generated behind the wall, which has different 
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characteristics than those of the weak region developed behind the solid walls 
with or without the gap. Figure 6.3oa shows the wind velocity profiles at 
different distances across the domain comparing those of the solid wall to the 
50% porous one. It is clear that the reverse flow found behind the solid wall no 
longer exists in the case of the porous wall but a significant reduction in the 
wind velocity is found in the area where the particles may satisfy the settling 
conditions. 
Figure 6.3ob shows higher values of the particle volume fraction close to the 
ground in the case of the porous wall than in the case of solid wall. These high 
values of the volume fraction are found near the surface even at large distances 
downstream, which gives an indication of the possible width of the deposition 
zone resulting from the wall porosity. 
Using the same initial set-up conditions that have been used previously for the 
model controlling parameters, the homogenous model coupled with FAVOR was 
examined for the porous wall of different gap heights between the wall and the 
ground. The results are shown in figure 3.31, which clarify that due to the wall 
porosity, the majority of the deposition process occurs behind the wall while the 
gap size has the same effect on the deposition location as found when using the 
solid wall. 
As the gap size increases the deposition area moves downstream with the flow 
direction whilst the largest area developed is found to be in the case of the 20% 
gap. Further increasing the gap height, such as the 40% case, results in a 
reduction in the size of the deposition profile, until a certain gap size greater 
than 40%, where no particles are able to settle in the flow field domain. 
Figure 6.32 shows the subsequent stages of the profile development behind the 
porous wall with a 20% under-wall gap. It can be seen that the deposition 
process is initiated at a distance from the wall equal to 7H downstream. The 
profile then expands both up and downstream until reaching a steady state 
where the dune covers an area of about 35H in length with a maximum height 
about 20% above the wall height at 5H downstream. 
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Also, a small deposition profile is created just before the wall as a result of the 
modification in the flow field due to the large deposition solid surface developed 
behind the wall. The effects of the values of the suspension and saltation source 
term coefficients, ßsS and ßs,,,, , on the 
final deposition profile were examined 
for the case of porous wall with 20% gap. Figures 6.33 and 6.34 shows the 
steady deposition profiles as the coefficient values are changed alternately. Both 
coefficients are shown to be directly proportional to the deposition profiles. 
Gap 10% 
Gap 20% 
Gap 40°,, 
Figure 6.27: Particle concentration around solid walls with different gap heights. 
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Figure 6.33: Particle deposition profiles at 50% porous wall using different 
suspension source term constant. 
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Figure 6.34: Particle deposition profiles at 50% porous wall using different saltation 
source term constant. 
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6.12 3-D deposition simulation around obstacles 
In this section, the model is tested in a three-dimensional computational space. 
The axial and vertical dimensions used in the following cases are the same as 
those used in the above two-dimensional problems with the same grid 
distribution. The third dimension is the domain depth in the z-direction, which 
is chosen to be 0.25m with 50 uniformly distributed grid points, hence all 
control volumes in the domain have a uniform depth of o. o5m. 
6.12.1 3-D deposition simulation around a solid wall 
A series of steady state simulations were undertaken in which the depth of the 
solid wall was varied on the prediction of the flow around the solid wall. The 
wall was of height H and was located 4oH from the inlet boundary. The wall 
depth was specified in terms of the wall height, 2H, 4H and 6H respectively. 
Figure 6.35 shows the iso-surface of the particle concentration at a volume 
fraction equal to 0.75. The colour represents the values of the surface friction 
velocity shown in the legend, which varies between -0.25 and 0.25 m/s. 
The particle threshold value was defined at 0.22 m/s hence the deposition area 
can be easily identified from the intermediate values where the friction velocity 
varies between -0.22 and 0.22. 
The shape of the deposition area is seen to change with a change in the depth of 
the wall. A horseshoe deposition shape is formed around the small wall with two 
small eddies resulting from the wall ends effect, this is clarified by the 
streamlines. 
The increase in the wall depth results in a symmetric flow field in which the 
deposition area along the centreline in front of the wall moves forward. The 
reverse flow sheet in front of the wall is stronger at the edges causing particle 
erosion to be greater at the edges than the centreline region of the wall. 
At the middle of the wall this reverse flow becomes weaker due to the separation 
of the flow into two opposite directions towards the wall edges, which results in 
a small deposition area directly in front of the wall as shown in the case of the 
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4H wall. The front deposition area becomes even larger in the case of the 6H 
wall. 
The FAVOR model was then coupled to the solution for the case of the 4H-wall 
depth allowing those regions, which satisfy the deposition conditions to form a 
solid interface boundary. The first 40 steps are shown in figure 6.36. The figure 
shows several flow features including the deposition areas as an iso-surface 
coloured by surface friction velocity and the flow streamlines. 
In the early stages of the deposition process, the deposition conditions were 
satisfied in three regions. The first, as mentioned, due to the reverse flow in 
front of the wall, forming the horse shoe shape at a distance from the wall. Areas 
closer to the wall experience high reverse flow velocities, thus erosion of the 
particles occurs in the opposite direction, from near the wall to the upstream 
direction. 
The other two deposition areas are at the eddy zone developed behind the ends 
of the wall forming two tongues of deposited particles. After several stages the 
deposition volume increases and the flow field changes according to the growth 
in the interface boundary, as can be seen from the flow streamlines in the 
different stages. 
The irregularity of the deposition geometry at the ends of the deposition area, as 
seen in stage 40, is due to numerical errors associated with the large 
computational cell size defined far from the wall. 
6.12.2 3-D simulation of Sand Accumulation an open Gate 
The final case study in this assessment is to test the performance of the model 
for flow at a solid wall with an open gate in the middle. In this case the 
deposition behaviour at three gates of different widths, 2H, 4H and 6H, were 
simulated. 
In this case both the homogenous and mixture models were used. Due to the 
limitations of the mixture model, a flow field with suspension source term 
coefficient of 0.025 and zero saltation source term were used. 
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Figure 6.37 shows the particle concentration surface represented by volume 
fraction equal to 1E-4, the surface velocity vectors and the flow streamlines are 
also shown as well. The surface colour represents the value of the surface 
friction velocity, which varies between -0.25 and 0.25 m/s. 
The particle threshold velocity in this exercise was defined to be 0.22 m/s 
, hence areas of possible deposition can 
be identified in regions of high particle 
volume fraction and friction velocity between -0.22 m/s and 0.22 m/s. As 
shown in the simulation of the 2-dimensional cases, both the homogenous and 
mixture models showed identical solutions for low particle volume fractions. 
A set of simulations was undertaken in which the suspension source term 
coefficient was increased to 0.08 and the saltation effects were introduced with 
a source term coefficient of 0.2. The homogenous model was applied with these 
parameters to the various gate sizes. The steady state solutions for the particle 
concentration at a volume fraction of 0.75 are shown in figure 3.38. The results 
demonstrate that for a narrow gate the deposition is much higher than that of 
the wider gates. A long and thin deposition area is found downstream the gate. 
The depth of this area increases with the increase in the gate size. 
The simulation was then repeated using the FAVOR model to represent the solid 
interface boundary for the gate size of 4H. Different deposition stages are shown 
in figure 3.39. The deposition process starts in front of the wall and moves 
forward along the gate centreline. Due to the nozzle effects near the gate sides, 
the flow velocity increases rapidly, which results in an increase in the friction 
velocity giving the erosion areas shown in the figure near the gate edges. 
Additionally, the figure shows that the interface boundary increases as more 
deposition occurs and as it climbs both sides of the wall. The streamlines in the 
figure shows the change in the flow field as a result of the growth in the solid 
interface surface as deposition occurs on both sides of the wall. The velocity 
vectors show a strong recirculation zone just behind the gate edges, which 
results in more deposition at that specific zone. 
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6.13 Discussions and general remarks 
Different two-phase flow models have been implemented and analysed for 
particle deposition around obstacles of different geometry. Lagrangian particle 
tracking model and Eulerian, homogenous and mixture, models were 
investigated for wind blown particles at different wall geometries. 
The Lagrangian model provided a good description of the trajectories of 
individual particle within the flow field. The main weakness of this model is the 
requirement of very large numbers of particles to be tracked to satisfy the 
statistically significant condition. Moreover, in the case of wind blown sand or 
snow particles, millions of particle trajectories of different size and shapes are 
necessary to be tracked to form a small deposition zone. However, this model 
can give detailed information of how, when and where the initiation of the 
deposition process may begin and how these are related to the structure of the 
flow field around the area of interest. 
Eulerian models show potential capabilities in simulating such problems by 
considering the particle phase as a pseudo-continuum flow phase. Eulerian 
models such as the homogenous and mixture models are cheaper from the 
computational point of view since information of individual particles is omitted 
and they appear in a form of particle concentration. The main weakness of these 
models is first the need of an extra transport equation to be solved every time a 
new particle of different physical properties such as size or density is involved. 
Secondly, is the need for careful modelling of the different particle transport 
modes as well as the treatment of the interaction between the flow field and the 
solid interface boundary representing regions of high particle concentration. 
The mixture model has the advantage of treating the mixture as a whole while 
the reduction in the flow velocity due to the existence of high concentration 
regions is taken into account through the diffusion stress introduced into the 
mixture momentum equations. However, the mixture model is found to be 
limited to diluted flow systems where, in the present study, the maximum 
possible particle concentration achieved is about 1E-4 and values higher than 
that result in computational instabilities, which lead to unrealistic results. 
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The homogenous model shows qualitatively reasonable results when coupled 
with the FAVOR technique as a mean of representing the solid deposition 
boundary. From the analysis above, it has been shown that the steady state 
deposition profiles are always dependent on the setting of the different 
controlling parameters such as the suspension and saltation source term 
coefficients, inlet boundary condition, surface roughness and the grid 
distribution. 
A significant advantage however is that the models introduced above are 
independent of the empirical expressions employed in previous studies to 
predict the particle mass flow rate in the saltation layer. 
In general, the coupled Homogenous-FAVOR model is adopted in the following 
chapter to validated the numerical model result against the field and wind 
tunnel measurements discussed in Chapter 3. 
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flow friction velocity 
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Figure 6 35 3D particle volume fraction around solid walls with 
different depth in Z-direction. Iso-surface represents the surface 
Figure 6.36 3D transient deposition stages at solid wall. 
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Figure 6.37: 3D steady state solution around gate. A) Homogenous model. B) Mixture 
model. 
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Figure 6.38 3D steady state homogenous solution around gates of 
different sizes (Iso surface based on particle volume fraction 0.75) 
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Chapter 7 
Model Validation with Field 
and Wind Tunnel 
Measurements 
7.1 Introduction 
This chapter covers four different case studies used to validate the numerical 
models presented and analysed in the field and wind tunnel studies given in 
Chapter 3. The first case study focuses on the relationship between the initial 
location of the deposition process and wall height, for this the numerical 
simulations are based on and compared to the wind tunnel experiment 
conducted by Tsoar (1983). The stages of the dune development at a solid wall 
are then investigated with reference to the observations of Tabler (1981). The 
deposition stages are presented as a function of the dimensionless time ratio, 
which is the ratio of the time at a specific deposition stage to the time required 
for the deposition process to reach the state of equilibrium. 
The second case study covers the numerical simulation of snow drifts at the 
Wyoming 50% porous fence and the results are compared with both field 
measurements of Tabler (1981) and the wind tunnel experiment of Iversen 
(1981). In the third case study, the results from the full-scale simulation of sand 
drifting at multiple rows of porous fences is presented and compared with the 
Kuwaiti desert field measurements. 
The final case study involves a 3-dimensional simulation of sand drifting around 
a gate facing the flow direction. The results are compared with observations 
from a field experiment held in the Kuwaiti desert. Finally, a general discussion 
and comments on the results of the numerical model are presented. 
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7.2 Case study I: Accumulation at a solid wall 
7.2.1 Comparisons between predicted and wind tunnel measurements of 
the initial particle deposition at a solid wall 
The homogenous model was employed to predict the initial deposition stages at 
a solid wall of different heights and the results were compared with the 
observations of Tsoar (1983) discussed in Chapter 3. 
The dimensions of the wind tunnel test section were used to define the 
computational domain for the numerical experiments, im width, o. 82m height 
and 12.5m length. The wall in the wind tunnel experiment spanned the full 
width of the tunnel and therefore, ignoring the wall end-effects, it was possible 
to assume that the flow was 2-dimensional for the numerical simulations. A grid 
density of 15o by 8o in the axial and vertical directions respectively was used, 
figure 7.1. 
Glass spheres of 49 µm diameter and a density equal to 3990 kg/m3 were used in 
the simulation with an approximated threshold velocity of 0.215 m/s based on 
equation(2-1). 
The velocity profile of the wind at the inlet boundary was set so that the inlet 
friction velocity was 2% above the particle threshold velocity with a surface 
roughness equal to i. oe-4m. The turbulent inlet conditions were based on a 
turbulent intensity of 1% and a characteristic length equal to the wall height H. 
The early stages of the deposition process at walls of different heights are shown 
in figure 7.2. It shows that the deposition always starts in front of the wall at a 
distance, d, which ranges between 30% and 40% of the wall height H. The dune 
crest is found to be at a distance that varies between 50% and 70% of the wall 
height. 
Table 7-1 compares the predicted ratio of the distance d to the wall height H to 
those measured experimentally. It is clearly shown that the predicted values lie 
within the measured values if d is taken from the wall to the dune crest. 
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The initial stages of the deposition process are strongly related to the size of the 
eddy generated in front of the wall. Thus for a small eddy size the distance d is 
small and as the eddy size increases, by increasing the wall height, d increases 
and therefore the deposition process starts at increasing distances from the wall. 
At the stagnation point, where the reverse flow meets the upstream flow, the 
velocity of the flow drops significantly, it is here that the first cells in the 
simulation satisfy the deposition conditions. 
In these regions, the suspension and saltation source terms will have negative 
values, hence these cells become a particle sink and the particle volume fraction 
increases to values above the specified blocked value where the cell is assumed 
to be filled by particles. In this case study the blocked value was defined to be 
75% of the total cell volume. 
The stagnation point also causes a reduction in the friction velocity, which can 
reach values below the particle threshold velocity. Since these two conditions 
are first satisfied simultaneously at the stagnation point, the deposition process 
is initiated at this point. The blocked cells represent the interface boundary 
separating the flow field from the dune surface, figure 7.3a, which is comparable 
with Tsoar's observations shown previously in Chapter 3, figure 3.2. 
The existence of this boundary will modify the entire flow field especially near 
the newly introduced surfaces resulting in a reduction in the friction velocity 
and an increase in the deposition area as shown in figure 7.3b. 
Table 7-1: Measurements of the distance d as it varies with the wall height H after Tsoar (io8gl. 
H [cm] 
d [cm] 
Tsoar 
d [cm] 
Predicted 
Error 
% 
d/H 
Tsoar 
d/H 
Predicted 
Error 
% 
1.90 0.60 0.715 19.2 0.32 0.375 17.2 
3.90 1.30 1.43 10.0 0.33 o. 367 11.2 
5.70 1.90 1.98 4.2 0.33 0-348 5.5 
7.60 2.50 2.62 4.8 0.3 0.345 
9-55 o 4.13 11.6 0-39 0.432 10.8 
12.00 0 . 22 16.0 0.8 D. 435 14-5 
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7.2.2 Steady state deposition profile at solid wall 
In this section, the steady state solution of the stages of the dune development at 
solid wall of height `H' by activating the FAVOR technique coupled with the 
homogenous model. At a solid snow fence, Tabler (1994) observed the different 
stages of the deposition process as previously shown in figure 3.3. After the first 
few stages, a cavity flow can be observed between the deposition profile and the 
wall. Progressively this cavity is filled by snow as the dune crest increases in 
height while snow particles slip towards the wall until the whole cavity is 
covered by particles and then the dune starts to climb the wall. At the steady 
state, Tabler observed that the dune that was developed as a result of the 
existence of a solid wall of height `H' was found to extend over a distance equal 
to 15H both sides of the wall. 
The numerical simulation was conducted using the wind tunnel scale 
dimensions used in the previous section for the wall height 9.55cm. Figure 7.3a 
shows the dune development stages, which are characterised by the current time 
normalised by the time required to achieve the steady state solution. It can be 
seen that after the first few stages, see figure 7.4, the height of the dune crest 
increases at the stagnation point where the highest deposition rate occurs. 
The crest of the dune is found at a distance `d' from the wall, while the cavity 
flow becomes clearer inside the eddy region between the wall and the crest of 
the dune. Similar to Tabler's observation, the distance `d' decreases with time 
while the cavity decreases in size. 
The cavity is characterised by a weak flow field velocity where the surface 
friction velocity drops to values well below the threshold value. The value of the 
particle volume fraction in the cavity is usually much lower than the maximum 
blocked value and as a result the deposition conditions are never met in this 
region. 
Figure 7.3b shows the velocity vectors around the wall and in the accumulation 
region. It shows the growth of the interface boundary generated by the FAVOR 
technique, which represents the dune surface. It is clearly seen how the 
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existence of the interface boundary does effect the flow field by reducing the 
flow velocity as a result of the increase in the surface shear stress. Therefore the 
deposition conditions are satisfied along the dune boundary and progressively 
the dune increases in size with time as shown in figure 7.3b. 
The existence of this cavity may cause numerical instability, especially for very 
small size of the cavity that might be captured by a small number of control 
volumes. In order to avoid such a cavity to be existed while surrounded by 
blocked cells, the deposition interface boundary was enabled to grow in a form 
of layers, one layer at a time, that is started from most lower surface. The layers 
are allowed to build on the top of each other starting from the bed surface or the 
old deposition boundaries in the outward direction as shown in figure 7.5a. 
The steady state deposition profile shows that the dune expands upstream and 
downstream of the wall over a distance equivalent to 15 times the wall height H 
in each direction. This was found to be in good agreement with the observations 
of Tabler shown in figure 7.5b. 
Another series of wind tunnel experiments were conducted by Iversen (1981) for 
the deposition around solid walls of different geometry, a simple solid wall, a 
hedgerow of 1.75 cm width and a hedgerow of 5.5 cm width. In all cases a gap 
was left underneath the objects equals to o. iH. The deposition profiles shown in 
figure 7.6a, b and c provide a comparison between Iversen's measurements and 
the predicted profiles. 
Although these measurements were taken at some intermediate stage of the 
deposition process, the numerical model shows fairly good comparisons. Since 
no equilibrium deposition profiles were provided from the experiments, this 
exercise shows the ability of the numerical model to predict some intermediate 
deposition stages. In addition, the steady state deposition profiles can be 
predicted even when the full experimental data is not available. 
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7.2.3 Case study I: Conclusion 
The numerical model based on the homogenous model was employed to 
simulate air-particle flow and particle deposition patterns around solid walls of 
different heights `H'. The model was then coupled with the FAVOR technique in 
order to take into account the effect of the dune interface boundary on the 
results. Additionally, the model was tested for solid walls with a gap at the 
bottom and for hedgerow of different width. The model shows a good qualitative 
agreement with the field observations especially at the early deposition stages, 
at which the shape and location of the initial depositions were captured 
successfully. 
Figure 7. i: Grid distribution around solid wall. 
185 
7.2.3 Case study I: Conclusion 
The numerical model based on the homogenous model was employed to 
simulate air-particle flow and particle deposition patterns around solid walls of 
different heights `H'. The model was then coupled with the FAVOR technique in 
order to take into account the effect of the dune interface boundary on the 
results. Additionally, the model was tested for solid walls with a gap at the 
bottom and for hedgerow of different width. The model shows a good qualitative 
agreement with the field observations especially at the early deposition stages, 
at which the shape and location of the initial depositions were captured 
successfully. 
Figure 7. i: Grid distribution around solid wall. 
185 
H= 1.9 cm 
H=5.6 cm 
H=9.55 cm 
H=3.5 cm 
H=7.5 cm 
H= 12.0 cm 
Figure 7.2: Early deposition stages in front of solid walls of different heights. 
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Figure 7.3a: Numerical prediction of particle deposition profile at a solid wall at different deposition stages. 
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Figure 7.3b: Velocity vectors at a solid wall at different deposition stages showing the effect of the deposition boundary on the flow velocity. 
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Figure 7.4a: Numerical prediction of the particle deposition profile at a solid wall showing 
an intermediate stage of the dune development. 
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Figure 7.4b: Velocity vectors at a solid wall showing the effect of the interface solid 
boundary on the flow velocity. 
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Figure 7.5b: Field observation of snow particles deposition stages at a solid wall of height H. 
From Tabler (1994). 
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Figure 7.6b: The deposition profile at a half-width (1.75 cm) hedgerow. 
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Figure 7.6c: The deposition profile at a full-width (3.5 cm) hedgerow. 
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7.3 Case study II: Drifting of snow particles at a single 
50% porosity fence 
In this section the results from the simulation of drifting particles at a 50% 
porous fence are compared with the field and wind tunnel observations. The 
first part includes the comparison between the field measurements of Tabler 
(1979), the wind tunnel experiment of Iversen (1981) and the numerical model. 
7.3.1 Geometry and model set up 
The wind tunnel test section of Iversen (1981) was used to define the numerical 
computational domain, 5m length and 1.1m by 1.1m cross section. 
Since the fence spanned the tunnel width, a two-dimensional domain was 
considered using a 5m by 1.1m computational domain in the axial and vertical 
directions respectively with unit depth. A 50% porosity fence of 2.54cm height 
'H' was placed in the computational domain perpendicular to the flow direction 
at a distance equal to 40 times the fence height H down stream from the inlet 
boundary of the domain. 
The computational domain was divided into 303 by 72 grid points in the axial 
and vertical directions respectively. The grid resolution was increased close to 
the wall and in the regions of expected deposition as shown in figure 7.7. 
The fence structures used in the simulation was similar to those used in both 
field and wind tunnel experiments. The porosity of the fence was represented by 
a series of horizontal strips placed on the top of each other. This was achieved 
by defining alternatively blocked and clear regions of the same height and 3x3 
grid points, resulting in 50% of the total height open to the flow as shown in 
figure 7.7. 
The height of the gap underneath the fence was set to be io%H and was 
represented by 5 uniform grid points above the domain bed. The maximum cell 
height near the bed was defined to be at least equal to twice the particle 
diameter so realistic calculations of the surface roughness are assured. 
192 
The simulated snow particles were represented as, similar to Iversen's wind 
tunnel experiment, 4.9e-5 m diameter and 3990 kglm3 density, having a 
threshold velocity equal to 0.215 m/s. The homogenous model was employed to 
predict the particle volume fraction whilst the FAVOR model was used to 
represent the growth of the deposition interface boundary. 
The suspension source term coefficient was set to 0.08 with 0.25 for the 
saltation source term. The normalised friction velocity defined in expression 
number 3 in table 5-1 was used to incorporate the saltation effect within the 
saltation source term. 
At the inlet boundary, the wind profile was set using a friction velocity equal to 
0.22 m/s, that is 2% above the threshold value and a surface roughness equal to 
1. oe-4 m. The inlet turbulent kinetic energy and dissipation rate were set based 
on turbulence intensity and characteristic length of 1% and fence height H 
respectively. 
The particle concentration profile at the inlet boundary was calculated from the 
vertical concentration profile equation proposed by Andersen (1983) using the 
same friction velocity applied for the wind profile at the inlet. 
7.3.2 Results and discussions 
The numerical computations were carried out until a steady state solution was 
achieved with the particle deposition profile reaching an equilibrium state. 
Figure 7.8a shows the different stages of the deposition process, which is 
comparable to the stages observed by Tabler (1986) shown in figure 7.8b. It 
shows that the majority of the deposition area is concentrated behind the fence 
with the crest of the dune found at a distance from the fence varying between 5 
and 8 times the fence height H. 
The maximum height of the dune was found to be similar to the observations, 
about 20%H over the height of the fence. 
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Figure 7.9a, shows the stages in the growth of the solid interface boundary 
representing the dune surface, while the change in the velocity vectors clarify 
the effect of the solid boundary surface of the dune on the flow field structure 
are shown in figure 7.9b. 
The crest of the dune begins in the earlier stages at a distance downstream from 
the fence equal to about 6 to 8 times the fence height H. However, as more 
particles are deposited, the dune increases in size whilst the height of the crest 
point increases and moves backwards towards the fence. At the equilibrium 
state, the height of the crest point reaches 1.2H from the ground and 5H 
downstream from the position of the fence. 
The full-scale, wind tunnel and numerical model deposition profiles are shown 
in figure 7. ioa. The portion of the snow drift immediately downstream the fence 
in the wind tunnel experiment is just under the full-scale profile. Iversen (1981) 
explained this discrepancy by saying that the full-scale friction velocity is at 
times just above the particle threshold value while in the wind tunnel 
experiment it was set to some significant value above the threshold value. This 
is probably the reason for the lack of deposition in front of the fence in the wind 
tunnel experiment. It is also possible that the wind tunnel experiment had not 
reached the state of equilibrium. 
The deposition profile predicted by the numerical model is shown to be 
comparable to those measured, figure 7. ioa. The predicted profile shows fairly 
good agreement with the full-scale rather than the wind tunnel upstream and 
immediately down stream of the fence. Further down stream, from the crest of 
the dune to the trailing edge, the prediction and both measurements are shown 
to be in agreement. 
The area of deposition in front of the wall was predicted as a result of the drop 
in the friction velocity to values below the particle threshold in the weak zone 
just upstream of the fence. This behaviour of the numerical model strengthens 
Iversen's explanation of the discrepancy between the full-scale and wind tunnel 
measurements. 
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In a further investigation of this behaviour, the same simulation was repeated 
under identical conditions with the exception of the inlet friction velocity, which 
was increased to a value 2o% above the threshold value instead of 2% used in 
the previous exercise. 
Figure 7. iob, shows that the increase in the inlet friction velocity does effect the 
amount and location of the depositing particles. As a direct result of the increase 
in the inlet wind strength, the predicted amount of deposited particles decreases 
and becomes closer to that of the wind tunnel experiment, which supports 
Iversen's explanation. 
In addition, the deposition conditions are not satisfied in front of the fence, 
which results in no deposition in front of the fence similar to that observed in 
the wind tunnel. 
The numerical model was then compared to the measurements of Tabler for the 
frozen-lake small-scale fence model and the wind tunnel measurements of 
Iversen. Figures 7. iia and b shows the comparison between the deposition 
profiles at an intermediate and equilibrium stage respectively. They show again 
that the numerical prediction gives closer profiles to the field measurements 
rather than to the wind tunnel and this again may be a direct result of the 
differences in the free stream wind conditions. 
The prediction by the model at the steady stage shows a small accumulation 
zone just upstream the fence which is can also be seen from the photograph of 
the frozen lake, figure 7.110, provided by Tabler (1994) but no measurement 
from that area were provided graphically. Generally, the model shows a good 
qualitative comparison with the observations. 
The relationship between the properties of the different drift profiles were 
analysed and compared to those measured including the drift length Ltee, the 
maximum drift height Dmax, the cross-sectional area under the deposition profile 
Aprofile, the dune surface area and the total deposition volume, figure 7.12. 
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The relationship between the length of the lee drift and the maximum drift 
height is shown in figure 7.13. In the early stages of the deposition process, the 
vertical growth of the dune moves faster than the horizontal expansion of the lee 
drift. Moreover, as the process moves towards the equilibrium state the 
relationship becomes linear until halting when the lee drift and the maximum 
drift height become about 27H and 1.2H for the full-scale measurements, about 
26H and 1.25H for the wind tunnel and 3oH and 1.3H for the predictions 
respectively. Due to the fact that FAVOR at this stage deals only with 
open/blocked cells and that is why sharp edges appear in the relationship 
shown in the figure and this also is the reason of having poor prediction of the 
lee drift length at the final deposition stages. 
Figures 7.14 and 7.15 show the relationship between the profile area of the lee 
drift and both the length of the lee drift and maximum height respectively. 
Similarly, both curves show good agreement with the measured data. 
The volume and surface area of the deposition profiles are important 
parameters in the prediction of the maximum fence capacity; the ability of the 
fence to capture particles. Hence, a three-dimensional case of the 50% porosity 
fence was simulated. The total depth of the domain was chosen to be the tunnel 
depth, which is 1.1 m and divided in to 40 uniformly spaced grid points. 
Figure 7.16(A) shows the deposition volume where the fence spanned the whole 
domain width and (B) where the fence depth is 0.762 metre placed in the 
middle of the flow domain. The simulation of the domain in which the fence 
spans the whole width produced a dune, which is symmetrical along the length 
of the domain. The prediction in the case of the centrally positioned fence 
produce a domal shape dune due to the effect of the change in the flow field at 
the fence edges, which is clarified by the flow streamlines. 
The total volume was computed by summing the volume of all cells that were 
blocked when the solution reached the steady state. The surface area was 
calculated by summing the cell face areas of every cell on the interface 
boundary. Table 7-2, shows a comparison between full-scale, wind tunnel and 
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the model data for the lee drift length, profile and surface areas and the total 
volume. Following Iversen, the volume has been estimated using two different 
ways. First, by multiplying the surface area by the average profile height and 
second by multiplying the Tabler full-scale volume value by the ratio of the 
profile area to the Tabler profile area. 
Table 7-2: Full-scale. wind tunnel and prediction model comparison of drift oroI)erties 
Drift Parameter Full Scale Wind Tunnel Predicted 
Profile Area, Aprofle i8 H2 16.8 H2 15.2 112 
Surface Area, As, 
faCe 
(from 3D) 693 H2 645 1-1 2 581 112 
Volume, (465 H3* Apro file) 
/ (18 H 2) 465 H3 434 H3 393 t13 
Volume, (ASrfacc *A 
pro fire) 
/L (from 3D) 455 H3 406 H3 295 1/3 
Length Maximum, L 27.411 26.711 29.97 /-1 
Length Average, A,,,,. i0e 
/L (from 3D) 23-1/1 21.5 11 14.8/1 
7.3.3 Case study II: Conclusion 
In general the model shows fairly good agreement with measurements with an 
error of about 18% from the field measurements and lo% from the wind tunnel 
measurements for the two-dimensional comparison properties. The error 
increases in the three-dimensional simulations up to 50%. The majority of the 
error in the predictions can most liable be associated with the limited grid 
resolution used to keep the computational time and memory requirements of 
the simulation within practical ranges. 
Figure 7.7: Grid distributions around 5o-o porous (enre. 
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Figure 7.9a: Deposition stages at 50% porous fence. Volume fraction equal 0.75. 
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Figure 7.9b: Deposition stages at 50% porous fence showing velocity vectors on the interface boundary. 
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Figure 7.1Ob: Deposition profiles: Full -Scale measurements from Tabler (1981), Wind tunnel 
measurements from Iversen (1981) compared to the numerical prediction at 50% porous fence when 
the inlet friction velocity is 20% above the threshold value. 
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7.4 Case study III: Drifting at a porous multiple row fence 
system 
In this section, the model is used to simulate the deposition profiles of sand 
particles at a multiple row fence system. The results of the numerical simulation 
are compared to the data collected as a part of this study from field experiments 
conducted in the Kuwaiti desert. (See Chapter 3). 
First of all, it must be known that the measurements were collected from fences, 
which had been installed in 1988 at the KISR station and in 1996 for the Burgan 
site. The deposition profiles measured are not considered to be in an 
equilibrium state due to the following reasons: 
i. The wind strength applied on the field is never constant for long periods of 
time. Therefore strong winds may erode some of the pre-deposited particles 
around the fence whilst intermediate or calm wind may not even have the 
enough momentum to carry particles from the upstream sources. 
2. Due to the change in the humidity ratio of the sand surface, the particle 
threshold conditions and therefore the sand flux never stay uniform for long 
periods of time. 
Thus, these measurements were all considered as an intermediate stage of the 
entire deposition process. 
Since the model simulations are performed under an idealised situation, the 
prediction of the deposition profiles might give an indication of the size and 
location of the deposition at the equilibrium state, which may never be achieved 
under real life situations. Hence, some of the intermediate predicted stages are 
monitored and discussed below in addition to the equilibrium state. 
7.4.1 KISR double fence line system 
The fence system at KISR station site discussed in Chapter 3 section 3.4.1, was 
assumed to be a two-dimensional case and simulated first using the full-scale 
dimensions. 
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The different stages of the deposition process are presented in figure 7.17. The 
development of the dune is observed first at the front fence line then some time 
later when the front dune has reached a certain level, a dune at the rear fence 
line is seen to grow. Similarly, the dune at the rear fence achieves its 
equilibrium state only after the front dune has already been at equilibrium for a 
period of time. 
Figure 7.18 shows graphically the different stages of the deposition process, 
which clarifies that the dune, which developed at the front fence is wider than 
that developed at the rear one for the same deposition stage. 
An intermediate and equilibrium state profiles are shown in figure 7. i9 and are 
compared with the observations. It is shown clearly that the equilibrium state 
profile is larger than that which has been measured whilst the intermediate 
profile prediction provide more comparable results. 
7.4.2 Burgan multiple fence line system 
As discussed in section 3.4.1, the experiment at the Burgan site was conducted 
to investigate two principal deposition factors, firstly the effect of the number of 
the rows of fence on the amount and location of the deposition process. 
Secondly the effect of the distance separating these rows on the deposition 
process. The three zones defined in figure 3.13 were simulated in a two- 
dimensional domain assuming that every zone is infinitely wide. 
Zone one with double fence lines and a space between them equal to 25 times 
the fence height 'H'. Zone two with three fence lines separated by 25H between 
each two consecutive rows. Zone three has double fence lines but with space 
equal to twice the one used in zone one. 
Figures 7.20 to 7.22 show intermediate and equilibrium state deposition profiles 
as they are compared to those measured for all zones respectively. They all show 
fairly good predictions of the deposition at the front fence lines while at the rear 
fences the model shows predictions significantly different to the measurements 
at the early deposition stages. There are two possible reasons for that: 
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" The deposition profiles in the field might not be a result of a regular growth 
of the deposition process. Several erosion and deposition processes may be 
experienced under different environmental conditions before the 
measurements were actually made. 
" Due to the significant effect of the value of the turbulent kinetic energy on 
the fluctuating velocity components and therefore on the prediction of the 
deposition conditions, the k-c turbulence model might not be an adequate 
turbulence model to detect such detailed variances. This is a very well known 
drawback of the k-c model especially in the prediction of flows including 
recirculation zones for example, the flow behind a backward facing step. 
However, the model is widely accepted and employed for many industrial 
applications, Thangam (1991). 
Multiple fences of identical geometry must have identical capabilities for 
capturing the same amount and shape of depositing particles. The different 
deposition stages are shown in figures 7.23 to 7.25. It is clear from the figures 
that the deposition process begins at the front line and after a period of time 
commences at the following line, repeating for each consecutive line. 
Similarly, the front fence reaches the equilibrium state first while the whole 
system of fences achieves that state when the downstream fence line has 
achieved its maximum capacity. In all cases, the final stages show a similar 
deposition amount and location at each fence line. 
It is possible to simulate a severe sandstorm by increasing the particle mass flow 
rate. This can be achieved by increasing one or both of the suspension and 
saltation source term coefficients. There has been no detailed study that 
identifies which values correspond to specific storm strength, therefore for the 
purposes of simulation the saltation coefficient was increased from 0.25 to 0.27 
and the above simulations of the multiple fence system were repeated. 
The equilibrium state for all fence zones are shown in figure 7.26. It is clearly 
shown from this imaginary situation that, under some severe conditions the 
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trailing edge of the dune behind the front fence becomes attached to the dune 
developed around the following fence. Of course the speed of the merging of the 
dunes to form a single large dune is dependent on the distance separating the 
fence lines. Also it shows that the size of the largest dune increases with an 
increase in the number of lines. 
7.4.3 Case study III: Conclusion 
The numerical model based on the homogenous model was employed to 
simulate full-scale drifting sand flow and sand deposition around multiple row 
fence system in two-dimensional domain. The model shows a good qualitative 
agreement with the field observations especially at the first fence lines facing the 
prevailing wind. The model also shows a consecutive dune development at the 
different fence lines that were in a good agreement with the observations. 
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Figure 7.21: Comparison of the deposition profile at three row fence system in Burgan zone2. 
20 
" Burgan Zone 3 
""... Predection - Intermediate Stage 
1.5 Prediction - Steady State 
1.0 
0.5 
0.0 
20 -10 0 10 20 30 40 50 60 70 80 
YUH 
Figure 7.22: Comparison of the deposition profile at double row fence system in Burgan zone3. 
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Figure 7.23: Deposition stages of multiple row fences system at Burgan zonel using saltation coefficient 0.05. 
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Figure 7.24: Deposition stages of multiple row fences system at Burgan zone2 using saltation coefficient 0.05. 
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7.5 Case study IV : Drifting sand at an open gate 
The final case study is the simulation of drifting sand around an open gate 
facing the prevailing wind direction and comparison of the predicted drifts with 
those observed in the field experiment discussed earlier in Chapter 3. 
7.5.1 Geometry and model set up 
The gate geometry was defined as identical to that constructed in the full-scale 
field experiment and consists of two solid walls of 1.5 m height `H' and tom and 
15 m length each as shown in figure 7.27. 
The two walls were placed inside the computational domain separated by 4m, 
which represents the actual gate dimension. The inlet boundary was located 
upstream of the gate at a distance equal to 50H and the outlet boundary was 
iooH downstream from the wall. The side boundaries were set as a mirror 
boundary at 2oH from the wall ends. 
The domain was divided into 153 grid points in the axial direction, 75 grid 
points in the vertical direction and 8o grid points across the width. The 
distribution of these grid points took into account the requirement of finer grid 
resolution at areas of expected accumulation as well as around the wall and the 
gate where there is a significant change in the flow field as shown in the figure 
7.27. 
Quartz solid particles of 25opm diameter and 2650 kg/m' density were used to 
represent the average physical properties of typical sand particles. The inlet 
wind profile was set based on a friction velocity equal to 0.22 m/s and surface 
roughness equal to DP/30. The turbulent intensity and length scale were set to 
be 1% and the wall height H respectively. 
7.5.2 Results and discussions 
The different stages of the dune development at the wall sides and through the 
gate are shown in figure 7.28. Similar to those observed in the field experiment, 
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figure 3.17, the dune initially started at a distance upstream from the wall where 
the reverse and the upstream flows meet. 
The front edge of the dune forms according to the structure of the flow field, 
thus it is clearly shown at the early stages a very thin layer of particles are 
deposited through the gate centre line. As the dune increases in size, the reverse 
flow between the wall and the dune itself weakens and as a result the dune 
moves forward towards the wall until they meet and the dune starts climbing 
the wall. 
It can be seen that the dune developed in front of the long wall is larger than the 
one formed in front of the smaller wall. This is a direct result of the ability of 
longer wall to reduce the flow velocity to a greater extent than the shorter wall, 
therefore a bigger dune develops in front of the longer wall. 
The complex flow field immediately behind the wall and the gate is identified by 
the flow streamlines shown in figure 7.29. It is clearly shown that the flow field 
changes as a result of the presence of the interface solid boundary representing 
the dune surface. As expected, there is less disturbance of the flow field as the 
dune development reaches the steady state situation. This can be clarified by the 
streamlines in the later deposition stages where the flow streamlines passing the 
wall adopt a smoother shape than those passing the wall in the early stages. 
Figure 7.30 shows the dune formed in front of the tom wall from the upstream 
perspective for both field observation and numerical prediction. They are fairly 
comparable, both showing maximum heights of the dune at the wall centre line 
and minimum at the wall edges. This is a result of the flow separation at the 
centre of the wall and therefore a significant reduction in the flow velocity. As a 
consequence deposition conditions are more likely to be satisfied. The flow 
velocity increases when passing the ends of the wall, as a result increasing the 
friction velocity over the threshold value of the particles and therefore satisfying 
the erosion conditions, consequently particles are unlikely to be deposited. 
Due to the occurrence of the flow diffusion zone just downstream of the gate, 
particles are deposited forming a dune with a dome shape as shown from the 
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field photograph in figure 3.19. The numerical model also captured this 
deposition behaviour at the same diffusion zone. Figure 7.31 shows the 
development of the diffusion zone dune from a downstream perspective. Due to 
the asymmetrical dimensions of the wall lengths, the dune is also shown to be of 
asymmetric shape at the early stages following the surrounding flow field 
structure. Similar to the observations, the dune then starts growing in all 
directions, as can be seen from the dune surface ripples in figure 3.19b and from 
the surface velocity vectors in figure 7.31. 
The model provided predictions of later stages, which have been not yet 
achieved in the field showing that the dune may grow and expand in all 
directions until the dune completely blocks the gate. In the later stages, it can be 
observed that two side dunes are built within the weak flow zone created just 
behind the edges of the gate. These dunes grow up and start to climb the 
downstream side of the wall, which also may merge with the main dune and 
contribute to blocking the whole gate. 
The last comparable behaviour that was captured by the model and clearly 
demonstrated in the field observation is the strong erosion area near the wall 
resulting from the acceleration of the flow as it passes through the gate, figure 
3.19. Comparison of this photograph with the prediction at T/Te = 20% in figure 
7.31, shows the erosion zones at the sides of the gate are clearly captured by the 
model wherever a high wind velocity occurs. 
7.5.3 Case study IV: Conclusion 
A numerical model based on the homogenous-FAVOR coupled model was 
employed to simulate air-sand flow and sand accumulation around a three- 
dimensional gate facing the prevailing wind direction. The model shows a good 
qualitative agreement with the field observations especially at the early 
deposition stages, at which the shape and location of the initial depositions were 
captured successfully. 
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7.6 Closure 
The numerical model was validated against four distinct field and wind tunnel 
case studies. The predicted results were shown to be consistent with 
observations both in the two and three-dimensional computational space. The 
performance of the model shows qualitatively comparable results for the 
deposition shape, amount and location at solid and porous fences for the two 
dimensional applications and around an open gate for the three-dimensional 
applications. 
Figure 7.27: Computational domain showing the gate and wall geometry with the grid distribution. 
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Figure 7.28: Simulation of the deposition stages around an open gate using the Homogenous model 
coupled with FAVOR. Isosurface of volume fraction at 0.75. Colour shading for illustration purposes only. 
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Chapter 8 
General Discussions, Conclusion 
and Recommendations for Future 
Studies 
8.1 Introduction 
In this chapter, some important points arising out of this study are discussed. 
The advantages and disadvantages of the numerical models implemented and 
examined in this work, using both Lagrangian and Eulerian approaches, are 
identified for environmental applications involving the drifting of sand (or 
snow) particles around obstacles. 
The capabilities and limitations of employing the FAVOR technique, coupled 
with these models as a means of representing the interface solid boundary 
separating the flow field from the deposition areas, are identified. Model 
sensitivity issues related to the specification of the physical and numerical 
controlling parameters and the validation of the model against both field and 
wind tunnel observations are discussed. 
Furthermore, the potential ability of the numerical model introduced in this 
work when employed for practical applications as an engineering designing 
tool or for purely scientific research is presented. Finally general comments, 
conclusion and recommendations for further possible extensions of this work 
are given. 
8.2 General discussions 
The work in this thesis reviewed the basic theoretical background of particle 
blown by wind including the three modes of transport and the threshold and 
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settlement conditions. The dune development and accumulation of particles, 
such as sand or snow, around obstacles of different geometry was reviewed. A 
field study was conducted during the work in this thesis at the Kuwaiti desert 
to observe the deposition patterns at multiple porous fences and at a full-scale 
gate model facing the prevailing wind. 
Three different numerical approaches were investigated to simulate the 
erosion, transportation and then deposition of particles around obstacles in 
two and three dimensional computational space. The two-phase flow models 
developed during this work were incorporated into an existing, previously 
validated, single-phase CFD code. Modifications to the flow field governing 
equations were made in order to implement the FAVOR and the mixture two- 
phase flow models. 
The Lagrangian particle tracking, and the Eulerian, homogenous and mixture, 
two-phase flow models show the potential capability to simulate flow regimes 
containing fluids of different physical properties such as either sand or snow 
particles and air. 
The Lagrangian model has the advantage of computational simplicity, 
requiring only the solution of the particle equations of motion. The model can 
provide detailed information of individual particle trajectories and can be 
employed for a better understanding of the behaviour of particles in complex 
flow fields. Additionally, the model can represent flow fields containing 
particles with different physical properties such as size, density and with 
different initial conditions such as initial position or velocity. The distinction 
between suspended and saltated particles can be identified easily when the 
Lagrangian model is employed. 
Although this model has many advantages, it is restricted to dilute flows 
where regions of high particle concentration are not expected. Additional 
terms must be incorporated into . the particle equation of motion in order to 
take account of the contribution for other forces, which were ignored in the 
diluted flow, such as the particle-particle collision forces, the Basset Force and 
the Virtual mass Force. 
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Another significant drawback of the Lagrangian model is the computational 
cost involved in tracking a sufficiently large number of particles to obtain 
statistically stationary values that reflect the mean behaviour of the particles. 
In contrast to the Lagrangian model, the Eulerian models represent the 
dispersed phase by transport of an additional continuum solved in a similar 
manner to that of the continuous phase governing equations. 
The Eulerian models, such as the homogenous and mixture models, are 
computationally economical since the particle phase is treated as a continuum 
rather than a dispersed phase. The main weakness of Eulerian models is the 
computational complexity required to derive and implement terms involving 
the two-way coupling of momentum; the effect of the flow on the particles and 
the effect of the particles on the flow. 
The homogenous model requires an additional transport equation for every 
particle phase with different physical properties, such as particle size or 
density. 
The mixture model is more complicated where the mixture properties vary 
significantly. This is due to the need to solve the flow momentum equations 
for the mixture as a whole, where the mixture properties must include the 
contribution of every single secondary flow phase within the flow regime. 
Similar to the homogenous model, the mixture model requires an extra 
transport equation to be solved for each secondary flow phase within the flow. 
The mixture model has an advantage over the homogenous model in its ability 
to incorporate the effect of high regions of particle concentration on the flow 
field. However, in practice the mixture model is limited to very small particle 
volume fractions by numerical instability. This was confirmed for high values 
of the particle volume fraction. 
The major advantage of the homogenous model is that the flow field is not 
effected by the secondary phase flow even in regions of high particle 
concentration, thus it is in effect a one way coupled model. Therefore, the 
FAVOR technique can be employed efficiently and simply to take account of 
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the deposited particles on the flow field by developing an interface solid 
boundary surface whenever and wherever the particle deposition conditions 
are satisfied separating the entire flow field from the deposition zones. 
Although FAVOR is relatively simple from the theoretical point of view, it 
shows potential capabilities to represent complicated solid surfaces such as 
the formation of sand dunes around obstacles, as an interface boundary 
within a fixed computational grid. 
Additionally, the FAVOR technique performed well in response to the erosion 
and deposition process whenever the appropriate conditions were satisfied. 
The main weakness of FAVOR is the necessity of performing the simulation on 
a relatively fine grid especially near control volumes close to the interface 
boundary. 
The model introduced in this work required tuning through many controlling 
parameters in order to simulate more realistic and practical applications as 
defined and analysed in Chapter 6. Through these parameters such as the 
particle suspension and saltation source term coefficients, the inlet wind and 
particle concentration condition and the surface roughness, specific flow 
conditions can be easily simulated. 
The model has been validated against four distinct field and wind tunnel 
measurements and shows qualitatively good agreement and promising ability 
in the prediction of particle erosion-deposition phenomena around obstacles 
of different shapes. With the limited quantitative measurements available, the 
model shows good agreement with an acceptable degree of accuracy for 
engineering purposes. Generally, the model shows good qualitative 
comparisons of the deposition patterns in both two and three dimensional 
spaces. 
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8.3 Conclusion 
A CFD code has been developed based on different two-phase flow 
computational theories such as particle tracking, homogenous and mixture 
models. These models were discussed, implemented and employed to simulate 
particle erosion, transportation and then accumulation around obstacles of 
different geometry. 
Wind blown particles, accounting for both suspension and saltation were 
considered in two and three dimensions. The two modes of transport were 
represented in the model independently and no explicit empirical expressions 
were used to predict the particle flow rate. 
The solid interface boundary between the flow field and the deposited 
particles was introduced successfully into the solution by rewriting the flow 
governing equations in a form suitable for the implementation of the FAVOR 
technique. In addition, an erosion-deposition algorithm was introduced based 
on the theory of the particle threshold and settlement conditions. 
The homogenous model was found to be computationally efficient and 
theoretically simple to implement within an existing CFD code. The model 
was found to be even more versatile when coupled with the FAVOR technique 
for applications involving erosion, transportation and deposition of blown 
particles simultaneously. 
Although the implementation can be considered to be in the preliminary stage 
of development, the models presented in this work already provide a practical 
CFD based tool for scientists and engineers. For scientists, the model can give 
a better and more detailed knowledge of particles blown by wind, knowledge 
which is either difficult or expensive to achieve in the field or with laboratory 
measurements. 
For engineers the model can be considered to be a cheap and useful design 
tool that could assist in the preliminary design stage of roads, buildings, oil 
field installations, camps, farms etc that may built in such regions where sand 
or snow drift problems are a concern. 
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Also, the model can be applied to existing problems of sand drift by examining 
the effects of placing obstacles such as walls or fences upstream of the area of 
interest. The model can provide details regarding the aerodynamical structure 
of the flow field in general and on the location and amount of deposited 
particles. 
In conclusion, a practical CFD tool has been developed and validated, 
incorporating novel physical and numerical models. The tool can be utilised 
by scientists and engineers to further understand the real world problem of 
drifting sand and snow in urban and industrial environments. 
8.4 Recommendations for future studies 
Further development of a number of key features in the model could be 
anticipated: 
i. More detailed physical models of the different modes of particle transport 
by wind, suspension, saltation and surface creep, could be developed for 
the source terms in the particle transport. Additionally, the change in the 
surface shear stress due to saltating particles inside the flow boundary 
layer should be investigated and incorporated into the computations if 
more precise results are required. 
2. The representation of the interface boundary by the FAVOR technique can 
be improved by a smoother surface definition, this can be achieved in two 
possible ways. 
  The first is by adapting the grid points around regions of an expected 
interface boundary to be finer allowing a smoother interface surface to 
be defined. 
  The second is by modelling the transport equation at cells crossed by 
the interface boundary so that they take into account the fraction of the 
cell blocked by the particle. This option was mentioned previously in 
Chapter 5. 
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3. The mixture model has produced promising results and has been 
employed successfully in many industrial applications. Yet special 
treatment to the governing equations and a careful treatment of the 
different mixture properties such as the mixture density, velocity and 
viscosity is required in order to apply it to practical applications involving 
drifting problems. 
4. Expansion of the existing code could be undertaken to include the full 
multiphase flow model. This would enable a comprehensive numerical 
analysis of the potential and weakness of the existing two-phase flow based 
models in simulating flow fields involving drifting particles, 
5. The models introduced in this work require continuous validation and 
calibration with as many field and laboratory measurement as possible. 
This will ensure that, in the future, reliable simulations may be obtained 
for as wide a variety of practical scenarios as possible. 
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Appendix A 
Optimum Particle Searching Algorithm 
It is a time-consuming procedure in Lagrangian trajectory computations to 
determine the location of a particle inside a Eulerian control volume. The 
simplest but most computationally expensive way of locating a particle in the 
computational domain is to check all the Eulerian control volumes. Note that 
this procedure has to be repeated along all the trajectories at each time step. 
Figure A. 1, shows how a particle moves from its old position at time "t" to a 
new position at time "t+Et" after a Lagrangian time step At. Two questions 
should be answered quickly and efficiently for each particle at each time step: 
" Is the particle still inside the control volume or not? 
" If not. In which control volume is the particle? 
The answer to these questions is simple when viewed on a piece of paper or 
graphically on the computer screen, but it can cost a lot of computer CPU time 
to do this computationally if a short way of finding the new particle location is 
not introduced. An efficient way of answering these questions has been 
introduced by Chen (1997) . It is untended to enhance the computational 
efficiency by reducing the number of trial-and-error sweeping searches at each 
Lagrangian time step. 
Locating a particle in a control volume 
When orthogonal Cartesian grids are used to solve a problem with a simple 
geometry, the location of a particle position can be performed simply by 
comparing the particle co-ordinates with those of the control volume surfaces. 
This is due to the fact that the co-ordinates of the control volume surfaces are 
all parallel to the axes of the Cartesian co-ordinates. This procedure cannot be 
extended to non-orthogonal grids. 
Given the general Cartesian co-ordinates at four vertices, a Eulerian control 
volume can be uniquely determined. In figure A. 2, the Cartesian co-ordinates 
for four vertices are A(xa, ya), B(xb, yb), C(xc, yc), and D(xa, yd). To judge whether 
A-1 
a particle, at position P(xp, yp), lies within the boundaries of the considered 
control volume (ABCD), a reference point, O(xo, yo), is defined at the centre of 
the quadrangle. This reference point is given by averaging the co-ordinates at 
the four vertices as: 
X 
Xa +Xb +Xc +Xd 
Yo = 
Ya +Yb +Yc +Yd 
°44 (A-i) 
This corresponds to the main node of a Eulerian control volume described by 
Patankar (198o). This reference point always lies in the interior of the 
quadrangle, therefore it is a good reference point to be used to ensure whether 
or not a particle lies inside the control volume. 
In the case of a 2D control volume as in figure A. 2, the judgement of whether a 
particle is inside or outside the boundaries, can be divided into four sub- 
checks for each side of the quadrangle. For example, if we take the west 
surface (AB), the reference point 0 and the particle locations Pl and P2. Four 
vectors are defined based on the starting point of defining the control volume 
side moving around the boundaries surfaces in a clockwise direction so based 
on this the starting point for the west surface is point (A). Therefore the 
following auxiliary vectors are defined as : 
rw4Xb-xa]l+[Yb Yalf 
ro=IXo-xo1t+[Yo-YQ]J (A- 2) 
r 14xp, -xa ]i+[ypt-Ya 
I 
rp2 4X 
p2 -Xo 
1l+[yp2 Ya lJ 
where i and j represent two unit vectors along the x and y directions 
respectively, in the Cartesian co-ordinates. The normal of the vector rW can be 
derived from the orthogonal conditions of two vectors. Since the dot product 
of two orthogonal vectors is zero then the normal of vector rw can be defined 
as: 
p 
A-2 
N =-IYb -YQ Ji+{xb -xa If (A-3) 
To determine whether the particle lies on the correct side of the line AB which 
is the side of the central point o, the angles at which the other vectors intersect 
with N can be determined from: 
COS[ro, N]= rN COS[rp, N]= r° 
N 
IoII IIr, 11 
(A-4) 
Based on the vectorial analysis of the right hand rule, the particle lies in the 
correct direction (the direction of the central point) if and only if both angles 
have the same sign. And the particle cross the side AB if the signs of the angles 
are different figure A. 3. 
By applying this analysis to all sides of the control volume, we can judge 
whether the particle lies inside the control volume or not. From a 
programming point of view, at least four "if' statements are necessary to 
complete the above check procedure, and it will be very complicated in the 
case of three-dimensional domain. To avoid this Chen (1997) proposed an 
alternative approach, which only requires to count the sign of the following 
test variable for each of the control volume sides: 
Q=[ro. N] [rp. N] (A-5) 
92 is positive when the particle and the reference point lie on the same side 
with respect to line AB, otherwise it is negative. Therefore a unit integer 
variable can be computed in terms of the sign of S2: 
Iw=Sign[1, c } 
where; 
IW =1 ==> S2 
>o (the particle and centre points lie on the same side) 
IW = -1 ==> S2 <o (the particle and centre points lie on the opposite side) 
y 
(A-6) 
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Repeating the forgoing procedure for the other three surfaces enables the unit 
integer variables of I,, Is, In to be determined. By summing all unit integer 
variables, the particle can be examined if it is lies inside or outside the control 
volume as follows: 
14 
I=lw+le+I, +I= Othervalues 
(A-7) 
The particle lie inside the control volume if and only if I=4, otherwise it is 
outside (In the case of three-dimensional domain I=6, means the particle lie 
inside the control volume) 
In such a way only one "if' statement is required in programming the model 
instead of the four required in the two-dimensional domain and much 
complicated statements in the three-dimensional domain. 
Optimised Searching Path 
Due to the refined grids used to resolve the flow field, it is likely that in one 
Lagrangian time step, particles can jump over more than one control as in 
figure A. 3. 
It is possible and easy to locate the new particle position by checking 
computations, described in the previous section, for all Eulerian control 
volumes, such a blind search is undoubtedly time consuming. Frank and 
Schulze (1994), developed what is called a "circular-search" by suggesting that 
the search path should go around the particle's old control volume (ro) figure 
A. 4. It is shown that, this method requires a total number of 16 trial-and error 
computations to locate the control volume (F15) whereas the optimal search 
path needs only three trial-and error computations (I'o, r2, I'3 then r, 5), (Fe, 
I74, F16, then r) or (ro, r4, I'3 then r, 5) which needs five time less trial-and- 
error than the trial-and-error required by the circular-search approach. Note 
that the third way is a critical one since it follow the particle trajectory as it 
move from one control volume to another. 
By using the unit integer values of the four sides of the control volume 
calculated in the previous section, we can judge whether the particle is still 
A-4 
inside the control volume or if it has crossed one of its boundaries. Also from 
this information it is possible to determine from which cell faces the particle 
exit the control volume. The optimal search path introduced by Chen (1997), is 
based on the fact that the first trial-and-error search for the new particle 
position should be in one of the control volumes which are joined with the 
initial control volume figure A. 5, presents an example of how this works on a 
two-dimensional grid. 
If the particle migrates from the control volume ro from the east surface "e" 
then le must be equal to -1. On the other hand, the search procedure usually 
starts with the initial control volume with the numbering combination of (Iola 
, Jota). To 
determine the optimal search path, an appropriate increment of DI 
and OJ should be assigned to the indices of Iola and Jota, respectively. These 
increments are determined in terms of the available unit integer values of I, 
Ie, Is and In as follows: 
A-1-1ý 
1-IW -J 1-J, (A-8) 
2222 
Note that the right-hand side of the above equation follows the convention of 
integer operations in FORTRAN. It can be verified that Al =1 (Search toward 
the east) when Ie = -1, and that Al = -1 (Search toward the west) when Iw = -1. 
Bearing in mind that Ie and Iw never take the same value of -1 simultaneously 
unless the control volume is probably zero which is not the case being 
considered. Similarly the step in the other direction,. AJ, can be explained. If 
both AI and AJ are known, the new control volume (Inew , Jnew) for the next 
trial-and-error computation is determined by : 
I 
new 
1 
old 
+A'$ 
', new -', old 
+"ýj (A-9) 
By repeating the above procedure, the new location of the particle can be 
reached with a minimum number of trials, which it could be one of the three 
paths mentioned above. 
As was mentioned, one of these three paths is the path, which follows the 
particles trajectory. This critical path could be determined by the addition of 
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one further simple step to the above procedure. This is of significant 
importance in the calculation of other particle properties such as the fluid- 
particle momentum exchange at each control volume crossed by particle. 
It is clear from figure A. 6, that two sides out of the four sides will return the 
sign of establishing that the particle is outside the control volume, these are 
the south and east sides. Following either one will take us to the new particle 
position by the same number of trials but only one will follow exactly the 
particle trajectory which is in this case the east side. 
To do this mathematically, it is possible to work out the intersection point 
between the line representing the particle trajectory between time t and t+Et, 
and the lines representing each of the control volume edges south (AB) and 
east (BC). One of these intersection points will lie on the control volume edge 
while the other will lie on the other line but not on the part of the line which 
represent the control volume edge but on its extension, as shown in figure A. 6. 
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Figure A. 1: Movement of a particle in a two-dimensional. 
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P(x , yP) 
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Figure A. 2: Definition of an arbitrary 2D Eulerian control volume. 
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Figure A. 3: a) Both particle and cell centre point are on the same side with respect to line AB. 
b) Particle and cell centre point are on the opposite sides with respect to line AB. 
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Figure A. 4: Definition of Eulerian control volume and conceptual circular-search path. 
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Figure A. 5: Numbering of an Eulerian control volume (I, J). 
Prue intersection point 
False intersection point 
Figure A. 6: Particle-cell intersection points. 
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Appendix B 
Single-phase flow governing equation 
The FAVOR suitable compacted form of the governing equations (5-43), (5- 
44) and (5-45) may be expanded in terms of the orthogonal and non- 
orthogonal contributions. For Cartesian orthogonal grid, the terms involving 
non-orthogonal contributions equate to zero resulting in the following set of 
equations: 
Continuity equation 
ap 1 a(puA) 1 a(p vAy) 1 a(p wAz) 
at +vI ax s vI ay +vr aZ o (B-1) 
Momentum equation (Navier-Stokes equation) 
a(pu) 1 a(puu Aj 
+1a 
(Pvu Ay) 
+1a 
(pwu A= ) 
at Vf ax Vf ay Vf a2 
aP Ax 1ar. Ax 1a rys Ay 1a r= Az 
(B-2) 
ax 
+Vf 
ax 
+Vf 
ay +Vf az +P 
f" 
a(te) +1 a(pvAx) +i 
a(PvvA, )+ 1 a(pwvA. ) 
at Vf ax Vf ay Vf aZ 
OPA 
y1a zx, 
Ax 1a z», Ay 1a zry Az 
(B-3) 
ay 
+Vf 
ax 
+Vf 
ay +Vf az +Pfy 
ä(pw) 
+1 
a(p uw A, ) +10 
(pvwAy) 
+1a 
(pwwAs ) 
at Vf ax of ay Vf az 
aPAZ1a rxZ AS tar Ay A Z 
(B-4) 
+ 
ax 
+Vf 
ay 
+ 
Vf az +Pý: az Vf 
Where: u, v, w are the velocity components in the coordinate directions x, y, z. 
A, Ay, Az are the area volume fractions defined in FAVOR model for the 
coordinate directions x, y, z. 
Vf The FAVOR model cell volume fraction. 
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f, The body forces 
r;. The stress tensors 
There are nine viscous stress terms three for each equation; two shear stresses 
and one normal stress components. The stress tensor, r., is represented by: 
Normal stresses: 
r =2, u 
au 
-2 
2p D 
ax 3 
2 zy, =2, c aV ay-2uD (B-5) 
Ow 2 
Oz 3 
Shear stresses: 
ayöu 
öv 
Tý=Tyx =p +ax 
äu ö 
T=T (az -F (B-6) 
ax) 
w 
av aw Tyz =TZy=lu (az+äa 
The term D is defined as: 
eu ev aw 
ex 8 c7z 
(s-7) 
y 
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Turbulence modelling 
The k-c turbulence model is a two-equation model since it requires the 
solution of two additional transport equations one for the turbulent kinetic 
energy k and another for the kinetic energy dissipation rate c. 
The turbulent shear stress is related to the mean velocity gradients through a 
turbulent viscosity defined as: 
zj=-pu; uj=/J 
aU, 
+ayj -? pköu (B-8) 
(axi 
äx; 3 
where p, is the turbulent or eddy viscosity and defined in terms of k and e: 
z 
fir = C,, p- (B-9) 
The transport equation for k and c are: 
a(Pý) 
+ (pug k) =a 
[p, ak 
+_ p- J 
au j +E (B-lo) 
at ax, ax; ýk aX; ax, 
a(pe) aa jut aE E, av, + (puj e) = +C, s- -pu; uý -C=s P at axj axe ýe axe k ax, k 
The five empirical closure constants in the above equations are taken as a 
standard values from Launder and Spalding (974). 
co c, 
" 
C2, 
C 
Qk cc 
0.09 1.44 1.92 1.0 1.3 
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The general form of the transport equation 
The conservation equations can be expressed in a general transport form as: 
a(Po) + a(puo) +a (vO) +a (pwO) at ax ay az 
a rah +a ram +a ram +s4 ax aX ay ay Oz aZ 
Or in even shorter form: 
a(poi) +a (pu, O; )= a rý a', +S at öx; äx, äx, 
Where 0 represent the variable need to be expressed. Thus following the 
(B-12) 
(B-13) 
different expression of 0 it is possible to form any of the above equations as 
shown in table B-i: 
Table B-i: Formulation of the general transport equation variables. 
0 Diffusion Source 
Coeff. I', Term S, 
Continuity 1 0 0 
Momentum U ru 
+s u aXJ 
Kinetic energy k , u/ Sk Qk 
Kinetic energy dissipation 6 , u/ S6 
ý6 
Where: Sk =zy 
aX 
. 
-s , S6 =C, ak 'r, ax, -C2 ePk j 
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Appendix C 
Finite volume discretization of general transport 
equation 
First of all it is important to notice that the notations used in this section are 
not consistent with those used in the previous sections. 
The compact form of differential equations which describe the transport of 
mass, momentum and an arbitrary scalar quantity over general coordinate 
system can be written for steady, viscous and incompressible flow as: 
öa 
(pumam, )=S, 
 
(C'1) 
ao 
xi LV' 
um ui -Tmi /am, 
]= 
Si (C-2) 
Ö0 
[( 
um Yý qm 
)am, 
J 
S4 (C-3) 
The coefficient a'' can be expressed as: 
a1' =aj i, 
I 
=-ßj (C-4) 
Where: 
The Jacobian 'J' is the volume of the control volume in general coordinate 
system and is defined in 3-dimentional computational domain as: 
19Y' a y' a y' 
aX' aX2 aX3 
aye aye aye 
J= 
ax' aX2 aX3 
ay 3 a y3 a y3 
aX' aX2 aX3 
(C-5) 
C-1 
y3 x3 
y2 
x2 
xI 
y' 
And the area vector as ß8j given as: 
' '= 
A 
[ a y2 ay 
3 
- 
ay 2 a y3 
y x ýX2 aX3 aX3 aX2 
ay' ay3 ay' ay3 
2 _ 
A, 
2 =- y x aXZ aX3 aX3 aX2 
' 
, 63 
3- =A ' 
a yl a y2 ay 
I a y2 
y aXZ aX3 aX3 5X2 
Z ' _ 
A - , , =- 
aye ay3 aye ay3 
y x oxI aX3 aX3 aXI 
Z ý2 =A= =_ 
a y' a y3 a y, a y3 
y x X' aX3 aX3 X' 
23 
=A , , =- 
y' y ay2 ay' ayZ 
x y a aX3 aX3 oxl 
3 
'- _A , 
a y2 ay 3 a y2 a y3 
y x 
[OxI 
aX2 aX2 aX' 
23 _ A , 3 - 
2. y' ay3 ay' ay3 
y X axI aX2 aX2 aXi 
3 8' _A, 2_ - 
ay' ay2 ay' ay2 
y x aXI aX2 aX2 aXI 
Figure C. i: The 
cartisian and general 
coordinat system 
componenets. 
(C-6) 
When using FAVOR, the area fractions of the cells and the cell volume fraction 
are the fractions of the area and volume of the cell open to the flow. These 
fractions take the values from o to 1. If it is 1, no flow passes through that 
C-2 
specific cell or cell side, whereas if it is o, the area or volume is fully open to 
the flow. 
For a 3-dimensional computational domain in a general coordinate system, it 
requires 10,3-dimensional arrays to represent these fractions in the governing 
equations, 3 area fractions, (one for each flow direction), and one for the 
volume fraction. 
Area fraction in vector form can be expressed as: 
Aft =1A111 Af12 Afl3I 
Aft = IA121 A122 A123 
] (C-7) 
Af3 =[A13, Af32 Af33I 
Vf =Is the volume fraction of a specific cell 
Since the area fraction is the ratio of the cell face closed to the total area, then 
we could assume that it is constant for each flow direction. In this case the 
required arrays to represent the area fractions will be reduced from 9 to 3 
only. Thus 
A11 =Af11 = Af12 = Aj13 
Af 
2= 
Af 
21 = 
A122 = A123 (C-8) 
`4 j3 = 
A131 = A132 = A133 
The compact form of the governing equations can be rewritten as follow: 
.J 
ax i 
(p 
um fl'jA, 
)Sm 
(C-9) 
1Ö 
eil 
L(' um ui -Tmi 
)' mJ A, 
]= 
Vj Si 
1 
.% 
-X- L(pum 
qm 
)N m! A., 
l= 
Vf So ýC-11ý 
Each of these equations will be expanded taking into account the area/volume 
fractions: 
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i: Continuity Equation 
a, 
U, + 
a2 
U2+ 
a3 
U3 JSm 
ax ax ax 
Where: 
U1=P(u1ßi+u2ßi ß'u3Qs 
ýA11 
u2 =P(U1 #812 +u2 
ßi +u3 ßs 
ýAI2 (C-13) 
v3 =P(Ul /81 +u2 
ß +u3 N3 
)A13 
2: General Scalar Equation 
The flux vector q can be written as: 
=ro 
äo1 ßm (C-14) 
Where in expanded form: 
q, =ßr4ä Qý +ä pý ±ä ßi Af, 
qz =i J IT 
äo ß2 +ä0 a2 ß3 Afz tc-ý5) 
0'+00'003] 
R3 r/ 
axl , 
P3 
ax2 
63 + 
ax; /83 
Aj3 
When these expressions introduced into equation lo taking into account 
equation 12, it will take the following form: 
a 
_r, 
aO; 
axi 
Uýý 
J axmBmAý =VfJSm 
Where in expanded form: 
(C-i6) 
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a [u1 q -r0 
a0 Bt + a4 B'+'90B3 Af, + öX J ax öx öx 
aZ 
U2 0- 
rý a0B; 
+-L 
- 
B2 +a4B; A f2 + (C-17) öX J äx öx öx 
cl EU3O-rý a0 B; +-a-B2+10 B, Af, =VfJS öX J öx äx äx 
In equation i6, B's represent the following products: 
Bj = ßk ßk (C-18) 
Which take the following expanded form: 
Bl +ß /3 -ß J61 +#2A 
2 B2 BI = #612 /'1 
2 +N2 /62 +ý3 N3 
3= 
J613 
p1 B3 =B1 +/ý2 ß2 +/''3 ß 
33 
2 B2 
Pi 
2 ßp12 222 +/62 /62 +/3 
(C-19) 
2 3 B3 
-B2 =A 
2 ß)613 +f 2 J62 +Y3 
ß3 
B3 3 
-/-'1 /61 
63 
2 
+%'3 33 i33 +/2 N 
3: Momentum Equation 
The stress tensor can be written in the following form: 
l 
-2o) Tm; _-Pä, ; +J 8x" 
Q, 
ý+öx' 
it (C 
In the expanded form: 
T P+ 
2 
[(£lul 
(ý1+ 
a Ll, /ý2+ 
a U1 /ý3 
11  aX1 /ý1 aX2 Nl aZ; /ý1 
aU2 
)6 
, +2U2 
)612 
+ 
au2 
ß3 +- 
T12 =T21 = 
aX1 aXZ aX3 1 
Öu, , +Öu, Z+au, 3 ax, N2 aX2 YZ aX3 
P2 
C-5 
öu3 
ni 
JU 
(ax, 
ýl 
T13=3, = 
u, i+ 
äx' 
ý3 
3U3 
ß2 + 
öu3 
/33 
5xZ ' öx3 ' 
Dul 
ß2 + 
Öltb 
ýg 
Öx2 3 aX3 3 
2p au2 ß, +au2 Z+au2 3 T zz P+J ax, z axzQz ax3ßz 
OU3 
ß2 + 
OU3 
g2 + 
aua 
J63 + 
aXI 2 aX2 2 ax3 2 
Tz3 T32 
j aU2 
ý, + 
U2 
ý2 +'OU2 ý3 
axe 3 ax2 3 aX3 3 
2p Öu3 
1 
ÖU3 
2 yu3 /ý 3 T33=-P+ 
J ax, 
/63+0X2 /83 +ÖX3lý3 
Then the momentum equation in its compact form can be written as: 
aUu auM 
B'+aum /3 ßk A. V +PQ/ Ag VfJS; ax' J ax ax 
(C-21) 
(C-22) 
Three equations can be written from the above equation for velocity 
components, one for each Cartesian velocity component as follow: 
A. u, -Momentum equation 
1 
[ 
uu -ý 
au, (B+ (ex, au, B, + au' B' A+ axe 2 ax3 3 f' 
}+Pß: 
Af, + ax 112131 ý1 
ýß, +W, X32 +W, iß3 A f, 
ax2 u2 ul 
p 
au' B2 + au' B2 + au' B2 A f2 ax' ex2 2 ax3 3 f2 +(c-23) 
122232 (ii /i, +W X32 +W, ß3 Af2 
a 
3 
U3 uI 
au' B3 + au' B3 + au' B3 A+ ax1 ' ax2 2 ax3 3 f3 +Pß1 Af3 = Vf JS; ax J 
1 32ß2 333 W, /31 +W, +W, ß3 Af3 
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B. u2 -Momentum equation 
I(4B+B+ U2BA + 
u2 ox 
2 9x3 3fi +Pß2 Af, + 
(W21 ß: +Wi ß21 +Wi ß3 
ýf1 
au2 
BZ +au2 BZ +aU2 B2 AJZ + 
öX2 
UZ uZ ax' 
' Ox 2 öx3 3 
}+PßA12]+ 
(C-24) 
ziisz (Wx Qý +w ßz +w2 ß3 Aft 
{(au2B3ouB3ou2B3JA 
+ 
aX3 
U3 u2 öx' ' Ox 
Z ax3 3 f3 
}+PßA13] 
= Vf JSZ 
l32333 (WZ 
ýß, + 
wß2 +W 
f3 Z 
ß3 A 
C. u3 -Momentum equation 
au3 
B'+'3113 B'+vu3 B3' Af' + 
TX-' U' U3 
(OX' 
öx2 2 äx3 +P, 33 AfI + 
112131 W3 ý1 +W3 Q2 +W3 J63 
Afl 
ÖU3 
B2+au3 B2+au3 B2 A+( 
ox2 
U2 U3 äx' 
' öx2 2 öx3 3f2 
}+Pß; 
Af2 + C-25) 
r1223 
/ý2 
\w3 1612 
+W2 ß2 +ý'3 /83 
Aft 
VU3 B3+Ou3 B3+VU3 B3 A+ 
l/3 U3 C' 
öx2 2 äx3 3 !3 
}+Pß: 
A13] = Vf JS3 
V1 
(ý3 2333 W3ß +W3 
#62 
+W 
3A 
Af 
3 
Where the expression Wý =a 
um ßý or in the expansion form as: 
öx 
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W, = 
auf 
ßi 1 
1+ 
aul 
/ý z 
2/'1 
+ 
aul 
/ý 3 
3ß1 aX ax ax 
W2= 
auf 
ßl+ 
i 
aul 
/ý 2 
2/'2+ 
aul 
/ý 3 
3{ý2 ax aX aX 
1- W3 
auf 
/ý l 
i /'3+ 
ai[1 
/ý 2 
2 /ý3 
+ 
aul 
3 
3 
ß3 
ax aX ax 
z Wi = 
auz 
/ý 
, F'1 
+ 
auz 
/ý z 
2 /'1 
+ 
auz 
/ý 3 ß1 
aX aX aX3 
2 W2 = 
au2 
/ý 
, 
ß2+ 
auz 
/ý z 
2 {ýz 
+ 
auz 
/ý 3 
F'2 ax ax ax3 
2 W3 = 
1 
au2 
ß3 
t+ 
auz 
z 
2 
ý3 + 
auz 
3 
3 
ý3 
ax aX ax 
W 3= 
' 
a u3 
ß1+ 
,' 
a u3 
ß2 
. +. 
z' 
a u3 
/33 
rl ax ax ax3 
3 W2 = 
aua 
/ý 
, f2+ 
aua 
/ý 2 
2/J2+ 
aua 
/ý 3 
/''2 a4 ax aX3 
(C-26) 
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