Abstract-We study traffic grooming in optical network design. The goal is to aggregate low-bandwidth traffic streams to efficiently utilize high-bandwidth media such as wavelength channels. More precisely, given traffic demands to be routed in a network, the design problem is to define a collection of light paths such that each demand can follow a sequence of consecutive light paths. Each light path has unit-wavelength bandwidth, and multiple sub-wavelength demands may share a common light path. Traffic must enter and depart from a light path at its two endpoints only. Most previous work on grooming focused on the ring topology and typically dealt only with uniform bandwidth demands, whereas we consider more general settings.
I. INTRODUCTION
A frequent phenomenon in optical networks is that the bandwidth requirement of an individual traffic demand is often much smaller than the capacity of a wavelength channel. Therefore, to make efficient use of available capacity, several low-rate demands may be multiplexed into a shared wavelength, in a process known as traffic grooming. Earlier work on grooming created a sizable body of literature that focused on the ring topology. The work was motivated by the SONET/SDH technology over rings. For example, 16 traffic streams of speed OC-3 can be multiplexed into one stream of higher speed OC-48 using devices such as the SONET Add/Drop Multiplexers, or SADMs, where the number 16 is called the grooming factor. More recent work on grooming is migrating towards general mesh topologies and demands that request an arbitrary sub-wavelength bandwidth. This is motivated by applications like packet over WDM. Devices such as packet routers can perform the function of traffic grooming and the groomed traffic is then carried over the WDM network in integral units of wavelengths.
In a solution to the grooming problem, each packet stream traverses a sequence of light paths. A light path has the capacity of one wavelength and is realized by routing over a sequence of physical fiber links in the WDM network. Each endpoint of a light path is equipped with a packet router which is connected to a co-located optical add/drop multiplexer. We assume that packet streams are dropped from the optical domain at the end of the one light path and are regroomed with other streams at the beginning the next light path. (If no regrooming takes place, then the two light paths can be concatenated into one for an improved solution.) We also assume that injecting traffic into or extracting traffic from a light path only happens at its endpoints. Our assumptions are based on the capabilities of state-of-the-art commercially available packet and optical components, such as the AlcatelLucent 1850 Universal Packet Mux.
Solving the grooming problem consists of two interconnected parts: (a) designing light paths, which includes specifying the physical route of each path; (b) assigning each packet stream to a sequence of light paths. The cost of a solution is the total cost of equipment installed at each endpoint of the light paths, as well as the cost of supporting the wavelength channel that realizes each light path along the fiber links. One natural objective is cost minimization subject to feasibility.
We should point out that grooming is not an isolated problem for optical network design. An optical backbone handles small sub-wavelength traffic streams as well as larger streams in integer multiples of wavelengths. Grooming that aggregates sub-wavelength streams into wavelength streams can be viewed as a step preceding the WDM-only phase of the design, where wavelength streams are multiplexed using WDM technology. We do not consider this latter phase herein as it has generated a huge amount of research interest by itself, including topics such as routing and wavelength assignment, buy-at-bulk network design, protection and resilience, etc. We concentrate on traffic grooming only in this paper.
A. Problem Statement
In the formal definition of the problem, the input is an undirected connected graph G = (V, E), a cost function c : E → Q + , and a collection of traffic demands D. The graph G represents the WDM network topology, where the node set This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.
978-1-4244-3513-5/09/$25.00 ©2009 IEEE V represents the locations for packet and WDM equipment, and the edge set E represents the optical fiber connections. Moreover, c(e) is the cost of supporting one light path, or one wavelength, over edge e. Each demand d ∈ D is specified by a pair of endpoints (u, v) ∈ V 2 , and requests an arbitrary sub-wavelength bitrate b d . Note that multiple demands with the same pair of endpoints are allowed in D. The undirected multigraph
is called the demand graph of the grooming instance, where each edge (u, v) corresponds to a demand with endpoints (u, v). We also use B to denote the bitrate of a single wavelength channel.
The output is a collection of light paths P, each light path being represented as a physical route (i.e. a path, in the graphtheoretic sense) in G, as well as a binary relation R over P and D, where pRd means that light path p serves demand d. We define the light path graph G p = (V, P) of the solution analogously to the demand graph, and denote by P uv the subset of light paths with endpoints (u, v). R must be such that: (a) for any (u, v), the light paths in P uv serve demands with total requested bitrate at most B·|P uv | (which implies that packet traffic may be flexibly distributed among functionally equivalent light paths); and (b) for any d ∈ D, the light paths that serve d form a path in G p with the same endpoints as d. We express the total grooming cost as
where p(e) is the number of light paths in P that use edge e. The first term of (1) is the number of light paths, which indicates the normalized endpoint equipment cost, whereas the second is the wavelength usage cost of the solution. This cost is edge-dependent, determined by factors such as the number of signal regenerations needed along the edge. The sample instance in Figure 1 where (e) is the the total bitrate of demands routed through e. Moreover, f is subadditive: f (e, 1 )+f (e, 2 ) ≥ f (e, 1 + 2 ). That is, carrying bandwidths 1 and 2 collectively is more economical than carrying each one separately. This gives rise to the name "buy-at-bulk."
In this paper we study two objective functions for grooming. The first is to minimize (1) and we refer to this problem as grooming with general costs. The second is to minimize only the first term of (1), i.e. |P|. We refer to this problem as light path minimization.
We note that minimizing the second term of (1) The first objective of general cost minimization is also related to BAB, though the relationship is less straight-forward, as we shall see later. The second objective of light path minimization is interesting for a number of reasons. To begin with, the endpoint equipment cost may be the dominating term in (1) . Further, as mentioned earlier, grooming is not an isolated problem. For an optical backbone that carries both sub-wavelength packet traffic and wavelength demands, a stepby-step approach would be to begin by solving the light path minimization problem on the sub-wavelength demands and then to theat each light path in the resulting solution as a unitwavelength demand, together with other wavelength demands, in solving the WDM-only problem. This approach has the advantage of choosing the physical route of each light path as part of a "global" optimization of all wavelength demands.
In addition to proposing algorithms for general cases in which network topologies are arbitrary and demand bitrates vary arbitrarily, we also investigate special topologies such as lines and trees and half-wavelength demands, i.e. b d = B/2 for all d. Demand routes are fixed in these topologies. We are motivated to investigate if such extremely restricted cases are polynomially solvable and, in particular, whether fixed routing makes grooming easy. Note that fixed routing renders the buyat-bulk network design problem trivial. However, somewhat surprisingly, not only is grooming half-wavelength demands on a line NP-hard, it is also APX-hard. This implies the existence of a constant ε > 0 such that no polynomial-time algorithm can guarantee a solution that is within a factor of 1 + ε of the optimal. Therefore, grooming half-wavelength traffic on a line cannot be approximated arbitrarily close to optimality.
On the positive side, studying these special cases reveals interesting combinatorial properties and close connections to graph-theoretic problems such as the cycle packing and interchange distance problems, as we shall see in later sections. Cycle packing seeks the largest set of edge-disjoint cycles in a given (multi)graph. The interchange distance problem aims to minimize the number of pair-wise swaps that would make two strings identical. Both problems arise frequently in computational biology.
Another dimension of our work is concerned with grooming under the wavelength-parsimonious constraint: p(e) = (e)/B on every edge e. As implied by the examples in Figure 1 , an optimal grooming solution for either objective might not satisfy this constraint. Interestingly, however, comparing two solutions for light path minimization, one respecting the parsimonious constraint and the other not, guarantees better approximation ratios for grooming with general costs.
B. Related work
Grooming is a ubiquitous problem. Surveys of the extensive literature can be found, among others, in [13] , [22] . Numerous heuristics have been proposed for a large variety of settings, including instances with all-to-all, multicasting, or anycasting demands.
From this sizable body of literature, we make special mention of a line of work [8] , [9] , [15] , [20] dealing with grooming in SONET rings. In this framework each demand uniformly requests a fraction 1/K of the wavelength bandwidth, where K is the grooming factor. Under certain assumptions specific to SONET Unidirectional Path-Switched Ring topologies, optimizing the number of required SADMs is reduced to partitioning a graph into edge-disjoint subgraphs with up to K edges each, such that the sum of vertex cardinalities of these subgraphs is minimized. Approximation algorithms for the latter problem were developed in [9] , [15] , [20] . Moreover, wavelength usage was also considered as a (secondary) criterion in comparing the performance of those algorithms. Recently, Wang and Gu [21] presented a (K + 1)-approximation algorithm for the dual problem of maximizing SONET network throughput given a limited number of SADMs at each node. A variant of grooming on path, star and tree networks was also studied in [17] .
In our setting, which is somewhat different from the one above, it turns out that grooming is closely related with several well-known problems in combinatorial optimization. The most prominent of these is buy-at-bulk network design, as we have already remarked. Buy-at-bulk has generated considerable interest in the past decade; see [5] and references within. Notable results most relevant to our grooming problem are the O(log n)-approximation algorithm of [7] and the Ω log 1/4−ε n -hardness result from [3] , [4] .
Another closely related problem is cycle packing, i.e. determining the largest set of edge-disjoint cycles in a given (multi)graph. Possibly the earliest mention of this problem was by Caprara [10] , in the context of sorting permutations by reversals. Since then, it has received substantial attention, in both its directed and undirected versions. Refer to [11] , [18] , [19] for approximation algorithms and [11] , [19] , [14] for inapproximability results. Last but not least, the interchange distance problem is interconnected with both grooming and cycle packing. The study of interchange distance between strings was initiated by Cayley [12] in the 19 th century, who focused on the special case of permutation strings. Recently, Amir et al. [1] revisited the problem from a computational perspective, as part of a broader class of rearrangement distances. Later, a 3 2 -approximation algorithm for interchange distance on general strings was proposed by Amir et al. [2] , and the problem was also shown to be NP-hard. Table I summarizes our main approximation results and  Table II summarizes our hardness results on various aspects of grooming. The rest of the paper is organized as follows.
C. Results
• In Section II we explore the close connection between grooming with general costs and the buy-at-bulk network design problem. We show a reduction that allows us to translate the logarithmic approximation ratio and polylogarithmic inapproximability ratio from buy-at-bulk to grooming with general costs.
• In Section III we concentrate on light path minimization. On arbitrary network topologies, we show a 2-approximation algorithm for demands with arbitrary b d . In the very simple special case of half-wavelength demands on a line topology, we show that light path minimization is APX-hard. However, we also show an improved approximation ratio of 1.305 for half-wavelength demands on arbitrary topologies. This is accomplished by exploring a connection to the cycle packing problem and using a so-called factor-revealing linear program. Our results for half-wavelength demands directly improve the best-known approximation and hardness results for the interchange distance problem.
• In Section IV we show small constant approximation ratios for grooming with general costs for half-wavelength demands. This is achieved by studying the wavelengthparsimonious variant of light path minimization. Combining algorithms for this variant with the one for the original light path minimization problem yields an improved approximation for grooming with general costs.
• In Section V we present experimental results concerning the performance of some heuristics on realistic and randomly generated grooming instances.
• Finally, Section VI contains our conclusions, as well as directions of future work.
II. GROOMING WITH GENERAL COSTS Grooming with general costs is essentially equivalent to the single-cable buy-at-bulk network design.
Theorem 2.1: Grooming with general costs on arbitrary topologies and with arbitrary demands is approximable within ratio O(log n), but hard to approximate within Ω log 1/4−ε n for any ε > 0, where n is the number of nodes in G. Proof: We begin with an observation. Without loss of generality, the physical route of a light path with endpoints u and v should follow the shortest u-v path in the network, with respect to the cost function c(e). This holds because traffic using this light path can only be added/dropped at u and v.
Given a grooming instance on network G = (V, E), with cost function c and demand set D, we create a single-cable BAB instance on a network H = (V, E H ), with cost function f and the same set of demands D. The network H is a complete undirected graph defined on the node set V . Each cable has capacity B, and the cost f (uv, ) of supporting
where the term 1 reflects the normalized endpoint equipment cost and P uv is the shortest path between u and v in G with respect to c(e). Based on the observation above, it is easy to see a oneto-one correspondence between a solution to the grooming problem and one to the BAB problem, such that the two solutions have identical cost. Hence, the O(log n)-approximation algorithm from [7] also gives a O(log n)-approximation for grooming with general costs.
Regarding hardness, it suffices to show that the case in which the second term e c(e)p(e) of (1) dominates the first term |P | is hard to approximate. As discussed in Section I, when light path count is not a consideration, each light path spans a single fiber link. Therefore, p(e) = (e)/B , where the load (e) is the total bitrate of demands going through e. This is equivalent to the single-cable BAB problem, for which the Ω log 1/4−ε n -hardness results of [3] , [4] hold.
III. GROOMING FOR LIGHT PATH MINIMIZATION A. Complexity results
We begin by considering the simplest possible case, namely grooming on a line topology where every demand requests a bitrate equal to B/2. Even such a very special case is not polynomially solvable. We state that a (1 + ε)-approximation algorithm for the objective of light path minimization in the aforementioned case implies a 1 − 65 3 ε -approximation for Max 2SAT-3. This is established by altering the gadgets and analysis of an approximation-preserving reduction from Max 2SAT-3 to the undirected cycle packing problem, which was used to establish the APX-hardness of the latter [11] . Due to space considerations, we omit the proof.
Theorem 3.1: Grooming for light path minimization is APX-hard, even when restricted to instances with line topologies and half-wavelength demands.
Since light path minimization is a special case of grooming with general costs, the above hardness result generalizes.
Corollary 3.2: Grooming with general costs is APX-hard, even when restricted to instances with line topologies and halfwavelength demands.
B. Half-wavelength demands
Now, let us examine instances with half-wavelength demands on arbitrary topologies. Although quite restrictive, this provides valuable intuition for grooming and brings to light some interesting connections with other graph-theoretic problems. The lemma below is crucial in that regard. Recall that the problem of finding a maximum-cardinality set of edge-disjoint cycles contained in an undirected multigraph is named undirected cycle packing. It is equivalent to light path minimization with half-wavelength demands in terms of polynomial-time reductions, as a direct consequence of Corollary 3.4. On the other hand, these two problems differ significantly with respect to approximation. Indeed, it is well-known that undirected cycle packing is quasi-NP-hard to approximate within a factor Ω log 1/2−ε n of the optimal [14] , and the best known approximation algorithm for it attains a ratio of O √ log n [18] , [19] . Compare this with Algorithm 1, which has a constant ratio. Since y 2 + i≥3 y i = ν and 2y 2 +3 i≥3 y i ≤ D, we have
Moreover, by extending this reasoning we derive the inequality y 3 ≥ 4ν − D − 2x 2 . Every time Algorithm 1 extracts a 3-cycle, the number of 3-cycles of Γ that remain intact in the graph decreases by at most 3; hence
Assuming that OPT is a constant positive quantity, the linear program LP2 seeks to maximize the ratio of D − i≥2 x i over OPT under the above constraints. Its value, 4 3 , is therefore an upper bound on the approximation factor achieved by the greedy algorithm, which is why it is called a factor-revealing linear program. Now let us sketch how to systematically refine LP2. First, using similar arguments as for (2d), we add 
C. Arbitrary demands
Although the structural results of the previous section do not apply for demands with arbitrary b d , Algorithm 2 readily yields a feasible solution with at most double the optimal value. In our notation, t(v) denotes the total bitrate
Theorem 3.6: The approximation ratio of Algorithm 2 is 2. Proof: Obviously, in any feasible solution there must be at least
t(v) B
light paths having an endpoint at any given node v ∈ V . Since every light path has two endpoints,
is a lower bound on the value OPT of the optimal solution. Algorithm 2 uses v∈V \u
light paths, which is at most twice OPT.
D. Connection with interchange distance in strings
The interchange distance d I (x, y) between two equal-length strings x, y over some alphabet Σ is the minimum number of interchanges required to transform x into y, or infinity if such a transformation is impossible. Here, interchange denotes the operation of swapping the positions of any two (not necessarily neighboring) elements of the string.
Computing the interchange distance d I (x, y) is feasible in linear time for permutation strings, i.e. strings whose elements are all distinct [1] . In the general case, though, the problem is equivalent to minimizing the quantity |E| − ν, where ν is the largest number of edge-disjoint cycles contained in a given directed Eulerian multigraph G = (V, E). This was proven in [2] . Further, [2] showed that d I (x, y) is NP-hard by adapting Holyer's reduction [16] to directed graphs, but also admits a 3 2 -approximation algorithm. In summary,
Theorem 3.7 ([2]):
The interchange distance problem in general strings is NP-hard. It has a 3 2 -approximation. We offer an improvement to Theorem 3.7. Along the lines of Algorithm 1, if we repeatedly extract the shortest directed cycle from the directed Eulerian multigraph, the analysis in the proof of Theorem 3.5 remains valid. Moreover, the aforementioned NP-hardness reduction can be strengthened to establish APX-hardness. Consequently, Theorem 3.8: The interchange distance problem in general strings is APX-hard. It has a 1.305-approximation.
IV. IMPROVED GROOMING WITH GENERAL COSTS
In this section we focus on improving the approximation ratios for grooming with general cost. In the case of grooming half-wavelength demands we present algorithms with small constant approximation ratios. Recall that for half-wavelength demands the problem is APX-hard, and for arbitrary demands the approximation ratio is logarithmic.
Recall also the wavelength-parsimonious constraint, which stipulates that p(e) = (e)/B light paths must use each link e. Thus, wavelength usage is kept at a minimum. We refer to light path minimization with this constraint as parsimonious grooming and to the original problem, without the constraint, as spendthrift grooming, since it does not care about wavelength usage.
In the following, we first develop algorithms for parsimonious grooming, and then show how they can be combined with Algorithm 1 to guarantee good approximations for halfwavelength instances of grooming with general costs.
A. Parsimonious grooming with half-wavelength demands
We begin with several concepts that play an important role in our algorithms. An instance is called complete if the load (e) is an integral multiple of the wavelength capacity B, for all e ∈ E. Otherwise, the instance is incomplete. In an incomplete instance, a gap is a maximal connected subgraph of G such that none of its edges' loads are integral multiples of B. Augmentation is the process of creating a complete instance from an incomplete one, by adding so-called filler demands.
Our positive results, presented below, are thus far limited to instances for half-wavelength demands. Unlike before, however, in parsimonious grooming the graph topology greatly impacts our ability to find good solutions, and consequently we distinguish several cases for which we develop specialized techniques.
a) Line instances: Given an incomplete grooming instance with half-wavelength demands on a line, it can be augmented to a complete instance by covering each gap with one half-wavelength filler demand.
Lemma 4.1: The augmentation process described above does not change the value of the optimal solution. C short ← the shortest cycle in the demand graph 7: use |C short |−1 light paths to serve the demands in C short 8: remove C short from the demand graph Proof: Consider an optimal parsimonious solution for the incomplete instance, i.e. before it is augmented. For each gap, there must exist a collection of light paths such that the physical routing of these light paths cover the gap exactly and every such light path only carries one demand. Therefore, it is possible to serve a filler demand covering this gap using those existing light paths.
Let G 
) Tree instances:
We augment an incomplete instance on a tree as follows. If a gap is a path, in the graph-theoretic sense, we create one filler demand for the gap; if a gap is a tree we partition it into a collection of paths with properties stated in the following lemma.
Lemma 4.3:
A tree T can be efficiently partitioned into internally disjoint paths, such that no two of these paths have a common endpoint. The number of these paths equals half the number of odd-degree nodes in T .
Proof: We greedily partition the tree into paths by repeatedly choosing a path whose endpoints have degree 1 in T , then removing its edges from T and recursing on the residual graph. Since T is acyclic, this procedure will continue until the graph becomes empty. Note that the endpoints of each path thus created are odd-degree nodes of (the original) T , and every such node is an endpoint of exactly one path.
Let
and D * denote the demand graph and the number of demands of the resulting complete instance, respectively. In contrast to Lemma 4.1, now we do not know whether the above augmentation would increase the value of the optimal parsimonious solution. Instead, we show the following.
Lemma 4.4:
There exists an augmentation that produces an instance with D * demands without affecting the optimal value. Proof: Consider an optimal parsimonious solution for the incomplete instance before it is augmented. For each gap, there must exist a collection of light paths such that the physical routes of these light paths cover the gap exactly and each light path only carries one demand. We create one filler demand Algorithm 4 Parsimonious grooming with half-wavelength demands on a tree 1: if the instance is incomplete then 2: for each gap that is a path do 3:
add a filler demand (v 1 , v 2 ) to the instance 5: for each gap that is a tree do 6: greedily partition the gap into paths, according to Lemma 4.3 7: for each path in the decomposition do 8: {v 1 , v 2 } ← endpoints of the path 9: add a filler demand (v 1 , v 2 ) to the instance 10: while the current demand graph is non-empty do 11: if there exists a 2-cycle C 2 in the demand graph then 12: use one light path to serve the demands in C 2 ; remove C 2 from the demand graph 13: else if for some v, u 1 , u 2 ∈ V there exist demands d 1 = (v, u 1 ) and d 2 = (v, u 2 ) in the demand graph, and u 1 lies on the unique path from v to u 2 in G then 14: create for each such light path. Moreover, if two such filler demands share a common endpoint, then we concatenate them into one. Obviously, augmenting with these filler demands preserves the optimal value. On top of that, it is easy to see that their number equals half the number of odd-degree nodes of the gap. Consequently, the overall augmentation results in a complete instance with exactly D * demands.
Algorithm 4 shows how to obtain a feasible solution for any given instance, whether complete or incomplete. Its correctness is deduced from the following lemma.
Lemma 4.5:
Provided the demand graph is non-empty, at least one of the conditions in lines 13 and 16 of Algorithm 4 is always satisfied.
Proof: For simplicity, we refer to these conditions as Condition A and Condition B, respectively. Suppose that between lines 10 and 11 of the algorithm we add a call to Procedure 1, which constructs a walk w in G. Due to parity, the assignments in lines 4 and 8 of the procedure are always valid. In every iteration, w is extended by concatenating it with the path representing d next . However, for line 14 to be executed, d next must not touch any point common to d curr and 13: return w 14: append to w the unique path from v 2 to v 3 in G 15:
, and must not be entirely contained in d curr . Hence, since G is acyclic, w covers some new ground in every iteration, implying that the procedure eventually terminates and consequently either Condition A or B holds.
Theorem 4.6: The approximation ratio of Algorithm 4 is at most 4.
Proof: By adding filler demands Algorithm 4 produces a complete instance with exactly D * demands. Consider the three cases in the while-loop in Algorithm 4. In case 1 (line 11), two demands are removed and one light path is created. In case 2 (line 13), one demand is removed, another is truncated, and one light path is created. In case 3 (line 16), one demand is removed and two others are truncated, while two light paths are created. Therefore, for each removed demand at most two new light paths are added, so Algorithm 4 yields a solution of at most 2D * light paths. Finally, the augmentation from Lemma 4.4 implies that the optimal value is at least D * 2 , since every light path can serve at most 2 of the D * half-wavelength demands of the resulting augmented instance. This completes our proof.
B. Grooming with general costs
Spendthrift and parsimonious grooming are at opposite extremes in terms of wavelength usage cost. In the following, we utilize both to construct an algorithm for grooming with general costs: (i) treat the instance as an instance of spendthrift grooming and obtain a solution S; (ii) treat the instance as an instance of parsimonious grooming and obtain a solution P ; (iii) compare S and P with respect to their overall cost (endpoint equipment plus wavelength usage) and keep the less expensive one as the final solution.
Given a solution X, let p(X) be first term of (1), i.e. the number of light paths under X, and let w(X) be the second term of (1), i.e. the wavelength usage cost under X. Let O s , O p and O g be the optimal solutions with respect to spendthrift grooming, parsimonious grooming and grooming with general costs, respectively.
To obtain the spendthrift solution S we use Algorithm 1, with the following adjustment: each light path used by the algorithm must follow the shortest physical route in G, with respect to c(e). Clearly, this adjustment is straightforward to implement, but it also ensures that:
Lemma 4.7: For half-wavelength demands, the wavelength usage cost of the solution S, w(S), is at most twice the minimum possible.
Proof:
is the shortest path distance, with respect to c(e), between the endpoints of d. The optimal wavelength usage cost is obviously at least L/2. Furthermore, each light path used by Algorithm 1 serves a demand that is not served by any other light path. Thus, the algorithm's wavelength usage cost is at most L.
Likewise, we need to show that algorithms for parsimonious grooming yield solutions with reasonably low endpoint equipment cost.
Lemma 4.8: Given a line (or tree) instance, the ratio of light path counts under the parsimonious and optimal spendthrift solutions p(P ) p(Os) does not exceed 2 (or 4, respectively). Proof: The proof of Theorem 4.6 shows that, for a tree,
Lemmas 4.7 and 4.8 imply that both solutions S and P , as defined above, have near-optimal overall cost. Nevertheless, by retaining only the less expensive solution we can guarantee a better approximation ratio.
Theorem 4.9: The aforementioned algorithm guarantees approximation ratio at most 1.590 (or 1.812, respectively) for line (or tree) instances of grooming with general costs.
) and, for acyclic topologies,
by Theorem 3.5. For the line case, Lemma 4.8 implies that p(P ) ≤ 2p(O s ). Therefore, the spendthrift solution S has overall cost at most 1.305p(O g ) + 2w(O g ) and the parsimonious solution P has overall cost at most 2p(O g ) + w(O g ). Choosing the best of the two solutions gives
The worst case occurs when the two terms are equal, i.e. when w(O g )/p(O g ) = 0.695. This gives an approximation ratio of (1.305+ 2× 0.695)/(1+ 0.695) ≤ 1.590 for the line topology. Similar analysis yields an approximation ratio of
for the tree topology, which does not exceed (1.305 + 2 × 2.695)/(1 + 2.695) ≤ 1.812.
V. HEURISTICS AND SIMULATIONS
Since grooming is so closely related to buy-at-bulk network design, one might wonder whether heuristics developed for the latter problem would perform well in practice on instances of the former problem. For example, in [6] two heuristics were proposed and shown to produce near-optimal solutions to real-life instances of buy-at-bulk. The main routine in both heuristics is a simple greedy algorithm, which builds the network incrementally, and processes demands one by one. In each step, the algorithm strives to serve the demand under consideration while incurring the least possible marginal cost in the then-current network. Further refinements are achieved by changing the order in which demands are processed, and by iteratively re-routing demands in local-search fashion. One heuristic also used piecewise strongly concave (PSC) functions in place of the original objective function. Thus, both these heuristics of [6] were natural candidates for our experiments.
For light path minimization, we also implemented and tested a new junction heuristic based on Algorithm 2. First, Algorithm 2 is applied to each connected component of the demand graph G d separately; recall here that G d has the same node set V as G. In other words, within each connected component C the heuristic picks a junction node u with maximum t(u), then builds light paths between u and the other nodes of C to serve all demands contained in that component. This approach clearly fares better than the original algorithm when G d is not connected. Moreover, observe that it may be possible to further improve the resulting solution by re-routing all demands between two non-junction nodes through one or more light paths joining these nodes directly. Hence, the heuristic subsequently searches for a pair of non-junction nodes for which such a re-routing would induce maximum savings in terms of light paths. If the maximum possible savings is non-negative, that re-routing is performed and the heuristic iteratively repeats the search, otherwise it stops. Re-routings that do not change the number of light paths are allowed to take place, as a last resort, because they may enable more savings later on. Since each node pair can be picked at most once by this search, the heuristic always terminates in polynomial time.
Last but not least, we derived an integer linear program formulation (ILP) for grooming, by adapting the corresponding natural formulation for buy-at-bulk. Then we invoked a commercially available ILP solver to obtain exact solutions-or, at least, upper and lower bounds thereof-to grooming instances under both objectives. These results permit a more accurate performance evaluation of the aforementioned heuristics.
The instances used in our simulations belong to two categories. Instances A through D were directly derived from real network topologies and traffic data. Their sizes range from 11 nodes and 14 links to 23 nodes and 28 links. Other instances were randomly generated as follows. Start with a m × n grid, with given m, n, then randomly choose the cost of every edge from a uniform distribution. Finally, for each pair of nodes of the grid, create a demand between these nodes with constant probability. Every demand requests a bitrate equal to 1/16 of a wavelength, which is a value commonly encountered in practice. We also experimented briefly with other fractions, such as 1/4 and 1/8.
The experimental results are listed in Tables III and IV , for general cost minimization and light path minimization, respectively. Typically, the running time of the heuristics did not exceed a few minutes. For the largest randomly generated instances, however, the greedy and PSC heuristics required
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings. about 3 hours on an AMD Athlon XP 2400+ processor with 2.0GHz clock. By contrast, the ILP solver (CPLEX v.11) was executed on dual AMD Opteron 252 processors, with 2.6GHz clocks. On every tested instance, the solver was allowed to run for at least 24 hours. If the exact optimal value was not yet computed, the best upper and lower bounds found by the solver were recorded instead. Indeed, this turned out to be the case in all but the smallest instances. As evidenced by the results, for general cost minimization the PSC heuristic usually had an advantage over the greedy heuristic. For light path minimization the junction heuristic was almost always better than the other two. We remark that the random grid instances were much more challenging for the ILP solver than the real-life instances, as the grids had higher average node degrees than the actual network topologies. Notably, the best heuristic solutions for the real-life instances were either close to the optimal solution, or close to the best that the solver could accomplish while running on a faster machine and for longer time.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we studied traffic grooming for optical network design. We described two related optimization objectives, each having its own significance, and proposed simple approximation algorithms for arbitrary traffic demands on arbitrary network topologies. Furthermore, we developed specialized techniques that offer improved approximation guarantees in more restricted settings, such as half-wavelength demands, and established that even those special cases are hard to approximate arbitrarily closely.
Finally, we would like to mention the following approach, which is potentially very useful, but remains unexplored so far. For simplicity, assume that all demands request bitrate b d = B/2
x . Suppose we treat them as half-wavelength demands instead, and invoke the corresponding specialized algorithm. Subsequently, from the resulting solution we create another grooming instance by considering each light path as a halfwavelength demand; then we apply the same algorithm again, and so on. It is easy to see that after x iterations we will arrive at a feasible solution for the original problem instance. The question is, what sort of worst-case performance guarantee can we expect from such a procedure? Moreover, from a practical viewpoint, it would be interesting to know how this approach fares against other heuristics on real-life instances.
