We characterize the existence of the Lebesgue integrable solutions for the truncated problem of moments in several variables on unbounded supports by the existence of maximum entropy -type representing densities and present a new technique to compute them.
Introduction
In this work we consider the problem of moments in the following context. Let T ⊂ R n be a closed subset, where n ∈ N is fixed. Let I ⊂ (Z + ) n be finite such that 0 ∈ I, where Z + = N ∪ {0}. Fix a set g = (g i ) i∈I of real numbers g i with g 0 = 1. The problem under consideration is to establish if there exist (classes of) Lebesgue measurable functions f ≥ 0 a.e. (almost everywhere) on T , such that T | t i | f (t) dt < ∞ and
and find such solutions f . As usual dt = dt 1 . . . dt n and t i = t i 1 1 · · · t in n for any multiindex i = (i 1 , . . . , i n ) ∈ Z n + where t = (t 1 , . . . , t n ). In this case we call f a representing density for g, and g i the moments of f . In general T is unbounded and usually I = {i : |i| ≤ 2k} for k ∈ N, where |i| = i 1 + · · · + i n .
Generally a problem of moments [4] , [26] , called also T -problem of moments [11] when T is given, is concerned with the existence of an arbitrary Borel measure µ ≥ 0 supported on T such that T t i dµ(t) = g i for i ∈ I, in which case one calls µ a representing measure of g. The feasibility of (1) characterizes the dense interior of the convex cone of all data g having representing measures, provided that all t ∈ T are density points and I is a union of intervals [0, i] := {j ∈ Z n + : 0 ≤ j k ≤ i k , 1 ≤ k ≤ n}, see [Theorems 5, 6 , [2] ] (and [Theorem A.1, [16] ], in a slightly different context). For our purpose here we only require that the Lebesgue measure of T be = 0.
By Corollary 6, for each fixed ǫ > 0 we characterize the feasibility of (1) by the existence of a (unique) f * minimizing T f ln f dt + ǫ T t 2k+2 f (t) dt amongst all solutions, which is equivalent to the existence of a (unique) vector λ * = (λ * i ) |i|≤2k maximizing the associated Lagrangian L(λ) = L ǫ (λ) = |i|≤2k g i λ i − T e |i|≤2k λ i t i −ǫ t 2k+2 dt, in which case f * (t) = e |i|≤2k λ * i t i −ǫ t 2k+2 where t = ( n j=1 t 2 j ) 1/2 . The more general formulation of the main result Theorem 4 aims to cover also other cases like T =compact with ǫ = 0 [20] . Corollary 9 suggests a way of finding λ * without computing multiple integrals. Maximizing the Boltzmann-Shannon's entropy H(f ) = − T f ln f dµ on a probability space (T , µ) subject to various restrictions T a i dµ = g i (i ∈ I) is a well-known principle in statistical mechanics and information theory [10] , [15] , [16] , [21] . The maximum of H is attained on the unbiased probability distribution f * on a partial knowledge, of the prescribed average values g i of some random variables [6] , [10] , [15] . Typically f * is obtained by maximizing a function L (the Lagrangian) convex conjugate to −H [7] , [8] , [18] , [22] , [25] , which leads to characterizations (sup/max L < ∞) of the feasibility of the primal problem -in our case (1) . One may consider more general measures µ ≥ 0 or functionals like H(f ) = −tr(f ln f ), tr(ln f ) where f = positive definite matrix for noncommutative moments [Theorems 2,3, [3] ], [5] .
While the case T =compact was known long before [20] , the similar problems with unbounded support T (or unbounded moments a i ) are usually difficult, still studied in recent years [6] , [9] , [16] , [18] , [19] . If T is unbounded, Corollary 6 cannot be improved to ǫ = 0: there are examples of realizable, but degenerate data g such that the constrained H-maximization fails for (T , µ) = (R n , dt) [18] . For H(f ) = − T f ln f dt, the maximization of L(λ) (= L 0 (λ) ∈ [−∞, ∞)) always holds, at a unique point λ * -using for instance [Corollary 2.6, [7] ], see also [16] , [18] . It follows, by means of Fatou's lemma, for I = {i : |i| ≤ 2k}, that |t i |e |j|≤2k λ * j t j ∈ L 1 (T, dt) for all |i| ≤ 2k, T t i e |j|≤2k λ * j t j dt = g i (|i| < 2k) but the equality may fail for |i| = 2k. Namely the dual attainment sup L = max L does hold, but primal attainment sup f ∈(1) H(f ) = max f ∈(1) H(f ) is also a difficult topic if a i (t) (for instance t i ) are not in the dual of L 1 (T ). For these well-known facts, see [16] , [18] . Originated in works by Stieltjes, Hausdorff, Hamburger and Riesz, the area of moments problems saw extensive development in many directions that we do not attempt to cover. There are also other approaches to the multivariate moments problems, by operator theoretic or convexity methods [12] , [13] , [14] , [24] , [27] , [28] , we mention a truncated version of Riesz-Haviland's theorem [11] , see also [17] , [23] for other results, related to sums-of-squares representations of positive polynomials or polynomial optimization theory. These interesting topics are beyond the goal of this paper, that is focused on the H / L -maximization.
I express my thanks to professor Marian Fabian for drawing the results of the Fenchel duality theory to my attention. Also, I am indebted to professor Mihai Putinar for several interesting suggestions and relevant references.
Main results
Fix T , I and g as stated in the Introduction. For any measurable space T endowed with a σ-finite measure µ ≥ 0 and 1 ≤ p ≤ ∞, the notations
) have the usual meaning. We repeat below an argument from [Theorem 2.9, [7] ], adapted to our case.
Lemma 1 (see [7] ) Let µ ≥ 0 be a finite measure on T . Let x ∈ L 1 + (µ) \ {0}, and a i ∈ L 1 (µ) (i ∈ I) be a finite set of functions such that T |a i |xdµ < ∞ for all i and (a i ) i are linearly independent on any subset of positive measure. Then there is a sequence
Proof. Set z k = min(x, k) for k ≥ 1. Using {x > 0} = ∪ l≥1 {x ≥ 1/l}, we find a δ ∈ (0, 1) and T * ⊂ T with µ(T * ) > 0 such that x(t) ≥ δ a.e. on T * . The linear map A : L ∞ (T * ) → R N (N = card I), Ay = ( T * a i y dµ) i is surjective for otherwise there is a (λ i ) i = 0 orthogonal to its range, such that i λ i T * a i y dµ = 0 ∀ y, whence i λ i a i = 0 a.e. on T * that is impossible. Since A has closed range, there is a c such that
Fenchel duality deals with minimizing convex functions ϕ : X → (−∞, ∞ ] over convex subsets of locally convex spaces X in connection with the dual problem of maximizing −ϕ * where ϕ * is the convex conjugate of ϕ, called also its Legendre-Fenchel transform [7] , [25] , [22] , [8] , [18] ; ϕ must be proper (ϕ ≡ ∞). Letting the effective domain of ϕ be dom ϕ = {x ∈ X : ϕ(x) < ∞}, ϕ * is defined on the dual of X by ϕ * (x * ) = sup{ x, x * −ϕ(x) : x ∈ dom ϕ}. Typically, inf ϕ = sup(−ϕ * ). Briefly speaking, one sets ϕ(x) = −H(x) if x ≥ 0 satisfies the equations of moments, and ϕ(x) = +∞ outside the set of solutions. Then ϕ is convex conjugate to ϕ Theorem 2 [Corollary 2.6, [7] ] Let T be a space with finite measure µ ≥ 0, 1 ≤ p ≤ ∞ and a i ∈ L q (µ), g i ∈ R for i ∈ I (= finite) where
are equal, −∞ ≤ P = D < ∞ and the maximum D is attained.
Remarks 3 (a) Let φ be defined by φ(x) = x ln x for x > 0, φ(0) = 0 and φ(x) = +∞ for x < 0. Then φ is proper, convex, lower semicontinuous, bounded from below, with effective domain [0, ∞) and its convex conjugate is φ * (y) = e y−1 for all y ∈ R; use to this aim that φ * (y) = sup x≥0 (xy −x ln x). (b) For the integrand φ defined at (a) and (λ i ) i∈I = 0, the constant function (φ
. Thus for any data a i , g i verifying the hypotheses of Theorem 2, we obtain that
In Theorem 4 the choice of the norm on R n is unimportant. We call a function a on T independent of (t i ) i∈I\{0} if there are no subsets Z ⊂ T of positive measure and constants (c i ) i∈I\{0} such that a = i∈I\{0} c i t i on Z.
Theorem 4 Let T ⊂ R n be closed, I ⊂ Z n + finite, 0 ∈ I and g = (g i ) i∈I a set of numbers with g 0 = 1. Set m = max i∈I |i|. Let a, ρ be measurable functions on T , 0 < a, ρ < ∞ a.e., such that T e t m +1 α a(t) ρ(t) dt < ∞ for all α > 0 and a is independent of (t i ) i∈I\{0} . The statements (a), (b), (c) are equivalent:
is bounded from above and attains its supremum in a point λ * = (λ * i ) i∈I .
In this case f * and λ * are uniquely determined, −H(f * ) = L(λ * ) and
in particular H ≡ −∞ on the set of all solutions of (2), and
Proof. Let a i (t) = t i /a(t) for i ∈ I and t ∈ T . The condition on ρ and a shows that the measure µ := ρ dt on T is finite and, by means of the inequalities:
and i∈I
, that for every
By writing se s/α ≤ e βs/α for large β (≥ α/e + 1) and s := ( t m + 1)/a(t),
Then for every λ = (λ i ) i∈I , by the inequalities (3) again,
Hence T a i (t)e i∈I λ i a i (t)−1 dµ(t) < ∞, in particular a i ∈ L 1 (T, µ) for i ∈ I. Any of the statements (a) -(c) implies that the Lebesgue measure of T is strictly positive (finite or not), due to the condition g 0 = 1. Then for every
(a) ⇒ (c). Suppose that problem (2) has a solution f . The function x := af /ρ then satisfies T |a i |xdµ < ∞ and T a i xdµ = g i for i ∈ I. By the original version [Theorem 2.9, [7] ] of Lemma 1 (if
For suchx, the function φ •x =x lnx belongs to L ∞ (T ), and hence, to L 1 (T, µ). Then we can use Theorem 2 for φ(x) = x ln x and p = ∞, see Remark 3, (a).
and D := sup L. Then −∞ < P = D < ∞ with attainment in the dual problem, see Remark 3, (b) . Therefore, L(λ) = i∈I g i λ i − T e i∈I λ i a i (t)−1 dµ(t) is bounded from above on R N and its supremum D is attained.
As expected, we will derivate under the integral to show that x * (t) := e i∈I λ * i a i (t)−1 satisfies (7) and moreover maximizes H µ (x) := − T x ln x dµ amongst all solutions from L 1 + (T, µ). Firstly, by (4), T x * (t)dµ(t) = g(λ * ). By (3) and (6),
Fix j ∈ I, let ϕ(t) = ± a j (t) and set v = (v i ) i∈I where v i = ±δ i j = Kronecker's symbol (the signs agree). For any ε > 0, set λ ε = λ * + εv, namely λ ε = (λ εi ) i∈I where λ εj = λ * j ± ε and λ εi = λ *
and x * e εϕ = e i∈I λ * i a i −1+ε(±a j ) = e i∈I λ εi a i −1 . Then by (4) and (8),
By the estimates (3), we may let y = ϕ(t) and z = ( t m + 1)/a(t) in the inequality: e −z 1−e εy ε ≥ −|y| where z > 0, y is real, |y| ≤ z and ε < 1. Hence
The right hand side is in L 1 (T, µ) by the estimates: |ϕ(t)| ≤ ( t m + 1)/a(t), x * (t) ≤ e c( t m +1)/a(t) for a constant c = c(λ * ), and (5). Then we may apply Fatou's lemma for a sequence ε = ε k → 0 to obtain, by (9) and (10) , that
Hence T a j x * dµ = g j . Since j was arbitrary in I, x * is a solution of (7). The function f * := ρx * /a is then a solution of (2) . By (4) and (6),
Hence there are solutions f of (2) such that H(f ) > −∞. By the correspondence f ↔ x = af /ρ, the fact that f * maximizes the functional H given at (b) is equivalent to saying that T x * ln x * dµ ≤ T x ln x dµ for all the solutions x ∈ L 1 + (T, µ) of the problem (7). By Lemma 1 and Remark 3, (c) it suffices to show that (7). This holds by
The conclusion P = D of Theorem 2 provides −H(f * ) = L(λ * ). The uniqueness of λ * and f * (or, equivalently, x * ) follow from the strict convexity of −L, resp. −H µ and the fact that T is not negligible, whence p| T = 0 a.e. ⇒ p = 0 for any polynomial p = i∈I λ i X i (the zeroes sets of nonconstant polynomials are algebraic varieties, and so have null Lebesgue measure). ✷ Proposition 5 develops an idea from L.R. Mead and N. Papanicolaou [21] .
Proposition 5 Let T , I, g and ρ, a satisfy the hypotheses of Theorem 4. Suppose also that a = i∈I c i X i and i∈I c i g i > 0. If sup L ρ,a,g < ∞, then there is a λ * on which the supremum is attained, sup L ρ,a,g = L ρ,a,g (λ * ).
Proof. Since a is independent of (t i ) i∈I\{0} , c 0 = 0. Set c i0 = c i , c ij = δ ij (i ∈ I, j ∈ I \ {0}). A change of variables λ →λ: λ i = j∈I c ijλj gives L(λ) =L(λ) := j∈Ig jλj − T e j∈Iλ jãj −1 ρ dt whereg j = i∈I c ij g i and a j = τ j /a for τ j (t) = i∈I c ij t i . Then supL = sup L. It suffices to prove the attainment forL. Denoteλ,ã j ,g,L by λ, a j , g, L, respectively. Now a 0 ≡ 1, g 0 > 0 and (τ i ) i∈I are linearly independent on any subset of positive measure.
+ g ) where λ ′ = i∈I\{0} |λ ′ i |, g = max i∈I |g i | and c is a constant. Then for every sequence λ
There is no λ ′ = 0 such that p λ ′ (t) := i∈I\{0} λ i (τ i (t)/a(t) − g i ) ≤ 0 a.e. on T , for otherwise on the set Z : p λ ′ (t) = 0 we have a(t) i∈I\{0} λ i g i = i∈I\{0} λ i τ i (t); if i∈I\{0} λ i g i = 0, we get µ(Z) = 0 due to λ ′ = 0; if i∈I\{0} λ i g i = 0, we get again µ(Z) = 0 since a is independent of (τ i ) i∈I\{0} (= (t i ) i∈I\{0} ). Then on T \ Z, p λ ′ (t) < 0, e rp λ ′ (t) ≤ 1 (r ≥ 0) and by Lebesgue's theorem, for r k → ∞, f (r k λ ′ ) = T e r k p λ ′ (t) dµ(t) → 0 which is impossible since inf f > 0. Then for any λ ′ = 0 there are a δ = δ λ ′ > 0 and measurable
There is a compact K ⊂ R N −1 with inf f = inf K f , for otherwise we could find a sequence of unit vectors λ ′ k , and r k → ∞ such that lim k→∞ f (r k λ ′ k ) = inf f ; we can also assume there is a unit vector λ ′ such that λ
Since inf f is attained on K, sup L will be attained. ✷
The main outcome of Theorem 4 and Proposition 5 is the Corollary 6 from below, that for small ǫ is an approximate entropy maximization result.
Corollary 6 Let T ⊂ R
n be a closed subset. Let I ⊂ Z n + be finite with 0 ∈ I. Fix k ∈ Z + such that max i∈I |i| < 2k + 2. Let (g i ) i∈I be a set of numbers with g 0 = 1. Fix also an arbitrary constant ǫ > 0. The following statements (a), (b), (c) are equivalent:
(b) There exists a particular solution f * of (11) maximizing the functional
In this case: sup L is attained in a point λ * = (λ * i ) i∈I , both f * and λ * are uniquely determined, −H(f * ) = L(λ * ) and f * (t) = e i∈I λ * i t i −ǫ t 2k+2 , in particular
Proof. Use Theorem 4 for a(t) ≡ 1 and ρ(t) = e −ǫ t 2k+2 (t ∈ T ), which provides a Lagrangian L ρ,a,g and point λ * ρ,a,g related to the present ones L, λ
By Theorem 4 one can also cover other cases, like the case T = compact, ǫ = 0 [20] , see also [1] (setting a(t), ρ(t) ≡ 1 on T ) or, to some extent, [Theorem 8, [9] ] setting a(t) = (
; we omit the details. Another application is Corollary 7. As mentioned in G. Blekherman and J.B. Lasserre [9] where a characterization of the feasibility of (1) was obtained, avoiding the entropy maximization but also in Lagrangian terms, in principle one could numerically maximize such L's to obtain λ * .
Corollary 7 Let T ⊂ R n be closed, k ∈ Z + , I = {i ∈ Z n + : |i| ≤ 2k} and (g i ) |i|≤2k a set of reals with g 0 = 1. The statements (a), (b) are equivalent:
e − t 2 −1 dt is bounded from above. In this case, L attains its maximum in a point λ * = (λ * i ) |i|≤2k and
Proof. Use Theorem 4 and Proposition 5 for a = t 2k + 1,
n (use R n e pg dt < ∞ and polar coordinates). Let G be the set of all such g, with the property |i|=2k λ * i t i < 0 for t = 0. Then (see [18] ) G is dense and open in the set of all g having representing densities, consists of data g for which λ * does provide a representing density f * = e pg of g maximizing H = − f ln f dt, and the map G ∋ g → λ * g is C ∞ -diffeomorphic. Let n, k = 2, whence card {i : |i| ≤ 2k} = 15. Let x = (x i ) i∈Z 2 + , |i|≤4 denote the variable in R 15 . Let G 0 = {g ∈ G : det Aλ * = 0} where A = Ax is the matrix in (17) . Then G 0 is dense and open in G. Given g ∈ G, we may set g j := t j e pg(t) dt for |j| ≥ 5.
where δ ij 0 is Kronecker's symbol. The summation conditions in the brackets from above may be omitted, since the terms outside the respective ranges vanish formally due to either ι 1,2 = 0, or a j , b j , x κ = 0 whenever j, κ ≥ 0.
Once we have such u, v, π is determined from L = t j 0 − π by gathering all terms of degree ≤ l in −L. We solve (12) in the Appendix, that provides also an algorithm for computing c j 0 i , r ji via the formulas (17) - (20) 
15 . The system of ordinary differential equations 
. Write x(s) = (x ι (s)) |ι|≤4 . Then p g(s) (t) = |ι|≤4 x ι (s)t ι . The H-maximization holds and e p g(s) is a representing density for g(s),
Denote by g(s) j for |j| ≥ 5 the moments of higher order of e p g(s) , namely g(s) j := t j e p g(s) (t) dt (|j| ≥ 5). Since the map G ∋g → λ * g is diffeomorphic, x( · ) is smooth and we may apply d/ds to the equalities (14) , whence
Then we obtain the differential equations (13) (s) = g − g 0 are moments that can be computed inductively by linear recurrences g(s) j 0 = |i|≤l c j 0 i (x(s))g(s) i (|j 0 | = l + 1) using c joi , see (19) , (20); the explicit formulas of r ji are not needed to this aim. Moreover, for each l the calculations of g j 0 (|j 0 | = l + 1) are independent of each other. We may consider any g 0 ∈ G 0 , for instance the set of moments up to the 4th order of e −t 4 1 −t 4
2 . Also fast inversion algorithms exist for such Hankel matrices Γ. Then for problems of reasonable size one can use numerical methods for systems of ordinary differential equations to obtain λ * g (= x(1)). Appendix. The functions r j i We give an algorithm to recurrently compute r ji , c ji , in particular solve (12) to finish the proof of Proposition 8. Set
where the (redundant) condition j 2 ≤ i 2 follows from j ≤ i, that comes from ι ≥ e 1,2 . For every i = (l + 1 − k, k) with 0 ≤ k ≤ l + 1, we have the equivalence (j ≥ 0, |j| = l − 2, j 2 ≤ i 2 ) ⇔ j = (l − 2 − p, p) for 0 ≤ p ≤ k and hence the l + 1 equations in (12) become now, respectively,
If l ≥ 5, let α 0 , . . . , α l−5 = 0 and define β 0 , . . . , β l−5 inductively by 4x 40
where ∅ := 0. Note that x 40 < 0 since g ∈ G. This fulfills (15) for 0 ≤ k ≤ l − 5. The last 6 equations in (12) (l − 4 ≤ k ≤ l + 1 in (15)) provide, as we will see, α k , β k (l − 4 ≤ k ≤ l − 2). If l = 4, skip this step and go directly to the linear 6 × 6 system (which in this case will be (17) for y, z, w = 0). In any case, we let now i = (l + 1 − k, k) for 0 ≤ k ≤ l + 1 in (12) . We have i + e 1 − ι = (l + 2 − k − ι 1 , k − ι 2 ) and i + e 2 − ι = (l + 1 − k − ι 1 , k − ι 2 + 1).
The last 6 equations in (12) become
Write equation (16) for k = l − 4. It is then easy to write the next equations: we copy the 1st one, increasing each time by 1 the indices k of β k , α k , δ k . The brackets ( ) below will border quantities that are already known in terms of β 0 , . . . , β l−5 . The markers ⌊ ⌉ border sums of terms that are null due to the conditions
4x 40 β l−4 + (3x 31 β l−5 + 2x 22 β l−6 + 1x
Set y = −3x 31 β l−5 −2x 22 β l−6 −x 13 β l−7 , z = −2x 22 β l−5 −x 13 β l−6 and w = −x 13 β l−5 . We easily read from above that α k , β k for k = l − 4, l − 3, l − 2 are given by For any i ≥ 0 with |i| ≤ l, the coefficient of t i in the sum Σ K 2 from above is (j, ι)∈K 2 (i) a j ι 2 x ι where K 2 (i) = {(j, ι) ∈ K 2 : j + ι − e 2 = i}. The map K 2 (i) ∋ (j, ι) → i − j is bijective onto I i := {κ ≥ 0 : κ ≤ i, |κ| = |i| + 2 − l}. Then we may use it to change the summation index by κ = i − j and get the coefficient of t i in Σ K 2 as κ∈I i (κ 2 + 1)a i−κ x κ+e 2 . Similarly, the coefficient of 
Successive compositions of the mapping (g i ) |i|≤l → ((g j 0 ) |j 0 |=l+1 , (g i ) |i|≤l ) = (g i ) |i|≤l+1 given by (19) for l = 4, 5, . . . provide us with some uniquely determined functions r ji (x) such that
Thus (17) - (20) provide c ji , r ji . Since det Ax = 0 and x 40 = |i|=4 x i t i | t=e 1 < 0, the denominators of the rational functions r ji do not vanish at x = λ * . ✷ It would be interesting to generalize Proposition 8 and Corollary 9 to arbitrary n and k, for a class of simple domains T including R n , [0, ∞) n and get rid of assumptions like g ∈ G 0 / G, for Lagrangians L ǫ with ǫ > 0. Also, numerical tests of systems like (13) should be done. We hope to obtain more applications of the present results in future work.
