The Finite Element Method has been successfully applied to a variety of problems in engineering, medicine, biology, and physics. However, this method can be computationally intensive, particularly for problems in which an unstructured mesh of elements is generated. In such situations, the Algebraic Multigrid (AMG) can prove to be a robust method for solving the discretized linear systems that emerge from the problem. Unfortunately, AMG requires a large amount of storage (thus causing swapping on most sequential machines), and typically converges slowly. We show that distributing the algorithm across a cluster of workstations can help alleviate these problems. The distributed algorithm is run on a number of Geomechanics problems that are solved using nite elements. The results show that distributed processing is extremely useful in maintaining the performance of the AMG algorithm with increasing problem size, particularly by reducing the amount of disk swapping required.
Introduction
The nite element method (FEM) was originally developed in the 1960's to solve structural problems in aircraft design 1]. Since then, the method has been heavily researched and applied to a variety of di erent elds, including engineering, medicine, biology, and physics. FEM is a very practical tool for solving partial di erential equations in that it deals well with irregular problem domains and boundary conditions. However, this method can be computationally intensive, particularly for three dimensional problems.
The rst step of the nite element method is the discretization of the problem domain. Fig. 1 illustrates an elasticity problem in which a cavity in a continuous material is subjected to external forces. The problem is then discretized into a set of simple geometrical elements and appropriate boundary conditions are applied to the discretized problem (see Fig. 2 ). Each of the elements used to discretize the problem domain is a simple geometrical shape. These elements serve to model small nite pieces of the problem, hence the name nite element. The true power of the nite element method lies in the use of nodal interactions to represent the transmission of internal element forces between adjacent elements. Fig. 3 is a closeup of a single element from the cavity problem above. The arrows at each of the nodes represent the forces and displacements in the x and y directions for each node. Since the node is allowed to displace in both the x and y direction, this node is said to have 2 local degrees of freedom. For a 3D elasticity problem, nodes tend to have 3 local degrees of freedom. There are several di erent variations of the nite element method. In this particular variation, displacements within the element away from the nodes are interpolated using a set of shape functions. Shape functions are simple functions, such as low order polynomials, that represent the solution of the governing equation across the element. These shape functions handle the interactions between the nodes within the elements as the solution at any point within the element can be approximated with the following relationship:
u(x; y) = In (1), the approximate solution u at the point (x; y) is the sum of the shape function values N i (x; y) multiplied by the solution at nodes u i . This approximation can be applied to the governing partial di erential equations and the solution at the nodal points computed.
The end result of the nite element discretization process is a linear system representing the original set of partial di erential equations and boundary conditions. Au = b : (2) The values of the approximate solution at the nodes are represented in this system as the variables in the solution vector u. A is called the sti ness matrix and its coe cients represent the in uence of each element on the nodes. Finally, b is the load vector and it contains the forces assumed acting on the individual nodes.
Boundary conditions are treated algebraically within the sti ness matrix. Dirichlet boundary conditions are the most common type of boundary condition found in elasticity. This type of boundary condition can either specify a nodal displacement (u i = u 0 ) or a constrained node (u i = 0). In the sti ness matrix, Dirichlet boundary conditions are accommodated through the use of the sti spring method 2]. Assuming that u i is set to some value u 0 , the following changes would be made to the linear system:
A ii A ii + K; (3) b i b i + (A ii + K)u 0 ; (4) where K is a real constant with a magnitude several orders greater than any of the other matrix coe cients. In the sti ness matrices arising from the research, K = 1:0 10 20 .
Multigrid Methods
Multigrid (MG) methods are a class of fast iterative numerical methods for solving the linear systems such as (2) that arise from partial di erential equations. Multigrid methods work on the principle of accelerating convergence of stationary iterative methods through the use of a set of small systems called coarse levels derived from the original system. These coarse levels supplement the local solution information in the stationary solver with global solution information. MG methods are split into two classes: geometric and algebraic. 
Geometric Multigrid
Geometric methods are currently very popular due to their e ciency. Geometric MG creates its coarse levels through manipulation of resolution of the mesh that describes the problem domain. A coarse level is generated by taking the mesh at the current level and reducing the resolution. The new coarse mesh is then assembled into its corresponding sti ness matrix. Figure 4 illustrates these coarse meshes and the corresponding coarse levels. Geometric MG often uses matrix-less techniques and generates the local solution information directly from the mesh instead of using a matrix derived from the mesh. This allows for the solution of extremely large problems on machines with limited memories.
The primary disadvantage of the geometric methods is their limited usefulness in tough real problems. First, geometric methods do not deal well with unstructured meshes. The varying element sizes and unordered node numbers in such cases require extensive book-keeping and often result in ine cient coarse levels and poor performance. This problem can be circumvented by closely coupling the multigrid method with the mesh generation and nite element analysis software 3, 4] . Second, geometric MG has problems with discontinuous material properties which limit the degree of coarsening in the mesh. This problem is handled in the same way as the unstructured meshes concern. 
Algebraic Multigrid
Algebraic multigrid (AMG) methods achieved notable popularity in the mid 1980s, but have since fallen into disuse. Algebraic multigrid methods generate their coarse levels directly from the sti ness matrix using a variety of methods to determine the nodal connectivity from the matrix coe cients. The most notable drawback and perhaps the main reason for their declined use is the required storage of the sti ness matrix and coarse levels. In addition, AMG su ers from relatively slow convergence in comparison to geometric MG and conjugate gradient (CG) methods. Finally, AMG requires a substantial amount of setup time in the generation of the coarse levels, which can represent as much as 80% of the total algorithm runtime 5].
The redeeming factor inherent to the AMG methods and which serves to o set its drawbacks is its robustness. Unlike the geometric MG methods, AMG works well with unstructured meshes and discontinuous coe cients 6]. Since AMG simply accelerates stationary iterative methods, the AMG is well-suited to multiple similar right hand sides where b . Also, ill-conditioning does not a ect AMG as greatly as it does the conjugate gradient methods due to the di erence between their operating principles. Finally, AMG works only with the sti ness matrix and does not require any information from the nite element mesh. This property is attractive to users of commercial software where detailed mesh information is di cult or impossible to export to external software and allows AMG to be used with existing commercial software packages without extensive modi cation.
The rest of the paper is organized as follows: Section 2 presents a description of the version of AMG used in this research. Section 3 presents a discussion of how AMG was implemented in the distributed environment of a cluster of workstations. Section 4 presents the results of running the distributed code on a number of problems solved using nite elements, and Section 5 concludes the paper.
The beginnings of the algebraic multigrid (AMG) methods can be traced back to the 1960s 7]. The original algorithms used relaxation techniques to solve the nite di erence problems arising from the discretization of elliptical partial di erential equations. In the original work, the coarse grids were generated without obtaining information from the discretized system. In the 1980's, work on problems involving strongly discontinuous coe cients led to changes in the algorithms that tightly coupled the coarse grid generation with the original problem. The modern version of the algorithm was presented by Brandt, McCormick, and R uge 8] in 1984. However, research interest shifted to geometric multigrid methods and most recent work in AMG has been in the area of improving convergence through better methods of generating coarse levels.
Until recently, AMG su ered from poor convergence rates. This problem arises from the method used to generate the coarse levels in the problem. The original premise behind the coarsening process outlined in 9] was to emulate the behavior of the geometric multigrid coarsening process. Unfortunately, this type of approach is di cult to implement optimally when the only source of information regarding the problem geometry is the resulting sti ness matrix. Recently, P. Van ek J. Mandel, and M. Brezina 10, 11] have taken a di erent approach to the generation of coarse levels through a method called smoothed aggregation. This method was selected for this research due to its improved convergence rate.
The AMG method works through the acceleration of stationary iterative solvers such as Jacobi, GaussSeidel, and SOR. A property inherent to iterative methods of this type is smoothing of the residual. During each iteration, the stationary iterative method reduces the high frequency components of the vector. The AMG method accelerates convergence by reducing the low frequency components of the residual using the coarse level correction.
Basic Algorithm
Given the linear system of the form Au = b , AMG rst constructs the set of coarse levels along with a set of interpolation operators used to transfer solution information from level to level. This process is described in detail in Section 3.2.
The coarse levels are related hierarchically via the relationship described in (5). A 1 is the original matrix and corresponds to the nest level, l = 1. A L is the coarsest level at l = L. Each coarse level matrix is smaller than the preceding level, with n l > n l+1 where n l is the size of the matrix at level l.
A l+1 = P T l A l P l
P l is the interpolation operator derived from A l during the setup phase. P l is an n l n l+1 transformation matrix which either restricts or interpolates depending on its application. When applied as P T , the operator restricts a vector from length n l to n l+1 . Inversely, the operator interpolates an n l+1 length vector to an n l length vector when applied as P.
The AMG algorithm is incorporated into the operation of the stationary iterative solver. Stationary iterative solvers can be written in the form: The smoother S(A l ; u l ; b l ) generally consists of a combination of iterations by stationary iterative solvers of the form u Mu + Nb. Examples of smoothers include Gauss-Seidel iteration, SOR iteration, damped Jacobi iteration, and semi-iterative solvers. The choice of solver used in the smoother depends on the type of problem being solved.
The AMG algorithm can be derived from Algorithm 1 by applying the appropriate hierarchical notation for the coarse levels and the appropriate call to the coarse level correction algorithm. Algorithm 3 outlines the AMG algorithm. The coarse level correction algorithm replaces the application the stationary iterative solver in Algorithm 1.
Generation of the Coarse Levels
Coarse levels can be derived from the sti ness matrix in several di erent ways. This research uses the smoothed aggregation approach due to its attractive computational complexity 11]. The concept behind this approach is to create a disjoint covering of the set of nodes, de ne a tentative piecewise constant interpolation operator from the covering, and then smooth the tentative operator to obtain the nal interpolation operator.
For small to medium problems, the smoothed aggregation process usually only generates a single coarse 
Creation of the Disjoint Covering
The purpose behind this step is to take the set of nodes and decompose it into mutually disjoint subsets. These subsets consist of aggregates of nodes which are considered to be strongly coupled. The strength of the connectivity between nodes is determined algebraically from the relative magnitude of the coe cients in the sti ness matrix. Algorithm 4 describes the creation of the disjoint covering of the sti ness matrix A l at the l coarse level where A l is an n l n l matrix. A detailed explanation of the steps follows the presentation of the algorithm below. Since the problem being solved is a vector eld problem, the matrix A is divided into blocks
where df(k) denotes the list of degrees of freedom associated with node k. The connectivity between nodes is gauged by comparing the norm of the o -diagonal blocks with the norms of the corresponding diagonal blocks. The norm k k used in this research was the matrix in nity norm. is a coarsening parameter that preserves the rate of coarsening on the coarser levels. Since the coarse levels consist of element aggregates, the magnitude of the coe cients on the coarse levels is much greater than on the nest level. The used for this research was determined via experimentation and was computed using = ? 1 2 l+2 : With the tightly coupled neighborhoods now de ned, the initial covering C l k is selected from the neighborhoods N i l . As each C l k is de ned, the nodes within it are removed from R. Once all the possible neighborhoods have been mapped into the disjoint covering, the next step is to attempt to map the remaining nodes in R to one of the covering sets C l k that the node is strongly connected to. This strong connection is de ned as the intersection between that node's neighborhood N l i and the existing covering sets C l k . A nonempty intersection denotes strong coupling and the node is then mapped into that covering set and removed from R. Any remaining nodes in R after the previous two steps are then combined into aggregates of subsets of the neighborhood N l i . Each node left in R de nes a covering as the intersection of its neighborhood and R. This creates n l+1 mutually disjoint subsets C l k , k = 1; 2; : : :; n l+1 , from the set of neighborhoods N l i , i = 1; 2; : : :; n l , containing strongly coupled nodes. These subsets form a disjoint covering of the free nodes on level l. The covering subsets are equivalent geometrically to a set of macro-elements (see Fig. 5 ) consisting of aggregated elements.
Creation of the Interpolation Operator
Using the disjoint covering C l k , k = 1; 2; : : :; n l+1 , the tentative interpolation operatorP l is de ned from the nodes in the covering. In the case of scalar eld problems, the identity matrix (I) and zero matrix (0) in (9) are replaced with their scalar equivalents.
(P l ) ij = I if i C l j 0 otherwise (9) (10) de nes the nal interpolation operator P l derived from the Jacobi smoothing of the tentative operator. The parameter ! in (10) was assumed to be The smoothing is applied to the tentative interpolation operator as a method of reducing the energy of the coarse basis functions. Since the e ectiveness of this coarsening process relies on the assumption that the energy of the coarse basis functions is small and bounded, this step serves to reinforce that assumption. Details on the convergence properties of AMG using this type of interpolation operator are described in greater detail in 11] and 10].
Poorly Scaled Meshes
During the testing of the AMG algorithm on ill-conditioned matrices, the coarse level generation algorithm often produced extremely poor levels. During iteration, these levels produced large errors in the coarse level corrections, resulting in very slow convergence or even divergence. Further investigation revealed that the di culty was arising from the wide range of entry magnitudes within the matrices. The meshes used to generate the matrices for these example problems contained elements with very large aspect ratios (+10). The aspect ratio of the element is the ratio of its dimensions. Regular elements, such as squares and cubes, have aspects ratios of 1 as all of their dimensions are equal. These large aspect ratios manifested themselves by biasing the magnitudes of the sti ness matrix coe cients. Since the coarse level generation depends solely on the relative magnitudes of the coe cients to determine if nodes are tightly coupled, the biased coe cients created an arti cial decoupling of the nodes.
The solution to this problem is to apply a diagonal preconditioner (D) to the linear system to eliminate the scaling di culties prior to the construction of the coarse levels. This modi cation is illustrated below in Algorithm 5, which represents the nal AMG algorithm used in the research. + N l b ; (11) where M l and N l are derived from A l via matrix splitting. 
is the over-relaxation parameter and is used to accelerate convergence.
Smoothing
Within the AMG algorithm, the smoother serves two slightly di erent roles. The rst is at the nest level where the smoother serves two main purposes: reduce the residual and clean up the solution after the addition of the coarse level correction. On the coarser levels, the primary goal of the smoother is to smooth the residual vectors used to compute the coarse grid correction. Selection of the appropriate solvers is dictated by those goals. The smoother used in this research is an extension of the smoother used by Van ek, Mandel, and Brezina in their AMG work 11]. For the pre-smoothing, their smoother consisted of one forward iteration of point Gauss-Seidel followed by an iteration of backward point SOR. The post-smoothing consisted of a forward iteration of point SOR followed by an iteration of backward point Gauss-Seidel.
The primary modi cation was to change the point solvers to block solvers. Since the problems being solved involve vector elds, the freedoms at each node are represented by two or more linear equations. These equations are tightly coupled with large o -diagonal coe cients within the block caused by their derivation from the governing equations. In contrast, the coe cients connecting these blocks are much smaller. In point solvers, each equation is relaxed successively regardless of its coupling with other equations in the block. This can result in large spurious perturbations in the other equations within the block during relaxation. The end result is the introduction of a large amount of error in the solution. Block solvers, on the other hand, relax all of the equations within the block simultaneously. This prevents the spurious perturbations.
The second modi cation was to modify the number of iterations performed by the smoother at each level.
At each level l, the number of iterations for the iterative solvers within the smoother is L ? l + 1. Thus, the smoother performs more iterations at the nest level and fewer at the coarser level. The reasoning behind this modi cation was to have the smoother perform the most work at the levels where it would produce the greatest e ect. In practice, this assumption generated better convergence and faster runtimes.
The resulting smoother S(A l ; u l ; b l ) is the same for both pre-and post-smoothing and consists of L?l+1
iterations of forward block SOR followed by L ? l + 1 iterations of forward block Gauss-Seidel. The value of 1.85 for the over-relaxation parameter ! was determined via experimentation. 
Distributed processing is of particular interest to companies with existing local area networks (LANs) who wish to extend the useful life of their current systems. Often, the workstations in the LAN are run as separate computers during the day by engineers and technicians working on small individual problems. During evenings and weekends, the LAN is used as a large distributed memory virtual computer for large computational problems using message passing software. Economically, the distributed processing paradigm is very attractive. Addition of more processors is as simple as adding more workstations to the network, thus making the virtual machine scalable. Distributed processing can provide two di erent bene ts. First, distributed processing can be used to run very large problems through the sharing of system resources, such as core memory and disk space. This type of application allows for the solution of problems too large to t onto a single system. Second, a problem can use distributed processing to achieve better runtimes through the exploitation of parallelism within the algorithm. However, one has to be concerned about the high cost of communication in a typical LAN environment. Table 2 summarizes the hardware assumed for this research. The primary performance limitation of such an environment is the limited memory available on a single workstation which causes the workstation to perform large amounts of disk swapping for problems too large to t into the core memory. Hence, the goal of distributed processing for this research is to decrease the runtime by eliminating the disk swapping. Due to the large amount of processing power inherent to each processor in a distributed environment, the distributed computing paradigm is extremely exible in the types of problems it can handle. The primary drawback to the use of distributed computing is the slow communication time between workstations. In a real parallel computer, the processors are connected via high-speed dedicated links. On a distributed computer, however, the processors are linked via a network connection, such as Ethernet. The data transmission rate is much slower for this type of connection. Also, message passing between workstations often has to compete with normal network tra c, such as Email, ftp telnet, X Windows, network le system (NFS), etc. However, developments in networking technology are improving the bandwidth available to LANs. Ethernet technology is nearly a decade old and its bandwidth of 10 Mbit/s is quite low as compared with new technology, such as FDDI, HiPPI, and ATM 14] . The use of ber optics and parallel cables greatly increases the throughput and results in bandwidths from 100 Mbit/s to 1 Gb-it/s 14]. The end result of this technology is much faster message passing between distributed processors, which reduces execution delays caused by message waits.
Data Mapping
The goal of distributed computing is to arrange the data structures necessary for the AMG algorithm within the core memory of a set of workstations. A variety of di erent mapping con gurations are possible.
For the AMG algorithm outlined above, the largest data structures are those used to store the coarse level matrices A l , l = 1; : : : ; L and the interpolation operator matrices P l , l = 1; : : : ; L ? 1. Fortunately, A 1 >> A 2 >> : : : >> A L which implies that the storage requirements for the coarse levels are much less than the storage requirements for the nest level. A trivial mapping of the problem to the workstations is to map one level for each workstation and obtain the storage of matrices as illustrated in Fig. 6 . Message exceed the core memory available on a single workstation (a likely occurrence for large problems), disk swapping will occur on that machine. This results in a computational bottleneck and little increase in the performance. An alternative is to move the interpolation operators P l over one workstation. This mapping is illustrated in Fig. 7 and can prevent the occurrence of swapping depending on the size of A 1 . For this reason, this data mapping was selected for use in this research. In addition, the number of available workstations
Figure 7: Final Distributed Levels Data Mapping might be less than the total number of levels. In this case, the only solution is to lump several of the smaller levels into a single workstation. This yields the data mapping in Figure 8 .
The primary advantage of these mappings is their simplicity. With each level contained on its own workstation, communication is limited to sending and receiving vectors between each level, which is always less than or equal to the number of workstations (N L). The disadvantage of this type of data mapping of more workstations will not increase the amount of e ective system resources. Once A 1 exceeds the core memory on its host workstation, this data mapping will be unable to prevent disk swapping.
For problems with extremely large A 1 matrices, another option for in-core storage is to split the matrix into small chunks and distribute the chunks to other workstations. The size of the chunks is de ned primarily by the size of the core memories on the workstations onto which the chunks are being mapped. For example, a 180 Mb matrix can be split into 3 chunks of 60 Mb for mapping onto three workstations with 64 Mb each. Fig. 9 illustrates the resulting mapping accomplished by splitting A 1 into smaller chunks. In addition to the previous mapping, this mapping was also selected for use in the research. Unlike the distributed levels data mapping, this mapping is much more scalable and is not limited by the number of levels. Additional workstations can be added to reduce the memory requirements on each workstation to the point where the entire problem can be stored within core memory.
The disadvantage of this mapping is the extra communication cost. Since the A 1 matrix is now distributed over several di erent workstations, any operations involving the A 1 matrix will involve several inter-workstation communications. In addition, the splitting of the matrix should be done in such a way as to facilitate whatever operations are going to be performed during the algorithm. Examination of the AMG algorithm reveals that the two main operations are matrix-vector multiplication and back-substitution. Since these operations are primarily row-oriented, the optimum splitting of the matrix is into chunks of rows. In this research, the number of rows in the matrix was divided equally among the N workstations, such that each workstation receives n=N rows of a n n matrix.
Distributed AMG Algorithms
Depending on the data mapping selected, the AMG algorithm must be modi ed based on how the distributed data structures are accessed. The amount of modi cation is dependent on the distributed data mapping selected for use with the AMG algorithm.
Distributed Levels Algorithm
Using the data mapping shown in Fig. 7 , the modi ed AMG algorithm is illustrated in Table 3 . In this distributed algorithm, the only modi cation of the AMG algorithm is to transfer the processing of each level from workstation to workstation. No operations are performed in parallel and the only gains in performance are those arising from the avoidance of swap delays. During the computation of the coarse level correction, most of the workstations are idle. In examining the above algorithm, one notices the opportunity to perform a smoothing operation in parallel during the computation of the coarse level correction. (14) In this form, the application of the M l matrix is performed on the solution and coarse level correction prior to summation. Using this alternate order of operations, the AMG algorithm can be modi ed so that a single iteration of a stationary iterative solver is applied in parallel to the solution u l during the computation of the coarse level correction. Then, the coarse level correction is multiplied by M l prior to its addition to the solution u l . Since the operations performed on u l andû l are consistent, no interference occurs and the integrity of the solution is maintained. Using this information, the AMG algorithm in Table 4 is modi ed so the application of the smoother S(A l ; u l ; b l ) is replaced with a single iteration of block SOR. In addition,û l is multiplied by M l prior to its addition to the solution u l where M l is the M matrix for block SOR. The resulting algorithm is described in Table 5 .
A wide variety of methods have been researched in an e ort to perform the smoothing and the computation of the coarse level correction in parallel 15, 16, 17, 18, 19, 20] . However, the AMG algorithm is inherently sequential when used with a multiplicative smoother such as Gauss-Seidel or SOR. While these parallel modi cations were generally successful, the convergence rate often dropped signi cantly, resulting in little or no improvement in the algorithm runtime from the parallelism alone. In the AMG algorithm above, however, the only modi cation to the operations is a change in their order of application. As a result, this algorithm is able to exploit a limited amount of parallelism without sacri cing its rate of convergence. In fact, this algorithm should have slightly better convergence in comparison with its non-parallel relative in that this version applies an additional iteration of block SOR. The corresponding modi cation to the nonparallel version to match would be an increase in the number of SOR iterations in the smoother S(A l ; u l ; b l ) during the post-smoothing. Instead of L?l+1 iterations of block SOR, the smoother would have to perform L ? l + 2 iterations.
Distributed A 1 Algorithm
Using the second data mapping illustrated in Fig. 9 , the AMG algorithm must be modi ed in order to access the distributed A 1 matrix. In this case, the only operations requiring the accessing of the distributed A 1 matrix are the smoother S(A 1 ; u 1 ; b 1 ) and the computation of A 1 u 1 . Examination of the matrix-vector operations for these steps yields the following: (16) z = A 1 u : (17) Of the three operations, the rst and last are matrix-vector multiplications and the middle a lower-triangular back-substitution. Distributed Matrix-Vector Multiplication Distributed matrix-vector multiplication is the simplest of the distributed matrix-vector operations. Consider the product y = Au where A is an n n matrix. The matrix A is distributed to N workstations where each workstation contains n=N rows. Due to the type and degree of parallelism inherent in this operation, the distributed matrix-vector multiplication ts well into the master-slave paradigm. The master workstation, Workstation #1, which contains the rst n=N rows, takes the u vector and sends it to the rest of the workstations. Each workstation then multiplies the u vector by its portion of the A matrix. These pieces are then returned to Workstation #1 which collects the returned products to form Au. Figure 10 illustrates this distributed operation. Distributed Forward/Backward Substitution Forward and backward substitution on a distributed system can be approached in one of two ways. In the rst method, variables are solved by substituting the previously calculated variables into the current row equation and solving for the only unknown. This method is easily modi ed to use distributed processing as the algorithm switches workstations as all the rows on a particular workstation are solved. This method is very attractive as it requires very little inter-workstation communication.
The second method approaches back substitution is a slightly di erent manner. As a variable is solved for, its value is multiplied by the appropriate matrix coe cients and subtracted from the RHS. This version of the back-substitution algorithm is very popular in parallel computing as the RHS updates can be performed in parallel. The disadvantage of this particular algorithm is the high communication cost associated with distributing the values of the solved variables to every workstation. For a matrix of rank n, the second method requires N(n 2 ? n)=2 inter-workstation communications. In addition, each communication only consists of a single double precision variable. Small messages incur a large overhead relative to their size and therefore are not very e cient. Combined with the high number of communications necessary in this algorithm, the overall e ciency is extremely low and not practical on a 10 Mbit/s workstation LAN.
The rst method, however, requires only N communications. Once Workstation #1 is nished with its portion of the matrix, it sends the b vector and the calculated portion of the u vector to Workstation #2. At Workstation #N, the computation of the u vector is completed and the u vector is returned to Workstation #1. Figure 11 illustrates this operation. This version of the back-substitution algorithm is much Figure 11 : Distributed Back Substitution more e cient than the parallel version in that its requires far less communication and each communication transfers a large amount of data relative to the message passing overhead. As a result, this version of the back-substitution algorithm was selected for use in this research.
Results
Several nite element analysis problems were taken from 2] for use as test problems for the AMG algorithms. Due to the equivalence in ill-conditioning between poorly-scaled meshes and the modeling of random materials, these examples use poorly scaled meshes to produce the ill-conditioned sti ness matrices. This approach was selected as it required the least amount of modi cations to the existing nite element algorithms in 2].
Since 2]'s nite element code removes constrained freedoms from the global sti ness matrix, the corresponding number of local DOF no longer remains constant. Since the generation of coarse levels in the AMG algorithm depends on a constant local DOF, constrained freedoms are treated as xed nodes with a displacement of 0.
Distributed Processing Setup
The numerical results were run on a network of SGI Indy R5000 workstations. Each workstation had 64 Mb of physical RAM and a 1 Gb hard disk. The workstations were networked using 10 Mbit/s Ethernet. The message passing software used to implement the distributed processing communication was Parallel Virtual Machine (PVM) 3.3. Mapping of the matrices to the workstations was accomplished by saving each matrix to disk after its construction and then using NFS to cross-mount the disks. The matrix was then loaded onto the appropriate workstation. This method was found to be much faster than transmission of the matrix data via the Ethernet connections.
2D Foundation Analysis
This example problem is concerned with the failure analysis of a exible strip footing resting on a uniform layer of undrained clay (see Figure 12) . The footing is assumed to bear a uniform stress which is increased incrementally until failure. The failure criteria used in this particular example is the Von Mises failure criterion The footing in this case is also assumed to be exible, which means the footing is free to deform under loading (see Figure 13) . In contrast, a rigid footing is assumed to displace as a single unit. This example The goal of this example was to compare the performance of the AMG algorithm with the Preconditioned Conjugate Gradients (PCG) algorithm using the diagonal preconditioner. Two meshes for the same problem domain were created, one with uniform elements and one with elements of varying thickness. The global sti ness matrix generated from the non-uniform mesh should be much more ill-conditioned compared to the sti ness matrix from the uniform mesh.
Using the problem domain in 2], the problem was meshed using 960 8-node quadrilateral elements (48 20). In the rst mesh, the elements were all uniform squares while in the second mesh, the thickness of the elements varied with depth. Elements at the bottom of the mesh are 20 times thicker than the elements at the top. Figures 15 and 16 illustrate the two meshes.
Each mesh was run with both the PCG and AMG algorithms. Attempts were made to construct an incomplete Cholesky preconditioner for use with the PCG algorithm, but the generation process failed on the non-uniform mesh. As a result, PCG was run only with the diagonal preconditioner. Table 7 On the uniform mesh, the PCG outperformed the AMG algorithm. This performance is expected as the sti ness matrix resulting from the uniform mesh is relatively well-conditioned and the AMG algorithm was not designed for problems of this type. On the non-uniform mesh, however, both PCG and AMG slowed substantially due to the ill-conditioning present in the sti ness matrix. In this case, AMG was able to outperform PCG with the diagonal preconditioner.
Quality of the Results
As this is a common soil mechanics problem, the analytical solution to this problem is well known. Failure should occur at q ultimate = (2 + )c u : (18) In this expression, the stress at failure q ultimate is proportional to the undrained cohesion c u . Given that c u = 100 in this problem, the failure load is q ultimate = (2 + 3:1416)(100:0) = 514:16 : Table 8 illustrates the displacements at each stress. Note that both the AMG and PCG runs yield a failure 
3D Pillar Analysis
The primary example problem consists of a 3D elasto-plastic analysis of a cubic pillar. The pillar is assumed to be xed at the base and undergoes a set of incremental deformations until failure (See Figure 17) . Similar to the 2D example described above, the problem domain was divided due to symmetry and meshed using 1000 20-node hexahedron elements (10 10 10). The rst mesh contained uniform cubic elements. The second mesh varied the thickness of the elements with depth such that the elements at the bottom of the mesh were 10 times thicker than the elements at the top. Figures 18 and 19 illustrate these 3D meshes.
The coarse generation algorithm generated 4 levels L = 4 from the original sti ness matrix. Table   9 summarizes the coarse levels sizes and storage requirements. Note that the non-uniform mesh did not coarsen as well as the uniform mesh. This di culty arises from the poor scaling of the elements within the mesh and is alleviated somewhat by the use of the diagonal preconditioner prior to generation of the coarse levels. Figures 20, 21 , 22, and 23 illustrate the coarse level A l matrices for the uniform mesh. Both the A 3 and A 4 matrices are completely populated, although their small sizes allows for e cient handling.
In the rst set of test runs, the meshes were run through both PCG and AMG on a single workstation to generate a baseline runtime for computing speedup and also for comparison purposes. In addition, AMG was also run under a low memory condition to force disk swapping to generate runtimes under swap conditions. 16 Mb of physical RAM was removed from the workstation, reducing the memory from 64 Mb to 48 Mb. The runtimes for the sequential runs are summarized in Table 10 . As in the 2D example, the AMG runtimes include the time required to setup of the coarse levels and interpolation operators. As with the 2D foundation example, the runtimes indicate that PCG is better suited for problems involving uniform meshes and AMG is better suited to meshes involving poorly scaled elements.
In addition, some swap delays did occur during the generation of the coarse levels for the non-uniform mesh on the single workstation run of the AMG algorithm. The generation algorithm creates several temporary sparse matrices during the computation of the coarse levels and the combination of the coarse levels and the temporary matrices forced the workstation to swap. This problem did not occur during the generation of the coarse levels for the uniform mesh due to the smaller storage requirements for that mesh (40 Mb vs 48 Mb). This problem was avoided in the distributed algorithms by moving completed levels to their respective workstations during the generation process. This reduces the storage requirements on the workstation performing the generation of the coarse levels and prevents swap delays.
In this problem as well as the 2D foundation problem mentioned previously, AMG had better performance on non-uniform meshes than PCG. This performance increase o sets the additional memory requirements of For large problems being run on a single workstation, the choice between the algorithms becomes more di cult. The higher memory requirements of the AMG algorithm will most likely o set the better solution performance due to larger swap delays. Due to the severe performance penalties imposed by swapping, both algorithms are likely to perform identically.
Quality of the Results
As with the 2D foundation problem, the 3D pillar analysis is a simple solid mechanics problem and has a well-known analytical solution. From the the analytical solution, the principal stresses achieve the following maximum values: 
Distributed Algorithm Performance -No Swapping
In general, the results of the runs agree favorably with the predicted performance on a machine where swapping does not occur. Table 12 summarizes the speedups for the uniform and non-uniform meshes. For the uniform mesh, the results are very consistent. The speedup has dropped signi cantly due to the added cost of communication. The distributed levels algorithm had larger speedups than the distributed A 1 level as expected. The distributed levels algorithm exploiting parallelism was able to boost performance slightly, but the extent of the parallelism was not signi cant enough to overcome the communication cost. In the case of the non-uniform mesh, the performance of the distributed algorithms appears to have increased dramatically. However, this increased performance can be traced to the presence of a slight amount of swapping during the construction of the coarse levels and interpolation operators. Notice that the use of the distributed processing is bene cial for problems involving even small amounts of swap delays as a way of maintaining performance.
Obviously, the distributed AMG algorithms are not very useful in those problems where enough physical memory is available to prevent swapping. The communication necessary for the distributed algorithms quickly degrades performance. Once the problem begins to exceed the physical memory, the distributed algorithms should be used to overcome the delays caused by disk swapping.
Distributed Algorithm Performance
The runtime for the AMG algorithm with swapping was approximately 30 times slower than normal AMG runtime. Using these runtimes as benchmarks, the distributed algorithms were run on the same two meshes. Table 13 and Table 14 summarize the results for the uniform and non-uniform meshes respectively.
The runtimes for the distributed levels algorithms are slightly better than the runtime for the single workstation run. This deviation arises from the swap delays mentioned previously during the generation of the coarse levels for the non-uniform mesh. From both sets of results, the best performing algorithm was the distributed levels AMG algorithm with the parallel smoothing step. Considering this algorithm completes 1 extra iteration of SOR for every AMG iteration at the nest level with no extra computational cost, the convergence rate of this algorithm should be slightly higher and the corresponding runtime faster. In comparison, the distributed A 1 algorithm did not perform as well as the distributed levels algorithms, but this is to be expected due to the higher amount of communication inherent in this version of the AMG algorithm. Table 15 summarizes the speedups for the di erent distributed algorithms on the two meshes.
Even the distributed A 1 AMG algorithm at its worst performance provided at least a tenfold improvement over the AMG swap runtime.
Conclusions
The Finite Element Method has been successfully applied to a variety of problems in engineering. However, complicated problems result in unstructured meshes of elements, and are therefore hard to solve. We show how the AMG approach can be a robust way to solve the discretized system of equations that result from an FEM solution. Unfortunately, AMG requires large matrices to be stored in memory, and therefore results in disk swapping when it is implemented on typical sequential machines. This paper has developed and contrasted methods to implement AMG on a network of workstations. Tests on representative problems show that AMG can robustly handle unstructured meshes, and the distributed version can provide signi cant speedups primarily by keeping data in the core memory of the machines. This prevents the degradation of performance due to disk swapping. The results show that the virtual distributed machine composed of the cluster of workstations can be used to solve larger problems than could be solved in a reasonable amount of time on sequential machines. Overall, the use of distributed processing was extremely useful in maintaining the AMG algorithm's performance for increasing problem size. 
