We consider acyclic directed mixed graphs, in which directed edges (x → y) and bi-directed edges (x ↔ y) may occur. A simple extension of Pearl's d-separation criterion, called m-separation, is applied to these graphs. We introduce a local Markov property which is equivalent to the global property resulting from the m-separation criterion.
Introduction
This paper considers directed mixed graphs in which two types of edge (→, ↔) may occur. The use of such graphs to represent a statistical model dates back to the path diagrams introduced by Sewall Wright (1934) , where bi-directed edges are used to represent correlated errors.
A directed cycle is a sequence of edges of the form x → · · · → x. If a graph M contains no directed cycles then M is acyclic. There may be two edges between a pair of vertices in an acyclic directed mixed graph, but in this case at least one edge must be bi-directed (x ↔ y): otherwise there would be a directed cycle (multiple edges of the same orientation and type are not permitted). Note that x ↔ y does not correspond to x ← y and x → y. See Figure 1 for examples. Spirtes et al. (1997) use a subclass of acyclic directed mixed graphs to represent the observed Markov structure of data generating processes with latent variables. Cox and Wermuth (1996) , attacking a similar problem from a different perspective, use summary graphs which may contain directed edges (→), full lines ( ) and dashed lines ( ). A summary graph with no full lines may be transformed into an acyclic directed mixed graph by replacing dashed lines with bi-directed edges.
An acyclic directed mixed graph which does not contain bi-directed edges is called a directed acyclic graph or DAG. There has been extensive work on statistical models corresponding to DAG models, in diverse fields, including multivariate statistics, artificial intelligence and epidemiology. The recent book by Lauritzen (1996) summarizes many of the recent work within statistics.
Central to much of this work are Markov properties which associate a set of conditional independence relations with a DAG. A global Markov property allows all of the conditional independence relations holding in a statistical model associated with a graph to be derived. There are two different, though equivalent, global Markov properties for DAGs due to Lauritzen, Frydenberg and Wermuth (the moralization criterion) and Pearl, Geiger and Verma (the d-separation criterion). A local Markov property specifies a much smaller set of conditional independencies that together imply the set of conditional independencies which hold under the global Markov property. Lauritzen et al. (1990) describe several local Markov properties for DAGs.
Recently, Spirtes et al. (1998) and Koster (1999) show that a simple extension of the d-separation criterion may also be applied to directed mixed graphs, in the context of linear structural equation models. This provides a global Markov property for mixed graphs.
In section 2 of this paper we first present this extension of d-separation, which we term m-separation. We then introduce a natural extension of the 'moralization' criterion to mixed graphs, and show that it is equivalent to the m-separation criterion. In section 3 we introduce a local Markov property for acyclic mixed graphs. This property is an extension of the well-numbered property introduced by Lauritzen et al.(1990) . This local Markov property is then shown to be equivalent to m-separation for arbitrary probability distributions. Finally, in section 4, we consider the special case of graphs which contain only bi-directed edge; Kauermann (1996) considers a similar class of Markov models.
Global Markov Properties on Acyclic Directed Mixed Graphs
For a vertex x in a mixed graph M,
We will also apply these definitions disjunctively to sets of vertices, so that, for example,
A path between x and y in M is a sequence of edges 1 , . . . , n , such that there exists a sequence of distinct vertices x ≡ w 1 , . . . , w n+1 ≡ y (n ≥ 0), where edge i has endpoints w i , w i+1 (paths consisting of a single vertex are permitted for the purpose of simplifying proofs). We denote a subpath of a path π, by π(w j , w k+1 ) ≡ j , . . . , k . It is necessary to specify a path as a sequence of edges rather than vertices because the latter does not specify a unique path when there may be two edges between a given pair of vertices. A path of the form x → · · · → y is a directed path from x to y.
For a mixed graph M with vertex set V we consider collections of random variables (X v ) v∈V taking values in probability spaces (X v ) v∈V , where the probability spaces are either real finite-dimensional vector spaces or finite discrete sets.
We use the usual shorthand notation: v denotes a vertex and a random variable X v , likewise A denotes a vertex set and X A . 
The Pathwise m-separation Criterion
A pair of consecutive edges meeting at a vertex z on a path form a collider at z if both edges have an arrowhead at z,
Two consecutive edges which do not form a collider are said to form
A path between vertices x and y in a mixed graph is said to be m-connecting given a set Z if (i) every non-collider on the path is not in Z, and
(ii) every collider on the path is an ancestor of Z.
If there is no path m-connecting x and y given Z, then x and y are said to be m-separated given Z. Sets X and Y are said to be m-separated given Z, if for every pair x, y, with x ∈ X and y ∈ Y , x and y are m-separated given Z. A probability measure P on X is said to satisfy the m-separation global Markov property for M if for arbitrary disjoint sets X, Y, Z, (Z may be empty)
The set of probability measures that satisfy the m-separation global Markov property with respect to M is denoted P m . Note that if M is a DAG then the above definition is identical to Pearl's d-separation criterion. (See Lauritzen, 1996.) Figure 2 (a) illustrates this definition. Spirtes et al. (1998) and Koster (1999) prove that the m-separation relations that hold in the path diagram for a linear structural equation model correspond precisely to the conditional independencies which hold for all distributions in the given model. 
Lemma 1 Let

Corollary 1 In a directed mixed graph M if there is a path μ between x and y on which no non-collider is in a set Z (x, y / ∈ Z) and every collider is in an({x, y} ∪ Z) then there is a path m-connecting x and y given Z in M.
Proof: This is a special case of Lemma 1 with X = {x}, Y = {y}.
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This Corollary shows that condition (ii) in the definition of m-separation could be weakened to:
(ii) every collider on the path is in an({x, y} ∪ Z).
without changing the resulting set of m-separation relations.
The Augmentation Separation Criterion
Let M A denote the induced subgraph of M on the vertex set A, formed by removing from M all vertices that are not in A, and all edges that do not have both endpoints in A. Two vertices x and y in a mixed graph M are said to be collider connected if there is a path from x to y in M on which every vertex is a collider; such a path is called a collider path. (Note that a single edge trivially forms a collider path, so if x and y are adjacent in a mixed graph then they are collider connected.) The augmented graph derived from M, denoted (M) a , is an undirected graph with the same vertex set as
a is said to connect x and y given Z if no vertex on μ is in Z. In an undirected graph H, with disjoint sets X, Y and Z, where Z may be empty, X and Y are said to be separated given Z if there do not exist vertices x ∈ X and y ∈ Y such that x and y are connected given Z by some path μ in H. A probability measure P on X is said to satisfy the augmentation global Markov property for M if for arbitrary disjoint sets X, Y, Z, (Z may be empty)
If M is a DAG then this definition is identical to the Lauritzen-WermuthFrydenberg moralization criterion for DAGs. (See Lauritzen, 1996 .) See Figure 2 (b), (c) for an example. The set of probability measures that satisfy the augmentation global Markov property with respect to M is denoted P a .
If there is an edge v w in (M) a , but there is no edge between v and w in M, then the edge is said to be augmented. A path connecting x and y given Z in (M) a is said to be minimal if there is no other such path which connects x and y given Z but has fewer edges than μ.
We now prove a property of minimal paths that is used to prove the equivalence of the two global Markov properties: and w k are adjacent to x and y, respectively, in (M an({x,y}∪Z) ) a .
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We now prove that the two Markov properties are equivalent: a then there are vertices x ∈ X, y ∈ Y such that there is a minimal path π between x and y in M an(X∪Y ∪Z) on which no vertex is in Z.
Our strategy is to replace each augmented edge on π with a corresponding collider path in M and replace the other edges on π with the corresponding edges on π (choosing arbitrarily if there is more than one). It follows from Lemma 2 that the resulting sequence of edges form a path from x to y in M, which we denote ν. Further, any non-collider on ν is a vertex on π and hence not in Z. Finally, since all vertices in ν are in M an(X∪Y ∪Z) it follows that every collider is in an(X ∪Y ∪Z). Thus by Lemma 1 there exist vertices x * ∈ X and y * ∈ Y which are m-connected given Z in M, hence X and Y are m-connected given Z.
Note that as the condition of acyclicity is not used in the proof, this condition is not in fact required for the two global Markov properties to be equivalent.
The Ordered Local Markov Property for Acyclic Directed Mixed Graphs
Let M be an acyclic directected mixed graph. We first specify a total ordering (≺) on the vertices of M, such that x ≺ y ⇒ y / ∈ an(x); such an ordering is said to be consistent with M. Let pre M,≺ (x) ≡ {v | v ≺ x or v = x}. The district of x in M is x and the set of vertices connected to x by a path on which every edge is of the form ↔, denoted dis M (x). Thus
A set A is said to be ancestral if it is closed under the ancestor relation, i.e. if an(A) = A. If A is an ancestral set in a mixed graph M, and x is a vertex in A that has no children in A then we define the Markov blanket of a vertex x with respect to the induced subgraph on A as The definition of Markov blanket introduced here is compatible with that in Pearl (1988) . Pearl defines the Markov blanket of a vertex in a DAG, as pa(x) ∪ ch(x) ∪ pa(ch(x)), thus including the case where x has children. The definition given here for acyclic directed mixed graphs could be extended to include such contexts but this would further complicate the definition, and since it is not required for our purposes, we do not do so.
Lemma 4 If M is an acyclic directed mixed graph, x is a vertex in an ancestral set A and ch
M (x) ∩ A = ∅ then the induced subgraph of (M A ) a on the set {x} ∪ mb(x, A) is always a clique. In addition, if y x in (M A ) a then y ∈ mb(x, A).
Proof: y x in (M A )
a if and only if x is collider connected to y in M A . Since ch M (x) ∩ A = ∅, the vertex adjacent to x on any collider path is in sp M (x) ∪ pa M (x). Consequently a collider path to x in M A takes one of three forms:
It then follows from the definition of a Markov blanket that y is collider connected to x in M A if and only if y ∈ mb(x, A). This establishes that if y x in (M A ) a then y ∈ mb(x, A). Suppose that u, v ∈ mb(x, A). Then there are collider paths ν ux , ν vx in M A . Traversing the path ν ux from u to x, let w be the first vertex which is also on ν vx ; such a vertex is guaranteed to exist since x is common to both paths. Concatenating the subpaths ν ux (u, w) and ν vx (v, w) forms a collider path connecting u and
a , proving the first claim.
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A probability measure P on X satisfies the ordered local Markov property for M, with respect to the ordering ≺, if for any x, and ancestral set A such that
The set of probability measures that satisfy the ordered local Markov property for M under ordering ≺ is denoted P (M, ≺). Since in a DAG, for an arbitrary ancestral set A containing no children of x, mb(x, A) = pa(x), the ordered local and mb (x, an({f, g, h}) ). There are other ancestral sets which do not contain descendants of g e.g. an ({f, g, h, y}) , but for such sets the Markov blanket will be one of those shown.
Markov property given above reduces to the local well-numbering Markov property introduced by Lauritzen et al. (1990) .
Theorem 2 If M is an acyclic directed mixed graph and ≺ is a consistent ordering then
Proof: We have already established the first equality in Theorem 1. We now show that P (M, ≺) ⊆ P a (M). The proof is similar to Proposition 5 in Lauritzen et al. (1990) .
Let V = {w 1 , . . . , w n } be a numbering of the vertices such that
The proof is by induction on the sequence of ordered vertices. The inductive hypothesis is that if
there is nothing to show. Suppose that the induction hypothesis holds for j < k. 
Since A is ancestral and w k has no children in A, the Local Markov property implies that
There are now three cases to consider:
a contains a subset of the edges in H,
this also covers the case where
(ii) Similar to case (i).
(iii) Since, by hypothesis,
a , and this graph contains a subset of the edges in H.
a it follows that either
Suppose the former. In this case by the ordered local Markov property
If the latter then
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Note that the proof that P (M, ≺) ⊆ P a (M) only uses properties (C1)-(C4) of conditional independence (Dawid, 1979; Lauritzen 1996, p.29) , so there are no restrictions on the set of probability measures involved. It does not appear possible to eliminate this exponential growth in the number of conditional independence relations. However, it is possible to reduce the number of conditional independence relations. If A 1 and A 2 are two ancestral sets, with x ∈ A 1 ⊆ A 2 ⊆ pre M,≺ (x), and mb(x, A 1 ) = mb(x, A 2 ) then it is easy to see that
A Reduced Local Markov Property
For example, in the graph in Figure 2 (a), with respect to the ancestral sets an ({f, g, h, y}) and an ({f, g, h}) the Markov blankets for g are the same. With this situation in mind we may formulate the following definition: an ancestral set A, with x ∈ A ⊆ pre M,≺ (x) is said to be maximal with respect to the Markov blanket mb(x, A) if, whenever there is a set B such that A ⊆ B ⊆ pre M,≺ (x) and mb(x, A) = mb(x, B), then A = B.
It is not hard to see that if a distribution P satisfies
for ancestral sets A which are maximal with respect to mb(x, A), then P ∈ P (M). 
Lemma 5 Let x be a vertex and
f(x, A) is the set of vertices which will automatically be added to the Markov blanket for x in A if they are added to A.
Proof: Assume A is maximal with respect to mb(x, A), we will show that this implies
this further implies that there is a vertex w ∈ A∩f(x, A). But if w ∈ f(x, A) then since w is a spouse of a vertex in dis M
Now suppose for a contradiction that pre ≺ (x) \ de(f(x, A)) ⊆ A. Note that since pre ≺ (x) is an ancestral set, pre ≺ (x)\de(f(x, A)) is also an ancestral set. Let B ≡ pre ≺ (x)\ (de(f(x, A))∪A); B = ∅ by assumption. Let w be the first vertex in B under the consistent ordering ≺. It then follows that an(w)∩ B = {w} but an(w) ⊆ pre ≺ (x) \ de(f(x, A)) since the latter set contains w and is ancestral. Hence an(w) ⊆ A ∪ {w}. Now let A * ≡ A ∪ {w}; since A is ancestral (by hypothesis), it follows that A * is also ancestral. However, since w / ∈ de(f(x, A)), dis M A * (x) = dis M A (x) and consequently mb(x, A) = mb(x, A * ). Since w / ∈ A, A is not maximal, which is a contradiction. Finally, suppose that A = pre ≺ (x) \ de(f(x, A) we will show that this implies that A is maximal. Let B be an ancestral set such that mb(x, A) = mb(x, B) and A ⊆ B ⊆ pre ≺ (x). Suppose, for a contradiction, that B = A. Let y be the first vertex in B \A under the ordering ≺. As before, this implies that an(y) ∩ (B \ A) = {y}. Further, since B is ancestral, an(y) ⊆ {y} ∪ A. Since B ⊆ pre ≺ (x) it follows that y ∈ B \ A ⊆ de(f (x, A) ). Hence there is a vertex w ∈ f(x, A), and w ∈ an(y) ⊆ A ∪{y}, but w / ∈ A so w = y ∈ f(x, A).
which is a contradiction.
Bi-directed Mixed Graphs
In this section we consider the special case of mixed graphs containing only bi-directed edges, which we call bi-directed mixed graphs. Kauermann (1996) considers global and local Markov properties for covariance graphs, which are summary graphs containing only dashed edges. A covariance graph is Markov equivalent (under the associated global Markov property) to a bi-directed mixed graph with the same set of adjacencies (under m-separation). In the terminology of mixed graphs, the local Markov property introduced by Kauermann is as follows:
for every vertex x ∈ V . This property is weaker than the ordered local Markov property proposed in section 3. Consequently it is equivalent to the global property only for probability measures satisfying the compositional property:
In this section we introduce the connected set Markov property for bi-directed mixed graphs, which is simpler to state, though equivalent, to the ordered local Markov property introduced earlier. A second motivation for introducing this property is that the consistent ordering required for the ordered local Markov property seems superfluous in the context of a bi-directed mixed graph; indeed, all orderings are consistent in such a graph.
Lemma 6 In a mixed graph containing only bi-directed edges, the following hold:
(i) Every subset of vertices is ancestral;
(iii) Every non-endpoint vertex on a path is a collider.
Proof: (i) For any vertex an(x) = {x} so an(A) = A. (ii) Follows from the definition of mb(x, A) and the fact that for any vertex pa(x) = ∅. (iii) follows directly since every edges is bi-directed.
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Here we state a Markov property which implies the local Markov property stated in section 3. A set of vertices A is said to be connected if for every pair of vertices x, y ∈ A there is a path in M A . Note that a set A is connected if and only if for every vertex x ∈ A, dis M A (x) = A. A probability measure P on X is said to satisfy the connected set Markov property for bi-directed mixed graph M if for every connected set B
The set of probability measures that satisfy the connected set Markov property for a bi-directed mixed graph M is denoted P cs (M).
Theorem 3 If M is a bi-directed graph with vertex set V then
Proof: The last two equalities have already been proved in Theorem 2. It is also simple to see that B is m-separated from V \ (B ∪ sp(B)) given ∅: no vertex in B is a spouse of a vertex in V \ (B ∪ sp(B)) so there are no mconnecting paths containing one edge; by Lemma 6 (iii) every non-endpoint on any path is a collider, so there are no m-connecting paths with more than one edge. Thus P a (M) ⊆ P cs (M). Let A be an arbitrary (ancestral) set with x ∈ A ⊆ pre ≺ (x). Observe that mb(x, A) ∪ {x} is a connected subset of M. If y ∈ sp({x} ∪ mb(x, A)) ∩ A then y ∈ dis M A (x) so y ∈ mb(x, A) ∪ {x}. Hence 
