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Abstract. In this article, we propose a bivariate polynomial interpolation problem for matrices (BVPIPM),
for real matrices of the orderm×n. In the process of solving the proposed problem, we establish the existence
of a class of mn-dimensional bivariate polynomial subspaces (BVPS) in which the BVPIPM always posses
a unique solution. Two formulas are presented to construct the respective polynomial maps from the space
of real matrices of the order m× n to two of the particular established BVPS, which satisfy the BVPIPM,
by introducing an approach of bivariate polynomial interpolation. Further, we prove that these polynomial
maps are isomorphisms. Some numerical examples are also provided to validate and show the applicability
of our theoretical findings.
1. Introduction
The finite-order real matrices and polynomials are used in a large scale to solve the computational prob-
lems, see [2, 5, 12]. Nowadays, a finite-order real matrix is commonly used data structure to store the
complete information of the objects (independent of the contents) in several algorithms and methods of
science and engineering. Particularly in image and signal processing [20], computer graphics [14], thermal
engineering [19], computer aided design in control systems [7, 13], to name a few. For instance, an image cap-
tured by camera can be sampled by a continuous digital image function f(x, y). Digital image functions are
used for computerized image processing and represented by finite-order real matrices such that the domain
is the region {(x, y) : 1 ≤ x ≤ xm, 1 ≤ y ≤ yn}, where xm, yn are the maximal image natural coordinates in
the plane (see [14, 20] for details).
As well, in the case of more than one variable, there is an important relation between the polynomial
interpolation and the construction of the polynomial ideals. The bases of polynomial ideals have been
used in the development of many ideas in computer algebra and numerical analysis. Some of the related
review articles are summarized in [8, 9, 18]. For a specific application, see [15]. Moreover, the surface
interpolation provides a crucial and essential contribution in the computer-assisted medical diagnosis and
surgical planning through the construction (or reconstruction) of three-dimensional smooth interpolating
surfaces from the given (sometimes constructed) data of the images, in medical imaging. The repairing
of holes in the skull by generating the three-dimensional smooth interpolating surfaces (using radial basis
functions) is discussed in [6].
In general, the polynomials are mostly used to approximate the continuous functions and smooth curves.
The simple reason is that they are continuously differentiable, integrable and generate smooth interpolating
surfaces with respect to the sampled data. Therefore, the construction of the polynomials in some of the
finite-dimensional BVPS, of various total degree, with respect to the given information in form of a finite-
order real matrix, can be advantageous in the several stages of analysis (or applications) in science and
engineering.
1.1. Preliminaries. Let Πd be the d-variate polynomial space and Πdk be
(
k+d
k
)
-dimensional subspace of
Πd, of total degree up to k, over the field of real numbers, where d and k are non-negative integers, [18].
Also, let Rm×n be the space of m × n real matrices and (αij) ∈ Rm×n represent the matrix A = (αij)m×n
in Rm×n, [1, 4].
Let r ∈ N and X = {x1, x2, . . . , xr} be the sequence of r-pairwise disjoint points in Rd. For some given
subspace P ⊂ Πd and an associated vector Y = (y1, y2, ..., yr) of prescribed real values, find a polynomial
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p ∈ P such that
(1.1) Xp = Y, i.e., p(xi) = yi for all i = 1, 2, ..., r
can be read as d-variate Lagrange polynomial interpolation problem. The points xi, i = 1, 2, ... are called
interpolation points or nodes, [9, 17].
Definition 1.1. [9, 17] The interpolation problem (1.1) with respect to X is called poised in P, if a
polynomial p ∈ P exists uniquely such that the condition (1.1) holds for every given choice of Y .
Proposition 1.2. [17] The interpolation problem (1.1) with respect to X is poised in P, iff
(1) r = dim(P), and
(2) the determinant of the sample matrix, XB = [xp : x ∈ X , p ∈ B] ∈ RX×B, is non-zero for any choice
of basis B of P.
If the interpolation problem (1.1) with respect to X is poised in P then P is known as an interpolation
space or correct space. It should be noted that the remaining part of work in this article focuses on
bivariate case only, i.e., d = 2.
Proposed Problem: For some given m,n ∈ N and a subspace H of Π2, if we consider the problem
to find the matrix (aij) ∈ Rm×n, such that aij = ℘(i, j) for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n, where
℘ ∈ H be a known (or given) polynomial. Then, this problem can be solved easily and the required matrix
(℘(i, j)) ∈ Rm×n can be constructed uniquely. Here, we are proposing the respective converse problem as
follows.
• For a given (αij) ∈ Rm×n and subspace H of Π2, find a polynomial ℘ ∈ H with respect to the set
Ξ = {(i, j) : i = 1, 2, . . . ,m, j = 1, 2, . . . , n}, of pair-wise disjoint interpolation points, such that
(*) ℘(i, j) = αij ∀ i = 1, 2, . . . ,m, j = 1, 2, . . . , n
is called the BVPIPM.
Remark 1.3. For any given (αij) ∈ Rm×n, the BVPIPM (*) with respect to Ξ cannot always be poised in(
k+2
k
)
-dimensional subspace Π2k, for k ∈ N, in view of the following facts:
(i) If k = mn− 1, then mn = dim Π2mn−1 implies that either m = 0 or n = 0 or m = n = 1.
(ii) If k 6= mn − 1 and mn = dim Π2k, then the determinant of the associated sample matrix becomes
zero, in most of the cases, (see Appendix A).
(iii) If k is such that mn 6= dim Π2k, then the necessity of given nodes (or data points) can not be fulfilled.
The BVPIPM (*) is a particular case of the bivariate polynomial interpolation problem with respect to
a finite-number of equally spaced interpolation points, proposed by the author Seimatsu Narumi in [16].
Therefore, the BVPIPM (*) can always be poised in Π1m ×Π1n, tensor product of two univariate polynomial
spaces of dimension mn with total degree m+n−2, suggested by the author Narumi in [16]. An overview of
related literature is also included in [8]. In spite of this, for d = 2, the BVPIPM (*) is also a particular case
of Lagrange polynomial interpolation problem (1.1) with respect to a special set of r-pairwise distinct nodes
Ξ. Due to Kergin interpolation [10], there always exist at least one r-dimensional subspace of Πdr−1 in which
the interpolation problem (1.1) with respect to any set of r-pairwise distinct nodes in Rd can be poised.
Therefore, there may exist more than one mn-dimensional subspace of Π2mn−1 in which the BVPIPM (*)
with respect to Ξ can always be poised for any given (αij) ∈ Rm×n.
The main objective of this article is to establish the existence of some new mn-dimensional subspaces of
Π2mn−1, in which the BVPIPM (*) with respect to Ξ, can always be poised for all (αij) ∈ Rm×n. Present
some formulas to construct the respective polynomial maps from Rm×n to the established subspaces, discuss
some of the algebraic properties of such polynomial maps such as linearity and invertibility, are the other
objectives.
The remaining article is organized in the following manner. Section 2 includes the main results of this
article. In section 3, some numerical examples are provided to validate and show the applicability of the
results. The concluding remarks are discussed in section 4.
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2. Main results
In this section, a class of mn-dimensional subspaces of Π2mn−1 is defined and the existence of these
subspaces is established by proving that the BVPIPM (*) with respect to Ξ is always poised in them, for
all given (αij) ∈ Rm×n. Some formulas are also presented to construct the respective polynomial maps
from Rm×n to two of the particular established subspaces, that satisfy the BVPIPM (*) with respect to Ξ.
Moreover, it is proved that these polynomial maps are isomorphisms.
Definition 2.1. For some real scalars α and β, let βαΠ
2
m,n be the space of bivariate polynomials with real
coefficients, of total degree up to mn− 1, such that, if P ∈ βαΠ2m,n, then
P (x, y) =
mn−1∑
k=0
λk(αx+ βy)
k.(2.1)
Theorem 2.2. The space βαΠ
2
m,n is an mn-dimensional subspace of Π
2
mn−1.
Remark 2.3. The set
{
1, (αx+ βy), (αx+ βy)2, . . . , (αx+ βy)mn−1
}
is a basis of 1nΠ
2
m,n.
Theorem 2.4. For every (αij) ∈ Rm×n, there exists a unique P ∈ βαΠ2m,n which satisfy the BVPIPM (*)
with respect to Ξ, such that the pair (α, β) satisfy the condition,
(2.2) αi1 + βj1 6= αi2 + βj2 for all i1 6= i2 and j1 6= j2.
Proof. Let P ∈ 1nΠ2m,n be the polynomial that satisfy the BVPIPM (*) with respect to Ξ and is given as
(2.3) P (x, y) =
mn−1∑
k=0
λk(αx+ βy)
k.
Therefore, we can write
(2.4) αij =
mn−1∑
k=0
λk(αx+ βy)
k for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n,
where λk, k = 1, 2, . . . ,mn − 1 are some coefficients. Thus, the coefficients must satisfy the system of
equations of the form
(2.5) ΛX = µ,
where, X =
(
λ0 λ1 . . . λn−1 λn . . . λmn−1
)
, µ =
(
α11 α12 . . . α1n α21 . . . αmn
)
, and
Λ =

1 (α+ β) (α+ β)2 . . . (α+ β)mn−1
1 (α+ 2β) (α+ 2β)2 . . . (α+ 2β)mn−1
...
...
...
...
1 (α+ nβ) (α+ nβ)2 . . . (α+ nβ)mn−1
1 (2α+ β) (2α+ β)2 . . . (2α+ β)mn−1
...
...
...
...
1 (mα+ nβ) (mα+ nβ)2 . . . (mα+ nβ)mn−1

,(2.6)
The use of standard Vandermonde determinant ([11]) together with (2.2) implies that det(Λ) 6= 0. This
ensures the uniqueness as well as existence of the solution of the system (2.5) and completes the proof. 
Corollary 2.5. For every (αij) ∈ Rm×n, there exists a unique ℘ ∈ 1nΠ2m,n such that αij = ℘(i, j) for all
i = 1, 2, . . . ,m, j = 1, 2, . . . , n, and can be written as
(2.7) ℘(x, y) =
mn−1∑
k=0
(
(nx+ y)− (n+ 1)
k
)
∆kα11,
where ∆kα11 is kth, k = 1, 2, . . . ,mn− 1 forward difference of α11 for Table 1.
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Table 1. Forward row-wise ordered arrangements of the elements of the given matrix
(αij) ∈ Rm×n.
α11 α12 . . . α1n α21 α22 ... α2n ... α(m−1)1 αm1 αm2 ... αmn
Proof. Let (αij) ∈ Rm×n be a given matrix and ΩK be a sequence of length K, K ∈ N. Let us consider a
bijective linear map φ : Ξ→ Ωmn, defined as
(2.8) φ(i, j) = (i− 1)n+ j for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n.
Using (2.8), the 2-dimensional nodes in Ξ can be transformed into 1-dimensional nodes and in an ordered
arrangement are written as
(2.9) φ(Ξ) = {φ(1, 1), φ(1, 2), ..., φ(1, n), φ(2, 1), φ(2, 2), ..., φ(2, n), ..., φ(m, 1), φ(m, 2), ..., φ(m,n)}.
Also, the consecutive nodes in φ(Ξ) (in the given order) are equidistant with step size 1. Therefore, the
BVPIPM (*) with respect to Ξ can be transformed into the problem
℘(φ(i, j)) = αij for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n.(2.10)
On applying the univariate Newton-Gregory forward interpolation formula ([3]), there exists a polynomial
satisfying the BVPIPM (2.10) with respect to φ(Ξ) and can be written as
(2.11)
℘(x, y) = α11 +
(φ(x, y)− φ(1, 1))
1!
∆α11 +
(φ(x, y)− φ(1, 1))(φ(x, y)− φ(1, 2))
2!
∆2α11 + ...
+
(φ(x, y)− φ(1, 1))...(φ(x, y)− φ(m,n− 1))
(mn− 1)! ∆
(mn−1)α11,
The equation (2.11) together with (2.8) implies (2.7). Clearly, ℘ ∈ 1nΠ2m,n and uniqueness is followed by
Theorem 2.4. 
Corollary 2.6. For every (αij) ∈ Rm×n, there is a unique ℘ ∈ m1 Π2m,n such that αij = ℘(i, j) for all
i = 1, 2, . . . ,m, j = 1, 2, . . . , n, and can be written as
(2.12) ℘(x, y) =
mn−1∑
k=0
(
(x+my)− (m+ 1)
k
)
∆kα11,
where ∆kα11 is kth, k = 0, 1, 2, . . . ,mn− 1 forward difference of α11 for Table 2.
Table 2. Forward column-wise ordered arrangements of the elements of the given matrix
(αij) ∈ Rm×n.
α11 α21 . . . αm1 α12 α22 ... αm2 ... α1(n−1) α1n α2n ... αmn
Proof. The proof is similar as in Corollary 2.5. Using the bijective linear map φ : Ξ→ Ωmn, given by
φ(i, j) = i+ (j − 1)m for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n,
in place of (2.8) completes the proof. 
Theorem 2.7. Let (α, β) satisfy the condition (2.2) and ℘A ∈ βαΠ2m,n be the respective unique interpolating
polynomial which satisfies the BVPIPM (*) with respect to Ξ, for the given matrix A = (αij) ∈ Rm×n.
Then, the map T : Rm×n → βαΠ2m,n, given by
(2.13) T (A) = ℘A(x, y) for all A ∈ Rm×n
is an isomorphism.
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Proof. Let A,B ∈ Rm×n be two matrices given as A = (αij)m×n and B = (βij)m×n. Then, A+B = (αij +
βij)m×n and kA = (kαij)m×n for some real scalar k. Then, there exists unique polynomials ℘A ∈ βαΠ2m,n,
℘B ∈ βαΠ2m,n, ℘A+B ∈ βαΠ2m,n, and ℘kA ∈ βαΠ2m,n which satisfy the respective BVPIPM’s
℘A(i, j) = αij for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n,(2.14)
℘B(i, j) = βij for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n,(2.15)
℘A+B(i, j) = αij + βij for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n,(2.16)
and ℘kA(i, j) = kαij for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n,(2.17)
with respect to Ξ, such that the condition (2.2) holds. Using (2.14), (2.15), (2.16) and (2.14), (2.17)
respectively, we get ℘A(i, j) + ℘B(i, j) = ℘A+B(i, j) and ℘kA(i, j) = k℘A(i, j) for all i = 1, 2, . . . ,m, j =
1, 2, . . . , n. The poisedness of the BVPIPM’s (2.14), (2.15), (2.16), and (2.17) with respect to Ξ in 1nΠ
2
m,n
implies that the map (2.13) is linear. Again, for every ℘ ∈ βαΠ2m,n, there always exists a unique matrix
(αij) ∈ Rm×n such that αij = ℘(i, j) for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n, i.e., the map (2.13) is invertible.
This completes the proof. 
Remark 2.8. Let S : βαΠ2m,n → Rm×n be a linear map, given as
S(℘(x, y)) = (℘(i, j))m×n for all ℘ ∈ βαΠ2m,n.(2.18)
Then, the maps (2.18) and (2.13) are the inverse maps of each other.
3. Numerical experiments
Let ℘A(x, y), pA(x, y), and PA(x, y) represents the unique interpolating polynomials in
1
nΠ
2
m,n,
m
1 Π
2
m,n,
and Π1m ×Π1n respectively, which satisfy the respective BVPIPM (*) with respect to Ξ for the given matrix
A ∈ Rm×n. In this section, some examples are considered to validate and show the applicability of the
results.
Example 3.1. Let Θ ∈ R1×3, Ψ ∈ R2×2 be two matrices given as, Θ = (1 −1 −2) and Ψ = (−15 36−1 96
)
.
Then, there exists unique ℘Θ ∈ 13Π21,3, pΘ ∈ 11Π21,3, ℘Ψ ∈ 12Π22,2, and pΨ ∈ 21Π22,2, such that
℘Θ(x, y) =
1
2
(3x+ y)2 − 13
2
(3x+ y) + 19,(3.1)
pΘ(x, y) =
1
2
(x+ y)2 − 9
2
(x+ y) + 8,(3.2)
℘Ψ(x, y) = 37t
3 − 488t2 + 2098t− 2916, where t = 2x+ y,(3.3)
pΨ(x, y) =
23
2
v2 − 133
2
v + 81, where v = x+ 2y.(3.4)
The surface diagrams in Figure 1 are demonstrating that the polynomials (3.1), (3.2), (3.3), and (3.4) satisfy
all of the the data points of the matrices Θ and Ψ.
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(a) ℘Θ ∈ 31Π21,3 (b) pΘ ∈ 11Π21,3
(c) ℘Ψ ∈ 12Π22,2 (d) pΨ ∈ 21Π22,2
Figure 1. Surface diagrams of the interpolating polynomials (3.1), (3.2), (3.3) and (3.4)
in the associated subspaces, showing the data points of the given matrices Θ and Ψ.
Example 3.2. Let ζ ∈ R2×2 is given as ζ =
(−1 2
3 −4
)
and I2 be the identity matrix of order 2. Then,
ζ2 =
(
7 −10
−15 22
)
, and there exists unique ℘ζ , ℘ζ2 , ℘I2 ∈ 12Π22,2, such that
℘ζ(x, y) = −(2x+ y)3 + 11(2x+ y)2 − 37(2x+ y) + 38,
℘ζ2(x, y) = 5(2x+ y)
3 − 54(2x+ y)2 + 176(2x+ y)− 170,
and ℘I2(x, y) =
1
2
(2x+ y)2 − 9
2
(2x+ y) + 10.
This implies, ℘ζ2(x, y)− tr(ζ).℘ζ(x, y)+det(ζ).℘I2(x, y) = 0, where tr(ζ) = −5 and det(ζ) = −2. Hence, the
associated polynomials satisfy the result of Cayley-Hamilton theorem in 12Π
2
2,2 for the given square matrix ζ
in R2×2.
Example 3.3. Let us consider the map T : R2×2 → 12Π22,2 defined by (2.13) and given as
(3.5)
T
[(
a b
c d
)]
=
(−a+ 3b− 3c+ d)
6
(2x+ y)3 + +
(5a− 14b+ 13c− 4d)
2
(2x+ y)2
+
(−74a+ 189b− 162c+ 47d)
6
(2x+ y) + (20a− 45b+ 36c− 10d).
Therefore, for every A,B ∈ R2×2 and some non-zero real scalar α, we get
T (αA+B) = αT (A) + T (B),
i.e., the map (3.5) is linear.
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Since B1 =
{(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)}
and B2 = {1, (2x+ y), (2x+ y)2, (2x+ y)3} be the
standard bases of R2×2 and 12Π22,2 respectively. Therefore,
T
[(
1 0
0 0
)]
= 20− 37
3
(2x+ y) +
5
2
(2x+ y)2 − 1
6
(2x+ y)3,
T
[(
0 1
0 0
)]
= −45 + 63
2
(2x+ y)− 7(2x+ y)2 + 1
2
(2x+ y)3,
T
[(
0 0
1 0
)]
= 36− 27(2x+ y) + 13
2
(2x+ y)2 − 1
2
(2x+ y)3,
and T
[(
0 0
0 1
)]
= −10 + 47
6
(2x+ y)− 2(2x+ y)2 + 1
6
(2x+ y)3.
Hence, the associated co-ordinate matrix with respect to the bases B1 and B2 is
(3.6) [T ]B2B1 =

20 −45 36 −10
− 373 632 −27 476
5
2 −7 132 −2− 16 12 − 12 16
 .
Clearly, det
(
[T ]B2B1
)
6= 0, i.e., ker T 6= 0. Hence, the polynomial map (3.5) is invertible and thus consequently
an isomorphism. Again, the map S : 12Π22,2 → R2×2 can be written as
(3.7) S(a+ bX + cX2 + dX3) = ( a+ 3b+ 9c+ 27d a+ 4b+ 16c+ 64d
a+ 5b+ 25c+ 125d a+ 6b+ 36c+ 216d
)
,
where X = 2x+ y. The associated co-ordinate matrix with respect to the bases B2 and B1 is
(3.8) [S]B1B2 =

1 3 9 27
1 4 16 64
1 5 25 125
1 6 36 216
 ,
such that det
(
[S]B1B2
)
6= 0. Using (3.6) and (3.8), we get
[T ]B2B1 .[S]B1B2 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 = [S]B1B2 .[T ]B2B1 .
This shows that the maps given by (3.7) and (3.5) are inverse maps of each other.
Note 3.4. The result of Corollary 2.5 and Theorem 2.7 are proved using a numerical approach of bivariate
polynomial interpolation. The Example 3.2 and 3.3 validate them using some of the well-defined approaches
and results of linear algebra. They also indicate a possible application of the results in the linear algebra
community.
Example 3.5. Let Ω = (f(i, j)) ∈ R2×2 be a matrix generated by the real-valued function f(x, y) =
3x2 + 2y3 − x2y + 2xy2 + x− y + 10. Then,
pΩ(x, y) =
1
2
(x+ 2y)3 − 6(x+ 2y)2 + 65
2
(x+ 2y)− 41,(3.9)
PΩ(x, y) = 3xy + 6x+ 15y − 8.(3.10)
Therefore, the absolute error of the interpolating polynomial pΩ ∈ 21Π22,2 can be given as
(3.11) EpΩ∈21Π22,2 = |f(x, y)− pΩ(x, y)|, (x, y) ∈ [1, 2]× [1, 2],
and the absolute error of the interpolating polynomial PΩ ∈ Π12 ×Π12 can be given as
(3.12) EPΩ∈Π12×Π12 = |f(x, y)− PΩ(x, y)|, (x, y) ∈ [1, 2]× [1, 2].
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The computation of the difference of errors, given by (3.11) and (3.11), of the interpolating polynomials (3.9)
and (3.10) in 21Π
2
2,2 and Π
1
2×Π12 respectively, at equally spaced interpolating bivariate mesh-grid points with
step-size 0.1 in (x, y) ∈ [1, 2]× [1, 2], is shown in Table 3.
Table 3. Absolute error difference of interpolating polynomials in the interpolation spaces
2
1Π
2
2,2 and Π
1
2 × Π12, corresponds to the respective BVPIPM with respect to 2 by 2 grid
points, for the matrix Ω = (f(i, j)) ∈ R2×2 which is generated by a given function (smooth)
f : R2 → R.
Calculation of the error difference, EpΩ∈21Π22,2 − EPΩ∈Π12×Π12 = |f(x, y)− pΩ(x, y)| − |f(x, y)− PΩ(x, y)|,
at the equally spaced mesh-grid points in (x, y) ∈ [1, 2]× [1, 2] with step size 0.1, up to 4 decimal places.
↓ y → x 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
1 0 0.0855 0.1439 0.1785 0.1920 0.1875 0.1679 0.1365 0.0959 0.0495 0
1.1 0.1439 0.1485 0.1320 0.0975 0.0479 -0.0135 -0.0839 -0.1605 -0.2400 -0.3195 -0.3959
1.2 0.1920 0.1275 0.0479 -0.0435 -0.1440 -0.2505 -0.3599 -0.4695 -0.5759 -0.6765 -0.7680
1.3 0.1679 0.0465 -0.0840 -0.2205 -0.3599 -0.4995 -0.6359 -0.7665 -0.8880 -0.9975 -1.0919
1.4 0.0959 -0.0705 -0.2399 -0.4095 -0.5760 -0.7365 -0.8880 -1.0275 -1.1519 -1.2585 -1.3440
1.5 0 -0.1995 -0.3959 -0.5865 -0.7680 -0.9375 -1.0919 -1.2285 -1.3440 -1.4355 -1.5000
1.6 -0.0959 -0.3165 -0.5280 -0.7275 -0.9119 -1.0785 -1.2239 -1.3455 -1.4399 -1.5045 -1.5360
1.7 -0.1680 -0.3975 -0.6119 -0.8085 -0.9840 -1.1355 -1.2600 -1.3545 -1.4160 -1.4415 -1.4280
1.8 -0.1919 -0.4185 -0.6240 -0.8055 -0.9600 -1.0845 -1.1760 -1.2315 -1.2480 -1.2225 -1.1519
1.9 -0.1440 -0.3555 -0.5399 -0.6945 -0.8160 -0.9015 -0.9480 -0.9525 -0.9119 -0.8235 -0.6840
2 0 0.0045 0.0159 0.0315 0.0480 0.0625 0.0719 0.0735 0.0640 0.0405 0
From Table 3, it can be observed that the absolute error of the interpolating polynomial pΩ(x, y) in
2
1Π
2
2,2 is moreover less in comparison of the interpolating polynomial PΩ(x, y) in Π
1
2 × Π12, at most of the
interpolating points in (x, y) ∈ [1, 2]× [1, 2].
4. Concluding remarks
In this article, the existence of a specific class of mn-dimensional interpolation spaces, in a space of BVPS
of the form βαΠ
2
m,n, has been established for a proposed BVPIPM (*) with respect to a set of special nodes
Ξ. Also, some exclusive isomorphisms from Rm×n to 1nΠ2mn−1 and m1 Π2mn−1 are formulated, which satisfy
an additional condition of the BVPIPM (*) with respect to Ξ. For this, a different approach of bivariate
polynomial interpolation is applied. The BVPIPM (*) is reduced to a univariate polynomial interpolation
problem, using a transformation φ : Ξ→ R,(i, j)→ αi+ βj and z = αx+ βy, where α > 0 and β > 0 such
that φ is bijective. In these cases, it can be said that the solution of the BVPIPM (*) is equivalent to the
univariate polynomial interpolation when all of the points are projected to a line orthogonal to αx+βy = 0,
which are chosen such that all projections are different.
To be sure, the polynomial space βαΠ
2
m,n is correct for any m by n rectangular grid for uncountably many
choices of α and β and fulfills the necessary condition of correctness. In spite of this, this polynomial space
has an unfortunate bias: all its elements are constant in the direction (−β, α), which is somehow quite
unnatural for interpolation on a rectangular mesh. It can be said that the established interpolation spaces
do not perfectly fulfill the respective sufficient condition for ‘good’ interpolation. However, for some of the
BVPIPM’s with respect to m by n rectangular grid points, the associated interpolating polynomials in some
of these interpolation spaces possibly reduce the absolute error as compared to the bivariate interpolating
polynomials in the standard tensor product space of two univariate polynomial subspaces (see Example 3.5).
Overall, the outcomes of the article are adding some additional tools to linear algebra and numerical linear
algebra community.
The authors are working to submit some potential applications of the BVPIPM (*) in mathematics and
some other branches of science and engineering. We take these as our future objectives and the possible
suggestions or work in this direction would be highly complementary.
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Appendix A. Non-poisedness of the BVPIPM
In this section, we are providing some illustrations to demonstrate that the BVPIPM (*) with respect to
Ξ cannot be always poised in
(
k+2
k
)
-dimensional subspace Π2k, for a given αij ∈ Rm×n, even if dim Π2k = mn.
Exercise A.1. Let (αij) ∈ R3×1 be a given matrix. Then, for the known three data points ((1, 1), a11),
((2, 1), a21), and ((3, 1), a31), the respective BVPIPM (*) can be written as
(A.1) ℘(i, j) = αij for all i = 1, 2, 3, j = 1.
Since dim Π21 = 3, the known set of data points may define an interpolating polynomial ℘ ∈ Π21. Let us
assume that
(A.2) ℘(x, y) = ax+ by + c,
where a, b and c are real constants. If the polynomial (A.2) satisfies the BVPIPM (A.1), the coefficients a, b
and c must satisfy the system of equations
(A.3) a+ b+ c = α11, 2a+ b+ c = α21, and 3a+ b+ c = α31.
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The system of equations (A.3) is equivalent to
(A.4)
1 1 11 0 0
0 0 0
ab
c
 =
 α11α21 − α11
α31 − 2α21 + α11
,
i.e., the determinant of the associated sample matrix (equivalently coefficient matrix) is zero. Hence, the
BVPIPM (A.1) with respect to the interpolation points (1, 1), (2, 1), and (3, 1) cannot be poised in Π21 for
any given matrix in R3×1. Similarly, the BVPIPM (A.1) with respect to the interpolation points (1, 1), (1, 2),
and (1, 3) cannot be poised in Π21 for any given matrix in R1×3.
Exercise A.2. Let (αij) ∈ R3×2 be a given matrix. Then, for the known six data points ((1, 1), b11),
((1, 2), b12), ((2, 1), b21), ((2, 2), b22), ((3, 1), b31), and ((3, 2), b32), the respective BVPIPM (*) can be written
as
(A.5) ℘(i, j) = αij for all i = 1, 2, 3, j = 1, 2.
Since dim Π22 = 6, the known set of data points may define an interpolating polynomial ℘ ∈ Π22. Let us
assume that
(A.6) ℘(x, y) = a1x
2 + a2xy + a3y
2 + a4x+ a5y + a6,
where ak, k = 1, 2, . . . , 6 are real constants. If the polynomial (A.6) satisfies the BVPIPM (A.5), then the
coefficients must satisfy
(A.7) αij = a1i
2 + a2ij + a3j
2 + a4i+ a5j + a6; i = 1, 2, 3, j = 1, 2.
The system of equations (A.7) is equivalent to
(A.8)

1 1 1 1 1 1
0 1 3 0 1 0
4 2 1 2 1 1
0 1 0 0 0 0
9 3 1 3 1 1
0 0 0 0 0 0


a1
a2
a3
a4
a5
a6
 =

α11
α12 − α11
α21
α22 − α21 − α12 + α11
α31
α32 − 2α22 + α12 − α31 + 2α21 − α11
.
Therefore, the determinant of the associated sample matrix is zero. Hence, the BVPIPM (A.5) with respect
to the nodes (1, 1), (1, 2), (2, 1), (2, 2), (3, 1), and (3, 2) cannot be poised in Π22 for any given matrix in R3×2.
Similarly, the BVPIPM (A.5) with respect to the nodes (1, 1), (1, 2), (1, 3), (2, 1), (2, 2), and (2, 3) cannot be
poised in Π22 for any given matrix in R2×3.
In the similar manner, we have verified that for the subspace Π23 (dim Π
2
3 = 10), the determinant of the
associated sample matrix, corresponding to the BVPIPM (*) with respect to Ξ for any given matrix of the
all possible orders 1× 10, 2× 5, 5× 2 and 10× 1, is zero.
Remark A.3. For Π2k, such that mn = dim Π
2
k, the construction of respective sample matrix of the order
(k+1)(k+2)
2 × (k+1)(k+2)2 , corresponding to the BVPIPM (*) with respect to Ξ for any given (αij) ∈ Rm×n,
is analytically intractable for large k. Using a suitable computer program, it is verified that for any given
matrix (αij) ∈ Rm×n, for which mn = dim Π2k, the associated sample matrix of the BVPIPM (*) with
respect to Ξ is singular, upto k ≤ 30. We conjecture that it is true for all k ∈ N.
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