This paper discusses a classical simulation to compute the partition function (or free energy) of generic one-dimensional quantum many-body systems. Many numerical methods have previously been developed to approximately solve one-dimensional quantum systems. However, there exists no exact proof that arbitrary one-dimensional quantum Gibbs states can be efficiently solved by a classical computer. Therefore, the aim of this paper is to prove this with the clustering properties for arbitrary finite temperatures β −1 . We explicitly show an efficient algorithm that approximates the partition function up to an error ǫ with a computational cost that scales as n · poly(1/ǫ), where the degree of the polynomial depends on β as e O(β) . Extending the analysis to higher dimensions at high temperatures, we obtain a weaker result for the computational cost n · (1/ǫ) Introduction.-One of the central problems in quantum mechanics is the computation of thermodynamic properties in many-body systems. Because of the exponential growth of the Hilbert space, an exact diagonalization approach is inapplicable, unless the system size is small. Hence, for the sake of practicality, it is necessary to resort to an approximation algorithm such as the density matrix renormalization group (DMRG) [1, 2] or the quantum Monte-Carlo method [3, 4] .
D is the lattice dimension.
Introduction.-One of the central problems in quantum mechanics is the computation of thermodynamic properties in many-body systems. Because of the exponential growth of the Hilbert space, an exact diagonalization approach is inapplicable, unless the system size is small. Hence, for the sake of practicality, it is necessary to resort to an approximation algorithm such as the density matrix renormalization group (DMRG) [1, 2] or the quantum Monte-Carlo method [3, 4] .
In the rapidly developing field of Hamiltonian complexity, the computational complexity of various quantum many-body problems has been intensively discussed by evaluating the runtime and precision of algorithms. After the breakthrough by Kitaev [5] , numerous problems in quantum physics have been found to be intrinsically intractable [6] [7] [8] [9] , i.e., classified into the quantum Merlin-Arthur (QMA)-complete class. More recently, we are on the new stage towards understanding what kind of problem is efficiently computable by a classical computer. In this direction, remarkable progress has been made on the efficient classical simulation of 1D gapped ground states [10, 11] .
In Hamiltonian complexity, computing thermal equilibrium properties is one of the most important research targets, along with computing the ground state. For a given many-body Hamiltonian H, one computes the thermal state e −βH /Z, where β is the inverse temperature and Z is the partition function, Z = tr(e −βH ). The partition function leads to the free energy per site n −1 β −1 log Z, where n is the system size. Hence, computing Z is obviously the most crucial step to discuss the thermodynamic properties. However, in order to directly calculate Z, the trace operation makes it necessary to sum the exp[O(n)] terms. Hence, a practical computation must rely on some approximation schemes. So far, there have been many empirically successful algorithms for approximating the partition function, based on the quantum Monte-Carlo method [12, 13] , DMRG [14] [15] [16] [17] , quantum belief propagation [18] [19] [20] [21] , etc. More recently, there have been several attempts to implement efficient sampling using a quantum com- puter [22] [23] [24] [25] . Although these algorithms work well empirically, there has been no guarantee of precision. In order to obtain a clear picture of the tradeoff relation between the computational cost and precision, there have been several exact studies on an approximation scheme for the partition function, including those involving the classical simulation of the quantum ferromagnetic XY model [26, 27] and quantum Gibbs sampling [28] [29] [30] . In this paper, we focus on the one-dimensional Gibbs states at an arbitrary temperature, and provide the first exact evidence of efficient computability in a wide class of onedimensional quantum systems. We remark here that one-dimensional quantum systems are one of the most actively studied objects, and hence their numerical computation [14, 17, 18, 31] and computational complexity [21, 30, [32] [33] [34] have been intensively discussed. Nevertheless, with the exception of some special cases [33] , the existence of an efficient algorithm that works in polynomial time has not yet been explicitly provided. Here, by the term "efficient algorithm," we mean an algorithm that approximates n −1 log Z up to an error ǫ with a computational cost of poly(n) · poly(1/ǫ). In this paper, we show such an efficient algorithm for one-dimensional Gibbs states at an arbitrary finite temperature. This is of clear importance because it implies that the decision problem of the free energy in a width of 1/poly(n) is classified into P.
A standard way to tackle this problem is based on the quantum approximate Markov property [30, 35] , which implies that the conditional mutual information between two regions A and C conditioned on the middle region B decays exponentially with a length of B. This is an extended version of the clustering properties (i.e., the exponential decay of the bipartite correlation between two separated operators). This property is believed to be true even though the complete proof has not been given; indeed, Kato and Brandao have proved it in a weaker way [30] for generic one-dimensional Gibbs states. In addition, based on the quantum approximate Markov property, a decision problem of the free energy n −1 β −1 log Z is proved to be at least in the class NP [34] . In our analysis, however, we do not rely on the quantum approximate Markov property but employ several elementary techniques, i.e., the standard clustering property [36] , quantum belief propagation [18] , locality of temperature [37] and imaginary time LiebRobinson bound. Moreover, we extend the method to higher dimensional systems in a weaker way than for one-dimensional cases (see Fig. 1 ).
Setup.-We consider a quantum system with n sites defined on a one-dimensional lattice, where each site has a d-dimensional Hilbert space. For instance, spin-1/2 systems have d = 2. We consider the following system Hamiltonian which consists of n local terms:
Here, each of {h j } n j=1 acts on at most k adjacent sites {j, j + 1, . . . , j + k − 1} (i.e., up to k-body interaction), and · · · denotes the operator norm. (See [38] as a specific example of this setup.)
We define the partition function for Hamiltonian H with inverse temperature β as follows:
The Gibbs state is given by ρ := e −βH /Z. Our main problem is calculating n −1 log(Z) with the desired approximation error ǫ.
For the construction of Z, we first define
as follows:
We then formally decompose the contributions of H i and h i in Z i in the following form:
where 
This leads to the expression of the partition function in the following form:
where we used the relations Z n = Z and Z 0 = tr(1) = d n . In this framework, our task is reduced to estimating the computation cost to calculate tr (ρ i A i ). Then, the total computation cost is the runtime of computing tr (ρ i A i ) multiplied by the system size n.
Assumption and main result.-Throughout this paper, we assume the clustering property of ρ with a fixed β < 0 for arbitrary Hamiltonians H. More precisely, we assume the following statement: Assumption 1. When the Hamiltonian is given in the form of Eq. (1), the Gibbs state ρ := e −βH /Z (β < ∞) satisfies
for any two operators O and O ′ separated by a distance
The clustering property implies that a phase transition does not occur at any finite temperature in onedimensional Gibbs states [39] . This has been rigorously proved by Araki [36] for an infinitely large system size n. The correlation length ξ usually depends on β and can be infinite in the limit of β → ∞; in one-dimensional Gibbs states, ξ is believed to be at most e O(β) [30] . Under Assumption 1, we prove the following statement: Theorem 1. For a fixed β < ∞, there exists an approximation scheme of n −1 log Z up to an error ǫ with the runtime bounded from above by n × poly(1/ǫ).
The power exponent of poly(1/ǫ) is at most ξe O(β) , which is on the order of e O(β) if ξ < e O(β) . As the Gibbs state approaches the ground state, the computational cost increases and the partition function may be intractable for β → ∞. This is consistent with the fact that the computational class to simulate onedimensional ground state (β → ∞) can be QMAcomplete [40, 41] .
Approximation of local observables.-The main goal of our classical simulation scheme is to approximate nonlocal operators in tr(ρ i A i ) using locally defined operators. Hence, we first show how to approximate an expectation value for a locally defined observable. For this purpose, we introduce a local truncation of operators. We denote by L ⊂ {1, 2, . . . , n} the subset of adjacent sites that supports the local Hamiltonian h i (note that |L| ≤ k). In addition, we define the subset L l , which covers the set L with at most l additional sites at both ends. See Fig. 2 
We consider an arbitrary operator O L acting on subset L and give an approximation scheme for the expectation value of tr(ρ i O L ). Using the definition (9), we formally decompose the Hamiltonian
) and try to approximate
We find the relation between these quantities using the truncation formula in Ref. [37] (see also [42] (10) where ρ i (s) := e −βHi(s) /tr(e −βHi(s) ) with H i (s) := H i − sH ∂ , and the operator H ∂ (s, κ) is defined as
The second line in Eq. (10) provides the approximation error when using tr( 
Under the condition (7), we note the following relation:
where C is a constant of O(1). This immediately leads to
Because subset L l has O(l) sites, the computational cost to calculate tr(ρ
) .
the error βe β e −l/ξ to be smaller than ǫ for a fixed β, we need to take l = O(ξ log ǫ −1 ) + O(ξβ). Thus, for a sufficiently small ǫ, this gives the computational cost of (1/ǫ) O(ξ) log d . This completes the proof of Theorem 1. General case.-We next consider the general case where the local Hamiltonians do not commute with each other. The basic strategy to arrive at Theorem 1 is the same as in the commuting case. The main difference from the commuting case is that both of the operators A i and H ∂ (s, κ) are no longer local operators. We use the expression of operator A i = B i B † i based on the quantum belief propagation [18] , where B i is written as
where with additional l 2 sites in the same way as defined for L l in Fig. 2 . Using the same truncation scheme (10),
) . Then, we show that A i and
) , respectively. See the schematic representation of these in Fig. 3 . To estimate the approximation error, we start with the following inequality:
To derive this inequality, (10) and estimate the upper bound of the left hand side of Eq. (15) . We then consider the upper bound of each term and estimate the conditions of (l 1 , l 2 , l) to obtain the desired approximation error ǫ. To this end, we consider the following three steps:(i) we compute the bound
, and (iii) we consider the bound of the third term in Eq. (15) . In the first two steps, we derive the conditions on l 1 and l 2 to achieve the error ǫ. In step (iii), we use the clustering property (7) by taking a sufficiently large length l.
We first consider step (i). From the Lieb-Robinson bound [43, 44] , the operator h i (t, τ ) is locally approximated by [ 
. After straightforward but lengthy calculations, we obtain
. We present the details of the derivation in the supplementary material [42] . The inequality (16) 
) is approximated up to the error ǫ by
We notice that the computational cost to calculate the first term is at most d O(l) . In step (ii), we consider the local approximation of 
where
The proof is given by expanding the operators with respect to τ using the Baker-Campbell-Hausdorff (BCH) expansion. It should be noted that this lemma is valid only for one-dimensional systems.
Using this lemma, in order to approximate
) up to an error ǫ, we need to choose l 2 = e O(β) log ǫ −1 . We finally consider step (iii). The correlation between A
) is bounded using the clustering inequality (7) . The distance between these two operators is l − (l 1 + l 2 ), and Ineq. (7) reads as follows:
We now choose l 1 = O(β 2 ) + O(β) log ǫ −1 and l 2 = e O(β) log ǫ −1 . Hence, we have to choose l as
Thus, from Eq. (17), the computational cost is at most d ξe O(β) log ǫ −1 in order to calculate tr(ρA i ) up to the error ǫ. This completes the proof of Theorem 1.
Extensions to higher dimensional systems.-The same analysis can be applied to higher dimensional systems under the assumption of the clustering (7). This assumption has been rigorously proven at high temperatures [37, 45] . In a case where the Hamiltonian is commuting, only the clustering property determines the computational cost to calculate the partition function; we apply the same approximation scheme as in Eq. (12). The only difference comes from the number of sites in L l . Because subset L l has O(l D ) sites, the computational cost to calculate tr(ρ
. Thus, in order to keep the error smaller than ǫ for a fixed β, we need to take l = O(ξ log ǫ −1 ). This implies a computational cost on the order of (1/ǫ)
In non-commuting cases, using Ineq. (15) makes it possible to estimate the approximation error. The first difference is that we cannot use the belief propagation technique but need to apply the Dyson expansion for the local approximation of A i as follows [46] :
In this case, we rely on Lemma 1 for the local approximation of A i . Then, the power exponent of poly(1/ǫ) in Theorem 1 becomes much worse as exp[e O(β) ]. The second difference, which is more essential, is that Ineq. (21) does not hold, and the convergence of the BCH expansion is not ensured above a critical β c = O(1). Then, if β < β c , the same computational cost as in the commuting cases, i.e., (1/ǫ)
, is derived for the approximation up to the error ǫ. However, for β ≥ β c , the (quasi-)locality of A i and H ∂ (s, κ) in Ineq. (15) is no longer ensured, and hence it is not possible to determine the computational complexity of the partition function using only the clustering property.
Summary and remark on one-dimensionality.-In this letter, we have shown the computational cost to calculate the partition function n −1 log Z up to an error ǫ. We summarize our results in Fig. 1 . In one dimension, our analysis exactly shows that the decision problem of the free energy in a width of 1/poly(n) is classified into P.
Here, we comment on the special point of onedimensional systems. One of the key relations is shown in Lemma 1. This lemma was derived based on the expansion 
Because of the logarithmic correction log m, the sum-
. This point plays a crucial role in the existence of a polynomial algorithm for calculating the quantum partition function.
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In the second equality, we use
By combining Eqs. (B2), (B3) and (B4), we have
Appendix C: Proof of the local approximation of Ai (16) In this section, we derive the inequality (16) . We first restate it as follows:
ηi(τ )dτ , and
By using the Suzuki-Trotter decomposition, the operator B i reduces to
where τ s := s/m for s = 1, 2, . . . , m. From the definition of η i (τ ), we have 
where we use h i = 1 in the last equality. In the same way, we also obtain 
Now, we need to derive an upper bound for
. For this purpose, we start from the LiebRobinson bound for h i (t, τ ). Let O be an arbitrary operator which is separated from the operator h i by a distance l. Then, the Lieb-Robinson bound reads
Please see eq. (2.4) in Ref.
[50] for the derivation of the inequality (C8). Note that h i is supported in the subset L := {i, i + 1, . . . , i + k − 1} with |L| = k and the norm h i is equal to 1. By following the same discussion as in Ref.
[44], we obtain
where C is a constant of O (1), and in the second inequality, we use
is Hermitian from the definition (9) .
By using the inequality (C10), we have from Eq. (C2)
When we define t 0 := m 0 /(2ek 2 ), t 1 := β/(2π), the integral reduces to
whereC k,β is a constant of O(k 2 β 2 ). From the inequalities (C11) and (C12), we have
we have the same inequality for η †
. By applying the inequality (C13) to (C7), we obtain the inequality (C1).
Appendix D: Proof of Lemma 1
In the following, we derive Lemma 1 on the imaginary Lieb-Robinson bound in one-dimensional systems. For the purpose, we first derive the inequality (21), which gives the upper bound on the norm of multi-commutator. We then prove Lemma 1 by utilizing the bound.
Derivation of an upper bound for the norm of multi-commutator
We first derive an upper bound of the norm
where O L is an operator defined on an adjacent subset L, and {H (s) } m s=1 denote arbitrary one-dimensional operators as
with each of {h j } n j=1 acting on sites {j, j + 1, . . . , j + k − 1}. In the following, we first derive Lemma 2, which bounds the norm (D1) in a general way. We then derive the inequality (21) for the special case of Lemma 2.
Here, we prove the following Lemma:
given in Eq. (D2), the norm (D1) is bounded from above by
with
where we define |π j | = 1 if π j = ±. We define l 0 as the number of sites contained in L (i.e., l 0 = |L|).
Proof of Lemma 2.
We first decompose the Hamiltonian as follows
where H
L and H (Fig 4) . We then obtain
where we use ad H
We then estimate the norms of O
L0 and O
L+ . First, we obtain
where we used h
(1) j ≤ 1 in the last inequality. Second, because the interaction length is at most k − 1, the number of h j which contributes to H (1) ∂L− is also at most k − 1, and hence
The same inequality holds for O (1) L+ . In the next step, we calculate ad H (2) ad H (1) (O L ), which is now given by ad H (2) 
As in the calculation of ad
where we decompose H (2) = H 
We apply the same calculations to ad H (2) 
In the same way, we repeatedly decompose the multicommutator ad H (m) · · · ad H (2) ad H (1) with γ a constant of γ ≃ 1.6026. By combining the inequalities (D16) and (D17), we obtain the inequality (21) . 
