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Introduction
Ce travail de the`se provient d’une intuition partage´e par un petit nombre encore
de chercheurs : les fourmis re´solvant de nombreux proble`mes de manie`re tre`s eﬃcace
dans leur environnement, il doit eˆtre possible de transposer un certain nombre de ces
me´canismes pour la re´solution de proble`mes informatiques.
L’informatique biomime´tique
Lorsqu’un nouveau proble`me se pose en informatique, et plus ge´ne´ralement en
inge´nie´rie, il faut parfois de´ﬁnir de nouvelles me´thodes de re´solution car les techniques
existantes ne sont pas pre´cise´ment adapte´es au cas traite´. Ainsi, lorsque l’on veut in-
venter une nouvelle me´thode de re´solution de proble`me, il faut souvent une source
d’inspiration. Celle-ci peut eˆtre totalement imaginaire et n’est pas oblige´e de faire
re´fe´rence au monde re´el comme par exemple des me´thodes mathe´matiques abstraites
ou peut au contraire eˆtre issue de la mode´lisation des syste`mes complexes naturels.
Il s’agit dans ce dernier cas de copier et d’adapter les concepts mis en œuvre par le
monde du vivant pour la re´solution de proble`mes.
La source d’inspiration que constitue la biologie a de plus en plus de succe`s dans une
branche de l’intelligence artiﬁcielle que l’on peut nommer informatique biomime´tique.
Le principe de base de cette me´thode de de´veloppement suit presque invariablement
le meˆme sche´ma et les meˆmes motivations comme le fait remarquer Arkin (Arkin,
1998) pour le domaine de la robotique biomime´tique (ﬁgure 1). Ce sche´ma s’applique
a` tout autre domaine, comme par exemple la me´canique ou l’informatique. Ce dernier
domaine sera pre´cise´ment le cadre principal dans lequel se place ce travail de the`se.
L’objectif du processus de cre´ation est de concevoir un mode`le re´solvant un proble`me
ou une cate´gorie de proble`mes en s’inspirant de sche´mas de comportements mis au
point en e´thologie. La premie`re e´tape se base sur des e´tudes mene´es en biologie et
consiste a` extraire de ces e´tudes un mode`le re´alisable du point de vue informatique.
Les re´sultats obtenus par des simulations permettent ensuite d’e´valuer la qualite´ du
mode`le relativement aux e´tudes biologiques. Les conse´quences peuvent eˆtre utiles aux
informaticiens aﬁn d’ame´liorer le mode`le lui meˆme ou aux e´thologistes qui peuvent
de´velopper et tester leur the´ories du comportement animal. Le double inte´reˆt des deux
disciplines n’est pas toujours imme´diat et il faut reconnaˆıtre que c’est le plus souvent
les informaticiens qui proﬁtent d’abord de ces de´veloppements. Comme nous le verrons
dans le chapitre 2, le domaine des fourmis artiﬁcielles ﬁgure parmi les plus re´cents,
la ge´ne´tique des populations avec les algorithmes e´volutionnaires (Holland, 1975) ou
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Fig. 1 – Me´thodologie de conception en informatique/robotique biomime´tique (adapte´
de (Arkin, 1998)).
la neurobiologie avec les re´seaux de neurones (McCulloch and Pitts, 1943) ayant de´ja`
donne´ lieu a` de nombreux travaux depuis quelques de´cennies. Au chapitre 7, nous sui-
vrons ﬁde`lement ce sche´ma pour la mode´lisation du comportement de fourragement
des fourmis de l’espe`ce Pachycondyla apicalis.
Sujet de la the`se
Ce travail de the`se vise plusieurs objectifs, dont le point commun est l’e´tude des
fourmis artiﬁcielles. Tout d’abord, nous proposons d’e´tendre certains travaux mene´s
dans le cadre des fourmis artiﬁcielles. Nous proposons en particulier d’e´tendre les tra-
vaux de Lumer et Faieta (Lumer and Faieta, 1994) concernant la capacite´ de regrou-
pement d’objets par les fourmis pour le proble`me de la classiﬁcation non supervise´e.
Nous tentons ensuite de rapprocher un certain nombre de travaux inspire´s des four-
mis pour l’optimisation combinatoire d’une classe d’algorithmes e´volutionnaires, les
algorithmes base´s sur la fre´quence d’apparition des ge`nes. Ces de´veloppements per-
mettent de constater un certain nombre de similitudes entre les algorithmes BSC et
PBIL d’une part et ACO d’autre part. Enﬁn nous proposons une mode´lisation d’une
espe`ce de fourmis particulie`re (Pachycondyla apicalis) pour la re´solution de proble`mes
d’optimisation. Les trois objectifs que nous nous sommes eﬀorce´s de suivre sont donc
les suivants :
– e´tendre un algorithme inspire´ des fourmis pour la classiﬁcation non supervise´e ;
– comparer une classe d’algorithmes de fourmis a` des algorithmes e´volutionnaires ;
– proposer un nouvel algorithme biomime´tique d’optimisation.
Organisation du document
Voici un guide de lecture pour aborder ce document :
– le chapitre 1 de´crit les principales caracte´ristiques des fourmis re´elles qui peuvent
eˆtre exploite´es pour la re´solution de proble`mes d’inge´nie´rie. Bien que cet aperc¸u
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soit obligatoirement trop succinct en regard des travaux mene´s dans le domaine de
la myrme´cologie ou de l’e´tude du comportement des insectes sociaux ( enthomo-
e´thologie  en quelque sorte), ce chapitre est le plus  biologique  de cette the`se.
Son principal objectif est de mettre en appe´tit le lecteur curieux et de de´crire
quelques concepts utiles par la suite ;
– le chapitre 2 de´crit un certain nombre de travaux en informatique qui ont e´te´
inspire´s par les fourmis. C’est en quelques sorte l’e´tat de l’art du domaine des
fourmis artiﬁcielles si tant est que l’on puisse parler de domaine de recherche ;
– le chapitre 3 est une courte introduction au proble`me de la classiﬁcation non
supervise´e, nous y pre´sentons quelques me´thodes de re´solution classiques ;
– le chapitre 4 pre´sente les travaux que nous avons mene´s sur la classiﬁcation non
supervise´e en s’inspirant des fourmis ;
– le chapitre 5 introduit le proble`me de l’optimisation nume´rique et donne des
points d’entre´e sur les principales heuristiques d’optimisation ;
– une comparaison des algorithmes e´volutionnaires avec une adaptation d’un algo-
rithme base´ sur les fourmis est pre´sente´e au chapitre 6. Nous mettons en avant
les diﬀe´rences et similitudes de ces deux approches, notamment d’un point de
vue expe´rimental ;
– la mode´lisation d’une espe`ce de fourmis (Pachycondyla apicalis) est propose´e au
chapitre 7 pour la re´solution de proble`mes d’optimisation nume´rique et combina-
toire. Un certain nombre d’applications dans diﬀe´rents domaines sont propose´es
et expe´rimente´es ;
– une conclusion sur l’ensemble de ces travaux ainsi que les perspectives d’avenir
sont donne´es a` la ﬁn du document.
4 Introduction
Chapitre 1
Les fourmis re´elles
Dans ce chapitre, nous donnons un aperc¸u des principales ca-
racte´ristiques des fourmis re´elles, par opposition aux fourmis ar-
tiﬁcielles que nous traiterons dans le chapitre suivant, et de
quelques uns de leurs comportements qui susciteront par la suite
un certain nombre de de´veloppements en informatique. L’e´tude
des socie´te´s animales donne en eﬀet un champ d’inspiration im-
portant pour la re´solution de proble`mes complexes. Nous survo-
lons dans ce chapitre les proprie´te´s que les fourmis posse`dent et
qui ont inspire´ ou inspireront les sciences telles que l’informatique.
1.1 Introduction
L’e´tude des fourmis a longtemps e´te´ ne´glige´e par les enthomologistes alors qu’elles
repre´sentent un des stades d’e´volution le plus abouti dans le monde des insectes. Ho¨ll-
dobler et Wilson ont corrige´ cette lacune en 1990 en publiant un ouvrage concen-
trant tout ce que l’on connaissait alors des fourmis (Ho¨lldobler and Wilson, 1990)1 :
 The neglect of ants in science and natural history is a shortcomming that
should be remedied, for they represent the culmination of insect evolution,
in the same sense that human beings represent the summit of vertebrate
evolution. 
Les fourmis constituent a` l’heure actuelle un support majeur pour les the´ories de´velop-
pe´es en e´cologie comportementale et en sociobiologie. On peut citer plusieurs raisons
a` cet engouement :
– l’inﬂuence des fourmis sur leur environnement naturel est extre`mement impor-
tant. Il a par exemple e´te´ montre´ qu’elles de´placent plus de terre en foreˆt tropicale
que les vers de terre, ou encore que le poids total des fourmis sur terre est du
meˆme ordre de grandeur que le poids des humains. De plus, la domination des
1Une version alle´ge´e s’adressant a` un public plus large a e´te´ publie´e en 1996 par ces meˆmes auteurs
(Ho¨lldobler and Wilson, 1996).
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fourmis est une preuve de leur adaptation a` des environnements tre`s varie´s :
 Dans la foreˆt vierge amazonienne du Bre´sil, le poids sec de l’ensemble des
fourmis est environ quatre fois supe´rieur a` celui de tous les verte´bre´s terrestres
(mammife`res, oiseaux, reptiles et amphibiens) re´unis  (Ho¨lldobler and Wilson,
1996). On trouve ainsi des fourmis dans tous les e´cosyste`mes terrestres situe´s
entre les deux cercles polaires. La connaissance de leur mode de vie est donc pri-
mordiale a` la compre´hension des espe`ces animales et ve´ge´tales qui les coˆtoient ;
– l’e´tude des fourmis se fait assez facilement en laboratoire car elles s’adaptent sans
trop de diﬃculte´s a` des environnements diﬀe´rents de leur habitat d’origine ;
– et comme nous allons le voir dans la suite, les fourmis posse`dent une gamme de
comportements tre`s varie´s, collectifs ou individuels.
1.2 Les insectes sociaux
1.2.1 Le succe`s e´cologique
La place des fourmis dans l’e´tude des socie´te´s animales est centrale car elles ont
de´veloppe´ des formes tre`s avance´es de socialite´ allant jusqu’a` partager leur activite´
de reproduction en conﬁant la transmission de leurs ge`nes a` quelques individus de la
colonie (les reines et les maˆles).
Le nombre d’espe`ces sociales (environ 13 500 connues (Ho¨lldobler andWilson, 1996))
est assez re´duit par rapport au nombre d’espe`ces d’insectes re´pertorie´es, soit environ
750 000, alors que les insectes sociaux repre´sentent la moitie´ de la biomasse des insectes.
La grande diversite´ des fourmis (environ 10 000 espe`ces connues (Ho¨lldobler and Wil-
son, 1996)) propose une large varie´te´ de morphologies et de comportements. L’e´tude
des fourmis, la myrme´cologie, est donc un vaste et passionant champ d’investigation.
1.2.2 La colonie en tant que super-organisme
Une fourmile`re peut aussi eˆtre assimile´e a` un super-organisme s’apparentant a` un
organisme vivant compose´ de cellules. Chaque cellule remplit un roˆle pre´cis tout comme
les fourmis accomplissent certaines taˆches pour la survie et le de´veloppement du nid. Les
fourmis sexue´es ont par exemple le meˆme roˆle que les cellules sexuelles. Les paralle`les
entre ces deux types de syste`mes sont e´tonnants et l’e´tude de leur de´veloppement, la
morphoge´ne`se pour un organisme et la socioge´ne`se pour une socie´te´ d’insectes, per-
mettent de faire certains rapprochements. L’e´tude de la socioge´ne`se a l’avantage d’eˆtre
plus facile a` re´aliser puisque l’on peut retirer et injecter des constituants sans mettre
en pe´ril le de´veloppement du super-organisme.
1.2.3 Les autres socie´te´s
Les mammife`res, les poissons et les oiseaux pre´sentent aussi des comportements
sociaux en ce qui concerne la reproduction avec des relations de dominance ou la
recherche de nourriture avec des strate´gies de coope´ration pour la capture de proies.
En ce qui concerne l’intelligence collective du syste`me immunitaire, la question est
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par exemple expose´e par John Stewart et Francisco Varela dans (Bonabeau and
Theraulaz, 1994, chapitre 4).
1.2.4 De´ﬁnition de la socialite´
On peut distinguer la vie en colonie de la vie en socie´te´. Dans le premier cas, c’est
la continuite´ organique entre les individus qui forme la colonie (il y a peu d’exemples),
alors que la vie en socie´te´ est caracte´rise´e par les e´changes de signaux entre ses individus,
la socie´te´ est alors une unite´ qui repose sur le transfert d’informations (Bonabeau and
Theraulaz, 1994, chapitre 3).
Toutes les fourmis vivent en socie´te´. La socialite´ des insectes est dite avanc¸e´e
(e´osocialite´) si l’espe`ce pre´sente les caracte´ristiques suivantes (Jaisson, 1993) :
De´ﬁnition 1.1 L’e´osocialite´ est caracte´rise´e par :
– la superposition, dans un meˆme groupe social, de plusieurs ge´ne´rations adultes ;
– la cohe´sion entre les membres du groupe ;
– la division des roˆles avec spe´cialisation d’un nombre restreint d’individus dans
la fonction reproductrice, les autres e´tant ste´riles (au moins partiellement) et
engage´s dans des actes altruistes ;
– l’e´levage coope´ratif des jeunes.
1.2.5 La se´lection de parente`le
L’apparition de la socialite´ n’a pas e´te´ facile a` expliquer par les the´ories de l’e´vo-
lution. La caracte´ristique la plus e´tonnante des insectes sociaux est qu’un certain
nombre d’individus sont ste´riles. La the´orie de l’e´volution de Darwin suppose que
les eˆtres vivants ont pour principale motivation, outre de survive ( l’instinct de sur-
vie ), de transmettre leur patrimoine ge´ne´tique. Comment expliquer alors que certaines
espe`ces aient de´veloppe´ des individus ste´riles et que l’activite´ de reproduction se soit
concentre´e sur quelques individus ? Darwin (Darwin, 1859) reconnaissait que les four-
mis repre´sentaient a` ses yeux  une diﬃculte´ toute particulie`re, qui [lui] parut tout
d’abord insurmontable, voire fatale a` l’ensemble de [sa] the´orie  puis avait sugge´re´ une
se´lection familiale des individus. L’explication la plus commune´ment admise est que
l’avantage en regard de la se´lection naturelle que les insectes peuvent tirer de la vie en
socie´te´ provient de la mise en commun de leurs eﬀorts pour assurer la survie de leur
descendance et la propagation de leur patrimoine ge´ne´tique. La sociobiologie (Hamil-
ton, 1964; Wilson, 1975; Jaisson, 1993), avec le principe de la se´lection de parente`le
(kin selection), a prolonge´ les pistes laisse´es par Darwin pour expliquer l’apparition
de la socialite´ chez les insectes.
La re`gle de Hamilton (Chapuisat and Keller, 1997) exprime le rapport entre le couˆt
d’un acte altruiste et le be´ne´ﬁce que peut en retirer son auteur. Si le degre´ de parente´
entre deux individus est r, le couˆt de l’acte altruiste c et le be´ne´ﬁce pour l’individu qui
en proﬁte b, alors l’acte altruiste sera favorise´ lorsque :
br − c > 0 (1.1)
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Les be´ne´ﬁces et couˆts sont mesure´s en nombre de descendants. Ainsi, pour les humains,
deux sœurs ont en moyenne la moitie´ de leur ge´nome en commun (pour chaque couple
de chromosomes, la me`re en fournit un parmi les deux qu’elle posse`de, de meˆme pour
le pe`re). Pour qu’une des sœurs puisse trouver un avantage a` aider sa sœur, il faut donc
que son sacriﬁce (l’abandon de sa fe´condite´) double la fe´condite´ (le succe`s reproductif)
de sa parente.
Les hyme´nopte`res sont haplodiplo¨ıdes : les femelles sont diplo¨ıdes (2 jeux de chro-
mosomes) et les maˆles haplo¨ıdes (1 jeux de chromosomes). Cette caracte´ristique permet
de rendre l’investissement altruiste rentable. En eﬀet, deux sœurs sont ge´ne´tiquement
plus proches l’une de l’autre (3/4) que de leur fre`re (1/4) comme il est indique´ dans la
ﬁgure 1.1.
Q
W F
K
M
1/2
3/4
1
1/4
1/2
1/2
1 1/2
1/2
Fig. 1.1 – Distances ge´ne´tiques chez les fourmis (tire´ de (Ho¨lldobler and Wilson, 1990)).
Q correspond a` la reine fondatrice, K au maˆle fondateur, W a` une ouvrie`re, F a` une
future reine et M a` un futur maˆle.
La re`gle de Hamilton ne garantit cependant pas l’abandon de la fe´condite´ pour
une partie de la population, elle explique que l’apparition du  ge`ne altruiste  puisse
perdurer et se propager.
On peut remarquer que le terme d’altruisme, signiﬁant  amour d’autrui , peut
aller tre`s loin chez les insectes puisque certains espe`ces tropicales d’Asie (du groupe
Camponotus saundersi) vont jusqu’au suicide pour prote´ger leur colonie (Ho¨lldobler
and Wilson, 1990).
Bien que la question de l’origine de la socialite´ chez les fourmis soit passionnante
et qu’elle fut ge´ne´ratrice de nombreuses pole´miques (voir (Jaisson, 1993)), nous n’en
dirons pas plus ici car a` notre connaissance aucun syste`me artiﬁciel ne s’est inspire´ de
ces the´ories.
1.3 L’intelligence collective des fourmis
De par la grande diversite´ des e´cosyste`mes colonise´s (des foreˆts vierges aux de´serts),
les fourmis oﬀrent une grande diversite´ de comportements et de morphologies. L’e´tude
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pre´cise de leur comportement (l’ethologie) est souvent limite´e aux espe`ces les moins
populeuses pour des raisons pratiques e´videntes d’e´tude en laboratoire.
Cette diversite´ exube´rante est une mine d’inspiration fascinante pour les syste`mes
informatiques. C’est ainsi que les capacite´s des fourmis en matie`re de coope´ration, de
communication, de compe´tition et d’apprentissage, entre autres, peuvent eˆtre mises
a` proﬁt pour la conception de robots ou d’algorithmes de re´solution de proble`mes.
La suite de cette section pre´sente les principales caracte´ristiques des fourmis que l’on
pourra retrouver dans des syste`mes informatiques.
1.3.1 La communication
Les insectes sociaux en ge´ne´ral, et les fourmis en particulier, ont de´veloppe´ des
me´canismes de communication tre`s e´labore´s (voir (Vander Meer et al., 1998) pour
les insectes sociaux et (Brossut, 1996) pour les animaux en ge´ne´ral). Il a e´te´ de´ﬁni
douze types de re´ponse mettant en œuvre une forme de communication (Ho¨lldobler
and Wilson, 1990) :
1. l’alarme ;
2. l’attraction simple ;
3. le recrutement (pour une source de nourriture ou un site de nidiﬁcation) ;
4. l’entretien et la mue ;
5. la trophalaxie (e´change de liquides) ;
6. l’e´change d’aliments solides ;
7. les eﬀets de groupe (augmentation ou inhibition d’une activite´) ;
8. la reconnaissance des apparente´s ou de caste ;
9. la de´termination de caste ;
10. la compe´tition pour la reproduction ;
11. le marquage du territoire et du nid ;
12. la reproduction (diﬀe´renciation du sexe, de l’espe`ce, de la colonie...).
La communication chimique est de loin la plus pre´sente chez les fourmis. Les
phe´romones (me´lange d’hydrocarbures) sont a` la base de la communication de nom-
breuses espe`ces. La che´more´ception pre´sente les avantages suivants (Bonabeau and
Theraulaz, 1994, chapitre 3) :
– la diversite´ des mole´cules pouvant intervenir permet de fournir des informations
qualitatives ;
– la stabilite´ du signal pour une mole´cule peu volatile permet d’assurer une certaine
permanence.
Par contre, les principaux inconve´nients de la communication chimique sont les sui-
vants :
– elle n’oﬀre que peu d’informations sur la direction ;
– sa propagation est relativement lente et elle est peu adapte´e pour la transmission
de messages urgents ou pour l’inte´gration de deux stimulations successives sous
une forme temporelle.
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Les ouvrie`res sont par exemple capables de de´poser des traces chimiques sur le trajet
qu’elles empruntent pour ramener de la nourriture. Au dela` du fait que ce marquage
leur permet de retrouver leur chemin jusqu’a` la fourmilie`re pour ce qui est du retour et
jusqu’a` la source de nourriture pour ce qui est d’exploiter une source abondante, cela
leur permet de transmettre a` leur conge´ne`res l’emplacement de l’aubaine.
La communication chimique est aussi mise a` l’œuvre pour de´clencher des alarmes
quand le nid est attaque´ et ainsi mobiliser un grand nombre d’individus pour de´fendre
la fourmilie`re.
Ces deux me´canismes font partie des comportements de recrutement . De plus, plu-
sieurs phe´romones peuvent eˆtre utilise´es et avec des concentrations diﬀe´rentes, consti-
tuant ainsi une sorte de langage chimique. Les principales manifestations du recrute-
ment sont la recherche de nourriture, la construction du nid, la de´fense de la colonie
et la migration vers de nouveaux sites de nidiﬁcation.
Bien que peu re´pandue, certaines espe`ces ont de´veloppe´ une forme de communica-
tion acoustique soit en utilisant un grattoir ou en utilisant les vibrations du sol. Les
mouvements peuvent aussi servir de canal de communication : certaines fourmis tisse-
randes se livrent a` une sorte de danse pour recruter des ouvrie`res. On trouve aussi des
ouvrie`res qui transportent d’autres ouvrie`res pour leur indiquer le nouvel emplacement
du nid (Ho¨lldobler and Wilson, 1996). La communication tactile entre aussi en jeu dans
de nombreux rituels d’invitation et de recrutement. Enﬁn la communication visuelle
est assez diﬃcile a` mettre en e´vidence mais certaines espe`ces semblent utiliser ce canal
pour de´clencher des mouvements collectifs notamment lors de l’attaque de proies.
La communication entre les individus peut se faire directement ou indirectement.
L’utilisation des phe´romones est majoritairement une forme indirecte puisque l’e´change
d’information se fait graˆce au support du sol2. Quand deux individus interagissent
indirectement en modiﬁant l’environnement on parle de stigmergie. Ce terme a e´te´
introduit par Grasse´ (Grasse´, 1959) a` propos des me´canismes collectifs de contruction
du nid chez les termites.
Les diﬀe´rentes applications informatiques qui de´coulent des capacite´s de commu-
nication des fourmis se retrouvent par exemple en optimisation combinatoire ou` la
coope´ration stigmerge´tique s’applique parfaitement a` la recherche du plus court che-
min dans un graphe. Ces applications seront de´taille´es dans le chapitre suivant.
1.3.2 La division du travail
Une des caracte´ristiques particulie`rement inte´ressante est la capacite´ des socie´te´s
d’insectes a` se partager le travail. Les taˆches que doivent accomplir les ouvrie`res sont
en eﬀet multiples :
– la recherche de nourriture ;
– la de´fense du nid ;
– l’entretien et la construction du nid ;
– l’entretien des larves et leur approvisionnement en nourriture.
2La communication chimique n’est pas indirecte dans tous le cas, par exemple dans le cas des
phe´romones de proximite´ qui ne ne´cessitent pas de support. Ce cas se retrouve pour les me´canismes
d’alarme ou de recrutement a` courte distance.
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Toutes ces activite´s, dont l’importance est variable dans le temps et l’espace, doivent
eˆtre assure´es simultane´ment pour la survie et le de´veloppement de la colonie. C’est
essentiellement la plasticite´ de l’organisation de´ploye´e par les fourmis qui nous inte´resse.
Il a e´te´ mis en e´vidence que certains groupes d’individus se spe´cialisent dynamiquement
pour une taˆche particulie`re. Cette dynamique peut eˆtre mise en œuvre pour un individu
particulier : sa taˆche de pre´dilection varie dans le temps, dans ce cas toutes les ouvrie`res
sont potentiellement capables d’accomplir n’importe quelle taˆche. On trouve aussi des
spe´cialisations morphologiques, avec par exemple des variations de taille de un a` dix
a` l’inte´rieur de la meˆme espe`ce. Dans ce cas la dynamique est assure´e par un controˆle
des naissances sur chaque type de morphologie.
Nous pre´sentons dans le chapitre suivant certaines mode´lisations de cette capacite´
d’auto-organisation des fourmis qui peuvent ge´ne´rer des applications dans le domaine
de la robotique mobile par exemple.
1.3.3 La construction du nid
L’architecture des nids construits par les fourmis est un exemple frappant de struc-
ture complexe. L’inte´reˆt pour des mode`les pouvant expliquer l’apparition de telles
structures provient encore une fois de l’organisation distribue´e qui est sous-jacente. Il
n’y a pas, a priori, de controˆle centralise´, de coordination de niveau supe´rieur a` l’indi-
vidu. La structure e´merge des interactions inter-individuelles et avec l’environnement.
La communication indirecte entre les individus est la` encore mise a` proﬁt.
Les fourmis tisserandes sont par exemple capables d’unir leurs eﬀorts pour rappro-
cher des feuilles en formant de ve´ritables ponts puis d’unir les bords des feuilles en
utilisant la soie produite par leurs larves (Ho¨lldobler and Wilson, 1996). La construc-
tion du nid chez les termites a` e´te´ e´tudie´e par Deneubourg (Deneubourg, 1977).
L’apparition des piliers dans une termitie`re pouvant eˆtre explique´e par l’ampliﬁcation
de multiples ﬂuctuations chaotiques : la struture, mode`le d’e´quilibre des forces par sa
stabilite´, nait de l’ampliﬁcation de multiples de´se´quilibres. La construction des nids
de gue`pes est aussi un mode`le d’action collective ou` les agents re´pondent plus parti-
culie`rement a` des stimuli issus de certaines conﬁgurations dans la structure (Bonabeau
et al., 1999).
1.3.4 La queˆte de nourriture
La recherche de la nourriture (le fourragement) est une activite´ souvent plus dis-
perse´e spatialement que la construction du nid et qui peut aussi eˆtre mise en œuvre
de fac¸on tre`s diﬀe´rente suivant les espe`ces de fourmis. Les strate´gies de recherche de
nourriture sont en eﬀet extre`mement diversiﬁe´es. Par exemple a` cause des diﬀe´rences
de re´gime alimentaire : certaines espe`ces peuvent eˆtre spe´cialise´es sur un unique type
d’aliment. On peut aussi trouver des me´canismes tre`s e´labore´s comme la culture de
champignon ou l’e´levage de pucerons. La recherche de nourriture est une activite´ risque´e
(les fourrageuses de Cataglyphis bicolor ont par exemple une espe´rance de vie de 6.1
jours (Ho¨lldobler and Wilson, 1990)) mais souvent eﬃcace (la quantite´ de nourriture
ramene´e au nid au cours d’une vie repre´sente de 15 a` 20 fois le poids d’un individu).
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La communication peut avoir un impact important, en particulier pour les me´canismes
de recrutement dont le principal inte´reˆt collectif est de rassembler les ouvrie`res sur les
sources de nourriture rentables. D’un point de vue plus ge´ne´ral, la communication mise
en œuvre pour la recherche de nourriture peut eˆtre conside´re´e comme une forme de
me´moire collective quand elle s’appuie sur la modiﬁcation de l’environnement telle que
l’utilisation des phe´romones.
Nous verrons au chapitre 7 que les state´gies de fourragement les plus simples sont
aussi une source d’inspiration inte´ressante pour des syste`mes artiﬁciels.
1.4 Capacite´s individuelles
Les capacite´s individuelles des fourmis peuvent servir de mode`le a` des syste`mes
artiﬁciels tant leur adaptation a` leur environnement peut eˆtre eﬃcace. Nous citons par
exemple les points suivants :
– individuellement, une fourmi posse`de certaines capacite´s d’apprentissage, et no-
tamment quand elle se de´place autour du nid. Les expe´riences de Schatz et
ses colle`gues montrent que les fourmis du genre Cataglyphis sont capables d’ap-
prendre visuellement des routes familie`res pour se de´placer entre un site alimen-
taire et leur nid (Schatz et al., 1999) ;
– du point de vue physique, certaines espe`ces ont des capacite´s e´tonnantes comme
les fourmis Gigantiops destructor capables de faire des bonds impressionants et
dote´es de capacite´s visuelles inhabituelles ce qui les a rendues diﬃciles a` observer
(Chagne´ et al., 1999).
La plupart des caracte´ristiques qui inte´ressent l’informatique sont cependant collectives.
Les caracte´ristiques individuelles ne sont e´videmment pas une particularite´ des fourmis
mais de tous les organismes vivants ayant un souci de survie.
1.5 Les processus d’auto-organisation chez les in-
sectes sociaux
Les the´ories rassemble´es sous le terme d’auto-organisation ont originellement e´te´
de´veloppe´es en physique ou en chimie pour de´crire l’e´mergence de phe´nome`nes ma-
croscopiques a` partir d’interactions et de processus de´ﬁnis au niveau microscopique.
L’auto-organisation se preˆte bien a` l’e´tude des insectes sociaux qui montrent des com-
portements collectifs complexes issus de comportements individuels simples. On peut
regrouper les processus d’auto-organisation chez les insectes sociaux en quatre groupes
tant leur diversite´ est importante :
– le recrutement et l’exploitation collective de sources de nourriture : le fourrage-
ment met a` jour des strate´gies qui permettent aux insectes une grande adaptation
a` leur milieu ;
– la division du travail et l’organisation des roˆles sociaux : a` l’inte´rieur d’une meˆme
socie´te´, on peut observer diﬀe´rentes castes spe´cialise´es dans un certain nombre
de taˆches (e´levage du couvain, recherche de nourriture, construction du nid, ...) ;
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– l’organisation de l’environnement : la construction du nid est un symbole de
l’organisation distribue´e des insectes. Le nid est construit sans que les insectes
soient dirige´s, ils re´pondent a` un certain nombre de stimuli provenant de leur
environnement ;
– la reconnaissance inter-individuelle : chaque fourmi est capable d’identiﬁer ses
conge´ne`res tout en participant elle meˆme a` l’identite´ de sa colonie (l’e´change
d’aliments entre les individus d’une meˆme colonie, la trophalaxie, est un exemple
d’acte altruiste permettant en plus d’homoge´ne´iser l’identite´ de la colonie, l’iden-
tite´ coloniale). Les explications du me´canisme de reconnaissance ne sont pas
encore parfaitement e´tablies. Cependant, il s’ave`re qu’il y ait a` la fois une com-
posante ge´ne´tique et une compasante acquise par apprentissage. Un re´seau de
neurones a par exemple e´te´ utilise´ pour reproduire ce me´canisme d’apprentissage
puis de diﬀe´renciation entre les compose´s chimiques, dans le cas des termites
(Bagne`res et al., 1998).
Ces processus d’auto-organisation sont a` l’origine de ce que l’on de´nomme l’intelli-
gence collective. On parle d’intelligence collective quand un groupe social peut re´soudre
un proble`me dans un cas ou` un agent isole´ en serait incapable (Bonabeau and Therau-
laz, 1994). Nous illustrons dans le chapitre suivant quelques uns des de´veloppements
informatiques pouvant se rattacher a` ces notions d’auto-organisation et d’intelligence
collective.
1.6 Conclusion
Dans ce chapitre nous avons survole´ les principales caracte´ristiques des fourmis trou-
vant des de´veloppements artiﬁciels. Nous verrons que ces de´veloppements ne visent pas
obligatoirement des proble`mes industriels. Par exemple en vie artiﬁcielle, de nombreux
chercheurs s’inte´ressent au fonctionnement et a` l’apparitition de l’intelligence collective
et utilisent l’informatique et la mode´lisation mathe´matique comme outils de prospec-
tion. L’objet du chapitre suivant est de pre´senter un certain nombre de travaux que
l’on peut rassembler sous la notion assez large de fourmis artiﬁcielles.
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Chapitre 2
Les fourmis artiﬁcielles
Ce chapitre pre´sente les principaux algorithmes de´veloppe´s au-
tour du the`me des fourmis artiﬁcielles. Nous passons en re-
vue certains travaux en robotique, en optimisation et en
vie artiﬁcielle avant de de´crire brie`vement les domaines pou-
vant eˆtre conside´re´s comme voisins des fourmis artiﬁcielles.
2.1 Introduction
Le domaine des fourmis artiﬁcielles existe-t-il ? Il est peut-eˆtre encore trop toˆt
pour pouvoir re´ellement parler du domaine des fourmis artiﬁcielles, meˆme si la premie`re
confe´rence y e´tant consacre´e s’est de´roule´e a` Bruxelles en 1998 (ANT’S 98 (Dorigo,
1998))1. On retrouve donc majoritairement les communications consacre´es aux fourmis
artiﬁcielles dans les confe´rences consacre´es aux algorithmes e´volutionnaires (Ma¨nner
and Manderick, 1992; Voigt et al., 1996; Eiben et al., 1998a; IEEE, 1997; Prieditis
and Russell, 1995), a` la vie artiﬁcielle (Varela and Bourgine, 1991; Husbands and Har-
vey, 1997; Floreano et al., 1999) et a` la simulation des comportements adaptatifs des
animaux (Meyer and Wilson, 1990; Cliﬀ et al., 1994; Pfeifer et al., 1998). Les revues
et journaux pouvant accueillir des publications sur le the`me des fourmis articielles
sont dans le meˆme courant et plus globalement en intelligence artiﬁcielle (Adaptive
Behavior, Artiﬁcial Life, BioSystems, Journal of Complex Systems, Journal of Artiﬁ-
cial Intelligence Research, Evolutionary Computation). En ce qui concerne les autres
sources de publication, on trouve dans les revues centre´es sur un domaine particulier
des applications des fourmis artiﬁcielles (Journal of Operation Research Society, ...).
Depuis peu, certains ouvrages y consacrent un ou plusieurs chapitres complets (Bona-
beau and Theraulaz, 1994; Bonabeau et al., 1999; Corne et al., 1999) ou encore des
nume´ros spe´ciaux (Future Generation Computer Systems journal).
A` la place du domaine des fourmis artiﬁcielles, il est plus opportun de parler d’intel-
ligence collective artiﬁcielle ou d’intelligence en essaim (Swarm Intelligence) (Bonabeau
and Theraulaz, 1994; Bonabeau et al., 1999).
1la deuxie`me a eu lieu en septembre 2000 : ANT’S 2000 (Dorigo et al., 2000).
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On peut tenter de regrouper les travaux portant sur les fourmis artiﬁcielles en trois
cate´gories. Dans les sections suivantes de ce chapitre, nous pre´sentons tout d’abord
un certain nombre d’exemples d’applications ou de mode`les pouvant se rapporter a`
la robotique. Ensuite nous pre´sentons les travaux se rapportant a` l’optimisation, ac-
tuellement en plein de´veloppement. Enﬁn nous de´crivons quelques expe´riences mene´es
en vie artiﬁcielle. Nous pre´sentons e´galement quelques points d’entre´e sur des notions
voisines ou relatives aux fourmis artiﬁcielles.
2.2 Robotique collective
Une pre´sentation exhaustive des travaux s’inspirant des insectes sociaux et de leurs
comportements collectifs pour la re´solution de proble`mes de robotique de´passe large-
ment le cadre donne´ a` ce tour d’horizon. Bien que le sujet de ce travail ne soit pas centre´
sur la robotique, il nous est apparu important de ne pas ne´gliger cette perspective. En
eﬀet, le travail pre´sente´ par la suite, a` savoir la re´solution de proble`mes de classiﬁcation
non supervise´e et l’optimisation, n’impliquent pas, a priori, de pre´occupations concer-
nant la robotique. Il y a cependant un certain nombre de raisons justiﬁant de pre´senter
ici les travaux de robotique collective :
1. la robotique, en tant que science de la construction de robots, et l’informatique,
en tant que science de la re´solution de proble`mes combinatoires, sont deux dis-
ciplines en interaction permanente : l’informatique est utilise´e pour mettre au
point des robots graˆce a` ses capacite´s de simulation et les robots ne´cessitent la
programmation d’algorithme d’apprentissage ;
2. nous verrons dans la suite de ce chapitre que les insectes sociaux ont inspire´
les roboticiens et les informatiens pour des raisons tre`s similaires, les premie`res
applications ayant e´te´ de´veloppe´es pour des proble`mes de robotique.
Avant de conside´rer les travaux mene´s en robotique collective, il faut rappeler que
les insectes sont une source d’inspiration inte´ressante en ce qui concerne la conception
de robots dits solitaires. Ces travaux n’utilisent pas les capacite´s collectives des colonies
d’insectes mais s’inspirent plutoˆt des capacite´s des insectes en matie`re de perception ou
de mobilite´. On trouve par exemple des robots capables d’utiliser la lumie`re polarise´e
pour se diriger (Lambrinos et al., 1997) comme l’utilisent certaines espe`ces de four-
mis (Ho¨lldobler and Wilson, 1990). L’utilisation des phe´romones a aussi e´te´ mise en
œuvre sur un robot. Russel et ses colle`gues (Russell et al., 1994) ont ainsi construit
un robot capable de se diriger en suivant des traces de camphre. L’utilisation de la
chaleur comme information environnementale a aussi e´te´ envisage´e. Les capacite´s mo-
trices des insectes ont inspire´ de nombreux robots hexapodes, utilisant des re´seaux de
neurones artiﬁciels pour en controˆler le comportement (Quinn and Espenschield, 1993,
par exemple). La vision des fourmis et leurs capacite´s de navigation sont aussi e´tudie´es
pour la construction de robots autonomes. Nous avons de´veloppe´ en collaboration avec
le LEPA (Laboratoire d’Ethologie et Psychologie Animale) de Toulouse un robot re-
produisant les strate´gies de navigation des fourmis (Franc¸oise, 1999; Franc¸oise et al.,
1999; Duvaux, 2000).
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Du point de vue de l’architecture utilise´e pour construire des robots autonomes
reproduisant les comportements des insectes, la plupart des syste`mes imple´mente´s
fonctionnent sur le meˆme principe, introduit par Brooks (Brooks, 1986), a` savoir
l’architecture de subsomption. Contrairement aux approches base´es sur le raisonne-
ment artiﬁciel, l’architecture de subsomption de´compose le comportement du robot en
primitives hie´rarchise´es de re´ponses a` des stimuli provenant de l’environnement ou des
autres robots. Cette architecture se preˆte bien a` la reproduction des comportements
rencontre´s dans la nature puisqu’elle e´vite de faire des suppositions sur le mode de
raisonnement des animaux.
Nous renvoyons le lecteur inte´resse´ par la conception de robots mobiles et auto-
nomes a` (Kaelbling, 1993) ou` sont pre´sente´s les diﬀe´rentes approches de l’apprentissage
dans des environnements complexes et a` (Kortenkamp et al., 1998) ou` sont pre´sente´s
un certain nombre de cas re´els concernant les proble`mes de navigation, de vision et
d’architecture.
Les fourmis, du point de vue des roboticiens, sont de petites cre´atures relative-
ment simples aux capacite´s de communication re´duites mais capables d’accomplir des
taˆches complexes. On peut notamment s’attendre a` ce qu’une communaute´ de robots
coope´ratifs soit plus performante (en termes de vitesse et d’eﬃcacite´) que le meˆme
nombre de robots agissants de manie`re individuelle. Les raisons suivantes peuvent eˆtre
e´voque´es pour justiﬁer l’utilisation d’une colonie de robots (Arkin and Balch, 1998;
Arkin, 1998) :
– l’action est distribue´e : plusieurs robots peuvent eˆtre a` plusieurs endroits en meˆme
temps ;
– le paralle´lisme est inhe´rent : plusieurs robots peuvent accomplir en meˆme temps
plusieurs actions identiques ou non ;
– la division du travail : certains proble`mes se preˆtent bien a` eˆtre de´compose´s et
proﬁtent d’une spe´cialisation des robots ;
– la simplicite´ : les agents d’une e´quipe de robots peuvent eˆtre plus simples qu’un
seul robot accomplissant seul la taˆche.
De ce dernier point, on peut tirer quelques corollaires :
– un couˆt re´duit : que cela soit du point de vue du mate´riel que de l’eﬀort de
de´veloppement, construire plusieurs robots identiques peut eˆtre moins couˆteux
que de construire un robot ayant les meˆmes capacite´s que la colonie de robots ;
– une ﬁabilite´ augmente´e : un robot simple a des chances d’eˆtre plus ﬁable qu’un
robot complique´.
La simplicite´ du robot n’est pas la seule raison a` prendre en compte pour conside´rer
que la ﬁabilite´ du groupe est supe´rieure, le traitement paralle`le et le nombre de robots
font que la de´fection de quelques uns d’entre eux ne met pas en pe´ril l’accomplissement
de la taˆche.
Quelques inconve´nients peuvent cependant apparaˆıtre :
– les robots peuvent interfe´rer les uns avec les autres, que cela soit en se geˆnant
physiquement dans leurs de´placements ou dans leurs me´canismes de communica-
tion ;
– le couˆt de communication peut eˆtre e´leve´ en e´nergie ou en traitement et des
proble`mes de ﬁabilite´ peuvent apparaˆıtre ;
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– la coope´ration entre les robots peut se transformer en compe´tition et faire chu-
ter les performances si les robots ne comprennent pas les intentions de leurs
conge´ne`res.
Les caracte´ristiques d’un groupe de robots coope´ratifs sont principalement les sui-
vantes :
– il n’y a pas de controˆle centralise´ ;
– il n’y a pas de communication globale (seulement des interactions locales), ce
qui pre´sente comme avantage d’eˆtre e´conomique du point de vue de l’e´nergie
de´pense´e pour la communication et ce qui limite la quantite´ d’informations a` trai-
ter par chaque robot. L’inconve´nient majeur est qu’il faut pre´voir des strate´gies
de de´placement permettant d’e´viter de perdre des robots dans la nature.
Les principaux proble`mes traite´s en robotique collective sont les suivants (Arkin,
1998) :
– le fourragement ou la queˆte de nourriture (foraging) : il s’agit de ramasser un
ensemble d’objets ale´atoirement distribue´s dans l’environnement et de les ras-
sembler en un point central. Ce type d’application est parfaitement illustre´ par
la collecte de minerais dans un environnement inadapte´ a` l’homme comme peut
l’eˆtre une planeˆte e´trange`re ou de haut fonds marins ;
– la re´paration (consuming) : les robots doivent accomplir un certain nombre
d’ope´rations sur des objects ﬁxes dans l’environnement (par exemple l’utilisa-
tion de robots de´mineurs) ;
– le nettoyage (grazing) : les robots doivent couvrir de fac¸on ade´quate une zone
de leur environnement. Les principales applications sont des ope´rations de sur-
veillance, de sauvetage et de nettoyage ;
– le regroupement (ﬂocking, formation) : les robots doivent se disposer dans leur
espace suivant une certaine ge´ome´trie se conservant quand le groupe se de´place ;
– le transport collectif : les robots doivent se rassembler autour de l’objet a` de´placer,
ce qui peut eˆtre conside´re´ comme une forme de fourragement. Les applications
peuvent eˆtre le de´placement de boites ou le transport de palettes ;
Ces applications sont directement de´duites de comportements des fourmis re´elles :
– la recherche de nourriture est une activite´ centrale des fourmis, la multitude
des comportements oﬀre une source d’inspiration presque ine´puisable pour les
proble`mes de robotique apparente´s a` la collecte de minerai ;
– les fourmis pratiquent le partage des taˆches et divisent le travail de fac¸on tre`s
courante et ceci de fac¸on diversiﬁe´e : le polyethisme temporel qui de´signe la
capacite´ de certaines fourmis a` changer d’activite´ en fonction de leur age, le
polymorphisme des ouvrie`res de´signe les diversite´s morphologiques qui peuvent
apparaitre au sein d’une meˆme colonie permettant a` diﬀe´rentes castes d’eˆtre
spe´cialise´es pour des taˆches varie´es et enﬁn l’activite´ d’une meˆme fourmi peut
varier en fonction de ses expe´riences passe´es ;
– la cre´ation de cimetie`res et le rangements des œufs et larves sont deux exemples
de la capacite´ des fourmis a` organiser leur environnement de fac¸on distribue´e ;
– le transport coope´ratif de proies est une illustration de la capacite´ des fourmis a`
unir leurs eﬀorts pour accomplir une taˆche qui ne pourrait pas eˆtre mene´e a` bien
par des individus isole´s.
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Le de´veloppement de robots autonomes passe par une phase de simulation mais il est
tre`s diﬃcile de prendre en compte tous les parame`tres physiques qui interviennent pour
le de´placement et la perception des robots. C’est pour cela que les expe´rimentations
re´elles sont particulie`rement inte´ressantes pour e´valuer la validite´ d’une me´thode.
Les sections suivantes de´crivent un certain nombre d’applications en robotique col-
lective pour la re´solution de proble`mes plus ou moins re´els.
2.2.1 Le ramassage d’objets
Goss et Deneubourg (Goss and Deneubourg, 1991) montrent par des simula-
tions comment un groupe de robots simples peut naviguer dans un espace inconnu,
sans carte, reconnaissance visuelle ou points de repe`re. Les robots ont une percep-
tion infe´rieure a` la taille de leur espace et ils peuvent rencontrer des obstacles. Cette
me´thode, moins eﬃcace que des syste`mes de guidage plus complexes, pre´sente des
avantages de simplicite´, de ﬁabilite´ et de ﬂexibilite´.
Le proble`me traite´ est de faire ramasser des objets disperse´s dans une surface carre´e
et de les ramener au point central. Trois mode`les de robots sont pre´sente´s : les deux
premiers correspondent au fourragement individuel des fourmis. Le dernier mode`le
utilise des marquages temporaires inde´pendants de la de´couverte des objets.
Les trois mode`les de robots ont les caracte´ristiques suivantes en commun :
– chaque robot est capable d’e´viter les obstacles ;
– la distance de de´tection des objets est re´duite : un objet n’est de´tecte´ que quand
le robot est place´ sur la meˆme case ;
– la capacite´ de transport d’un robot est limite´e a` un seul objet ;
– les limites de l’espace de recherche sont conside´re´es comme des obstacles.
Le premier type de robot (dit Robot Basique : RB) pre´sente les caracte´ristiques
suivantes :
– il n’y a pas d’interaction avec les autres robots ;
– la recherche d’objet est ale´atoire ;
– le retour au nid est direct : le robot rec¸oit toujours le signal du nid sur l’espace
de recherche ;
– le retour au nid s’eﬀectue quand le robot a trouve´ un objet ou quand il abandonne
sa recherche ;
– lors du retour au nid, le robot de´pose son objet et repart dans une direction
ale´atoire mais a` une distance du nid e´quivalente a` celle de sa prise ante´rieure.
Le deuxie`me type de robot pre´sente´ (Robot avec Me´moire : RM) posse`de certaines
capacite´s supple´mentaires dont la principale est la me´morisation de l’emplacement de
sa dernie`re de´couverte. Il y a alors deux fac¸ons de proce´der :
1. de´poser un signal sur le site de de´couverte. Puis retourner a` ce site par triangu-
larisation avec le signal e´mis par le nid ;
2. me´moriser l’angle et la distance par rapport au nid.
Le robot retourne au nid apre`s un certain temps de recherche infructueuse. Il est pro-
gramme´ pour avoir un poids (0 < w < 1) associe´ a` sa capacite´ de me´morisation. Pour
des valeurs proches de 1, le robot a une me´moire a` court terme et ne se rappelle que
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de la de´couverte la plus re´cente. Pour des valeurs plus proches de 0, l’inﬂuence des
de´couvertes ante´rieures est plus grande et la me´moire du robot est plus importante. Ce
type de robot s’inspire du comportement de fourragement de certaines espe`ces de four-
mis dont on donnera un exemple de´taille´ dans le chapitre 7 ou` nous nous inte´resserons
aux fourmis de l’espe`ce Pachycondyla apicalis.
Le dernier mode`le de robot (Robot Fabricant de Chaˆınes : RFC) s’e´loigne des inspi-
ration biomime´tiques pour s’adapter a` des situations ou` le signal du nid est faible. Les
robots doivent compter les uns sur les autres pour trouver leur chemin. Leur principales
caracte´ristiques sont les suivantes :
– les signaux sont de porte´e limite´e ;
– la recherche est ale´atoire ;
– ils posse`dent une estimation de la distance a` l’origine du signal ;
– quand un robot arrive a` la limite de sa perception d’un signal, il cherche un autre
signal a` capter. Si un nouveau point d’e´mission a e´te´ trouve´, le robot continue
sa prospection locale, sinon il se transforme en e´metteur avec un nume´ro d’une
unite´ supe´rieure a` celui qu’il rec¸oit ;
– Pour retourner au nid, le robot  remonte  les nume´ros des e´metteurs en sens
de´croissant.
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Fig. 2.1 – (a) Quatre robots fabricant de chaˆıne dans le rayon d’e´mission du point
central. (b) Les robots se sont de´place´s. R1, R2 et R3 se sont transforme´s en e´metteurs
(balises). R4 peut explorer derrie`re l’obstacle graˆce au signal du 3.
En comparaison des deux premiers mode`les, les robots RFC ne peuvent pas se
perdre, sauf en cas de de´faillance d’un robot-e´metteur, et leur exploration n’est pas
limite´e par la topologie de leur espace de recherche qui pourrait geˆner le retour au nid
des robots de type RB et RM car ceux ci reviennent en ligne droite. Leur exploration
est plutoˆt limite´e par leur nombre et donc par la longueur des chaˆınes qu’ils peuvent
construire.
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Pour traiter le cas ou` un robot ne peut savoir a` l’avance s’il percevra un signal ou
non au pas suivant, celui-ci est capable de faire un pas en arrie`re s’il perd le contact. l’in-
conve´nient de fabriquer une chaˆıne est que les robots constituant la chaˆıne deviennent
inope´rants pour la recherche d’objets. De plus, quand un robot arrive en ﬁn de zone,
il devient e´metteur ce qui fait que le dernier robot mobile qui sort de la zone devient
e´metteur et plus aucun robot ne cherche.
Un certain nombre d’ajustements sont propose´s :
– les robots chercheurs peuvent abandonner avec une certaine probabilite´ ;
– la me´morisation des robots e´metteurs suivis pour revenir au nid permet de
re´utiliser ces e´metteurs pour retourner sur le site de de´couverte ;
– les robots e´metteurs posse`dent un compteur de passages qui de´croˆıt avec le temps
et qui est augmente´ a` chaque passage d’un robot charge´ d’un objet. En dessous
d’un certain seuil, et quand aucun e´metteur de nume´ro supe´rieur n’est perc¸u,
l’e´metteur rentre au nid.
Le re´sultat de la simulation montre que les robots a` me´moire (RM) se spe´cialisent
sur des zones distinctes. Le nombre moyen de pas pour une de´couverte donne l’avantage
aux robots a` me´moire (RM) et surtout en petite e´quipe (10) par rapport aux plus
grandes (50, 200). Viennent ensuite les robots fabricants de chaˆınes (RFC) en grande
population. Quand des obstacles sont dispose´s, seuls les RFC peuvent capturer 75%
des objets et ils le font le´ge`rement moins bien que sans obstacles.
Robots de´mineurs
Les micro-robots de´veloppe´s par McLurkin (McLurkin, ) au MIT sont conc¸us
pour re´soudre un proble`me similaire au ramassage d’objets. Un de leurs principaux
avantages est leur taille puisqu’ils peuvent tenir dans un cube de 2,6 cm de coˆte´. Voici
leurs caracte´ristiques :
– 3 moteurs (2 pour le de´placement et 1 pour les mandibules) ;
– 17 capteurs (2 de´tecteurs IR, 2 capteurs de lumie`re et des de´tecteurs de collision
et de toucher pour la mandibule) ;
– 2 e´metteurs IR, les communications sont omnidirectionnelles et de porte´e limite´e.
A` l’aide de la de´ﬁnition d’ensemble de couples stimulus-re´ponse, un certain nombre de
comportements collectifs sont expe´rimente´s :
– le jeu du chat et de la souris (tag game) ;
– le rassemblement et la dispersion des robots ;
– le rassemblement en relais ;
– la poursuite (a` petite et moyenne distance) ;
– mesure de la densite´ de robots (chaque robot compte les robots qu’il perc¸oit) ;
– de´placement en essaim (les robots utilisent des bornes infe´rieures et supe´rieures
de la densite´ de robots les entourant).
L’application de ces robots est la destruction de mines anti-personnel qui peut eˆtre
eﬀectue´e de diﬀe´rentes manie`res :
– chaque robot cherche une mine. Une fois celle-ci trouve´e, le robot se place a`
proximite´ et e´met un signal indiquant sa de´couverte. Quand tous les robots sont
en attente, un signal provenant de la base les fait s’autode´truire. Le principal
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inconve´nient de cette me´thode est que les robots deviennent e´videmment inutili-
sables ;
– Les robots rassemblent les mines en un lieu commun aﬁn d’en faciliter la des-
truction ou le de´sarmement. Cette me´thode est diﬃcile a` mettre en œuvre car le
transport des mines est de´licat ;
– Les robots de´posent des charges explosives sur les mines qu’ils trouvent et se
mettent a` l’abri quand le signal d’explosion des charges est e´mis ;
2.2.2 Le nettoyage
Le nettoyage et la surveillance d’une zone par une colonie de robots sont des taˆches
assez similaires. Contrairement a` la recherche de minerai ou` l’eﬃcacite´ de la collecte
importait, il s’agit ici de parcourir une zone le plus comple`tement possible. Pour une
ope´ration de nettoyage, la poussie`re pre´sente sur le sol peut servir d’indicateur ou de
me´moire aux robots (Wagner and Bruckstein, 1995). Dans (Wagner et al., 1999), les au-
teurs assimilent la zone a` couvrir a` un graphe. Les nœuds du graphe correspondent a` une
zone ou une pie`ce et les arcs correspondent aux connexions entre chaque zone. Chaque
nœud du graphe doit eˆtre surveille´ re´gulie`rement et uniforme´ment. Trois me´thodes sont
propose´es et pour chacune d’elles, une borne supe´rieure du temps de couverture est
fournie en tenant compte des erreurs des capteurs. Une me´moire partage´e, assimilable
a` des traces de phe´romones, est stocke´e sur chaque nœud ou chaque arc du graphe et
sert au choix de direction de chaque robot.
2.2.3 Le partage du travail
Theraulaz et ses colle`gues pre´sentent un mode`le de division du travail dans les
colonies d’insectes base´ sur un seuil de re´ponse ﬁxe (Bonabeau et al., 1998c) ou variable
(Theraulaz et al., 1998; Bonabeau et al., 1998b). Les seuils de re´ponse correspondent
aux chances de re´agir a` des stimuli associe´s a` des taˆches.
Les premiers mode`les base´s sur des seuils ﬁxes avaient quelques limitations :
1. ils ne prennent pas en compte la mise en place de l’allocation de taˆches (poly-
ethisme temporel). Les individus sont pre´-aﬀecte´s ;
2. il n’y a pas de robustesse dans la spe´cialisation ;
3. les mode`les ne sont valides que pour une faible dure´e ;
4. ces mode`les ne sont pas valide´s par les re´centes expe´rimentations sur les abeilles
montrant que le vieillissement et/ou l’apprentissage joue un roˆle dans l’aﬀectation
des taˆches.
Les individus de seuil bas eﬀectuent les taˆches a` un plus faible stimulus que les in-
dividus a` seuil e´leve´. Dans le cas des seuils adaptatifs, parmi les individus travailleurs,
l’accomplissement d’une taˆche donne´e induit une re´duction du seuil de re´ponse corres-
pondant. Ce processus de renforcement combine´ conduit a` l’e´mergence de travailleurs
spe´cialise´s, ce qui signiﬁe qu’ils sont plus re´ceptifs a` des stimuli correspondants a` cer-
taines taˆches, alors qu’initialement, tous les individus sont identiques.
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La probabilite´ pour qu’un agent i accomplisse la taˆche j sachant que l’intensite´ du
stimulus correspondant a` cette taˆche perc¸u par l’agent est sj est donne´e par :
Pθij (sj) =
s2j
s2j + θ
2
ij
(2.1)
ou` θij correspond au seuil de re´ponse de l’agent i pour la taˆche j. A` chaque fois qu’un
agent eﬀectue une taˆche, le seuil de re´ponse a` cette taˆche est diminue´ alors que les
seuils des autres taˆches sont augmente´s, le tout proportionellement au temps mis pour
accomplir cette taˆche (∆t) :
θij ← θij − xijξ∆t + (1− xij)ϕ∆t (2.2)
ou` xij repre´sente la fraction de temps passe´ par l’agent i pour la taˆche j, ξ et ϕ sont
deux parame`tres de l’apprentissage.
Les dynamiques de la spe´cialisation sur des taˆches re´sultant du mode`le sont e´tudie´es
par les auteurs et des observations sont faites sur ce qui doit eˆtre observe´ quand des
spe´cialistes d’une taˆche donne´e sont retire´s de la colonie et sont re´introduits apre`s une
dure´e variable : la colonie ne retrouve pas le meˆme e´tat pre´ce´dant la perturbation. Plus
la dure´e d’absence est e´leve´e, plus la diﬀe´rence d’e´tat de la colonie est marque´e.
Bien que ces travaux ne concernent pas obligatoirement la robotique, c’est en ro-
botique collective qu’ils trouvent leurs applications les plus imme´diates. On peut par
exemple citer les travaux de Krieger et Billeter (Krieger and Billeter, 1999) ou`
des robots Khepera imple´mentent ce syste`me d’allocation de taˆche pour la re´colte de
graines aﬁn de maintenir un certain niveau d’e´nergie du nid (avec cependant des seuils
de re´ponse diﬀe´rents pour chaque robot mais ﬁxes dans le temps).
2.2.4 Le transport collectif
De nombreux travaux se sont attache´s a` montrer que l’on pouvait faire coope´rer
plusieurs robots sans qu’il y ait de communication directe entre eux pour leur faire
accomplir des taˆches ou` la coordination de leurs eﬀorts est ne´cessaire. Le proble`me
type en robotique est de pousser des boˆıtes trop lourdes pour un seul robot. Cela
est tre`s similaire au proble`me que peuvent rencontrer les fourmis quand elle doivent
ramener au nid une proie trop grosse pour une fourmi2. Il a par exemple e´te´ montre´ que
la capacite´ de transport d’un groupe de fourmis pouvait eˆtre parfois bien supe´rieure a`
la somme des capacite´s de transport individuelles.
Les premiers travaux sont de Kube et Zhang (Kube and Zhang, 1992) (voir aussi
(Kube and Bonabeau, 1999) pour un expose´ plus re´cent). Les robots posse`dent quelques
primitives de re´ponse a` leur perception limite´e de leur environnement proche, notam-
ment en ce qui concerne leur but (s’approcher de la boˆıte), leurs colle`gues (suivre un
autre robot) et les obstacles (s’en e´loigner). Comme pour les fourmis, la principale
diﬃculte´ rencontre´e est une situation de bloquage : la somme des forces applique´es par
2Certaines fourmis de´coupent la proie pour la transporter, ce n’est e´videmment pas cette technique
qui nous inte´resse ici.
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les robots s’annule ou alors la boˆıte est bloque´e par un obstacle. La strate´gie d’une
fourmi est dans un premier temps de changer son alignement par rapport a` sa proie,
puis en cas d’e´chec elle se repositionne et change de prise.
2.2.5 Le rassemblement d’objets
Le rassemblement d’objets se distingue du ramassage d’objets dans le sens ou` les
objets n’ont pas a` eˆtre ramene´s a` un point pre´cis repre´sentant souvent le nid. Le
rassemblement d’objets consiste a` cre´er des groupes d’objets (clusters).
Beckers et ses colle`gues ont pre´sente´ des robots capables de pousser des palets
(puks) graˆce a` une pelle en forme de  C  (Beckers et al., 1994). Les robots sont
e´quipe´s d’un capteur obligeant le robot a` faire demi-tour lorsqu’il pousse plus de 3
palets. Tant qu’un obstacle n’est pas de´tecte´ et que la pelle n’est pas pleine, le robot
avance en ligne droite. Quand un obstacle est rencontre´ le robot change de direction
ale´atoirement. Si la pelle contient plus de trois palets, le robot recule pour libe´rer les
palets et change de direction ale´atoirement. Enﬁn, pour chaque expe´rience, les palets
sont initiallement dispose´s re´gulie`rement dans une are`ne de forme carre´e. Les re´sultats
obtenus montrent trois phases :
1. de nombreux groupes de palets forme´s de trois objets se forment rapidement puis
leur taille augmente, rendant leur disparition plus diﬃcile ;
2. quelques groupes de taille importante subsistent dont les palets ne peuvent eˆtre
retire´s que si le robot se dirige sur le groupe avec un angle adapte´ ;
3. la troisie`me phase, la plus longue, me`ne a` la formation d’un seul groupe de palets.
Nous avons reproduit ce comportement en simulation avec des robots uniquement
capables de pousser les objets (la pelle n’a plus une forme de  C ) et limite´s a`
quatre directions (est, ouest, nord et sud). Tels que nous les avons mode´lise´s, les robots
ne distinguent pas la diﬀe´rence entre une paroi de l’are`ne et un groupe d’objets trop
important pour eˆtre pousse´s. Les re´sultats obtenus sont le´ge`rement diﬀe´rents : on
retrouve bien trois phases dans le processus de regroupement mais la dernie`re phase
aboutit au rassemblement des palets dans les quatre coins de l’are`ne. Il se forme donc
quatre groupes de palets au lieu d’un seul. Ceci peut s’expliquer par la diﬀe´rence de
forme de la pelle ainsi que le nombre limite´ de direction que peut prendre un robot.
Dans les expe´riences de Beckers, quand un robot rencontre un obstacle et qu’il pivote,
les objets contenus dans sa pelle y restent bloque´s ce qui e´vite la formation de groupes
sur les bords. Melhuish (Melhuish, 1999) a propose´ plusieurs modiﬁcations de la
strate´gie de Beckers pour que les robots forment un groupe d’objets contre les parois
de l’are`ne. Il a notamment propose´ de re´duire la capacite´ des robots a` de´tecter les
parois de l’are`ne, ce qui s’ave`re eˆtre assez similaire a` notre simulation.
La simulation nous a permis de tester certaines limites du mode`le : on peut donner
aux robots une capacite´ inﬁnie, ce qui est diﬃcile a` re´aliser en pratique, ce qui signiﬁe
que les changements de direction interviennent uniquement quand un robot rencontre
un bord de l’are`ne ou un autre robot. Contrairement a` ce que l’on pouvait attendre,
les objets sont rassemble´s moins rapidement que dans l’expe´rience ou` ils e´taient de
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capacite´ limite´e. On constate en eﬀet que la couverture de l’are`ne est moins eﬃcace,
la direction des robots ne variant que rarement au milieu de la surface.
Un certain nombre d’extensions ont e´te´ propose´es aux travaux de Beckers. Par
exemple en conside´rant deux types de palets (des rouges et des jaunes) et en ajoutant
une re`gle obligeant les robots a` ope´rer une marche arrie`re avant de de´poser un palet
jaune (Melhuish et al., 1998). Cela permet d’obtenir un comportement de tri en plus du
rassemblement des objets. Enﬁn, les deux voies d’expe´rimentation, sur des robots re´els
et par simulation, sont comple´te´es par un mode`le probabiliste permettant d’obtenir
des re´sultats beaucoup plus rapidement (Martinoli et al., 1999).
2.2.6 Autres proble`mes
Nous avons pre´sente´ les proble´matiques les plus souvent rencontre´es en robotique
collective, on trouve cependant d’autres expe´rimentations :
– l’auto-organisation spatiale des robots a` e´te´ e´tudie´e dans (U¨nsal and Bay, ) ou` les
robots se placent les uns par rapport aux autres formant plusieurs conﬁgurations ;
– les capacite´s de construction des insectes sociaux ont e´te´ exploite´es en robotique,
notamment par l’auto-assemblage de structures (voir un panorama dans (Bona-
beau et al., 1999)).
2.3 Optimisation combinatoire
Les fourmis re´solvent de nombreux proble`mes lie´s a` leur survie. De la` a` estimer
que dans certains cas elles re´solvent un proble`me d’optimisation, il n’y a qu’un pas.
Dorigo et ses colle`gues l’ont franchi en transposant la capacite´ des fourmis a` trouver
le plus court chemin entre une source de nourriture et leur nid a` un proble`me classique
en optimisation, le proble`me du voyageur de commerce3. Cette section pre´sente les
diﬀe´rents travaux s’inspirant des strate´gies de recherche de nourriture des fourmis pour
re´soudre des proble`mes d’optimisation. Nous avons conc¸u un autre exemple de ce type
de mode´lisation, toujours pour re´soudre des proble`mes d’optimisation, en s’inspirant
d’une espe`ce de fourmis particulie`res, les Pachycondyla apicalis (chapitre 7).
2.3.1 Le Proble`me du Voyageur de Commerce
De´ﬁnition du proble`me
Le Proble`me du Voyageur de Commerce (PVC), ou Traveling Salesman Problem
(TSP), est un classique du genre. Rappelons tout de meˆme sa formulation ge´ne´rale :
De´ﬁnition 2.1 Proble`me du voyageur de commerce. Un voyageur de commerce doit
visiter un ensemble {v1, . . . , vn} de n villes dont on connaˆıt les distances respectives
d(vi, vj), ∀(i, j) ∈ {1, . . . , n}2. Le proble`me consiste a` trouver la permutation σ telle
3Marco Dorigo maintient un site internet de´die´ a` l’optimisation par des fourmis artiﬁ-
cielles :http ://iridia.ulb.ac.be/mathttt˜mdorigo/ACO/ACO.html
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que la se´quence s = (vσ(1), . . . , vσ(n)) minimise la distance totale D(σ) parcourue par le
voyageur :
D(σ) =
n−1∑
i=1
d(vσ(i), vσ(i+1)) + d(vσ(n), vσ(1)) (2.3)
L’espace de recherche est l’ensemble des combinaisons possibles des n villes, soit
au total n! combinaisons. Ce proble`me, NP-diﬃcile (Garey and Johnson, 1979), peut
eˆtre aussi conside´re´ comme la recherche d’un circuit hamiltonien de longueur minimale
dans un graphe complet pouvant eˆtre anti-syme´trique dans le cas ge´ne´ral (∃(i, j) tel
que d(vi, vj) = d(vj, vi)).
Inspiration biologique
Comment re´soudre ce type de proble`me en s’inspirant des fourmis ? Tout d’abord,
les fourmis ont-elles ce type de proble`me a` re´soudre dans la nature ? Pour ce qui est du
PVC, qui consiste a` minimiser un eﬀort en terme de distance a` parcourir, les fourmis
peuvent rencontrer ce type de proble`me dans le cas ou` elles se de´placent entre une source
de nourriture et leur nid. Un certain nombre de travaux ont montre´ que les fourmis
re´elles e´taient confronte´es a` ce type de proble`me, mais qui plus est, elles sont capables
d’y apporter une re´ponse (un expose´ de cette source d’inspiration a par exemple e´te´
propose´ dans (Bonabeau et al., 1999)). Les de´veloppements informatiques que nous
allons pre´senter sont issus de ces constatations.
Cette section, concernant le PVC va nous permettre d’introduire le principe de
base, nous pre´senterons ensuite un certain nombre d’ame´liorations de ces principes.
Enﬁn, nous donnerons quelques exemples d’application a` d’autres types de proble`mes
combinatoires.
Le PVC est l’un des premiers proble`mes a` avoir suscite´  l’utilisation  des four-
mis pour re´soudre des proble`mes d’optimisation combinatoire. Les premiers travaux
ont e´te´ mene´s au de´but des anne´es 1990 par Alberto Colorni, Marco Dorigo et
Vittorio Maniezzo (Colorni et al., 1991; Dorigo et al., 1991; Dorigo, 1992).
L’article  Distributed Optimization by Ant Colonies  (Colorni et al., 1991) est
une des premie`res parutions mettant en œuvre le  Ant System  (AS par la suite).
AS peut eˆtre pre´sente´, d’une manie`re ge´ne´rale, comme un algorithme d’optimisation
stochastique distribue´. Plus exactement, il est de´ﬁni comme une combinaison de calcul
distribue´, de re´compense retarde´e et d’heuristique gloutonne (Dorigo et al., 1991). Ce
syste`me s’inspire du comportement des fourmis qui de´posent des traces de phe´romones
sur leurs lieux de passage aﬁn de faciliter leur recherche de nourriture.
Le point de de´part de cette se´rie d’algorithmes se base sur l’observation des fourmis
qui construisent des chemins entre une source de nourriture et leur nid. Les fourmis
sont capables de de´poser sur le sol une certaine quantite´ d’une substance chimique
volatiles (les phe´romones) qu’elles peuvent de´tecter ensuite. Les fourmis se de´placent
au hasard, en cela, on peut dire qu’elles sont aveugles, mais sont attire´es par les chemins
de phe´romones de´pose´es par d’autres fourmis. Ainsi, plus les fourmis empruntent un
chemin, plus il y aura de fourmis attire´es par cet itine´raire. Le comportement collectif
qui e´merge est ainsi de´crit comme un comportement autocatalytique (allelomimesis).
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A
B
Nid Nourriture
Fig. 2.2 – Contournement d’un obstacle par une colonie de fourmis.
Dans (Colorni et al., 1991; Dorigo and Gambardella, 1997b), la recherche du plus
court chemin par une colonie de fourmis est illustre´e par l’apparition d’un obstacle sur
un chemin entre la source de nourriture et le nid. Sur la ﬁgure 2.2, la pre´sence d’un
obstacle sur le chemin contraint les fourmis a` en faire le tour par l’un des deux chemins
(A ou B). Quand les fourmis commencent a` arriver par la gauche du dessin, en moyenne,
la moitie´ des fourmis choisissent le plus long chemin (A) et l’autre moitie´ le plus court
(B). Les fourmis de´posant toutes des phe´romones, le chemin B sera plus marque´ que
A pour un temps donne´. Comme les fourmis suivent en probabilite´ le chemin le plus
marque´, le phe´nome`ne s’ampliﬁe et le chemin B devient majoritairement suivi par les
ouvrie`res. Des expe´rimentations sur des fourmis d’Argentine ont e´te´ eﬀectue´es dans
(Goss et al., 1989) ou` les chemins sont modiﬁe´s apre`s une dure´e donne´e de simulation,
permettant ainsi de tester les capacite´s dynamiques de re´ponse du syste`me. Enﬁn,
l’aspect probabiliste du de´placement des fourmis assure qu’elles seront toujours a` la
recherche d’une meilleure solution puisque que meˆme quand les fourmis choisissent
majoritairement le chemin B, la probabilite´ de choisir A ne devient pas nulle. De
plus, les phe´romones e´tant des substances chimiques volatiles , elles s’e´vaporent avec
le temps, ce qui permet aux fourmis de continuer l’exploration de leur environnement.
2.3.2 Principe ge´ne´ral : l’algorithme Ant System
Du coˆte´ des fourmis artiﬁcielles, quelques modiﬁcations sont apporte´es aux capacite´s
des fourmis de´crites pre´ce´demment :
– elles posse`dent une me´moire ;
– elles ne sont pas totalement aveugles ;
– le temps est discret.
Dans (Colorni et al., 1991) sont introduits trois algorithmes qui mettent a` proﬁt
ce comportement collectif. Ils sont applique´s au PVC. De ces trois algorithmes, on
retiendra celui qui a donne´ naissance a` l’algorithme AS (Dorigo et al., 1996).
Voici la mode´lisation du comportement des fourmis qui est propose´e. Les fourmis
sont place´es sur les sommets du graphe (i.e. sur chaque ville). Elles se de´placent d’un
sommet a` l’autre en empruntant les areˆtes du graphe. On note par bi(t) le nombre de
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fourmis dans la ville i a` l’instant t et soit m =
∑n
i=1 bi(t) le nombre total de fourmis.
Chaque agent-fourmi posse`de les caracte´ristiques suivantes :
– la fourmi de´pose une trace de phe´romones sur l’areˆte (i, j) quand elle se de´place
de la ville i a` la ville j ;
– elle choisit la ville de destination suivant une probabilite´ qui de´pend de la distance
entre cette ville et sa position et de la quantite´ de phe´romones pre´sente sur l’areˆte
(re`gle de transition) ;
– aﬁn de ne passer qu’une seule fois par chaque ville, la fourmi ne peut se rendre
sur une ville qu’elle a de´ja` traverse´e, c’est pour cela que la fourmi doit eˆtre dote´e
d’une me´moire.
Pour e´viter qu’une fourmi ne revienne sur ses pas, elle conserve la liste des villes qu’elle
a de´ja` traverse´es. Cette liste, nomme´e liste-tabou est remise a` ze´ro chaque fois que la
fourmi a termine´ un tour. La liste-tabou constitue la me´moire de la fourmi.
Les traces de phe´romones sont mode´lise´es par les variables τij(t) qui donnent l’in-
tensite´ de la trace sur le chemin (i, j) a` l’instant t. La probabilite´ de transition du
sommet i vers le sommet j par la fourmi k est donne´e par :
pij =
{
[τij(t)]
α·[νij]β∑
l∈Lk(i)[τil(t)]
α·[νil]β si j ∈ Lk(i)
0 sinon
(2.4)
ou` Lk(i) repre´sente la liste-tabou de la fourmi k situe´e sur le sommet i et νij repre´sente
une mesure de visibilite´ qui correspond a` l’inverse de la distance entre les villes i et j. α
et β sont deux parame`tres permettant de moduler l’importance relative des phe´romones
et de la visibilite´.
La mise a` jour des phe´romones est eﬀectue´e une fois que toutes les fourmis sont
passe´es par toutes les villes :
τij ← τij(1− ρ) +
m∑
k=1
∆τkij (2.5)
ou` ρ est un coeﬃcient repre´sentant l’e´vaporation des traces de phe´romones. ∆τkij
repre´sente le renforcement de l’arc (i, j) pour la fourmi k :
∆τkij =
{
Q
Lk
si la fourmi k est passe´e par l’arc (i, j)
0 sinon
(2.6)
avec Q une constante et Lk la longueur du chemin parcouru par la fourmi k.
L’algorithme 2.1 donne la structure ge´ne´rale de AS pour le PVC (note´ AS-TSP).
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Algorithme 2.1: Algorithme AS-TSP
AS-TSP()
(1) Initialisation : τij ← τ0∀(i, j) ∈ {1, . . . , n}2, placer ale´atoirement chaque
fourmi sur une ville
(2) pour t = 1 a` t = tmax faire
(3) pour chaque fourmi k faire
(4) Construire un chemin T k(t) avec la re`gle de transition 2.4
(5) Calculer la longueur Lk(t) de ce chemin
(6) ﬁnpour
(7) Soient T+ le meilleur chemin trouve´ et L+ la longueur correspondante
(8) Mettre a` jour les traces de phe´romones suivant la re`gle 2.5
(9) ﬁnpour
(10) retourner T+ et L+
La valeur initiale des τij est τ0. Concernant le nombre de fourmis, il est raisonna-
blement propose´ d’utiliser autant de fourmis que de villes (m = n).
La suite de cette section pre´sente un certain nombre d’extensions propose´es autour
de AS.
2.3.3 Ant System et l’apprentissage par renforcement
Dans (Gambardella and Dorigo, 1995), les auteurs ge´ne´ralisent AS a` une famille
plus large d’algorithmes : Ant-Q. AS peut en eﬀet eˆtre interpre´te´ comme un cas
particulier d’une me´thode d’apprentissage par renforcement. Voici quelques notations
introduites :
– la valeur AQ(i, j) est introduite pour chaque arc du graphe des villes pour le
PVC. Elle de´crit l’inte´reˆt de faire un de´placement en j quand la fourmi est en i,
– HE(i, j) est une valeur heuristique associe´e a` l’arc (i, j),
– a` l’agent k, on associe la liste Jk(i) repre´sentant les villes qu’il reste a` parcourir
apre`s la ville i.
La loi de transition d’e´tats est la suivante : quand l’agent est en i, il choisit la ville
j de la fac¸on suivante :
j =
{
arg
[
maxl∈Jk(i)
{
[AQ(i, l)]α · [HE(i, l)]β}] si q 0
J sinon
(2.7)
α et β sont des parame`tres qui ponde`rent l’importance relative de AQ(i, j) et de
HE(i, j). q est une valeur choisie de manie`re uniforme´ment ale´atoire dans [0, 1]. q0
est un seuil (q0 ∈ [0, 1]) constituant aussi un parame`tre de la me´thode. J est une va-
leur ale´atoire choisie suivant une distribution de probabilite´ de´pendant de AQ(i, J) et
HE(i, J) ou` J ∈ Jk(i).
Les valeurs AQ sont mises a` jour avec la loi suivante :
AQ(i, j)← (1− ρ)AQ(i, j) + ρ(∆AQ(i, j) + γ max
l∈Jk(i)
{AQ(i, l)} (2.8)
30 2.3 Optimisation combinatoire
La fonction de distribution de probabilite´ pour J et ∆AQ sont deux parame`tres struc-
turels de Ant-Q. Trois re`gles de transition ont e´te´ teste´es :
– pseudo-ale´atoire : J est choisie de manie`re uniforme´ment ale´atoire parmi les
villes de Jk(i). Cette re`gle ressemble a` la re`gle de choix d’action pseudo-ale´atoire
du Q-learning ;
– re`gle proportionnelle pseudo ale´atoire : J est de´termine´ suivant la distribu-
tion de probabilite´ suivante :
pk(i, j) =
{
[AQ(i,j)]α·[HE(i,j)]β∑
l∈Jk(i)[AQ(i,u)]
α·[HE(i,l)]β si j ∈ Jk(i)
0 sinon
(2.9)
– re`gle proportionnelle ale´atoire : Meˆme formule que 2.9 avec en plus q0 = 0,
ce qui est alors e´quivalent a` l’algorithme AS.
Les tests re´alise´s donnent la deuxie`me re`gle comme plus performante.
Deux types de renforcement diﬀe´re´s ont e´te´ e´tudie´s :
– meilleur-globalement :
∆AQ(i, j) =
{
W
L
kgb
si (i, j) ∈ tour eﬀectue´ par k
0 sinon
(2.10)
W est un parame`tre ﬁxe´ a` 10, kgb est l’agent qui a fait le meilleur tour depuis le
de´but de l’essai (global-best) et Lkgb est la longueur de ce tour. Cette me´thode ne
renforce que les arcs appartenant au meilleur tour trouve´ jusqu’alors ;
– meilleur-ite´ration :
∆AQ(i, j) =
{
W
Lkib
si (i, j) ∈ tour eﬀectue´ par k
0 sinon
(2.11)
ou` kib est l’agent qui a fait le meilleur tour a` l’ite´ration courante (iteration-best).
Les tests re´alise´s donnent des performances e´quivalentes pour les deux types de renfor-
cement. On peut tout de meˆme noter un le´ger avantage pour meilleur-ite´ration en
ce qui concerne le temps de de´couverte et son inde´pendance par rapport au parame`tre
γ. AS, par contre, utilise tous les agents pour renforcer AQ(i, j) et tous les arcs sont
renforce´s. Les tests donnent Ant-Q plus performant que AS.
Des tests ont e´te´ mene´s pour montrer que tous les agents ne convergent pas vers
un chemin unique et que l’exploration continue.
Le facteur  γ-branching  est introduit :
δi = max
l =i
{AQ(i, l)} −min
l =i
{AQ(i, l)} (2.12)
Le facteur γ-branching du noeud i est donne´ par le nombre d’arcs qui partent de
i tel que la valeur AQ associe´e soit supe´rieure a` λδi + minl =i {AQ(i, l)} Le facteur
γ-branching moyen donne une indication de la dimension de l’espace de recherche.
L’expe´rimentation montre que pour diﬀe´rentes valeurs de λ, le facteur moyen diminue
au cours du temps.
Une autre se´rie de tests montre que la fonction HE est surtout utile au de´but de
la recherche, c’est-a`-dire quand les valeurs AQ n’ont pas encore e´te´ apprises.
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Enﬁn, Ant-Q est compare´ a` des me´thodes heuristiques : Elastic-Net, Simulated
Annealing, Self Organizing Map et Farthest Insertion, ainsi qu’a` des versions ame´liore´es
(avec une recherche locale : 2-opt, 3-opt). Ant-Q est l’algorithme le plus performant.
Il faut noter que quand le 2-opt et le 3-opt sont applique´s aux re´sultats obtenus par
Ant-Q, le re´sultat n’est pas ame´liore´.
La complexite´ de Ant-Q, de l’odre de mn2, rend impossible son utilisation pour
des proble`mes de grande taille. L’avantage de Ant-Q re´side dans sa falculte´ a` re´soudre
le PVC anti-syme´trique sans augmenter sa complexite´.
2.3.4 MAX −MIN Ant System
Dans (Stu¨tzle and Hoos, 1997b) est introduit l’utilisation de valeurs τmax et τmin pour
l’intensite´ de la trace de phe´romone. Ceci permet d’e´viter que certains chemins soient
trop favorise´s. De plus, si la recherche ne progresse plus, un me´canisme de  smoo-
thing  permet de remettre a` ﬂot certains arcs. On peut aussi retenir l’utilisation de
listes candidates pour acce´le´rer la recherche et l’utilisation d’une recherche locale pour
ame´liorer les solutions. Cette recherche locale est applique´e pour toutes les fourmis
ou pour la meilleure de l’ite´ration seulement. Retenons les points principaux de la
me´thode, note´e MMAS-TSP :
– la mise a` jour des phe´romones est globale ;
– les phe´romones sont borne´es : τij ∈ [τmin, τmax] ;
– elles sont initialise´es a` τmax.
2.3.5 ASrank
Dans (Bullnheimer et al., 1997b) on trouve une version e´litiste de AS :
– les fourmis sont range´es par ordre de´croissant des Lk,
– la mise a` jour des phe´romones tient compte du rang des σ meilleures fourmis :
τij ← (1− ρ)τij + σ
L+
+
σ−1∑
k=1
∆τkij (2.13)
∆τkij =
{
(σ−k)
Lk
si (i, j) ∈ T k
0 sinon
(2.14)
2.3.6 Ant Colony System
ACS (Ant Colony System) est issu des variantes propose´es pour AS (Dorigo and
Gambardella, 1997b) :
– la re`gle de transition entre les villes est la suivante : la fourmi place´e en i choisit
la ville j telle que :
j =
{
argmaxl∈Jk(i)
{
[τil(t)] · [νil]β
}
si q ≤ q0
J sinon
(2.15)
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q est un re´el ale´atoirement tire´ dans [0, 1], q0 est un parame`tre (q0 ∈ [0, 1]) et J
est une ville choisie ale´atoirement suivant la probabilite´ :
pkiJ(t) =
[τiJ (t)] · [νiJ ]β∑
l∈Jk(i)[τil(t)] · [νil]β
(2.16)
ou` β est un parame`tre servant a` moduler la prise en compte des phe´romones par
rapport a` la visibilite´ ;
– des listes de villes candidates4 sont utilise´es pour acce´lerer le processus de cons-
truction d’un chemin ;
– une heuristique locale est utilise´e pour ame´liorer les solutions ge´ne´re´es par les
fourmis (2-opt ou 3-opt) ;
– la mise a` jour des phe´romones n’est faite qu’a` partir du meilleur chemin ge´ne´re´ ;
– une re`gle de mise a` jour locale des phe´romones est utilise´e a` chaque transition
d’une fourmi.
Les re´sultats obtenus par ACS sur le PVC sont les meilleurs obtenus par les heuris-
tiques a` base de fourmis sans toutefois de´passer les meilleures heuristiques de´die´es a` ce
proble`me.
2.3.7 L’heuristique ACO
Toutes les variantes que nous venons d’exposer ont e´te´ re´cemment regroupe´es sous
une description plus large : l’heuristique ACO (Ant Colony Optimization), aﬁn de fa-
ciliter le rapprochement des me´thodes entre elles et de se soustraire aux spe´ciﬁcite´s
du PVC (Stu¨tzle and Dorigo, 1999b; Dorigo and Di Caro, 1999b; Dorigo and Di Caro,
1999a; Dorigo et al., 1999). Dans cet eﬀort de ge´ne´ralisation, on peut noter l’introduc-
tion (hasardeuse) d’un processus  reine  visant a` coordonner et superviser le travail
des fourmis (Taillard, 1999).
2.3.8 L’assignement Quadratique
De´ﬁnition 2.2 Le proble`me de l’assignement quadratique (PAQ) (Quadratic Assign-
ment Problem : QAP). Soit deux matrices n× n, A = (aij) et B = (bij) on cherche la
permutation σ minimisant la quantite´ :
C(σ) =
n∑
i=1
n∑
j=1
aijbσ(i)σ(j) (2.17)
Ce proble`me peut s’illustrer de la fac¸on suivante : on de´sire placer n unite´s de produc-
tion sur n emplacements dont on connait les distances (matrice A), on connait aussi
les ﬂux entre chaque unite´ de production (matrice B). L’objectif est de minimiser le
couˆt total des transferts entre unite´s de production (C(σ)).
Un certain nombre de syste`mes a` base de fourmis artiﬁcielles ont e´te´ propose´s pour
re´soudre ce proble`me NP-diﬃcile :
4Si la taille des listes candidates est cl, pour une ville i, la liste est compose´e des cl villes les plus
proche de i.
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– AS-QAP (Maniezzo et al., 1994). Les phe´romones τij repre´sentent l’attirance
d’une unite´ de production i pour un emplacement j : σ(i) = j. L’heuristique
correspondant a` la visibilite´ pour le PVC est calcule´e de la fac¸on suivante :
νij =
n∑
k=1
aikbjk (2.18)
Mis a` part ces particularite´s, AS-QAP se comporte comme AS-TSP, c’est-a`-dire
de fac¸on constructive : chaque fourmi construit de fac¸on ite´rative une permu-
tation des n unite´s de production (formule 2.4). et les phe´romones sont mises
a` jour en utilisant le couˆt (C(σ)) des permutations construites (formule 2.5).
Les re´sultats obtenus par AS-QAP sont similaires a` ceux obtenus par d’autres
me´thodes (algorithmes ge´ne´tique, recuit simule´, recherche tabou) sans toutefois
se de´marquer ve´ritablement ;
– HAS-QAP (Gambardella et al., 1997; Gambardella et al., 1999b). Cette me´thode
est assez diﬀe´rente des autres approches a` base de fourmis : les phe´romones
ne servent plus a` construire une permutation mais a` en modiﬁer une existante.
A` l’initialisation, chaque fourmi k correspond a` une permutation σk. Chaque
de´placement d’une fourmi correspond a` R modiﬁcations de sa permutation (R
est un parame`tre) : deux index i et j sont choisis dans {1, . . . , n} puis σk(i) et
σk(j) sont e´change´s. Le choix de i est uniforme´ment ale´atoire, par contre le choix
de j fait intervenir les phe´romones : avec une probabilite´ q0 (comme pour ACS),
j est choisi de fac¸on a` maximiser la quantite´ τiσk(j) + τjσk(i), sinon (probabilite´
(1− q0)) j est choisi avec la probabilite´ :
pkij =
τiσk(j) + τjσk(i)∑n
l=1,l =i τiσk(l) + τlσk(i)
(2.19)
Chaque permutation ainsi obtenue est transforme´e par une proce´dure de re-
cherche locale qui examine toutes les permutations possibles de deux e´le´ments
de σk dans un ordre ale´atoire et qui retient a` chaque fois celle qui ame´liore
C(σk). La mise a` jour des phe´romones suit la meˆme me´thode que ACS. Enﬁn,
des proce´dures d’intensiﬁcation et de diversication sont utilise´es pour augmenter
la recherche dans le voisinage de la meilleure permutation trouve´e et e´viter une
stagnation de la recherche. Du point de vue des tests re´alise´s, HAS-QAP donne
toujours la meilleure solution pour les proble`mes re´els par rapport aux meilleures
heuristiques connues alors que cette tendance est inverse´e pour les proble`mes
artiﬁciels (les matrices A et B suivent les meˆmes lois de distribution) ;
– d’autres travaux ont donne´ des re´sultats satisfaisants pour le PAQ : MMAS-
QAP (Stu¨tzle and Hoos, 1997c) base´ sur AS-QAP et similaire a` MMAS-TSP
(section 2.3.4), ANTS-QAP5 (Maniezzo, 1998), aussi base´ sur AS-QAP, utilise
des bornes infe´rieures sur le couˆt d’une solution partielle pour estimer l’inte´reˆt
d’une aﬀectation. La mise a` jour des phe´romones dans ANTS-QAP ne fait pas
apparaˆıtre d’e´vaporation. Enﬁn, l’algorithme FANT-QAP (Taillard, 1998) s’ins-
pire de MMAS-QAP mais en n’utilisant qu’une seule fourmi et en mettant a`
5ANTS est l’acronyme de Approximate Nondeterministic Tree Search.
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jour les phe´romones avec la solution courante et la meilleure rencontre´e depuis
la premie`re ite´ration ;
– Mis a` part les diﬀe´rences sur l’utilisation des phe´romones et de leur mise a` jour,
la plupart des me´thodes se diﬀe´rencient aussi par l’ope´rateur de recherche locale
utilise´, ce qui est souvent de´terminant pour la qualite´ des re´sultats obtenus.
Une recherche tabou a par exemple e´te´ utilise´e dans (Roux et al., 1999) comme
ope´rateur de recherche locale (ANTabu).
Un certain nombre de publications tentent re´cemment de comparer les diﬀe´rentes ap-
proches du PAQ par les fourmis (voir par exemple (Stu¨tzle and Dorigo, 1999a; Stu¨tzle
and Hoos, 2000)).
2.3.9 De´tection de graphes hamiltoniens
Wagner et Bruckstein proposent de traiter le proble`me de la de´termination de
circuits hamitoniens dans un graphe (Wagner and Bruckstein, 1999). L’objectif est de
de´terminer s’il existe un circuit passant par tous les sommets du graphe. Le principe est
le suivant : pour chaque sommet on stocke deux valeurs entie`res µ et τ correspondant
respectivement au nombre de passages de la fourmi sur ce sommet et au nume´ro de
l’ite´ration correspondant a` ce passage. Chaque fourmi se de´place d’un sommet a` l’autre
en suivant les re`gles suivantes (VAW : Vertex Ant Walk) :
1. choisir le sommet suivant v, voisin du sommet ou` se trouve la fourmi (note´ u),
qui a les plus petites valeurs de µ et τ 6 ;
2. mettre a` jour les valeurs µ et τ de u :
– µ(u)← µ(u) + 1 (nombre de passages),
– τ(u)← t (temps).
3. augmenter le temps : t← t + 1 ;
4. aller en v.
Ce type de re`gle assure, comme le de´montrent les auteurs, que si un cycle est trouve´, il
sera re´pe´te´ inde´ﬁniment. Cela n’assure pas que la me´thode converge ni qu’elle converge
uniquement sur des circuits hamiltoniens. Les expe´rimentations sont mene´es sur des
graphes de 100 a` 300 sommets de connexite´s diverses et donnent des re´sultats encou-
rageants. Il semble qu’une seule fourmi soit utilise´e. Le choix du sommet suivant est
de´terministe et les auteurs proposent d’utiliser une re`gle probabiliste en fonction des
valeurs de µ sans donner de re´sultats. Des re´sultats plus de´taille´s sont donne´s dans
(Wagner et al., 2000).
2.3.10 Routage dans les re´seaux non commute´s
Les travaux de Di Caro et Dorigo (Di Caro and Dorigo, 1997; Di Caro and
Dorigo, 1998b; Di Caro and Dorigo, 1998a) pre´sentent l’utilisation d’agents-fourmis
pour le routage de donne´es dans un re´seau. Il s’agit d’optimiser la quantite´ (throughput)
6a priori, on recherche d’abord le plus petit µ des sommets voisins puis parmi ces sommets, on
prend celui qui a le plus petit τ .
2. Les fourmis artiﬁcielles 35
et la qualite´ (average packet delay) des informations transmises sur un re´seau de type
internet.
L’algorithme pre´sente´ est adaptatif dans le sens ou` il de´pend du traﬃc : les infor-
mations utilise´es pour e´tablir le routage sont re´actualise´es constamment. Il se distingue
des algorithmes statiques ou` des tables de routage sont ﬁxe´es une fois pour toutes, le
trajet d’un paquet dans ce cas ne de´pend que de son nœud source et de son nœud
destination.
Le re´seau peut eˆtre mode´lise´ par un graphe de N nœuds dont les arcs sont ponde´re´s
par une largeur de bande (bandwidth) en bit/s et un de´lai de transmission. Chaque
nœud posse`de un tampon d’entre´e. Quand un paquet arrive sur un nœud, il est dirige´
sur un nœud voisin en fonction de son nœud de destination et de la table de routage
du nœud sur lequel il se trouve.
Le routage dynamique est un proble`me intrinse`quement distribue´. Les de´cisions de
routage ne peuvent se faire que d’un point de vue local et en approximant l’e´tat courant
et futur du re´seau.
L’algorithme AntNet se compose de deux groupes d’agents : appele´s  Forward
ant  (F ) et  Backward ant  (B) :
– notons par Fs→d la fourmi qui se de´place du nœud s au nœud d. Cette fourmi
accompagne le paquet de donne´es. Sur le chemin, chaque nœud k visite´ ainsi
que le temps pour y parvenir sont me´morise´s par la fourmi dans la structure
Ss→d(k). Chaque agent choisi ale´atoirement son prochain nœud proportionnelle-
ment a` l’inte´reˆt des nœuds voisins relativement au nœud de destination, ou alors,
selon une faible probabilite´, la fourmi choisit ale´atoirement le nœud suivant de
fac¸on e´quiproblable, ceci assurant une certaine exploration. Si le nœud choisi a
de´ja` e´te´ visite´, la fourmi choisit uniforme´ment un autre nœud ;
– quand le nœud de destination est atteint, l’agent Fs→d ge´ne`re un agent Bd→s en
lui transmettant toute sa me´moire. La fourmi Bd→s retourne donc au nœud de
de´part d. A chaque nœud k traverse´, Bd→s met a` jour les structures de donne´es :
1. La table de routage : T contenant Pin la probabilite´ de choisir le nœud n
comme nœud suivant quand i est le nœud de destination,
2. Une liste Tripk(µi, σ
2
i ) des valeurs moyennes estime´es et des variances as-
socie´es du temps de voyage du nœud courant k vers tous les nœuds du
re´seau.
Les agents F sont de meˆme priorite´ que les paquets de donne´es alors que les agents
B sont de priorite´ supe´rieure aﬁn de propager rapidement l’e´tat du re´seau. Les
probabilite´s de transitions sont renforce´es dans la direction d’arrive´e de B en
fonction des valeurs me´morise´es dans Tk et Tripk(µi, σ
2
i ).
L’expe´rimentation a e´te´ faite en comparant AntNet avec des algorithmes clas-
siques du proble`me de routage :
– OSPF (oﬃcial Internet routing algorithm) : les tables de routage sont construites
a` partir du calcul des plus courts chemins ;
– BF (asynchronous distributed Bellman-Ford algorithm) ;
– SPF : link-state algorithm with dynamic metric for link-costs evaluations ;
– SPF 1F : SPF with ﬂooding limited to the ﬁrst neighboors. Le couˆt des nœuds
36 2.3 Optimisation combinatoire
e´loigne´s sont tous mis a` la meˆme valeur ;
– Daemon : algorithme ide´al. A` chaque instant on connaˆıt la charge des ﬁles d’at-
tente de tous les nœuds du re´seau. On calcule pour chaque lien un couˆt qui de´pend
de la capacite´ du lien, de la quantite´ de donne´es a` transmettre sur ce lien et de
la quantite´ moyenne de donne´es en attente sur ce lien.
AntNet est le plus performant ou de meˆme niveau de performances parmi les
algorithmes teste´s. D’une manie`re ge´ne´rale AntNet est robuste. Ses performances
sont principalement aﬀecte´es par la fre´quence de lancement des agents et par leur
repartition spatiale. En eﬀet, a` partir d’un certain taux de lancement, les tables de
routage ont tendance a` vibrer ou a` converger trop rapidement vers une conﬁguration
qui de´grade les performances. Pour la re´partition spatiale, les performances de AntNet
sont aussi de´grade´es si on fait apparaˆıtre un goulet d’e´tranglement dans le re´seau. Enﬁn,
on peut remarquer que le temps de re´action de l’algorithme correspond au temps de
retour de la fourmi B apre`s le passage de la fourmi F . Si la mise a` jour de la fourmi
B ne correspond plus a` la situation du re´seau, cela n’aﬀecte que le choix pour le nœud
destination. Ceci rend le syste`me robuste face a` de courtes ﬂuctuations du traﬃc.
Le meˆme type de proble`me est aborde´ dans (Bonabeau et al., 1998a; Heusse et al.,
1998). Un proble`me similaire de routage entre des satellites de te´le´communication a
e´te´ propose´ (Sigel et al., 2000). Les fourmis n’accompagnent cependant pas chaque
paquet mais sont lance´es re´gulie`rement a` travers le re´seau. La fre´quence de mise a` jour
des tables de routage ne de´pend pas dans ce cas du traﬃc re´el. Enﬁn, des travaux
mettant en œuvre des algorithmes a` base de fourmis artiﬁcielles ont aussi e´te´ mene´s
sur le proble`me du routage dans les re´seaux commute´s (Schoonderwoerd et al., 1997).
2.3.11 Hybridation avec un algorithme ge´ne´tique
Dans (Abbatista et al., 1995; Abbattista and Dalbis, 1996), AS est utilise´ pour
acce´le´rer le processus de recherche d’un l’Algorithme Ge´ne´tique (AG) 7. Les tests sont
eﬀectue´s sur le PVC a` titre de comparaison. Il s’agit de combiner l’aspect coope´ratif
de AS avec l’aspect e´volutif de l’AG. Deux me´thodes d’hybridation sont possibles :
1. chaque individu de l’AG correspond a` un jeu de parame`tres de AS. L’e´valuation
d’un individu de l’AG est eﬀectue´e en exe´cutant AS parame´tre´ par cet individu ;
2. la deuxie`me me´thode inte`gre AS a` l’AG en tant qu’heuristique de recherche lo-
cale : a` chaque ge´ne´ration, une certaine proportion de solutions trouve´es par AS
est inte´gre´e a` la population de solutions manipule´es par l’AG8.
Les tests re´alise´s sont cependant assez pauvres puisqu’une seule instance du PVC a` 50
villes est utilise´e.
La recherche du meilleur jeux de parame`tres pour ACS-TSP a e´te´ propose´e de fac¸on
beaucoup plus pre´cise dans (Botee and Bonabeau, 1999) ainsi que pour les proble`mes
de routage (White et al., 1998). D’une fac¸on assez proche, on pourrait disposer de
plusieurs colonies de fourmis (Kawamura et al., 1998) en compe´tition entre elles.
7voir les chapitres 5 et 6 pour une pre´sentation des AG.
8l’AG est imple´mente´ de fac¸on classique pour le PVC.
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2.3.12 Paralle´lisation de ACO
Plusieurs propositions ont e´te´ faites pour paralle´liser les algorithmes ACO. Par
exemple dans (Roux et al., 1999; Talbi et al., 1999), chaque fourmi est aﬀecte´e a` un
processeur. Un processus maˆıtre est utilise´ pour initialiser et synchroniser les fourmis,
stocker la matrice des phe´romones et la meilleure solution trouve´e. Chaque processeur
esclave prend en charge le travail d’une fourmi, a` savoir la construction d’une solution
et la recherche tabou pour cette solution. Le maˆıtre rec¸oit les solutions de toutes les
fourmis et met a` jour les phe´romones en conse´quence.
Dans (Bullnheimer et al., 1997c), deux versions paralle`les de AS-TSP sont e´value´es.
La premie`re imple´mentation (synchrone) re´partit les fourmis sur des processeurs dif-
fe´rents et chaque processeur contruit ainsi un chemin pour le PVC. Ce mode`le induit
un volume de communications important ce qui nuit a` l’inte´reˆt de la paralle´lisation. La
seconde me´thode (partiellement asynchrone) laisse chaque fourmi eﬀectuer plusieurs
ite´rations avant que les re´sultats ne soient renvoye´s au processus maˆıtre. Malheureuse-
ment, les re´sultats pre´sente´s sont obtenus par simulation.
Dans (Stu¨tzle, 1998b), le lancement de plusieurs instances inde´pendantes de MMAS-
TSP est d’abord propose´. Du point de vue de l’eﬀort de paralle´lisation, c’est e´videm-
ment le plus simple. Puis, faisant remarquer que pour la plupart des proble`mes, la
recherche locale est la plus couˆteuse en temps de calcul, l’auteur propose trois niveaux
de distribution : le premier correspond au maˆıtre dans les pre´ce´dents travaux cite´s,
le deuxie`me correspond aux esclaves-fourmis qui construisent un chemin dans le cas
du PVC et le troisie`me niveau correspond a` la recherche locale. Chaque niveau com-
munique avec plusieurs processus de niveau infe´rieur. L’apport principal est donc de
paralle´liser l’e´tape de recherche locale pour chaque processus-fourmi.
2.3.13 Re´capitulatif des proble`mes combinatoires traite´s avec
des fourmis
Le tableau 2.1 pre´sente pour chaque proble`me combinatoire les re´fe´rences correspon-
dant a` des travaux inspire´s des fourmis. Bien que ce tableau soit par de´ﬁnition de´passe´,
nous avons tente´ d’y faire ﬁgurer le maximum de re´fe´rences bibliographiques. De plus
il donne un aperc¸u de la vitalite´ de ce domaine. Les proble`mes sont approximativement
classe´s par ordre d’apparition.
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Proble`me Re´fe´rences
Travelling Salesman (Colorni et al., 1991; Dorigo et al., 1991; Dorigo, 1992; Co-
lorni et al., 1992; Colorni et al., 1995; Gambardella and Do-
rigo, 1995; Dorigo and Gambardella, 1996; Dorigo et al.,
1996; Gambardella and Dorigo, 1996; Bullnheimer et al.,
1997b; Dorigo and Gambardella, 1997b; Dorigo and Gam-
bardella, 1997a; Stu¨tzle and Hoos, 1997b; Stu¨tzle and Hoos,
1997c; Stu¨tzle and Hoos, 1997a; Bullnheimer et al., 1999c;
Stu¨tzle and Dorigo, 1999b)
Quadratic Assignement (Maniezzo et al., 1994; Gambardella and Dorigo, 1995; Gam-
bardella et al., 1997; Taillard and Gambardella, 1997; Ma-
niezzo, 1998; Maniezzo and Carbonaro, 1998; Taillard, 1998;
Roux et al., 1999; Gambardella et al., 1999b; Maniezzo and
Colorni, 1999; Stu¨tzle and Dorigo, 1999a)
Jobshop Scheduling (Colorni et al., 1994)
Bin Packing (Bilchev and Parmee, 1996b)
Vehicle Routing (Bullnheimer et al., 1997a; Bullnheimer et al., 1999b; Bulln-
heimer et al., 1999a; Bullnheimer, 1999; Gambardella et al.,
1999a)
Network Routing (Di Caro and Dorigo, 1997; Schoonderwoerd et al., 1997;
Di Caro and Dorigo, 1998b; Di Caro and Dorigo, 1998a; Di
Caro and Dorigo, 1998; Di Caro and Dorigo, 1998; Bonabeau
et al., 1998a; Heusse et al., 1998; White et al., 1998)
Bus Driver Scheduling (Forsyth and Wren, 1997)
Sequential Ordering (Gambardella and Dorigo, 1997)
Graph Coloring (Costa and Hertz, 1997)
Frequency Assignement (Maniezzo and Carbonaro, 1998; Maniezzo and Carbonaro,
2000)
Shortest common su-
persequence
(Michel and Middendorf, 1998; Michel and Middendorf,
1999)
Flowshop Scheduling (Stu¨tzle, 1998a; Lau¨gt et al., 2000; T’Kindt et al., 2000)
Multi-objectif (Mariano and Morales, 1999)
Virtual Wave Length
Path routing
(Navarro Varela and Sinclair, 1999)
Multiple Knapsack (Leguizamo´n and Michalewicz, 1999)
Single Machine Total
Tardiness
(Bauer et al., 1999)
Recognizing Hamilto-
nian Graphs
(Wagner and Bruckstein, 1999)
Total Weighted Tardi-
ness
(den Besten et al., 2000)
Constraint Satisfaction (Pimon and Solnon, 2000; Solnon, 2000b; Solnon, 2000a)
Dynamic graph search (Wagner et al., 2000)
Tab. 2.1 – Proble`mes combinatoires traite´s par des fourmis.
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2.4 Optimisation nume´rique
Les articles pre´sente´s dans cette section placent les fourmis dans un espace a` va-
riables re´elles. La diﬃculte´ de de´ﬁnir le mouvement des agents fourmis dans ce genre
d’espace explique le nombre moins important de publications relatives a` ce domaine
d’e´tude.
Dans (Bilchev and Parmee, 1995; Bilchev and Parmee, 1996a), les auteurs de´crivent
un syste`me de calcul dynamique qui permet de traiter des proble`mes d’optimisation
dans des espaces de´ﬁnis sur ce type d’espace de recherche. Il s’agit de minimiser une
fonction f a` n variables re´elles. La me´taphore de la colonie de fourmis propose´e est
applique´e a` un proble`me de conception en inge´nierie qui est fortement contraint.
La diﬃculte´ d’aborder des proble`mes a` variables re´elles par une population d’agents
fourmis provient du caracte`re non discret de la structure de description du proble`me.
Le syste`me propose´ par les auteurs (appele´ Ant Colony Metaphor, ACM par la suite)
se compose d’un ensemble ﬁni de vecteurs repre´sentant des directions qui partent d’un
point central repre´sentant le nid. Ces vecteurs e´voluent dans le temps suivant les per-
formances des fourmis. La ﬁgure 2.3.a montre ces vecteurs repre´sentant des directions
inte´ressantes pour les fourmis a` la sortie du nid.
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Fig. 2.3 – Optimisation nume´rique : ACM. (a) Directions de recherche a` la sortie du
nid. (b) Rayons de recherche.
Chaque fourmi choisit une direction pour sortir du nid (vecteur vk). Une fois qu’elle
a atteint la position indique´e par le vecteur vk, elle tente d’ame´liorer l’optimum cou-
rant en ge´ne´rant un point de Rn dans le voisinage de vk. La taille de ce voisinage
est de´termine´e par la valeur R. La ﬁgure 2.3.b illustre graphiquement les rayons de
recherche qui peuvent eˆtre diﬀe´rents pour chaque direction vk.
L’algorithme 2.2 utilise la structure de donne´es A(t) qui repre´sente le nid et son
voisinage.
Avant que l’algorithme soit lance´, il faut placer le nid. Ceci peut eˆtre eﬀectue´ par
un algorithme ge´ne´tique ou une me´thode similaire. ACM est alors utilise´ comme algo-
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Algorithme 2.2: Optimisation nume´rique par une colonie de fourmis.
ACM()
(1) t← 0
(2) Initialiser A(t)
(3) E´valuer A(t)
(4) E´vaporer A(t)
(5) tantque la condition d’arreˆt est fausse faire
(6) t← t + 1
(7) De´poser phe´romones A(t)
(8) De´placer fourmis A(t)
(9) E´valuerA(t)
(10) E´vaporer A(t)
(11) ﬁntantque
(12) retourner la meilleure solution trouve´e
rithme de recherche locale ﬁne. Il faut ensuite de´ﬁnir un rayon R qui de´termine la taille
du sous espace de recherche conside´re´ a` chaque cycle. Initialiser A(t) envoie les fourmis
dans diﬀe´rentes directions et a` un rayon infe´rieur a` R. Evaluer A(t) est un appel a` la
fonction objectif pour toutes les fourmis. De´poser phe´romones A(t) permet de de´poser
les phe´romones sur les directions se´lectionne´es par les fourmis relativement a` la perfor-
mance de chaque direction. De´placer fourmis A(t) envoie les fourmis en se´lectionnant
les directions ale´atoirement et proportionnellement a` la quantite´ de phe´romones. La
fourmi est alors place´e sur la meilleure position trouve´e par une fourmi ayant de´ja`
empreinte´ cette direction. Evaporer A(t) re´duit le marquage des phe´romones. Le pas
local est de´termine´ par la formule suivante :
∆(t, R) = R× (1− r(1−t/T )b) (2.20)
ou` r est nombre ale´atoire dans [0, 1], T est le nombre maximal d’ite´rations de l’algo-
rithme et b est un parame`tre ﬁxant le degre´ de non-uniformite´. La fonction ∆(t, R)
renvoie ainsi un re´el dans [0, R] qui est en probabilite´ plus proche de 0 quand t se
rapproche de T .
Pour ame´liorer le mode`le, la fourmi peut cre´er une direction base´e sur deux di-
rections existantes. Ce me´canisme s’apparente au croisement pour les algorithmes
ge´ne´tiques. La description de ACM est cependant obscure sur ce dernier point, ce
qui rend diﬃcile son imple´mentation.
Wodrich (Wodrich, 1996) a propose´ une me´thode assez similaire. Il utilise cepen-
dant deux types de fourmis : des agents de recherche globaux sont introduits aﬁn de
remplacer l’algorithme ge´ne´tique. De plus, il introduit une notion d’aˆge pour chaque di-
rection ce qui lui permet d’e´liminer celles qui ne permettent pas d’ame´liorer la meilleure
solution et de diﬀe´rencier le rayon R pour chaque direction.
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2.5 La classiﬁcation
Le proble`me de la classiﬁcation est tout a` fait adapte´ a` une re´solution distribue´e.
Les fourmis ont en eﬀet ce genre de proble`me a` re´soudre quand leur nid est de´range´
et qu’elle doivent rassembler leurs oeufs en fonction de leur e´tat de de´veloppement.
On peut notamment trouver des travaux portant sur la classiﬁcation non supervise´e
(Lumer and Faieta, 1994) ou sur le partitionnement de graphes (Kuntz et al., 1997).
Ces travaux seront plus largement de´veloppe´s au chapitre 3, traitant de classiﬁcation
non supervise´e.
2.6 La Vie artiﬁcielle
De nombreux travaux en vie artiﬁcielle utilisent les fourmis comme support. Cer-
taines e´tudes s’inte´ressent a` l’apparition de phe´nome`nes complexes, similaires aux
phe´nome`nes collectifs naturels. L’e´volution de programmes informatiques est souvent
utilise´e pour illustrer l’apparition de comportements adaptatifs. Par exemple, dans (Jef-
ferson et al., 1992) le syste`me Genesys manipule des programmes-fourmis sous la forme
de re´seaux de neurones artiﬁciels ou d’automates a` e´tats ﬁnis. Les ge`nes de chaque or-
ganisme sont repre´sente´s sous la forme de chaˆınes binaires codant soit les poids d’un
re´seau de neurones soit la table de transition d’un automate ﬁni. Ce syste`me parvient
en quelques centaines de ge´ne´rations a` faire e´voluer une population de 64000 individus
(initialise´s au hasard) vers la capacite´ a` suivre un chemin incomplet, assimilable aux
traces de phe´romones. D’une fac¸on similaire, des programmes Lisp et la programma-
tion ge´ne´tique ont e´te´ utilise´s pour faire e´voluer une colonie de fourmis e´value´e sur la
quantite´ de nourriture ramene´e au nid (Koza, 1992).
La question de l’apparition de comportements complexes est e´tudie´e dans (Col-
lins and Jeﬀerson, 1992) avec le projet AntFarm qui tente de montrer l’apparition
des phe´romones dans le comportement de fourragement de fourmis pilote´es par un
re´seau de neurones artiﬁciels. Les auteurs n’observent cependant pas que l’algorithme
ge´ne´tique utilise´ fasse e´voluer le syste`me vers une coope´ration dans le fourragement
par l’utilisation de phe´romones. Ils attribuent cette  non apparition  a` l’e´vaporation
des phe´romones qui rend inadapte´s les comportements uniquement base´s sur la densite´
en phe´romones. De plus, le placement de la nourriture est statique ce qui peut rendre
l’e´volution du syste`me vers la coope´ration inutile. Dans (Kawamura et al., 1999), la
meˆme expe´rience est mene´e : un re´seau de neurones pilote le comportement de four-
ragement d’une colonie de fourmis et un algorithme ge´ne´tique est utilise´ pour faire
e´voluer une population de re´seaux de neurones. Les auteurs concluent cependant a`
l’e´mergence de la communication par les phe´romones. Cela est peut-eˆtre duˆ a` la fonc-
tion d’e´valuation de l’AG : pour chaque re´seau de neurones correspondant a` un individu
de l’AG, son e´valuation est obtenue en mettant en compe´tition une colonie de fourmi pi-
lote´e par ce re´seau avec une autre colonie. La principale critique que l’on peut formuler
a` l’encontre de ce type d’expe´riences est que le re´seau de neurones posse`de une architec-
ture ﬁxe et qui pre´voit une sortie  utilisation de phe´romones . Ainsi, les re´sultats ne
prouvent pas re´ellement que l’utilisation des phe´romones e´merge mais plus simplement
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qu’elle confe`re a` la colonie qui utilise cette sortie un avantage dans la compe´tition pour
la recherche de nourriture. De toutes les fac¸ons, si on se tourne vers les vraies fourmis,
on constate qu’il y a des espe`ces qui n’utilisent pas de phe´romones pour le fouragement
(Pachycondyla apicalis par exemple (Fresneau, 1994)). Cela signiﬁe-t-il que ces espe`ces
sont  arrie´re´e  et que leur survie ne tient qu’a` la probabilite´ de mutation de leur
strate´gie de fourragement ? Ou alors cela signiﬁe que leur strate´gie est suﬃsante pour
leur re´gime alimentaire ? Ces questions appellent a` ce que les syste`mes artiﬁciels soient
peauﬁne´s et expe´rimente´s plus intensivement.
Citons pour ﬁnir le projet Manta (Drogoul et al., 1991) ou` l’e´mergence de la
spe´cialisation est e´tudie´e.
2.7 Domaines voisins
2.7.1 Les syste`mes multi-agents
Les syste`mes multi-agents (SMA) permettent de mode´liser les syste`mes complexes
ou` plusieurs entite´s (les agents) communiquent entre elles et agissent sur leur enviro-
nement. Ce type de mode`le se pre`te bien a` la mode´lisation d’une colonie de fourmis et
permet de classiﬁer les fourmis virtuelles (ou logicielles) par rapport a` d’autres types
d’agents.
Les syste`mes multi-agents sont proches de ce que l’on appelle l’intelligence artiﬁcielle
distribue´e. Ce type d’architectures distribue´es prend de plus en plus d’importance dans
la re´solution de proble`mes complexes mais aussi dans la simulation de syste`mes.
Du point de vue de la simulation, les SMA permettent de construire des mode`les
re´duits aﬁn d’expe´rimenter la pertinence de certains mode`les, de conduire des tests
irre´alisables en vraie grandeur... Les applications sont nombreuses notamments dans
les sciences sociales et e´conomiques. Par exemple, les SMA peuvent eˆtre utilise´s pour
e´tudier les phe´nome`nes sociaux humains tels que le commerce, la migration, la forma-
tion de groupes, le combat, l’interaction avec l’environnement, la transmission de la
culture, la propagation des maladies ou encore la dynamique des populations (Epstein
and Axtell, 1996).
Du point de vue de la re´solution de proble`mes, on peut expliquer la ne´cessite´ de
distribuer les actions et l’intelligence sur diﬀe´rentes entite´s pour les raisons suivantes :
– le proble`me a` traiter peut eˆtre physiquement distribue´ comme les proble`mes de
transport ou de de´placement de ve´hicules ;
– le proble`me est fonctionnellement distribue´ comme la construction d’une voiture
ou` plusieurs experts sont ne´cessaires sans que personne ne soit capable de mai-
triser toute la fabrication ;
– le de´veloppement des re´seaux induit que l’information est le plus souvent re´partie,
il faut donc mettre au point des protocoles de communication, d’interrogation et
de navigation dans ces re´seaux ;
– le proble`me a` traiter est dynamique ce qui ne´cessite une architecture souple et
adaptative.
Nous reprenons ici dans l’ouvrage de Ferber (Ferber, 1995) quelques de´ﬁnitions :
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De´ﬁnition 2.3 On appelle agent une entite´ physique ou virtuelle
1. qui est capable d’agir dans un environnement ;
2. qui peut communiquer directement avec d’autres agents ;
3. qui est mue par un ensemble de tendances (sous la forme d’objectifs individuels
ou d’une fonction de satisfaction, voire de survie, qu’elle cherche a` optimiser) ;
4. qui posse`de des ressources propres ;
5. qui est capable de percevoir (mais de manie`re limite´e) son environnement ;
6. qui ne dispose que d’une repre´sentation partielle de cet environnement (et e´ven-
tuellement aucune) ;
7. qui posse`de des compe´tences et oﬀre des services ;
8. qui peut e´ventuellement se reproduire ;
9. dont le comportement tend a` satisfaire ses objectifs, en tenant compte des res-
sources et des compe´tence dont elle dispose, et en fonction de sa perception, de
ses repre´sentations et des communications qu’elle rec¸oit.
A` partir de cette de´ﬁnition, on peut de´ﬁnir un syste`me multi-agent :
De´ﬁnition 2.4 On appelle syste`me multi-agent (SMA), un syste`me compose´ des e´le´-
ments suivants :
1. un environnement E c’est-a`-dire un espace disposant ge´ne´ralement d’une me´tri-
que ;
2. un ensemble d’objets O. Ces objets sont situe´s, c’est-a`-dire que, pour tout objet,
il est possible, a` un moment donne´, d’associer une position dans E. Ces objets
sont passifs, c’est-a`-dire qu’ils peuvent eˆtre perc¸us cre´e´s, de´truits et modiﬁe´s par
les agents ;
3. un ensemble A d’agents, qui sont des objets particuliers (A ∈ O), lesquels repre´-
sentent les entite´s actives du syste`me ;
4. un ensemble de relations R qui unissent les objets (et donc les agents) entre eux ;
5. un ensemble d’ope´rations Op permettant aux agents de A de percevoir, produire,
consommer, transformer et manipuler des objets de O ;
6. des ope´rateurs charge´s de repre´senter l’application de ces ope´rations et la re´action
du monde a` cette tentative de modiﬁcation, que l’on appellera les lois de l’univers.
Il y a principalement deux types d’agents :
– les agents cognitifs, qui sont assez perfectionne´s, tant du point de vue de la
communication que des re`gles de de´cision qu’ils mettent en action ;
– les agents re´actifs, qui par opposition sont assez simples et peu  intelligents 
pris individuellement.
Ces de´ﬁnitions s’appliquent bien a` la mode´lisation d’une fourmi (un agent) ou d’une
colonie entie`re (un SMA). Les fourmis, artiﬁcielles ou non, sont en ge´ne´ral conside´re´es
comme des agents re´actifs bien que la limite entre re´actif et cognitif soit parfois diﬃcile
a` de´terminer. Il est rare en eﬀet que l’on mode´lise tre´s ﬁnement les capacite´s cognitives
individuelles des fourmis.
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2.7.2 La vie artiﬁcielle
La proble´matique de la vie artiﬁcielle a e´te´ de´ﬁnie par Langton (Langton, 1989) :
 Artiﬁcial Life is the study of man-made systems that exhibit behaviors
characteristic of natural living systems. 
La vie artiﬁcielle e´tend le champ d’e´tude de la biologie a` l’e´tude de la vie telle qu’elle
pourrait eˆtre. Les principaux the`mes de recherche en vie artiﬁcielle sont :
– l’analyse de la dynamique des phe´nome`nes complexes a` l’aide d’automates cellu-
laires ou d’e´quations diﬀe´rencielles non line´aires ;
– l’e´volution de populations par l’utilisation d’algorithmes e´volutionnaires ;
– la re´alisation de cre´atures artiﬁcielles (les animats) capables de survivre dans des
univers ne´cessitant une certaine adaptation ;
– l’e´tude des phe´nome`nes collectifs issus de l’interaction d’un ensemble d’agents
re´actifs.
Le deuxie`me the`me, meˆme s’il n’est pas directement lie´ aux fourmis, n’est pas sans
relation puisqu’il s’agit de population, concept proche de la notion de colonie. C’est
e´videmment dans le dernier the`me que les fourmis artiﬁcielles trouvent leur place. Ce
dernier the`me est maintenant de´crit comme l’e´tude de l’intelligence collective.
2.7.3 L’intelligence collective
Les syste`mes artiﬁciels s’inspirent de la nature pour l’intelligence que l’on peut
y percevoir. Il serait pre´somptueux de vouloir donner ici une de´ﬁnition de l’intelli-
gence mais nous pouvons donner une de´ﬁnition correspondant aux pre´ocupations des
syste`mes artiﬁciels inspire´s des socie´te´s naturelles. Ainsi, selon (Bonabeau and The-
raulaz, 1994),  un agent est dit “intelligent” (ou “cognitif”) si et seulement si dans
ses interactions avec son environnement, il re´alise des actions-perceptions boucle´es de
sorte a` satisfaire une contrainte de type “viabilite´” . Ici, l’intelligence, c’est la survie.
En fait, l’intelligence, en tant que notion manipule´e en intelligence artiﬁcielle dis-
tribue´e, e´merge des interactions que les agents entretiennent entre eux et avec leur
environnement exte´rieur (Bonabeau and Theraulaz, 1994). C’est sur les interactions
que l’intelligence collective est base´e.
La notion d’e´mergence est souvent employe´e quand on parle d’intelligence collective.
Bien que de nombreux travaux issus du domaine de la vie artiﬁcielle traitent cette
notion, il est assez diﬃcile d’en donner une de´ﬁnition pre´cise. La notion d’e´mergence
est cependant assez intuitive. On dit qu’un phe´nome`ne est e´mergent lorsqu’il e´tait
impossible d’en pre´voir l’apparition avant que le syste`me qui le produit ne soit actionne´.
Cette de´ﬁnition est en quelque sorte temporelle, on peut lui pre´fe´rer une de´ﬁnition plus
structurelle : si le comportement macroscopique d’un mode`le artiﬁciel est inattendu,
c’est-a`-dire ne pouvant eˆtre de´duit de la spe´ciﬁcation  microscopique  du mode`le, alors
on parle d’un comportement e´mergent. On peut de´ﬁnir plusieurs niveaux d’e´mergence
en fonction de la diﬃculte´ de pre´voir le re´sultat macroscopique (Assad and Packard,
1991) :
– pas d’e´mergence : le comportement est ime´diatement de´ductible de l’inspection
des spe´ciﬁcations ou re`gles le ge´ne´rant ;
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– faiblement e´mergent : le comportement est de´ductible des spe´ciﬁcations du sys-
te`me apre`s son observation ;
–
...
– fortement e´mergent : le comportement peut eˆtre de´duit en the´orie mais extre`me-
ment diﬃcile a` e´lucider ;
– e´mergence maximale : le comportement ne peut eˆtre de´duit des spe´ciﬁcations.
Jusqu’ici, on pourrait penser que l’intelligence collective se contente d’eˆtre le qua-
trie`me the`me de recherche que nous avons cite´ pour la vie artiﬁcielle. C’est cependant
un the`me plus large puisque l’on peut y rapporter un certain nombre d’algorithmes
d’optimisation, qui mettent bien en avant une notion d’intelligence collective puiqu’ils
sont applique´s a` des proble`mes complexes mais qui ne partagent rien avec la notion de
vie, qu’elle soit artiﬁcielle ou non.
2.8 Conclusion
2.8.1 Fallait-il parler de fourmis artiﬁcielles ?
Les travaux que nous avons pre´sente´s tout au long de ce chapitre sont essentielle-
ment inspire´s des fourmis. Pourquoi ne parle-t-on pas de termites artiﬁciels ? La plupart
des capacite´s qui ont e´te´ exploite´es ne sont pas particulie`res aux fourmis. Par exemple,
les phe´romones ne sont pas une exclusivite´ des fourmis. La principale explication que
l’on peut fournir est l’e´tonnante diversite´ de comportements eﬃcaces. De plus, les
fourmis jouissent d’une sympathie et d’une fascination ge´ne´ralement plus forte que les
autres insectes sociaux, peut-eˆtre parce qu’il y a peu d’espe`ces nuisibles.
2.8.2 L’avenir ?
Du point de vue scientiﬁque, les fourmis artiﬁcielles vont tre`s certainement se
de´velopper :
– pour l’instant, les travaux the´oriques sont rares. On peut tout de meˆme trouver
quelques e´le´ments de convergence de AS dans (Gutjahr, 2000) : sous certaines
hypothe`ses, AS peut eˆtre mode´lise´ comme un processus markovien, ce qui permet
de montrer que pour un nombre de fourmis suﬃsament grand, la probabilite´ de
trouver l’optimum est aussi proche de 1 que l’on de´sire ;
– la source d’inspiration n’est pas tarie, de nombreux comportements collectifs
n’ont pas encore e´te´ exploite´s ;
– l’hybridation d’algorithmes a` base de fourmis avec d’autres me´thodes, ge´ne´ralistes
ou de´die´es a` un domaine, est une source de travaux pratiquement ine´puisable.
Du point de vue industriel, par contre, il n’y a actuellement que tre`s peu d’applications
des fourmis artiﬁcielles. A` notre connaissance, aucune colonie de robots-fourmis n’a e´te´
envoye´e sur une autre plane`te du syste`me solaire. Les applications en optimisation sont,
nous semble-t-il, les plus aptes a` rentrer dans des syste`mes ope´rationels.
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Chapitre 3
Le proble`me de la classiﬁcation non
supervise´e
Dans ce chapitre nous pre´sentons le proble`me de la classiﬁcation non
supervise´e que nous allons traiter a` l’aide des fourmis artiﬁcielles dans
le chapitre suivant. Apre`s avoir de´ﬁni le proble`me nous pre´senterons
succintement quelques approches existantes pour le re´soudre. Nous
porterons ensuite notre attention sur les travaux de´ja` re´alise´s dans
ce domaine et qui s’inspirent du comportement des fourmis re´elles.
3.1 Introduction
La classiﬁcation est un proble`me central en reconnaissance des formes. Les travaux
sont abondants, par exemple pour reconnaissance de l’e´criture manuscrite, la reconnais-
sance de la parole ou encore l’interpre´tation de photos ae´riennes ou me´dicales. Pour
chacune de ces proble´matiques, il s’agit de de´tecter certaines caracte´ristiques pour en
extraire des informations exploitables par la suite. Par exemple, pour la reconnaissance
de l’e´criture manuscrite, pour un mot donne´ il s’agit de classer les formes de chacune
des lettres le constituant dans une des 26 classes formant l’alphabet latin. Une fois
cette phase de classiﬁcation eﬀectue´e, pour chacune des formes composant le mot on
dispose de la lettre correspondante.
D’une fac¸on tre`s ge´ne´rale la reconnaissance des formes peut se diviser en trois
phases :
1. acquisition des donne´es,
2. pre´-traitement des donne´es,
3. classiﬁcation des donne´es.
La premie`re phase consiste a` transformer les informations a` traiter en signaux nume´ri-
ques manipulables par un ordinateur. Pour la reconnaissance d’images satellites, cette
phase correspond a` l’utilisation d’une came´ra permettant de transformer les variables
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physiques (l’intensite´ lumineuse) en donne´es nume´riques (le niveau de gris). Le pre´-
traitement des donne´es est une phase transitoire visant a` mettre en forme les donne´es
pour la phase de classiﬁcation. Il s’agirait par exemple de binariser les images satellites
cite´es en exemple. La phase de classiﬁcation correspond a` l’e´tape de de´cision. Pour
des images satellites il peut s’agir de de´cider si la vue satellite contient ou non des
baˆtiments. Il y a principalement deux approches : l’approche statistique (estimation de
densite´s de probabilite´) et l’approche ge´ome´trique (analyse structurelle ou syntaxique).
Par la suite nous ne conside´rons que cette dernie`re phase de classiﬁcation en supposant
que les phases pre´ce´dentes ont permis d’obtenir un ensemble de donne´es nume´riques
que nous formalisons de la fac¸on suivante.
Nous supposons qu’un ensemble O = {o1, . . . , oN} de N donne´es ou objets ont e´te´
collecte´es par un expert du domaine. Chaque objet oi correspond a` un vecteur xi de
M valeurs nume´riques (xi1, . . . , xiM) qui correspondent aux M attributs nume´riques
a1, . . . , aM . Par la suite nous utilisons indiﬀe´remment oi ou xi. Le tableau 3.1 donne
un exemple de donne´es possibles.
Objets Attributs
a1 . . . aM
o1 1.32 . . . 3.67
...
...
...
...
oN 8.98 . . . 2.75
Tab. 3.1 – Exemple de donne´es nume´riques.
3.2 Le proble`me de la classiﬁcation
3.2.1 Diﬀe´rentes classiﬁcations possibles
Classiﬁer est le processus qui permet de rassembler des objets dans des sous-
ensembles tout en conservant un sens dans le contexte d’un proble`me particulier. Les
sous-ensembles obtenus repre´sentent une organisation, ou encore une repre´sentation
de l’ensemble des objets. Les relations disponibles entre les objets sont rassemble´es
dans une matrice de dissimilarite´ dans laquelle les lignes et les colonnes correspondent
aux objets. Comme les objets peuvent eˆtre repre´sente´s par des points dans un espace
nume´rique a` M dimensions, la dissimilarite´ entre deux objets peut eˆtre de´ﬁnie comme
une distance entre les deux points correspondants. Cette matrice de dissimilarite´, que
nous noterons D par la suite, est la principale entre´e ne´cessaire a` la phase de classiﬁ-
cation. La ﬁgure 3.1 pre´sente les diﬀe´rentes variantes que l’on peut trouver parmi les
me´thodes de classiﬁcation (Jain and Dubes, 1988). Voici une rapide description des ces
me´thodes :
– classiﬁcation exclusive/non exclusive. Une classiﬁcation exclusive est un parti-
tionnement des objets : un objet n’appartient qu’a` une classe et une seule. Au
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Méthodes de classification
Classification
supervisée
Méthodes non
exclusives
Classification non
supervisée
Classifications
hiérarchiques Partitionnement
Méthodes
exclusives
Fig. 3.1 – Les me´thodes de classiﬁcation (d’apre`s (Jain and Dubes, 1988)).
contraire, une classiﬁcation non exclusive autorise qu’un objet appartienne a` plu-
sieurs classes simultane´ment. Les classes peuvent alors se recouvrir ;
– classiﬁcation supervise´e/non supervise´e. Une me´thode de classiﬁcation non su-
pervise´e (en anglais on parle de clustering ou de unsupervised learning) n’utilise
que la matrice de dissimilarite´ D. Aucune information sur la classe d’un ob-
jet n’est fournie a` la me´thode (on dit que les objets ne sont pas e´tiquete´s). En
classiﬁcation supervise´e, les objets sont e´tiquete´s tout en connaissant leurs dis-
similarite´s. Le proble`me consiste alors a` construire des hyper plans se´parant les
objets selon leur classe. L’objectif de la classiﬁaction non supervise´e est oppose´
au cas supervise´ : dans le premier cas, il s’agit de de´couvrir des groupes d’objets
alors que dans le deuxie`me il s’agit d’utiliser les groupes connus pour de´couvrir
ce qui les diﬀe´rencie ou aﬁn de pouvoir classer de nouveaux objets dont la classe
n’est pas connue. Prenons l’exemple d’une population d’individus dont on dis-
pose de renseignements tels que l’aˆge, le sexe, le poids, la taille et le taux de
choleste´rol. Une me´thode de classiﬁcation non supervise´e permettra par exemple
de construire deux groupes : un groupe de ve´ge´ratiens et un groupe de carni-
vores. Une me´thode de classiﬁcation supervise´e ne´cessite de savoir pour chaque
individu s’il est ve´ge´tarien ou non et permettra d’e´tablir des crite`res permettant
de diﬀe´rencier un individu selon ses attributs (aˆge, sexe, ...) ;
– classiﬁcation hie´rarchique/partitionnement. Une me´thode de classiﬁcation hie´rar-
chique construit une se´quence de partitions imbrique´es, que l’on visualise par
exemple par un dendogramme (ﬁgure 3.2), alors qu’un partitionnement ne cons-
truit qu’une seule partition des donne´es.
3.2.2 Le proble`me e´tudie´
La suite de ce chapitre est consacre´e aux me´thodes de classiﬁcation de´veloppe´es
pour traiter le proble`me de la classiﬁcation non supervise´e. De plus, nous ne nous
inte´resserons qu’au proble`me du partitionnement en laissant de coˆte´ la classiﬁcation
hie´rarchique puisque nous ne la traiterons pas avec les fourmis artiﬁcielles. Alors que
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Fig. 3.2 – Exemple de dendogramme.
la classiﬁcation hie´rarchique est surtout utilise´e pour construire des taxonomies dans
les domaines de la biologie, des sciences comportementales ou sociales, les techniques
de partitionnement sont surtout utilise´es quand l’obtention d’une partition unique est
primordiale, par exemple pour la repre´sentation et la compression de bases de donne´es
importantes1.
Le proble`me de partitionnement peut eˆtre formule´ de la fac¸on suivante. E´tant
donne´s N points dans un espace me´trique a` M dimensions, on recherche une parti-
tion de ces points en K classes (ou groupe) de telle sorte que les points d’un meˆme
groupe soient plus similaires entre eux qu’avec les points des autres groupes. La valeur
de K peut ne pas eˆtre connue. Comme pour toute me´thode non supervise´e, la qualite´
d’une me´thode de partitionnement ne peut eˆtre juge´e qu’a` partir de ses re´sultats : c’est
l’expert du domaine qui peut de´terminer la pertinence des re´sultats obtenus.
3.2.3 Complexite´ du proble`me de partitionnement
En supposant que l’on dispose d’un crite`re ﬁable pour juger de la qualite´ d’une
partition on peut envisager d’e´nume´rer toutes les partitions possibles d’un ensemble
d’objets. Si l’on note par S(N,K) le nombre de partitionnements de N objets en K
groupes, par une re´currence sur K, on peut calculer cette quantite´ (Jain and Dubes,
1988) :
S(N,K) =
1
K!
K∑
i=1
(−1)K−i
(
K
i
)
(i)N (3.1)
A titre d’exemple, S(10, 4) = 34 105 et S(19, 4) = 11 259 666 000, l’e´nume´ration com-
ple`te devient en eﬀet rapidement impraticable meˆme pour des proble`mes de petite
1La repre´sentation d’une classiﬁcation hie´rarchique par un dendogramme est particulie`rement in-
adapte´e quand la base de donne´es se compose de plusieurs centaines d’objets.
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taille.
3.2.4 Quelques de´ﬁnitions
Etant donne´ un ensemble O = {o1, . . . , oN} de N objets correspondant chacun a`
un point d’un espace me´trique a` M dimensions dont les coordonne´es sont note´es par
le vecteur xi = (xi1, . . . , xiM) pour l’objet oi, on peut de´ﬁnir les notions suivantes :
La distance
Rappelons qu’une mesure de distance d(·) doit ve´riﬁer les proprie´te´s suivantes :
d(x,y) = d(y,x) (3.2)
d(x,y) ≥ 0 (3.3)
d(x,y) = 0⇔ x = y (3.4)
d(x,y) ≤ d(x, z) + d(z,y) (3.5)
ou` x, y et z sont des vecteurs.
Une distance e´tant de´ﬁnie, elle est assimilable a` une mesure de dissimilarite´. Etant
donne´ que nous nous inte´ressons a` des espaces me´triques, l’indice de dissimilarite´ le
plus commune´ment utilise´ est la me´trique de Minkowski :
dr(oi, oj) = dr(xi,xj) =
(
M∑
k=1
ωk|xik − xjk|r
) 1
r
(3.6)
ωk est un facteur de ponde´ration que nous conside`rerons e´gal a` 1 par la suite. Suivant
la valeur de r (r ≥ 1) on obtient les mesures suivantes :
– r = 1 : distance de Manhattan ;
– r = 2 : distance Euclidienne ;
– r =∞ : d∞(xi,xj) = max1≤k≤M |xik − xjk|.
Ces mesures sont souvent utilise´es pour des donne´es nume´riques. Dans le cas de donne´es
symboliques, d’autres distances doivent eˆtre utilise´es. La plus connue e´tant la distance
de Hamming, a` l’origine de´ﬁnie pour mesurer la distance entre des chaˆınes binaires,
et qui correspond au nombre de bits diﬀe´rents dans les deux chaˆınes pour une meˆme
position.
Par la suite, nous noterons la mesure d2(·) par d(·) pour alle´ger les notations.
L’erreur quadratique
L’erreur quadratique est un crite`re des plus courants parmi les crite`res utilise´s pour
le partitionnement. Conside´rons qu’une partition de O a e´te´ obtenue sous la forme de
K classes c1, . . . , cK compose´es respectivement de |c1|, . . . , |cK | objets. Comme chaque
objet appartient a` une et une seule classe on a
∑K
i=1 |ci| = N . Le centre de gravite´ gi
de la classe ci est donne´ par :
gi =
1
|ci|
|ci|∑
j=1
x
(i)
j (3.7)
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ou` x
(i)
j est le j-ie`me point de la classe ci. L’erreur quadratique ε
2
i sur la classe ci est
alors donne´e par :
ε2i =
|ci|∑
j=1
d2(x
(i)
j , gi) (3.8)
L’erreur quadratique (aussi appele´e inertie intraclasse : IW) de la partition est alors :
IW = E2q =
K∑
j=1
ε2j (3.9)
Bien e´videmment, ce crite`re ne peut servir a` comparer des partitions ayant un nombre
de classe diﬀe´rent. En eﬀet, si K = N alors Eq = 0 car xi = gi ∀i ∈ {1, . . . , N} et
l’erreur quadratique est minimale.
Le vecteur moyen g de l’ensemble O est donne´ par :
g =
1
N
K∑
i=1
|ci|gi (3.10)
Enﬁn, l’inertie interclasse, note´e IB, est donne´e par :
IB =
K∑
i=1
|ci|d2(gi, g) (3.11)
L’inertie totale I :
I = IB + IW (3.12)
est stable pour un nombre de classes K ﬁxe´.
3.3 Tour d’horizon des me´thodes de partitionne-
ment
Les me´thodes de re´solution du proble`me de partitionnement peuvent se comporter
de deux fac¸ons :
– me´thode agglome´rative : chaque groupe d’objet est constitue´ par agglome´ration
des objets autour d’un centre (un noyau). Au de´part il peut y avoir autant de
groupes que d’objets ;
– me´thode divisive. La de´marche est inverse : on de´marre avec un groupe contenant
tous les objets puis le partitionnement est construit en divisant successivement
ce groupe initial en groupes plus petits.
D’autres crite`res permettent de diﬀe´rencier les me´thodes de classiﬁcation non super-
vise´e : par exemple si les objets sont traite´s un par un ou simultane´ment, ou encore si
les attributs sont pris en compte un par un ou tous ensemble.
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3.3.1 L’algorithme des centres mobiles
L’algorithme des centres mobiles (K-means ou C-means) est une technique de
partitionnement des plus simples qui puisse eˆtre en utilisant l’erreur quadratique comme
crite`re d’e´valuation d’une partition. Dans un premier temps, les objets sont regroupe´s
autour de K centres arbitraires c1, . . . , cK de la manie`re suivante : la classe ci associe´e
au centre ci est constitue´e de l’ensemble des points les plus proches de ci que de tout
autre centre. Ge´ome´triquement, cela revient a` partager l’espace des points en K zones
de´ﬁnies par les plans me´diateurs des segments [ci, cj]. La ﬁgure 3.3 donne l’exemple
d’une partition associe´e a` trois centres dans le plan. Les centres de gravite´ g1, . . . , gK
c
c
c
1
2
3
Fig. 3.3 – Exemple de partition obtenue par les centres mobiles.
sont ensuite calcule´s a` partir des classes qui viennent d’eˆtre forme´es. On recommence
l’ope´ration en prenant comme centre de classe les centres de gravite´ trouve´s et ainsi
de suite jusqu’a` ce que les objets ne changent plus de classe. L’algorithme 3.1 re´sume
toutes ces ope´rations.
Algorithme 3.1: Algorithme des centres mobiles
K-means(Partition P de K classes)
(1) tantque l’inertie intraclasse ne s’est pas stabilise´e faire
(2) Ge´ne´rer une nouvelle partition P ′ en aﬀectant chaque objet a` la classe
dont le centre est le plus proche
(3) Calculer les centres de gravite´ des classes de la nouvelle partition P ′
(4) P ← P ′
(5) ﬁntantque
(6) retourner P
Remarques :
– le nombre de classes K ﬁxe´ au de´but peut diminuer au cours des ite´rations : en
eﬀet, si une classe n’attire aucun objet, elle sera vide et donc e´limine´e. Cela peut
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repre´senter un inconve´nient si l’on de´sire obtenir K classes non vide ;
– on peut montrer que d’une ite´ration a` l’autre (i.e. d’une partition a` l’autre),
l’inertie intraclasse IW de´croˆıt ce qui entraine la convergence de l’algorithme
(Jain and Dubes, 1988, page 99) ;
– la complexite´ de cette me´thode est en O(NMKT ) ou` T est le nombre d’ite´rations
eﬀectue´es (Jain and Dubes, 1988, page 100) ;
– le principal inconve´nient des centres mobiles est que la partition ﬁnale de´pend
du choix de la partition initiale. Le minimum global n’est pas obligatoirement
atteint, on est seulement certain d’obtenir la meilleure partition a` partir de la
partition de de´part choisie (ceci graˆce au deuxie`me point de ces remarques) ;
– de nombreuses variantes peuvent eˆtre rencontre´es, par exemple au lieu de calculer
le centre des classes apre`s avoir aﬀecte´ tous les objets, le centre peut eˆtre recalcule´
apre`s chaque aﬀectation ;
– la me´thode des centres mobiles a e´te´ ge´ne´ralise´e sous l’appellation de la me´thode
des nue´es dynamiques (Diday and Simon, 1976). Au lieu de de´ﬁnir une classe par
un seul point, son centre de gravite´, on la de´ﬁnit par un groupe d’objets formant
un  noyau .
Aﬁn de de´terminer le nombre de classes en meˆme temps qu’une partition acceptable,
Ball et Hall (Ball and Hall, 1965) ont propose´ l’algorithme ISODATA. Par rapport
aux centres mobiles, ISODATA posse`de les fonctionalite´s suivantes :
– une classe peut eˆtre de´truite si elle ne comporte pas suﬃsamment d’objets ;
– deux classes peuvent eˆtre agglome´re´es si la distance entre leurs centres est infe´-
rieure a` un seuil donne´ ;
– une classe peut eˆtre scinde´e en deux si la dispersion des objets la constituant est
supe´rieure a` un seuil donne´.
L’algorithme ISODATA est de´taille´ en annexe A.
Le nombre de me´thodes de partitionnement est pratiquement aussi important que le
nombre de proble`mes pose´s, aussi nous renvoyons le lecteur aux ouvrages (Bow, 1984)
et (Jain and Dubes, 1988) pour un expose´ complet des me´thodes de partitionnement
classiques.
La suite de ce chapitre expose rapidement certaines inspirations biomime´tiques pour
la re´solution du proble`me de classiﬁcation non supervise´e. Nous exposons tout d’abord
l’utilisation des re´seaux de neurones artiﬁciels.
3.3.2 Les re´seaux de neurones artiﬁciels
L’apprentissage non supervise´ peut eˆtre traite´ par les re´seaux de neurones artiﬁciels
(RNA). Les cellules d’entre´e du re´seau correspondent chacune a` un attribut des objets.
Les cellules de sortie donnent la classe de l’objet. La ﬁgure 3.4 pre´sente un re´seau
pouvant accepter des objets a` cinq attributs (cellules noires) et peut founir de une
a` trois classes (cellules blanches). Des poids ωkj sont associe´s aux connexions entre
chaque cellule d’entre´e (Ek) et chaque cellule de sortie (Sj). La sortie sj d’une cellule
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Fig. 3.4 – Re´seau de neurone artiﬁciels : 5 cellules d’entre´e (E1, . . . , E5) et 3 cellules
de sortie (S1, . . . , S3).
Sj est calcule´e de la fac¸on suivante pour l’objet oi :
sj(oi) =
M∑
k=1
ωkjxik (3.13)
ou` xik est la valeur de l’attribut k de l’objet oi. Les connexions entre les cellules de
sortie servent a` se´lectionner la sortie la plus e´leve´e comme classe. L’apprentissage des
poids du re´seau se fait pour chaque donne´e. Les poids sont tout d’abord initialise´s
ale´atoirement. Puis pour chaque objet oi, les poids sont modiﬁe´s de la valeur suivante :
∆ωkj = LR(xik − ωkj) (3.14)
Cette e´tape est re´pe´te´e jusqu’a` ce que les poids se stabilisent ou selon d’autres heu-
ristiques, par exemple en faisant de´croitre LR au cours des ite´rations (Hertz et al.,
1993).
Les cartes deKohonen (Kohonen, 1988) (Self Organizing Maps) sont assez proches
du mode`le qui vient d’eˆtre propose´ mais aussi de l’algorithme K-means. Les exemples
sont pre´sente´s au re´seau dans un ordre ale´atoire et sont aﬀecte´s a` la cellule dont le
repre´sentant ωj = (ω1j, . . . , ωMj) est le plus proche, tout comme les objets sont af-
fecte´s a` la classe dont le centre de gravite´ est le plus proche dans le cas des centres
mobiles. Ensuite, les poids sont mis a` jour non seulement pour la cellule Sj choisie mais
aussi pour les cellules voisines de Sj . Cette structure de voisinage est le plus souvent
repre´sente´e sous la forme d’une grille a` deux dimensions ce qui explique l’analogie avec
une carte. La mise a` jour des poids est assez proche de la formule 3.14 : pour chaque
cellule Sv du voisinage de Sj les poids sont modiﬁe´s de la quantite´ suivante :
∆ωkv = hvjLR(xik − ωkv) (3.15)
ou` hvj de´pend de la proximite´ des cellules Sv et Sj , par exemple hvj = e
−d(v,j). Chaque
neurone de la carte a donc tendance a` repre´senter des objets assez proches des objets
que repre´sentent les neurones qui lui sont voisins. Au cours des ite´rations, la taille
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du voisinage peut de´croitre ainsi que le cœﬁcient LR aﬁn de stabiliser les poids. Les
principaux inconve´nients de cette me´thode sont que la convergence de´pend de l’ordre
dans lequel les exemples sont pre´sente´s ainsi que la diﬃculte´ du choix de la taille du
voisinage.
3.3.3 Les algorithmes ge´ne´tiques
Un certain nombre de travaux ont applique´ les algorithmes ge´ne´tiques a` des pro-
ble`mes de partitionnement. Nous donnons ici a` titre d’exemple les travaux pre´sente´s
dans (von Laszewski, 1991).
Chaque individu de la population repre´sente une partition des objets. Une partition
est alors repre´sente´e par une chaine de N entiers (e1, . . . , eN) ou` ei ∈ {1, . . . , K}∀i. si
ei = ej alors les objets oi et oj se trouvent dans le meˆme groupe. Si N = 6, (2, 1, 2, 3, 3, 2)
donne la partition {o2}, {o1, o3, o6}, {o4, o5}. L’ope´rateur de croisement consiste a` choi-
sir ale´atoirement un groupe d’un parent p1 et a` le recopier dans un parent p2. Les objets
qui appartenaient a` ce groupe dans p2 mais pas dans p1 sont redistribue´s ale´atoirement
parmi les groupes de p2. La mutation consiste a` e´changer deux valeurs ei et ej dans
une partition.
D’autres repre´sentations ont e´te´ propose´es (Jones and Beltrano, 1991), par exemple
en introduisant des se´parateurs dans la chaˆıne d’entiers repre´sentant une partition :
par exemple si N = 6, (4, 3, 7, 1, 5, 2, 8, 6) donne la partition {o4, o3}, {o1, o5, o2}, {o6}
car 7 et 8 repre´sentent des se´parateurs. Faulkenauer a fait remarquer que ces
repre´sentations prennaient en compte uniquement l’aﬀectation des objets aux classes et
propose un codage des solutions incluant les groupes (Falkenauer, 1994). Par exemple,
les deux partitions suivantes, {o2}, {o1, o3, o6}, {o4, o5} et {o2, o3, o4}, {o1, o5, o6}, se-
raient code´es par (2, 1, 2, 3, 3, 2 : 2, 1, 3) et (1, 2, 2, 2, 1, 1 : 1, 2) ou` la premie`re par-
tie (avant les deux points) repre´sente l’aﬀectation des objets aux groupes et ou` la
deuxie`me repre´sente les groupes pre´sents. Le principal avantage de cette repre´sentation
apparaˆıt lorsque l’ope´rateur de croisement est applique´ : seules les deuxie`mes parties
sont croise´es, les premie`res parties en subissant les conse´quences.
Plusieurs pre´sentations des travaux associant les algorithmes ge´ne´tiques et les pro-
ble`mes de classiﬁcation peuvent eˆtre trouve´es dans (Cucchiara, 1993; Kettaf, 1997).
3.4 Avec les fourmis
3.4.1 Ce que font les fourmis re´elles
Dans la nature, les fourmis oﬀrent un mode`le stimulant pour le proble`me du partion-
nement. L’exemple du tri collectif du couvain ou de la constitution de cimetie`res sont
les plus marquants. Certains travaux expe´rimentaux montrent que certaines espe`ces de
fourmis sont capables d’organiser spacialement divers e´le´ments du couvain : les œufs,
les larves et les nymphes (Deneubourg et al., 1990; Franks and Sendova-Franks, 1992).
Le mode`le de re`gles utilise´ est relativement simple :
– lorsqu’une fourmi rencontre un e´le´ment du couvain, la probabilite´ qu’elle s’en
empare est d’autant plus grande que cet e´le´ment est isole´ ;
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– lorsqu’une fourmi transporte un e´le´ment du couvain, elle le de´pose avec une
probabilite´ d’autant plus grande que la densite´ d’e´le´ments du meˆme type dans le
voisinage est grande.
Pour rassembler en tas un ensemble d’e´le´ments (d’objets) de meˆme type, les proba-
bilite´s de ramasser un objets (pp) et de le de´poser (pd) ont e´te´ explicite´es (Deneubourg
et al., 1990) : quand une fourmi ne transporte aucun e´le´ment, sa probabilite´ d’en ra-
masser un, rencontre´ sur son chemin, est donne´e par :
pp =
(
k1
k1 + f
)2
(3.16)
ou` k1 est une constante positive et f correspond a` la proportion d’e´le´ments perc¸us dans
le voisinage de la fourmi. Quand il y a peu d’objets dans le voisinage de l’objet convoite´
par la fourmi, f 
 k1 ce qui signiﬁe que pp est proche de 1 et l’objet a beaucoup de
chance d’eˆtre ramasse´. Inversement, quand le voisinage est dense en e´le´ments, f  k1 et
alors pp est proche de 0. Quand une fourmi charge´e d’un objet se de´place, sa probabilite´
de de´poser l’objet est donne´e par :
pd =
(
f
k2 + f
)2
(3.17)
ou` k2 est une constante positive. L’e´valuation de f est propose´e pour une implanta-
tion en robotique : f correspond au nombre d’objets rencontre´s durant les T derniers
de´placements divise´ par le nombre maximum d’objets qui auraient pu eˆtre rencontre´s.
Les re´sultats obtenus par simulation montrent l’apparition de groupes d’objets, les
agents ainsi de´ﬁnis permettent donc de ranger une surface sur laquelle des objets ont
e´te´ e´parpille´s. L’adaptation de ce principe a` des objets de plusieurs types, par exemple
deux : A et B, peut alors se faire en particularisant f : fA et fB correspondent a` la
proportion d’objets de type A et B. Le comportement de rassemblement se transforme
alors en tri, ce qui se rapproche de notre proble`me de partionnement.
En plus de ce me´canisme d’auto-organisation collective, on peut constater que les
fourmis peuvent aussi se spe´cialiser pour un certain type d’e´le´ments par un me´canisme
d’apprentissage (Sendova-Franks and Franks, 1992). L’auto-organisation n’est alors
plus seulement spaciale mais aussi temporelle. Rappelons aussi que les re`gles de com-
portement de´crites sont individuelles alors que de nombreuses espe`ces sont capables
de transporter collectivement des charges trop lourdes (par exemple l’espe`ce Ectatoma
ruidum (Schatz et al., 1997)).
Ces principes ont trouve´ leurs premie`res applications en robotique collective et de
nombreux travaux en de´coulent (Beckers et al., 1994; Martinoli et al., 1999; Melhuish,
1999).
3.4.2 Les fourmis artiﬁcielles
Les travaux pre´ce´dement expose´s supposent que la discrimination entre les diﬀe´rents
types d’objets soit eﬀectue´e sans diﬃculte´. Hors c’est exactement l’hypothe`se inverse
qui est pose´e pour un proble`me de partitionnement : e´tant donne´ un ensemble d’objets,
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on de´sire y percevoir un certain nombre de groupes ayant chacun une cohe´rence e´leve´e.
Lumer et Faieta ont propose´ un algorithme utilisant une mesure de dissimilarite´
entre les objets (sous la forme d’une distance euclidienne) (Lumer and Faieta, 1994).
Les objets qui, rappelons le, correspondent a` des points d’un espace nume´rique a` M
dimensions sont plonge´s dans un espace discret de dimension moindre (typiquement
de dimension 2). Cet espace discret s’apparente alors a` une grille G dont chaque case
peut contenir un objet. Les agents se de´placent sur G et percoivent une re´gion Rs
de s × s cases dans leur voisinage. La ﬁgure 3.5 donne un exemple de grille avec une
fourmi (repre´sente´e par ×) et son pe´rime`tre de de´tection (en trait e´pais). Les objets
sont repre´sente´s par des carre´s dont l’inte´rieur ( invisible  pour la fourmi) repre´sente
la classe d’origine.
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Fig. 3.5 – Grille utilise´e dans (Lumer and Faieta, 1994). La fourmi est repre´sente´e par
× et son pe´rime`tre de de´tection par un trait e´pais. Les objets sont repre´sente´s par des
carre´s dont l’inte´rieur ( invisible  pour la fourmi) repre´sente la classe d’origine.
Les formules 3.16 et 3.17 sont modiﬁe´es de la fac¸on suivante :
pp(oi) =
(
k1
k1 + f(oi)
)2
(3.18)
pd(oi) =
{
2f(oi) si f(oi) < k2
1 si f(oi) ≥ k2s (3.19)
Comme on peut le remarquer, la fonction de densite´ locale de´pend de l’objet conside´re´
oi et de sa position sur la grille r(oi). Elle est calcule´e de la manie`re suivante :
f(oi) =
{
1
s2
∑
oj∈Rs(r(oi)) 1−
d(oi,oj)
α
si f > 0
0 sinon
(3.20)
f(oi) est alors une mesure de la similarite´ moyenne de l’objet oi avec les objets oj
pre´sents dans son voisinage. α est un facteur d’e´chelle de´terminant dans quelle mesure
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la dissimilarite´ entre deux objets est prise en compte. L’algorithme 3.2 donne les e´tapes
de la me´thode en utilisant A fourmis {a1, . . . , aA}. Les parame`tres ont les valeurs
suivantes : k1 = 0.1, k2 = 0.15, s = 3, α = 0.5 et Tmax = 10
6.
Algorithme 3.2: Algorithme LF (Lumer and Faieta, 1994)
LF()
(1) Placer ale´atoirement les N objets o1, . . . , oN sur la grille G
(2) pour T = 1 a` Tmax faire
(3) pour tout aj ∈ {a1, . . . , aA} faire
(4) si la fourmi aj ne transporte pas d’objet et r(oi) = r(aj) alors
(5) Calculer f(oi) et pp(oi)
(6) La fourmi aj ramasse l’objet oi suivant la probabilite´ pp(oi)
(7) sinon
(8) si la fourmi aj transporte l’objet oi et la case r(aj) est vide alors
(9) Calculer f(oi) et pd(oi)
(10) La fourmi aj de´pose l’objet oi sur la case r(aj) avec une proba-
bilite´ pd(oi)
(11) ﬁnsi
(12) ﬁnsi
(13) De´placer la fourmi aj sur une case voisine non occupe´e par une autre
fourmi
(14) ﬁnpour
(15) ﬁnpour
(16) retourner l’emplacement des objets sur la grille
La ﬁgure 3.6 donne un re´sultat possible de l’exe´cution de l’algorithme LF sur la
grille de la ﬁgure 3.5. On peut remarquer que le nombre de groupes d’objets (3) ne
correspond pas obligatoirement au nombre de classes original (2).
Des tests ont e´te´ eﬀectue´s sur des donne´es artiﬁcielles : 200 points sont ge´ne´re´s
dans un espace a` deux dimensions ([0, 1] × [0, 1]) suivant quatre lois gaussiennes de
moyenne variable et d’e´cart type ﬁxe. La grille utilise´e comporte 100 × 100 cases et
10 fourmis sont utilise´es. Les re´sultats obtenus montrent que ge´ne´ralement l’agorithme
obtient plus de classes qu’il n’en existe dans la distribution initiale. Lumer et Faieta
ont apporte´ un certain nombre d’ame´liorations pour re´duire cette tendance :
– chaque fourmi a e´te´ dote´e d’une vitesse v pouvant varier entre 1 et vmax = 6
d’une fourmi a` l’autre. Le calcul de f(oi) a e´te´ modiﬁe´ pour que les fourmis les
plus rapides soient moins sensibles a` la dissimilarite´ entre deux objets que les
plus lentes ;
– chaque fourmi dispose d’une me´moire a` court terme lui permettant de se rappeler
de l’emplacement des m derniers objets qu’elle a de´pose´s. A chaque objet ramasse´,
la fourmi compare les caracte´ristiques de cet objet aux m objets de sa me´moire et
se dirige alors vers le plus similaire. Cette technique permet de re´duire le nombre
de groupes d’objets e´quivalents ;
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Fig. 3.6 – Re´sultat possible de l’exe´cution de l’algorithme LF sur la grille de la ﬁ-
gure 3.5.
– comme les objets ont de moins en moins de chance d’eˆtre de´place´s, un me´canisme
de rede´marrage a e´te´ ajoute´ : si une fourmi n’a pas eﬀectue´ d’action depuis un
certain temps, elle peut de´truire un groupe en ramassant un objet.
Cet algorithme a e´te´ expe´rimente´ sur des bases de donne´es de taille importante et les
re´sultats, tant du point de vue de la classiﬁcation que de l’inte´reˆt de la repre´sentation
planaire se sont montre´s prometteurs2. Les principales critiques concernent le manque
de comparaison avec d’autre me´thodes de classiﬁcation ainsi que le temps de calcul
relativement important (Tmax = 10
6). De plus, l’interpre´tation des re´sultats devient
hasardeuse quand la taille de la base augmente puisque la frontie`re entre deux groupes
d’objets peut eˆtre re´duite a` une case vide alors que ces deux groupes peuvent repre´senter
deux groupes d’objets tre`s distincts.
Ces travaux ont inspire´ Kuntz, Layzell et Snyers (Kuntz et al., 1997; Kuntz
et al., 1998) pour re´soudre le proble`me du partitionnement de graphes. A` la place
des objets manipule´s par l’algorithme LF, les sommets d’un graphe sont re´partis sur
une grille a` deux dimensions et les agents-fourmis rassemblent les sommets en fonction
de leur connexite´ dans le graphe. Les applications de ce type d’approche vont de la
conception de circuits VLSI a` la repre´sentation ge´ome´trique de graphes.
On peut trouver une version supervise´e de ces algorithmes dans (Bonabeau et al.,
1999) se basant sur la capacite´ des insectes sociaux a` suivre des patrons, par exemple
mis en œuvre lors de la construction d’une termitie`re.
Les travaux de Langham et Grant (Langham and Grant, 1999b; Langham and
Grant, 1999a) portent aussi sur le partitionnement de graphes. Le proble`me consiste
a` trouver un partitionnement de graphe de fac¸on a` minimiser le nombre de coupures
entre les partitions. Ce genre de proble`me est rencontre´ dans les syste`mes de simulation
2Lumer, E. and Faieta, B. (1995) Exploratory Database Analysis via Self-Organization. non publie´.
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ou` les traitements sont re´partis sur plusieurs processeurs. L’objectif est de construire
des groupes de traitement (un traitement est repre´sente´ par un sommet du graphe) de
tailles relativement homoge`nes aﬁn de minimiser les communications entre processeurs
(arcs du graphe). Les sommets du graphe sont re´partis sur une grille en tenant compte
de leur connectivite´. Ils repre´sentent la nourriture que plusieurs colonies de fourmis
tenteront de ramasser. Ces colonies de fourmis sont aussi place´es sur la grille mais a`
une position non ale´atoire (la re´partition des nids est faite en fonction de la dispersion
de la nourriture). La strate´gie individuelle des fourmis est e´labore´e par programmation
ge´ne´tique. La capture d’un sommet-proie est de´cide´e de telle sorte que le nombre de
coupures occasionne´es ne soit pas trop importante. En fonction du nombre de coupures
ge´ne´re´es, la nourriture posse`de un certain poids. Si ce poids est trop important, les four-
mis peuvent collaborer pour ramener cette nourriture au nid. Un groupe de sommets
est constitue´ des sommets ramene´s au meˆme nid. La partition obtenue correspond aux
groupes de sommets obtenus. Pour traiter des graphes de grande taille, le graphe est
traite´ en plusieurs e´tapes : les premie`res e´tapes manipulent des groupes de sommets
et les dernie`res e´tapes traitent les sommets individuellement. Les re´sultats pre´sente´s
portent sur des graphes de 286 sommets avec 1046 arcs jusqu’a` 4720 sommets avec
13722 arcs. Sur ces exemples la me´thode inspire´e du fourragement des fourmis donne
les meilleurs re´sultats, concernant la minimisation du nombre de coupure entre les
groupes de sommets forme´s, par rapport a` deux autres me´thodes classiques.
Alexandrov (Alexandrov, 2000) s’est inte´resse´ a` un proble`me de classiﬁcation
supervise´e ou` l’objectif est de trouver une partition des donne´es en K classes qui
minimise le plus grand diame`tre rencontre´ dans la partition (le diame`tre d’une classe
correspond a` la plus grande distance se´parant deux objets de la classe). La me´thode est
agglome´rative et les phe´romones sont utilise´es pour choisir a` chaque ite´ration les objets
qui seront agglome´re´s. Malheureusement, le papier est trop court pour qui voudrait se
faire une ide´e plus pre´cise des me´canismes re´ellement mis en œuvre.
3.5 Conclusion
Dans ce chapitre nous avons de´ﬁni le proble`me de classiﬁcation non supervise´ que
nous allons traiter dans le chapitre suivant. Nous y avons expose´ l’algorithme des centres
mobiles (K-means) et l’algorithme LF de Lumer et Faieta (Lumer and Faieta, 1994)
base´ sur les travaux de Deneubourg et ses colle`gues (Deneubourg et al., 1990). Ces
deux algorithmes sont a` la base des de´veloppements que nous pre´sentons par la suite,
l’algorithme AntClass.
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Chapitre 4
L’algorithme AntClass
Nous pre´sentons dans ce chapitre un nouvel algorithme de classiﬁ-
cation non supervise´e. Cet algorithme de´couvre automatiquement les
classes dans des donne´es nume´riques sans connaˆıtre le nombre de
classes a priori, sans partition initiale et sans parame´trage de´licat. Il
utilise les principes exploratoires stochastiques d’une colonie de four-
mis avec les principes heuristiques et de´terministes de l’algorithme des
centres mobiles. Les fourmis se de´placent sur une grille a` deux dimen-
sions et peuvent transporter des objets. La saisie ou la de´pose d’un
objet sur un tas de´pend de la similarite´ entre cet objet et les ob-
jets du tas. L’algorithme des centres mobiles est ensuite utilise´ pour
ame´liorer la partition obtenue par les fourmis. Nous appliquons cet al-
gorithme sur des bases de donne´es nume´riques artiﬁcielles et re´elles.
4.1 Introduction
Comme nous l’avons constate´ dans le chapitre pre´ce´dent, la classiﬁcation fait partie
des proble`mes pour lesquels les fourmis sugge`rent des heuristiques tre`s inte´ressantes
pour les informaticiens. Une des premie`res e´tudes relatives a` ce domaine a e´te´ mene´e
par (Deneubourg et al., 1990) ou` une population d’agents-fourmis se de´placent ale´a-
toirement sur une grille a` deux dimensions et sont capables de de´placer des objets dans
le but de les rassembler. Cette me´thode a` e´te´ e´tendue par (Lumer and Faieta, 1994) sur
des objets simples puis par (Kuntz et al., 1997) ou` un proble`me re´el est aborde´ dans le
but de re´soudre eﬃcacement un proble`me d’optimisation. Le chapitre pre´ce´dent donne
le de´tail de ces algorithmes.
En se basant sur les travaux existants, nous contribuons a` l’e´tude des fourmis clas-
siﬁeuses du point de vue de la de´couverte de connaissances, avec comme objectif de
re´soudre des proble`mes re´els. Dans de tels proble`mes, nous conside´rons qu’un expert du
domaine a collecte´ un ensemble de donne´es et qu’il aimerait se voir proposer une par-
tition de ses donne´es en des classes pertinentes. Ceci suppose de pouvoir de´couvrir les
classes inte´ressantes sans pouvoir disposer d’une partition de de´part et sans connaˆıtre
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le nombre de classes qui seront ne´cessaires. De plus, nous de´sirons traiter les donne´es
manquantes qui sont souvent rencontre´es dans les proble`mes re´els. Deux points cle´s
dans ce travail sont de proposer des re´sultats compre´hensibles, puisque nous voulons
une approche  de´couverte de connaissances , et aussi d’e´viter un parame´trage com-
plexe car dans la plupart des cas les experts du domaine ne sont pas des informati-
ciens et ne savent par conse´quent pas comment re´gler les parame`tres d’une me´thode
de classiﬁcation. Le proble`me que nous nous proposons de re´soudre est le proble`me
de la classiﬁcation non supervise´e, ou partitionnement, qui a e´te´ expose´ au chapitre
pre´ce´dent.
Comme nous le verrons par la suite, pour atteindre ces objectifs, nous avons de´velop-
pe´ un nouvel algorithme de classiﬁcation base´ sur les fourmis que nous avons ap-
pele´ AntClass . Cet algorithme utilise des heuristiques base´es sur les fourmis, plus
ge´ne´rales que dans les approches ante´rieures. AntClass introduit une classiﬁcation
hie´rarchique dans la population de fourmis artiﬁcielles qui seront aussi capables de
transporter des tas d’objets. De plus, AntClass inclut une hybridation avec l’algo-
rithme des centres mobiles aﬁn de re´soudre les inconve´nients inhe´rents a` la classiﬁca-
tion par les fourmis, par exemple pour acce´le´rer la convergence en e´liminant les erreurs
 e´videntes  de classiﬁcation.
La suite de ce chapitre est organise´e de la fac¸on suivante : la section 4.2 pre´sente
les motivations qui nous sont apparues pour proposer une ame´lioration des travaux
existants. La section 4.3 de´crit l’algorithme AntClass. La section 4.4 de´crit toutes les
expe´rimentations qui ont e´te´ eﬀectue´es avec AntClass sur des ensembles de donne´es
artiﬁcielles ou issues de bases re´elles. Enﬁn, la section 4.7 conclut sur les travaux futurs
et sur les extensions possibles de AntClass.
4.2 Motivations
Comme il a e´te´ montre´ dans le chapitre 1, les fourmis sont capables d’accomplir
collectivement des taˆches relativement complexes de classiﬁcation. Cette source d’inspi-
ration a de´ja` e´te´ explore´e a` quelques reprises (voir le chapitre 3). Nous pre´sentons dans
cette section les motivations qui nous ont pousse´s a` proposer une nouvelle approche.
Pour classer des donne´es, ou partitionner un ensemble d’objets, de nombreux al-
gorithmes de´terministes (par exemple les centres mobiles ou Isodata, pre´sente´s dans
le chapitre pre´ce´dent) ne´cessitent qu’une partition initiale soit donne´e en entre´e. C’est
l’inconve´nient majeur de ces me´thodes : la partition obtenue a` partir de cette initia-
lisation risque d’eˆtre localement optimale, le seul moyen de contourner ce proble`me
e´tant de relancer la me´thode avec une partition initiale diﬀe´rente. La meˆme remarque
peut eˆtre faite concernant le nombre de classes : les centres mobiles ne´cessitent que le
nombre de classes soit initialise´, ce qui diminue l’inte´reˆt de la me´thode pour un expert
cherchant justement a` connaˆıtre ce nombre de classes.
L’introduction d’une recherche stochastique a` la place d’une recherche de´terministe
peut ame´liorer les re´sultats, par exemple avec un algorithme ge´ne´tique (Jones and
Beltrano, 1991; Cucchiara, 1993) ou une population de fourmis. L’utilisation de fourmis
artiﬁcielles pour la classiﬁcation, a` la place d’un AG par exemple, est pertinent dans le
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sens ou` les fourmis re´elles ont ce genre de proble`mes a` re´soudre. Dans un certain sens,
le mode`le de fourmis artiﬁcielles pour la classiﬁcation est certainement plus proche du
proble`me de la classiﬁcation que le mode`le ge´ne´tique et nous espe´rons qu’il sera plus
performant du point de vue de la qualite´ comme de la rapidite´.
Nous reprenons les travaux de Lumer et Faieta (Lumer and Faieta, 1994) pour
en ame´liorer certains points (le chapitre pre´ce´dent en oﬀre une description). Dans cette
me´thode inspire´e des fourmis, les objets sont initialement e´parpille´s ale´atoirement sur
une grille a` deux dimensions. Les fourmis utilisent une mesure de similarite´ locale
pour prendre leurs de´cisions. L’inte´reˆt de ce travail est d’introduire les principes de
classiﬁcation par des fourmis dans des proble`mes d’analyse des donne´es. Cependant
des inconve´nients peuvent apparaˆıtre :
– chaque case de la grille ne peut accueillir qu’un seul objet a` la fois. Ce qui signiﬁe
qu’une fourmi peut passer un certain nombre d’ite´rations a` trouver un emplace-
ment de libre a` coˆte´ du groupe d’objets proches de celui qu’elle transporte ;
– le de´placement de fourmis e´tant ale´atoire, certains objets peuvent ne pas avoir
e´te´ transporte´s et restent non classe´s ;
– la convergence est lente ;
– les re´sultats obtenus par les fourmis ne sont pas compare´s a` ceux obtenus par
d’autres me´thodes ;
– l’interpre´tation des re´sultats est visuelle (la grille) et ne facilite pas leur exploita-
tion. L’emplacement des groupes d’objets n’est par exemple pas obligatoirement
corre´le´ a` l’emplacement des objets dans l’espace des attributs.
Ce sont ce type de diﬃculte´s qui ont guide´ la conception de l’algorithme AntClass
pre´sente´ et e´tudie´ dans la suite de ce chapitre.
4.3 L’algorithme AntClass
Cette section de´crit l’algorithme de classiﬁcation non supervise´e que nous avons
de´veloppe´ a` partir des travaux pre´sente´s dans le chapitre pre´ce´dent. Nous reprenons
les notations introduites a` cette occasion.
4.3.1 Re´partition des objets sur une grille
Comme dans les travaux de Lumer et Faieta (algorithme LF) (Lumer and Faieta,
1994), nous faisons e´voluer des agents-fourmis sur une grille G ou` les objets a` partition-
ner sont positionne´s. Bien que le positionnement des objets soit initialement ale´atoire,
cela revient a` re´partir les points de l’espace nume´rique a` M dimensions dans lequel les
objets sont de´ﬁnis vers un espace discret a` deux dimensions. Le caracte`re ale´atoire de la
disposition initiale n’est pas obligatoire, on pourrait par exemple envisager de placer les
objets suivant le re´sultat obtenu par une analyse factorielle des correspondances (AFC)
en discre´tisant les coordonne´es de chaque objet sur les premiers axes d’inertie (nous ne
sommes pas oblige´s de nous limiter aux deux premiers axes si la grille comporte plus
de deux dimensions).
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Par rapport a` la grille utilise´e par l’algorithme LF nous introduisons plusieurs
diﬀe´rences :
– la grille G est toro¨ıdale, ce qui signiﬁe que les fourmis passent d’un coˆte´ de la grille
a` l’autre en un seul pas. Cette caracte´ristique n’est pas pre´sente pour l’algorithme
LF et cela repre´sente a` notre avis l’inconve´nient de provoquer des eﬀets de bord
inde´sirables (par exemple, la re´partition des positions explore´es par les fourmis
peut ne plus eˆtre uniforme) ;
– G est de forme carre´e et sa taille est de´termine´e automatiquement en fonction
du nombre d’objets a` traiter (ce qui n’est pas pre´cise´ pour LF). Si N repre´sente
le nombre d’objets, G comporte L cases par coˆte´ :
L =
⌈√
2N
⌉
(4.1)
Cette formule permet de s’assurer que le nombre de cases est au moins e´gal au
nombre d’objets1. Par contre, si la grille est trop grande, les fourmis vont perdre
beaucoup de temps a` y chercher les objets. Le fait de de´terminer automatiquement
la taille de la grille signiﬁe que, quelque soit le nombre d’objets, la probabilite´
qu’un mouvement ale´atoire d’une fourmi lui permette de trouver un objet est
inde´pendante de N . Nous avons expe´rimentalement remarque´ que cette me´thode
donne de bons re´sultats ;
– dans LF, chaque case ne peut contenir qu’un seul objet, une classe est alors
repre´sente´e par un amas d’objets (voir la ﬁgure 3.6 page 60). Dans notre cas,
plusieurs objets peuvent eˆtre place´s sur une seule case, ce qui forme un tas.
Dans ce cas, une classe correspond a` un tas et une partition est donne´e par
l’ensemble des tas pre´sents sur la grille. La ﬁgure 4.1 illustre cette caracte´ristique.
Le principal avantage de cette fac¸on de proce´der est qu’il n’est plus ne´cessaire
de de´ﬁnir un voisinage pour l’estimation de la densite´ f(oi) d’objets similaires a`
l’objet oi (formule 3.20). Dans LF, la similarite´ des objets est estime´e localement
(justement, graˆce au voisinage) ce qui peut impliquer qu’un amas comportant
beaucoup d’objets peut avoir des caracte´ristiques tre`s diﬀe´rentes a` deux de ses
extre´mite´s.
4.3.2 De´placement des fourmis
A` l’initialisation, les A fourmis {a1, . . . , aA} sont dispose´es ale´atoirement sur la grille
en ve´riﬁant qu’une case ne peut accueillir qu’une seule fourmi. A` chaque ite´ration
de l’algorithme, chaque fourmi ai se de´place ale´atoirement sur la grille a` une vi-
tesse v(ai). Concre`tement, si (x(ai), y(ai)) sont les coordonne´es de la fourmi ai sur G,
apre`s un de´placement, la nouvelle position sera dans l’intervalle ([x(ai)− v(ai), x(ai)+
v(ai)], [y(ai)− v(ai), y(ai)+ v(ai)]) en tenant compte du fait que G est toro¨ıdale. Enﬁn
la direction choisie par une fourmi de´pend de sa direction pre´ce´dente : elle a une pro-
babilite´ e´gale a` 0.6 de continuer tout droit et de 0.4 de changer de direction2. Dans ce
cas, elle a une chance sur deux de tourner de 45 degre´s a` gauche ou a` droite.
1Il faut au moins que L2 ≥ N pour que chaque objet puisse eˆtre seul sur une case a` l’initialisation.
2Ces deux valeurs ont e´te´ choisies arbitrairement et inde´pendamment de ce qui pourrait se produire
dans la re´alite´.
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Fig. 4.1 – AntClass permet la construction de tas d’objets sur la grille.
Dans LF, chaque fourmi ne peut transporter qu’un seul objet a` la fois. Nous avons
ge´ne´ralise´ ce point en dotant chaque fourmi d’une capacite´ de transport c(ai). Par la
suite, nous n’e´tudions que deux valeurs pour ce parame`tre : une capacite´ c(ai) = 1 et
inﬁnie (c(ai) =∞).
Aﬁn de de´terminer les re`gles que les fourmis vont utiliser sur la grille pour mani-
puler les objets, il faut leur donner certaines mesures, de dispersion d’un tas ou de la
dissimilarite´ entre deux objets par exemple. Les notations suivantes vont servir par la
suite :
– la distance maximale entre deux objets de l’ensemble O :
d∗(O) = max
(i,j)∈{1,...,N}2
{d(xi,xj)} (4.2)
– la distance moyenne entre deux objets de l’ensemble O :
d¯(O) =
2
N(N − 1)
∑
(i,j)∈{1,...,N}2,i<j
d(xi,xj) (4.3)
– la distance maximale entre les objets d’un tas Tj et son centre de gravite´ gj :
d∗g(Tj) = max
xi∈Tj
{d(xi, gj)} (4.4)
– la distance moyenne entre les objets d’un tas Tj et son centre de gravite´ gj :
d¯g(Tj) =
1
|Tj |
∑
xi∈Tj
d(xi, gj) (4.5)
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Ramassage d’objets
Si la fourmi ai ne transporte pas d’objet et qu’elle se trouve sur une case contenant
un objet ou un tas d’objets Tj, elle a une probabilite´ pp de ramasser un objet :
pp(Tj) =


1 si |Tj | = 1
min
{(
d¯g(Tj)
d¯(O)
)k1
, 1
}
si |Tj | = 2
1− 0.9
(
d¯g(Tj)+ε
d∗g(Tj)+ε
)k1
sinon
(4.6)
ou` ε est une petite valeur positive (10−5) et |Tj| le nombre d’objets dans le tas. La
fourmi ramasse les objets jusqu’a` ce que sa capacite´ soit atteinte en choisissant a`
chaque fois l’objet oi le plus e´loigne´ du centre de gravite´ du tas. Si la case ne contient
qu’un seul objet (|Tj | = 1), il est syste´matiquement ramasse´ par la fourmi. Si la case
contient un tas de deux objets (|Tj | = 2 et Tj = {ou, ov}), la probabilite´ de ramasser
l’un des objets de´pend de la distance entre les deux objets et le centre de gravite´ gj
(d(xu, gj) = d(xv, gj) = d¯g(Tj)) et de la distance moyenne entre tous les objets (d¯(O)).
Enﬁn, si le tas se compose de plus de deux objets, pp est proche de 1 quand la distance
moyenne au centre est ne´gligeable devant la distance au centre de l’objet le plus e´loigne´.
k1 est un parame`tre re´el positif permettant de controˆler la forme de la densite´ de pp(Tj)
quand |Tj | > 2.
Si la capacite´ de la fourmi est supe´rieure a` 1, elle ramasse autant d’objets que sa
capacite´ le lui permet.
De´poˆt d’objets
Si la fourmi transporte un objet, et qu’elle se trouve sur une case contenant un ou
plusieurs objets, sa probabilite´ de de´poser l’objet oi sur le tas Tj est donne´e par :
pd(oi, Tj) =


1 si d(xi, gj) ≤ d∗g(Tj)
1− 0.9min
{(
d(xi,gj)
d¯(O)
)k2
, 1
}
sinon
(4.7)
ou` k2 est un parame`tre re´el positif permettant de controˆler la forme de la densite´ de
pd(oi, Tj) quand d(xi, gj) > d
∗
g(Tj). Si l’objet oi transporte´ par la fourmi est moins
e´loigne´ du centre gj du tas Tj que l’objet du tas le plus e´loigne´ de ce centre, elle de´pose
syste´matiquement oi. Sinon, plus la distance entre oi et gj (d(xi, gj)) est grande par
rapport a` la distance moyenne entre les objets de la base (d¯(O)), plus la probabilite´ de
de´poser sera faible.
Si la capacite´ de la fourmi est supe´rieure a` 1 et qu’elle transporte plusieurs objets,
la probabilite´ de de´poser le tas Ti qu’elle transporte sur le tas Tj est calcule´e de la
meˆme fac¸on que pour un objet unique en remplac¸ant xi par le centre de gravite´ gi des
objets transporte´s.
Patience des fourmis
S’il y a trop de fourmis par rapport au nombre de tas ou d’objets, on peut tomber
sur le proble`me suivant : tous les tas (dans le cas d’une grande capacite´ de transport
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des fourmis) ou tous les objets sont transporte´s ce qui n’oﬀre plus de possibilite´ aux
fourmis de de´poser ce qu’elles transportent. Dans le cas ou` les fourmis ont une capacite´
de transport e´gale a` 1, il suﬃt de s’assurer que le nombre de fourmis est nettement
infe´rieur au nombre d’objets. Par contre quand les fourmis ont une capacite´ de transport
supe´rieure, le proble`me peut re´apparaˆıtre. La solution la plus imme´diate est de doter
les fourmis d’une certaine patience, qui peut eˆtre individuelle, et note´e p(ai). Quand la
fourmi a eﬀectue´ plus de p(ai) de´placements sans avoir re´ussi a` de´poser les objets qu’elle
transporte, elle les de´pose sur la case ou` elle se trouve si elle est vide ou l’une de son
voisinage dans le cas contraire. Par la suite, cette patience sera utilise´e en particulier
quand la capacite´ c(ai) d’une fourmi est supe´rieure a` 1.
Me´moire des fourmis
Lumer et Faieta ont introduit un me´canisme de me´moire a` court terme pour
acce´le´rer le processus d’agre´gation. Quand un objet oi est ramasse´ par une fourmi ai,
il est compare´ aux m(ai) me´moires de la fourmi (ou` m(ai) repre´sente la taille de la
me´moire de la fourmi ai). Elle se dirige ensuite vers l’emplacement de l’objet le plus
similaire a` oi.
Nous avons adapte´ cette technique en remplacant la comparaison des objets sur
la distance les se´parant par la distance entre le centre de gravite´ du tas transporte´
par la fourmi et les tas qu’elle a me´morise´s, puisque nos fourmis peuvent transporter
plusieurs objets. Dans le cas ou` la fourmi ne transporte qu’un seul objet, il se confond
avec le centre de gravite´ du tas qu’il forme a` lui tout seul. La fourmi ge`re sa me´moire
sous la forme d’une liste FIFO ou` les positions les plus anciennes sont oublie´es quand
la fourmi me´morise de nouvelles positions. Cette me´morisation est eﬀectue´e quand la
fourmi de´pose un ou plusieurs objets sur un tas.
Concernant la taille de la me´moire a` utiliser et en dehors de toute expe´rimentation,
on peut envisager qu’une grande me´moire sera couˆteuse a` ge´rer du point de vue du
temps de calcul puisqu’a` chaque ramassage d’un ou plusieurs objets la fourmi calcule la
distance entre le centre de gravite´ de ce qu’elle vient de ramasser et le centre de gravite´
de chacun des tas me´morise´s. D’un autre coˆte´, si la me´moire est trop petite, comme
la fourmi choisit de se diriger vers le tas dont le centre de gravite´ est le plus proche,
son e´ventail de choix pourrait eˆtre trop restreint. Ce qui signiﬁe que son de´placement
pourrait eˆtre inutile si elle ne de´pose rien sur le tas qu’elle a choisi d’atteindre.
La me´moire d’une fourmi est statique dans le sens ou` le centre du tas dont elle
me´morise la position ne varie plus de son point de vue. Si elle revient sur un tas, il est
possible qu’il ait e´te´ suﬃsament modiﬁe´ pour que sa me´moire ne l’ait pas bien oriente´e,
il peut meˆme avoir disparu.
4.3.3 Hybridation avec les centres mobiles
Le partitionnement construit par les fourmis n’est pas obligatoirement optimal au
sens de l’inertie intra-classe Iw (formule 3.9) meˆme si les re`gles de ramassage et de de´poˆt
des objets tendent a` agglome´rer les objets a` des tas dont le centre est proche. Comme
nous l’avons vu dans le chapitre pre´ce´dent, l’algorithme des centres mobiles (ou plus
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couramment K-means : algorithme 3.1) oﬀre une re´ponse simple a` la non-uniformite´
de la partition construite par les fourmis. Comme les fourmis agissent localement il
peut rester un certain nombre d’objets  me´ritant  d’appartenir a` une classe dont le
centre est beaucoup plus proche. K-means est alors utilise´ pour corriger ce type de
de´faillance.
Dans des versions pre´ce´dentes de AntClass nous avions de´cide´ d’aﬀecter les objets
isole´s (c’est-a`-dire se trouvant sur une fourmi ou seul sur la grille) au tas dont le centre
de gravite´ e´tait le plus proche. Cela est inte´ressant quand une fourmi est interrompue
dans une ope´ration qu’elle pouvait accomplir ou pour les objets qui n’auraient pas e´te´
visite´s sur la grille. Ce deuxie`me point peut eˆtre e´vite´ en donnant plus d’ite´rations aux
fourmis, certes au de´triment du temps de calcul. Cependant, on peut raisonnablement
penser qu’un objet dont les parame`tres sont trop bruite´s ait du mal a` trouver une
place sur un tas, il a donc plus de chances d’eˆtre seul sur la grille (si une fourmi
impatiente l’a ﬁnalement laisse´ tomber) ou bien transporte´ par une fourmi au moment
de l’interruption. Il peut eˆtre alors inte´ressant qu’il reste isole´ aﬁn d’attirer l’attention,
l’algorithme K-means ayant beaucoup de chance de le laisser seul dans sa classe.
4.3.4 Algorithmes
Lumer et Faieta ont utilise´ une population d’agents dont les parame`tres indivi-
duels diﬀe`rent d’un agent a` l’autre. Telles que nous les avons expose´es, nos fourmis
peuvent eˆtre he´te´roge`nes quant a` leurs parame`tres et les fourmis que nous utiliserons
au chapitre 7 auront aussi cette proprie´te´. Nous adoptons cependant une autre strate´gie
qui nous semble plus adapte´e au proble`me de classiﬁcation non supervise´e : le travail
des fourmis peut eˆtre interrompu pour lancer les centres mobiles puis reprendre la nou-
velle partition avec des parame`tres diﬀe´rents mais homoge`nes. Cela permet de fournir
apre`s chaque ite´ration des fourmis et des centres mobiles une partition des donne´es ce
qui se rapproche de la classiﬁcation hie´rarchique si par la suite de moins en moins de
classes sont propose´es.
L’algorithme AntClass de´signe une succession d’ite´rations des fourmis et des
centres mobiles. Les fourmis ont pour taˆche de re´duire le nombre de classes et les
centres mobiles d’ame´liorer globalement la partition de´couverte par les fourmis.
L’algorithme 4.1 donne la structure ge´ne´rale de la me´thode de classiﬁcation par les
fourmis (appele´ Ants par la suite).
L’algorithme 4.2 donne le sche´ma ge´ne´ral de AntClass. L’algorithme K-means
est initialise´ avec la partition obtenue par Ants.
Le tableau 4.1 re´sume les parame`tres a` ﬁxer pour l’algorithme Ants. Ces pa-
rame`tres sont a` spe´ciﬁer pour chacune des TAntClass ite´rations de AntClass.
4.4 Etude expe´rimentale
4.4.1 Evaluation des re´sultats
Aﬁn d’e´valuer les re´sultats obtenus par AntClass nous avons utilise´ des bases
de donne´es nume´riques artiﬁcielles que nous avons ge´ne´re´es et des bases re´elles issues
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Algorithme 4.1: Algorithme Ants : regroupement des objets par les fourmis. Les
indications entre crochets concernent le cas ou` les fourmis ont une capacite´ de transport
supe´rieure a` 1.
Ants(Grille G)
(1) pour t = 1 a` T faire
(2) pour k = 1 a` A faire
(3) De´placer la fourmi ak sur une case non occupe´e par une autre fourmi
(4) si il y a un tas d’objets Tj sur la meˆme case que ak alors
(5) si la fourmi ak transporte un objet oi [un tas d’objets Ti] alors
(6) De´poser l’objet oi [le tas Ti] transporte´ par la fourmi sur le tas
Tj suivant la probabilite´ pd(oi, Tj) [pd(Ti, Tj)] (e´quation 4.7)
(7) sinon
(8) /* La fourmi ne transporte pas d’objet */ Ramasser
l’objet oi le plus dissimilaire du tas Tj [jusqu’a` ce que la capacite´
c(ak) de la fourmi soit atteinte ou que le tas soit vide] selon la
probabilite´ pp(Tj) (e´quation 4.6)
(9) ﬁnsi
(10) ﬁnsi
(11) ﬁnpour
(12) ﬁnpour retourner la grille G
du Machine Learning Repository (Blake and Merz, 1998). Ces bases de donne´es sont
supervise´es (pour chaque objet on en connaˆıt la classe) aﬁn de pouvoir e´valuer la qualite´
du partitionnement que nous obtenons. Cette classe n’est bien entendu pas donne´e a`
AntClass.
La question de la validite´ d’une partition est assez diﬃcile puisque cela peut concer-
ner plusieurs questions simultane´ment :
– combien de classes sont pre´sentes dans les donne´es ?
– entre deux partitions, laquelle est la plus adapte´e a` partitionner les donne´es ?
Nous avons utilise´ la mesure d’erreur suivante. Si, pour chaque objet oi on connait sa
classe d’origine c(oi) et la classe obtenue par AntClass c
′(oi), l’erreur de classiﬁcation
Ec est calcule´e de la fac¸on suivante :
Ec =
2
N(N − 1)
∑
(i,j)∈{1,...,N}2,i<j
εij (4.8)
ou` :
εij =
{
0 si (c(oi) = c(oj) ∧ c′(oi) = c′(oj)) ∨ (c(oi) = c(oj) ∧ c′(oi) = c′(oj))
1 sinon
(4.9)
Cette erreur conside`re tous les couples d’objets possibles et augmente a` chaque fois que
deux objets n’ont pas e´te´ classe´s ensemble par AntClass alors qu’ils faisaient partie
de la meˆme classe a` l’origine et re´ciproquement. Cette mesure a l’avantage de tenir
compte du nombre de classes trouve´es.
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Algorithme 4.2: Algorithme AntClass de classiﬁcation non supervise´e par des
fourmis et les centres mobiles.
AntClass()
(1) Soit P0 la partition initiale forme´e de N classes.
(2) pour t = 1 a` TAntClass faire
(3) Initialiser la grille G a` partir de la partition Pt−1 (un tas par classe)
(4) G′ ←Ants(G)
(5) Construire la partition P ′ associe´e a` la grille G′
(6) Pt ←K-means(P ′)
(7) ﬁnpour
(8) retourner la partition PTAntClass
Parame`tre Description
A nombre de fourmis
T nombre de de´placements de chaque fourmi
c(ai) ∀i ∈ {1, . . . , A} capacite´ de transport des fourmis
m(ai) ∀i ∈ {1, . . . , A} taille de la me´moire de chaque fourmi
v(ai) ∀i ∈ {1, . . . , A} vitesse sur la grille de chaque fourmi
p(ai) ∀i ∈ {1, . . . , A} patience de chaque fourmi
k1, k2 parame`tres de calcul des probabilite´s pp et pd
Tab. 4.1 – Parame`tres de l’algorithme Ants.
On peut conside´rer les deux cas extre`mes suivants :
– le nombre de classes obtenu (K ′) est e´gal au nombre d’objets (K ′ = N), dans ce
cas :
Ec(K
′ = N) =
K∑
i=1
|ci|(|ci| − 1)
2
(4.10)
ou` |ci| repre´sente le nombre d’objets dans la classe ci d’origine ;
– on n’a obtenu qu’une seule classe contenant tous les objets (K ′ = 1) :
Ec(K
′ = 1) =
K−1∑
i=1
|ci|∑
j=1
K∑
k=i+1
|ck| (4.11)
4.4.2 Donne´es artiﬁcielles
Construction des donne´es
Aﬁn de tester les diﬀe´rents algorithmes, nous avons constitue´ un jeu de tests forme´
d’ensembles de donne´es ge´ne´re´es en utilisant des lois uniformes ou gaussiennes. L’avan-
tage de cette me´thodologie est que l’on connait les caracte´ristiques de ces donne´es et
cela nous permet d’e´valuer la capacite´ d’un algorithme a` les retrouver.
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Le tableau 4.2 pre´sente pour chaque ensemble, la dimension de l’espace des objets
(M), le nombre de classes cre´e´es (K), le nombre d’objets par classe (|ci|) ainsi que les
lois de probabilite´ utilise´es pour chacune des K classes et chacune des M dimensions. La
Nom M K |ci| re´partition des points
ART1 2 4 100 (N (0.2, 0.2),N (0.2, 0.2))
100 (N (0.2, 0.2),N (0.8, 0.2))
100 (N (0.8, 0.2),N (0.2, 0.2))
100 (N (0.8, 0.2),N (0.8, 0.2))
ART2 2 2 500 (N (0.2, 0.2),N (0.2, 0.2))
500 (N (0.8, 0.2),N (0.8, 0.2))
ART3 2 4 500 (N (0.2, 0.2),N (0.2, 0.2))
50 (N (0.2, 0.2),N (0.8, 0.2))
500 (N (0.8, 0.2),N (0.2, 0.2))
50 (N (0.8, 0.2),N (0.8, 0.2))
ART4 2 2 100 (U [−1, 1],U [−10, 10])
100 (U [2, 3],U [−10, 10])
ART5 2 9 100 (N (0.2, 0.2),N (0.2, 0.2))
100 (N (0.8, 0.2),N (0.2, 0.2))
100 (N (1.4, 0.2),N (0.2, 0.2))
...
...
100 (N (1.4, 0.2),N (1.4, 0.2))
ART6 8 4 100 (N (0.2, 0.2), . . . ,N (0.2, 0.2))
100 (N (0.2, 0.2),N (0.8, 0.2), . . . ,N (0.2, 0.2),N (0.8, 0.2))
100 (N (0.8, 0.2),N (0.2, 0.2), . . . ,N (0.8, 0.2),N (0.2, 0.2))
100 (N (0.8, 0.2), . . . ,N (0.8, 0.2))
ART7 2 1 100 (U [0, 1],U [0, 1])
ART8 2 1 1000 (U [0, 1],U [0, 1])
Tab. 4.2 – Parame`tres des donne´es artiﬁcielles.
base ART1 est similaire a` celle utilise´e dans (Lumer and Faieta, 1994). La base ART2
n’est forme´e que de deux classes mais chaque classe est compose´e d’un nombre d’objets
important (500) par rapport aux autres bases. La base ART3 est similaire a` ART1 sauf
que les eﬀectifs de chaque classe sont tre`s variables. La base ART4 est compose´e de
deux classes rectangulaires ge´ne´re´es par une loi uniforme. La base ART5 comporte un
nombre important de classes (9). Les objets de la base ART6 sont de´ﬁnis sur un espace
comportant plus de dimensions que les autres bases (8). Enﬁn, les base ART6 et ART7
sont deux ensembles de points (100 et 1000 points) ge´ne´re´s uniforme´ment sur [0, 1]. Ces
deux dernie`res bases nous permettent d’e´valuer les re´sultats renvoye´s par une me´thode
quand les donne´es sont ale´atoires. Les ﬁgures 4.2 et 4.3 donnent les repre´sentations de
toutes ces bases artiﬁcielles sur deux dimensions.
La suite de cette section pre´sente les re´sultats obtenus par les diﬀe´rentes me´thodes
sur le jeu de tests qui vient d’eˆtre de´ﬁni. Avant d’e´valuer les re´sultats que AntClass
peut obtenir, nous pre´sentons les re´sultats obtenus par chacune des me´thodes de fac¸on
se´pare´e.
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Fig. 4.2 – Bases artiﬁcielles ART1, ART2, ART3 et ART4.
Re´sultats de K-means seul
Le principal inconve´nient de K-means est qu’il faut lui fournir une partition de
de´part de K classes. Si cette partition n’est pas disponible, le plus simple est d’en
ge´ne´rer une ale´atoirement. C’est cette technique qui nous a permis d’obtenir les re´-
sultats donne´s dans le tableau 4.3 avec deux valeurs de K (10 et 100). A` titre de
comparaison, nous fournissons l’erreur obtenue en ge´ne´rant ale´atoirement des partitions
de 10 et 100 classes (me´thodes Rand-10 et Rand-100). Cela nous permet d’e´valuer
l’apport des K-means sur l’erreur de classiﬁcation Ec. On constate, comme pre´vu, que
K-means est inadapte´ pour la de´couverte du nombre de classes et ceci de fac¸on plus
e´vidente encore quand le nombre de classes de de´part est e´loigne´ du nombre de classes
originelles. Du point de vue de l’erreur commise, 10-means est meilleur que 100-means,
qui a` son tour est le´ge`rement meilleur que Rand-10 et Rand-100.
Si on fournit a` K-means une partition ale´atoire comportant autant de classes que
la partition d’origine, dans quelle mesure celle-ci va eˆtre de´couverte ? C’est a` cette
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Fig. 4.3 – Bases artiﬁcielles ART5, ART6, ART7 et ART8.
question que le tableau 4.4 tente de re´pondre.
On peut se poser la question de la mesure dans laquelle K-means peut de´te´riorer
une partition optimale (au sens de la partition d’origine). Soit l’expe´rience suivante :
la partition de de´part fournie a` K-means est la partition d’origine (et non plus seule-
ment une partition comportant le bon nombre de classes comme pre´ce´demment). Le
tableau 4.4 donne les re´sultats obtenus (K-meanst). On remarque que K-meanst mo-
diﬁe de fac¸on importante les partitions des donne´es ART1 et ART3 puisque l’erreur est
de 0.11 et 0.23 respectivement. Les re´sultats sur ART7 et ART8 ne sont pas pre´sente´s
puisqu’ils n’ont aucun inte´reˆt car tous les objets font partie de la meˆme classe et par
conse´quent, K-means ne fait rien.
La comparaison de re´sultats deK-means etK-meanst (tableau 4.4) montre que les
re´sultats obtenus par l’algorithme K-means, en l’initialisant avec la partition d’origine
ou une partition ale´atoire comportant le bon nombre de classes, sont tre`s similaires.
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Base Rand-10 Rand-100 10-means 100-means
Ec [σEc ] Ec [σEc ] K
′ [σK ′] Ec [σEc ] K
′ [σK ′] Ec [σEc ]
ART1 0.30 [0.00] 0.25 [0.00] 8.58 [0.98] 0.18 [0.01] 67.70 [3.65] 0.23 [0.00]
ART2 0.50 [0.00] 0.50 [0.00] 8.52 [0.96] 0.38 [0.01] 62.52 [3.31] 0.48 [0.00]
ART3 0.43 [0.00] 0.42 [0.00] 8.28 [0.96] 0.31 [0.01] 62.08 [3.39] 0.40 [0.00]
ART4 0.50 [0.00] 0.50 [0.00] 6.38 [0.75] 0.32 [0.02] 54.58 [3.07] 0.48 [0.00]
ART5 0.19 [0.00] 0.12 [0.00] 8.82 [0.91] 0.08 [0.01] 72.90 [3.01] 0.10 [0.00]
ART6 0.30 [0.00] 0.25 [0.00] 8.46 [1.08] 0.10 [0.02] 59.04 [3.55] 0.23 [0.00]
ART7 0.90 [0.00] 0.99 [0.00] 7.76 [1.03] 0.87 [0.02] 50.76 [3.98] 0.98 [0.00]
ART8 0.90 [0.00] 0.99 [0.00] 8.78 [0.83] 0.88 [0.01] 66.48 [3.44] 0.98 [0.00]
Tab. 4.3 – Re´sultats obtenus par 10-means et 100-means sur les donne´es artiﬁcielles.
Rand-10 et Rand-100 correspondent a` une me´thode ale´atoire ge´ne´rant une partition
de 10 et 100 classes. Sur 50 essais, K ′ repre´sente le nombre moyen de classes obtenues,
Ec l’erreur de classiﬁcation moyenne, σK ′ et σEc repre´sentent les e´carts type respectifs.
Base K-means K-meanst
K ′ [σK ′ ] Ec [σEc ] K
′ Ec
ART1 3.96 [0.20] 0.12 [0.02] 4 0.11
ART2 2.00 [0.00] 0.04 [0.00] 2 0.04
ART3 3.90 [0.30] 0.22 [0.02] 4 0.23
ART4 2.00 [0.00] 0.01 [0.06] 2 0.00
ART5 7.98 [0.76] 0.09 [0.01] 9 0.07
ART6 3.98 [0.14] 0.01 [0.04] 4 0.00
Tab. 4.4 – Re´sultats obtenus par K-means sur les donne´es artiﬁcielles avec le bon
nombre de classes au de´part et avec la partition d’origine comme partition de de´part
(K-meanst). Sur 50 essais (pour K-means), K
′ repre´sente le nombre moyen de classes
obtenues, Ec l’erreur de classiﬁcation moyenne, σK ′ et σEc repre´sentent les e´carts type
respectifs.
Re´sultats des fourmis seules : Ants
La ﬁgure 4.4 donne le nombre de classes obtenu en moyenne sur 50 essais par les
fourmis seules sur les huit ensembles de donne´es artiﬁcielles. En ordonne´e ﬁgurent
diﬀe´rentes combinaisons du couple de parame`tres (k1, k2) : pour chacun, les valeurs
0.1, 0.5, 1.0 et 2.0 sont teste´es et sont nume´rote´es de 1 a` 4 sur la ﬁgure. On utilise 20
fourmis de capacite´ 1, sans me´moire, de patience e´gale a` la largeur de la grille et 10 000
de´placements leur sont donne´s. Pour l’ensemble des donne´es artiﬁcielles conside´re´, il est
clair que le couple (k1, k2) = (0.1, 0.1) fournit le nombre de classes le plus faible ce qui
semble eˆtre la meilleure initialisation envisageable pour les K-means. Le tableau 4.5
donne les valeurs nume´riques pour ce jeu de parame`tres. Les re´sultats semblent indiquer
que le nombre de classes obtenu de´pend du nombre d’objets dans la base : plus la base
est importante, plus le nombre de classes obtenu par Ants est grand (et donc e´loigne´
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Fig. 4.4 – Moyennes du nombre de classes obtenu par Ants pour les donne´es artiﬁ-
cielles. k1k2 = 11 signiﬁe que (k1, k2) = (0.1, 0.1), k1k2 = 12 signiﬁe que (k1, k2) =
(0.1, 0.5), ..., k1k2 = 44 signiﬁe que (k1, k2) = (2.0, 2.0).
du nombre correct de classes). La ﬁgure 4.5 donne pour la base ART1 l’e´volution du
nombre de tas au cours des 10 000 ite´rations. Le nombre de tas de´croit rapidement
pendant les 1 000 premie`res ite´rations pour ensuite se stabiliser autour de 50 tas. Que
se passe-t-il pendant ce temps ? La ﬁgure 4.6 donne l’e´volution de la distance moyenne
des objets par rapport au centre du tas auquel ils sont rattache´s. La distance moyenne
est nulle pour la premie`re ite´ration puisque il y a autant de tas que d’objets. Un
maximum de 0.15 est atteint aux environs de 1 000 ite´rations pour ensuite de´croitre
lentement vers 0.08. Ceci nous montre que lorsque le nombre de tas ne varie presque
plus, les fourmis ame´liorent la classiﬁcation.
Re´sultats de AntClass avec TAntClass = 1
Le tableau 4.6 donne les re´sultats que l’on obtient quand K-means est applique´ sur
la partition trouve´e par Ants. La premie`re constatation est que le nombre de classes
n’a pas e´te´ ame´liore´ par rapport aux fourmis seules, ce qui est normal. Quand a` l’erreur
de classiﬁcation, l’ame´lioration est tre`s le´ge`re.
Re´sultats de AntClass avec TAntClass = 2
Dans ce cas, deux ite´rations du couple Ants+K-means sont eﬀectue´es. Le ta-
bleau 4.7 pre´sente les re´sultats obtenus par AntClass avec deux parame´trages diffe´-
rents (AntClass1 et AntClass2), les parame`tres en commun e´tant les suivants :
– TAntClass = 2
– A = 20 (nombre de fourmis)
– pour la premie`re ite´ration de Ants, ∀i ∈ {1, . . . , A} :
– m(ai) = 0 (taille de la me´moire)
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Base Ants, k1 = 0.1, k2 = 0.1
K ′ [σK ′] Ec [σEc ]
ART1 40.82 [3.71] 0.25 [0.00]
ART2 109.26 [5.84] 0.49 [0.00]
ART3 120.68 [6.62] 0.41 [0.00]
ART4 23.78 [3.43] 0.41 [0.02]
ART5 96.68 [6.09] 0.12 [0.00]
ART6 38.82 [4.92] 0.24 [0.01]
ART7 17.78 [3.88] 0.76 [0.11]
ART8 106.98 [5.61] 0.99 [0.00]
Tab. 4.5 – Re´sultats obtenus par les fourmis seules sur les donne´es artiﬁcielles. Sur 50
essais, K ′ repre´sente le nombre moyen de classes obtenues, Ec l’erreur de classiﬁcation
moyenne, σK ′ et σEc repre´sentent les e´carts type respectifs.
Base Ants+K-means
K ′ [σK ′] Ec [σEc ]
ART1 42.00 [4.35] 0.23 [0.00]
ART2 107.34 [5.70] 0.49 [0.00]
ART3 118.26 [5.86] 0.41 [0.00]
ART4 23.68 [4.12] 0.45 [0.01]
ART5 95.84 [5.86] 0.10 [0.00]
ART6 38.02 [4.14] 0.22 [0.00]
ART7 18.70 [3.89] 0.93 [0.02]
ART8 105.80 [5.76] 0.99 [0.00]
Tab. 4.6 – Re´sultats obtenus par AntClass avec TAntClass = 1 sur les donne´es artiﬁ-
cielles. Sur 50 essais, K ′ repre´sente le nombre moyen de classes obtenues, Ec l’erreur
de classiﬁcation moyenne, σK ′ et σEc repre´sentent les e´carts type respectifs.
– c(ai) = 1 (capacite´ de transport)
– v(ai) ∈ {1, 2, 3} (vitesse)
– p(ai) = L (patience = largeur de la grille)
– pour la deuxie`me ite´ration de Ants, ∀i ∈ {1, . . . , A} :
– m(ai) = 3
– c(ai) =∞
– v(ai) ∈ {1, 2, 3}
– p(ai) = L
Les parame`tres qui diﬀe´rent sont indique´s dans le tableau 4.7 (T ,k1 et k2).AntClass2
est plus apte a` fournir un nombre de classes proche de celui de la partition d’ori-
gine. Pour AntClass2, les fourmis de capacite´ inﬁnie disposent de 1000 ite´rations
supple´mentaires par rapport a` AntClass1. De plus, pour la deuxie`me ite´ration du
couple Ants+K-means les valeurs de k1 et k2 (note´es k12 et k22) diminuent les pro-
babilite´s de de´poser et de ramasser des tas.
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Fig. 4.5 – Evolution du nombre de tas manipule´s par Ants pour la base ART1.
La courbe de la ﬁgure 4.7 donne l’e´volution du nombre de tas au cours des ite´rations
pour la base ART1 et le parame´trage AntClass2. On constate la stagnation du
nombre de tas pendant la premie`re ite´ration de AntClass puis la forte diminution de
celui-ci pendant la deuxie`me ite´ration.
La courbe de la ﬁgure 4.8 donne l’e´volution de la distance moyenne des objets par
rapport au centre du tas auquel ils sont rattache´s pour la base ART1 et le parame´trage
AntClass2. Cette courbe nous conﬁrme que la capacite´ inﬁnie des fourmis ne fait pas
de´croˆıtre la distance moyenne : les tas sont agglome´re´s entre eux et le nouveau centre
de gravite´ qui en re´sulte est le plus souvent plus e´loigne´ des objets composant le tas
qu’auparavant.
L’image de la ﬁgure 4.9 donne la fre´quence d’association des objets de la base
ART1 entre eux. On retrouve nettement la se´paration des quatre classes de la partition
d’origine (les objets sont fournis a` AntClass dans leur ordre d’appartenance aux
classes d’origine).
Le nombre de classes obtenu par AntClass semble fortement lie´ au nombre d’ob-
jets dans la base. Par exemple, la base ART2, ne comportant que deux classes, est
compose´e d’un milliers d’objets. AntClass2 trouve en moyenne 12.32 classes alors
qu’avec le meˆme jeu de parame`tres, 4.22 classes sont trouve´es en moyenne pour la
base ART1 qui se compose de 400 objets et comporte 4 classes. La courbe 4.10 donne
l’e´volution du nombre de classes quand on augmente le nombre d’ite´rations T2 pour la
base ART2.
4.4.3 Donne´es re´elles
Le tableau 4.8 pre´sente les bases de donne´es issues de (Blake and Merz, 1998) que
nous avons utilise´es. Les parame`tres utilise´s pour AntClass sont les suivants :
– TAntClass = 2
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Fig. 4.6 – Evolution de la distance moyenne (dg) des objets par rapport au centre du
tas auquel ils sont rattache´s pour l’algorithme Ants et la base ART1.
– pour la premie`re ite´ration de Ants, :
– A = 40 (nombre de fourmis)
– T = 10 000 (Nombre d’ite´rations)
– m(ai) = 0 ∀i ∈ {1, . . . , A} (taille de la me´moire)
– c(ai) = 1 ∀i ∈ {1, . . . , A} (capacite´ de transport)
– v(ai) ∈ {1, 2, 3} ∀i ∈ {1, . . . , A} (vitesse)
– p(ai) = 1 000 ∀i ∈ {1, . . . , A} (patience = largeur de la grille)
– k1 = 1
– k2 = 1
– pour la deuxie`me ite´ration de Ants :
– A = 20
– T = 10 000
– m(ai) = 5 ∀i ∈ {1, . . . , A}
– c(ai) =∞ ∀i ∈ {1, . . . , A}
– v(ai) = 1 ∀i ∈ {1, . . . , A}
– p(ai) = 1 000 ∀i ∈ {1, . . . , A}
– k1 = 2
– k2 = 2
Les Re´sultats obtenus sur ces bases sont donne´s dans le tableau 4.9. Pour la base IRIS,
AntClass obtient en moyenne le´ge`rement trop de classes mais cependant, le plus
fre´quemment (18 essais sur 50), trois classes sont obtenues, totalisant une erreur de
0.15. Pour la base WINE, comportant a` l’origine trois classes, AntClass obtient tre`s
souvent trop de classes. Ceci peut eˆtre explique´ par des objets se retrouvant seuls et
formant donc une classe suple´mentaire. Mais ceci ne suﬃt pas a` expliquer une erreur de
classiﬁcation importante. L’analyse des partitions obtenues nous montre en eﬀet que les
objets sont souvent me´lange´s dans une meˆme classe. La base GLASS contient 7 classes
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Base AntClass1 AntClass2
T1 = 10 000, k11 = 0.1, k21 = 0.1 T1 = 10 000, k11 = 0.1, k21 = 0.1
T2 = 2 000, k12 = 1, k22 = 1 T2 = 3 000, k12 = 2, k22 = 2
K ′ [σK ′ ] Ec [σEc ] K
′ [σK ′ ] Ec [σEc ]
ART1 7.46 [1.58] 0.17 [0.02] 4.22 [1.15] 0.15 [0.05]
ART2 24.92 [4.16] 0.45 [0.01] 12.32 [2.01] 0.41 [0.01]
ART3 31.54 [3.81] 0.39 [0.00] 14.66 [2.68] 0.35 [0.01]
ART4 3.12 [1.03] 0.14 [0.11] 1.68 [0.84] 0.29 [0.23]
ART5 24.16 [3.27] 0.09 [0.00] 11.36 [1.94] 0.08 [0.01]
ART6 6.90 [1.80] 0.08 [0.04] 3.74 [1.38] 0.11 [0.13]
ART7 1.80 [0.89] 0.31 [0.28] 1.38 [0.60] 0.17 [0.24]
ART8 27.38 [3.65] 0.96 [0.01] 13.06 [2.18] 0.92 [0.01]
Tab. 4.7 – Re´sultats obtenus par AntClass sur les donne´es artiﬁcielles. Sur 50 es-
sais, K ′ repre´sente le nombre moyen de classes obtenues, Ec l’erreur de classiﬁcation
moyenne, σK ′ et σEc repre´sentent les e´carts type respectifs.
Nom M K N
IRIS 4 3 150
WINE 12 3 178
GLASS 9 7 214
PIMA 8 2 798
SOYBEAN 35 4 47
THYROID 5 3 215
Tab. 4.8 – Bases de donne´es re´elles utilise´es (Blake and Merz, 1998).
mais en fait la classe 4 est vide ce qui signiﬁe queAntClass est assez proche du nombre
de classes eﬀectivement pre´sent. C’est en eﬀet 6 classes qui sont le plus fre´quemment
trouve´es. Le nombre de classes trouve´es par AntClass pour la base PIMA est trop
e´leve´, ceci est probablement duˆ a` la taille de base qui est la plus importante du jeux de
tests utilise´. Nous avions constate´ ce meˆme phe´nome`ne pour les donne´es artiﬁcielles,
ce qui signiﬁe qu’il faudrait donner plus de temps au fourmis pour voir le nombre de
classes diminuer. Pour la base SOYBEAN il semble que le phe´nome`ne inverse (il n’y a
que 47 objets) soit a` l’origine du faible nombre de classes de´couvertes par AntClass.
En ce qui concerne la base THYROID, on peut constater que AntClass n’obtient pas
le nombre de classes voulu (c’est-a`-dire trois). Par contre l’erreur de classiﬁcation est
plus faible. Pour illustrer cet aspect, la ﬁgure 4.11 donne l’erreur moyenne trouve´e en
fonction du nombre de classe trouve´.
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Fig. 4.7 – Evolution du nombre de tas manipule´s par AntClass pour la base ART1.
Base 10-means K-meanst AntClass
K ′ [σK ′ ] Ec [σEc ] K
′ Ec K ′ [σK ′ ] Ec [σEc ]
IRIS 7.12 [1.11] 0.18 [0.03] 3.00 0.13 3.52 [1.39] 0.19 [0.08]
WINE 9.64 [0.52] 0.27 [0.01] 3.00 0.28 6.46 [2.10] 0.51 [0.11]
GLASS 9.44 [0.70] 0.29 [0.02] 6.00 0.32 5.60 [2.01] 0.40 [0.06]
PIMA 9.90 [0.36] 0.50 [0.01] 2.00 0.44 6.10 [1.84] 0.47 [0.02]
SOYBEAN 8.82 [0.97] 0.13 [0.02] 4.00 0.00 1.60 [0.49] 0.54 [0.17]
THYROID 9.56 [0.57] 0.42 [0.02] 3.00 0.18 5.84 [1.33] 0.22 [0.09]
Tab. 4.9 – Re´sultats sur les bases de donne´es re´elles.
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Fig. 4.11 – Erreurs obtenues (Ec) par AntClass et K-means en fonction du nombre
de classes trouve´es (K ′).
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Fig. 4.8 – Evolution de la distance moyenne des objets par rapport au centre du tas
auquel ils sont rattache´s pour l’algorithme AntClass et la base ART1.
On constate que dans ce cas, AntClass est nettement plus eﬃcace pour initiali-
ser K-means que l’initialisation ale´atoire pratique´e quand K-means est utilise´ seul.
L’inte´reˆt de la coope´ration entre les deux algorithmes est ici bien illustre´e.
Base 10-means AntClass
IRIS 0.05 1.63
WINE 0.23 3.51
GLASS 0.22 3.12
PIMA 1.69 12.87
SOYBEAN 0.03 0.68
THYROID 0.15 2.37
Tab. 4.10 – Temps d’exe´cution de 10-means et AntClass en secondes (Les deux
algorithmes ont e´te´ programme´s en C et les tests ont e´te´ re´alise´s sur une machine
e´quipe´ d’un processeur Celeron a` 400 MHz avec Windows NT 4.0 comme syste`me
d’exploitation).
Du point de vue du temps d’exe´cution, le tableau 4.10 donne les temps de calcul pour
10-means et AntClass sur les diﬀe´rentes bases. Les dure´es d’exe´cution moyennes de
AntClass sont e´videmment supe´rieures a` ceux de 10-means puisque AntClass
incorpore deux ite´rations de K-Means.
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Fig. 4.9 – Fre´quence d’association des objets de la base ART1 entre eux. Chaque
point de coordonne´e (i, j) sur l’image a un niveau de gris proportionnel au nombre
d’exe´cutions de AntClass ayant classe´ ensemble les objets oi et oj. Un pixel noir
(valeur 0) signiﬁe que les deux objets ont toujours e´te´ classe´s ensemble.
4.5 Discussion
Un certain nombre d’approches issues de l’apprentissage peuvent eˆtre compare´es
a` AntClass. Torre (Torre, 1999) a par exemple de´veloppe´ un algorithme ou` les
objets sont de´place´s d’un groupe a` l’autre sur un anneau circulaire et restent dans
un groupe quand la distance maximale entre chaque objet du groupe et le nouvel
arrivant n’exce`de pas une valeur donne´e. Les objets sont appele´s des Amis et un groupe
d’Amis homoge`ne atteint le stade de Vraizamis. Ce syste`me converge vers une position
d’e´quilibre ou` les groupes ne varient plus. Le point commun avec AntClass est que
le choix d’un objet a` de´placer est ale´atoire mais d’autant plus probable que l’objet
est seul dans son groupe, de plus, au de´part il y a autant de groupes que d’objets.
Par contre, pour AntClass la rencontre des objets et des groupes est de´pendante
du de´placement des fourmis et de la re´partition des groupes sur la grille alors que
pour les Amis les rencontres se font a` chaque de´placement d’un Ami sur l’anneau.
L’inconve´nient des Amis est qu’il faut leur donner une distance maximale, servant de
seuil a` l’agglome´ration d’un objet a` un groupe, et qui sert donc de parame`tre pour le
nombre de groupes a` de´couvrir. Pour AntClass c’est plutoˆt le nombre d’ite´rations qui
remplit ce roˆle : plus on est patient, moins on obtient de groupes. On peut retrouver
le principe des Vraizamis dans des travaux ante´rieurs, mene´s par Kuntz et Snyers
(Kuntz and Snyers, 1994), ou` le proble`me du partitionnement de graphes e´tait traite´.
Plusieurs espe`ces d’animats e´voluent sur les sommets d’un graphe et chaque agent
posse`de un parame`tre de satisfaction de´pendant de l’espe`ce majoritairement pre´sente
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Fig. 4.10 – Variation du nombre de classes en fonction de T2 pour la base ART2. Les
e´carts type sont repre´sente´s par des barres verticales.
sur le sommet l’accueillant. L’approche est beaucoup plus oriente´e vers la vie artiﬁcielle
puisque les animats peuvent se reproduire s’ils sont satisfaits et mourir s’ils ont atteint
un aˆge limite. La partition du graphe est obtenue en conside´rant les sommets ayant la
meˆme espe`ce majoritaire.
L’utilisation simultane´e de plusieurs me´thodes de classiﬁcation a fait l’objet de
diﬀe´rents travaux. Dans (Wemmert et al., 1999) les auteurs de´crivent un syste`me de co-
laboration entre plusieurs me´thodes de classiﬁcation non supervise´es. Chaque me´thode
est utilise´e sur l’ensemble des donne´es et les re´sultats sont combine´s en re´solvant les
conﬂits rencontre´s entre les partitions deux a` deux. On peut conside´rer que AntClass
fait aussi collaborer deux me´thodes : la classiﬁcation par population de fourmis et les
centres mobiles. L’approche est cependant se´quentielle ce qui e´vite d’avoir des conﬂits
a` re´soudre.
4.6 E´volutions, perspectives
L’approche que nous avons adopte´e a e´te´ d’ame´liorer un algorithme existant. La
principale e´volution que nous pouvons proposer est d’abandonner la grille comme sup-
port des objets a` classer. En eﬀet, de nombreux parame`tres y sont rattache´s et il n’est
pas toujours e´vident d’en mesurer l’impact sur les re´sultats :
– la taille de la grille, meˆme si elle est de´termine´e automatiquement, peut par
exemple ralentir l’agglome´ration des objets : quand il ne reste que tre`s peu de tas,
les fourmis ne font plus beaucoup de rencontres. Il serait suˆrement plus eﬃcace
de mode´liser le passage d’une fourmi d’un tas a` l’autre plutoˆt que de simuler le
de´placement des fourmis ou encore de redimensionner la grille a` chaque ite´ration
de Ants ;
– la vitesse des fourmis ainsi que leur capacite´ de me´morisation sont des ide´es qui
ont e´te´ reprises de l’algorithme LF. Pour Ants, l’objectif de ces deux parame`tres
est d’atte´nuer la diﬃculte´ des fourmis a` trouver les tas d’objets (contrairement a`
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LF ou` la grille ne pouvait accueillir qu’un seul objet par case). Il reste a` e´valuer
dans quelles mesures les valeurs de ces parame`tres inﬂuencent les re´sultats.
Le tri collectif du couvain n’est pas la seule source d’inspiration que l’on peut retirer
des fourmis pour re´soudre des proble`mes de classiﬁcation. La recherche de nourriture,
par exemple, peut eˆtre conside´re´e comme une compe´tition entre plusieurs colonies pour
le controˆle de certaines zones de chasse. On peut imaginer une me´thode de classiﬁcation
supervise´e ou` l’on ﬁxe au de´part le nombre de colonies/classes, puis en simulant l’ac-
tivite´ de fourragement de chaque colonie, les objets a` classer repre´sentant des proies,
on peut s’attendre a` une re´partition spatiale de chaque colonie comme re´ponse a` la
compe´tition.
Les me´canismes de reconnaissance inter-individuels et la constitution de l’odeur co-
loniale peuvent aussi s’apparenter a` des me´canismes de classiﬁcation. Diﬀe´rencier ses
conge´ne`res de ses ennemis tout en modiﬁant constamment son propre sche´ma d’iden-
tiﬁcation peut s’apparenter a` la de´termination des objets qui font partie d’une meˆme
classe des autres objets.
4.7 Conclusion
Nous avons montre´ dans ce chapitre que les fourmis sont une source d’inspiration
pertinente pour re´soudre des proble`mes de classiﬁcation non supervise´e. Les objets
d’une base de donne´es nume´riques sont manipule´s par les agents-fourmis d’une fac¸on
analogue au tri du couvain chez les fourmis re´elles. Cela nous permet notamment de
proposer une heuristique de´terminant le nombre de classes automatiquement.
Les bases de donne´es que l’on peut avoir besoin de partitionner ne sont pas toujours
compose´es d’objets ayant des attributs uniquement nume´riques. Les futurs travaux sur
l’utilisation des fourmis en classiﬁcation devraient traiter le cas de donne´es symboliques.
L’algorithme AntClass a donne´ lieu a` l’encadrement d’un projet de ﬁn
d’e´tudes a` l’E3i (Steinberg, 1998). Un certain nombre de communications
ou publications ont aussi ponctue´ les diﬀe´rentes e´tapes de cette e´tude
(Steinberg et al., 1998b; Steinberg et al., 1998a; Monmarche´ et al., 1999b;
Monmarche´ et al., 1999c; Monmarche´ et al., 1999b; Monmarche´ et al.,
1999a; Monmarche´, 1999).
Chapitre 5
Le proble`me d’optimisation
Nous introduisons dans ce chapitre le proble`me de l’op-
timisation globale qui va nous pre´occuper dans la suite
de ce document. Une rapide pre´sentation du proble`me
et des me´thodes de re´solution existantes est propose´e.
5.1 Introduction
L’optimisation est un sujet central en informatique. De nombreux proble`mes peu-
vent eˆtre formule´s sous la forme d’un proble`me d’optimisation. Les proble`mes d’ap-
prentissage, par exemple l’apprentissage des chaˆınes de Markov cache´es ou des re´seaux
de neurones, ne´cessitent une phase d’optimisation. Le proble`me de classiﬁcation aborde´
au chapitre pre´ce´dent peut aussi se formuler comme un proble`me d’optimisation : mi-
nimiser la distance intra-classe et maximiser la distance inter-classe.
Ce chapitre de transition pre´sente tout d’abord le type de proble`me qui sera aborde´
dans la suite de ce document. Nous nous inte´resserons ensuite aux me´thodes de re´solu-
tion existantes et nous en de´velopperons quelques unes qui serviront de re´fe´rence aux
e´tudes pre´sente´es dans les chapitres suivants.
5.2 De´ﬁnition du proble`me
Le proble`me peut se formuler de la fac¸on suivante :
De´ﬁnition 5.1 Proble`me d’optimisation globale. E´tant donne´e une fonction f de´ﬁnie
sur un espace de recherche S (l’ensemble des solutions) et a` valeurs dans R, on cherche
la solution s∗ telle que
f(s∗) = min
s∈S
{f(s)} (5.1)
s∗ est la solution au proble`me d’optimisation globale et f(s∗) (note´ f ∗) est alors appele´
optimum global de f sur S.
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Remarques :
– f est appele´e la fonction objectif ;
– s∗ n’est pas obligatoirement unique, notons alors par S∗ l’ensemble des solutions
au proble`me d’optimisation globale. Dans la plupart des cas la de´couverte d’un
seul e´le´ment de S∗ suﬃt pour re´pondre au proble`me ;
– par la suite, par optimisation, nous supposerons qu’il s’agit en fait de minimi-
sation. En eﬀet, maximiser f(s) revient a` minimiser −f(s) ce qui permet de ne
perdre aucune ge´ne´ralite´ ;
– des variantes peuvent apparaˆıtre. Par exemple si la fonction f est variable dans le
temps, on parlera d’optimisation dynamique, s’il existe des contraintes (d’e´galite´
ou d’ine´galite´) sur les solutions de S on parlera d’optimisation avec contraintes,
enﬁn si le proble`me consiste a` optimiser simultane´ment plusieurs fonctions ob-
jectifs, on parlera d’optimisation multicrite`re.
5.3 Me´thodes de re´solution exactes
Les me´thodes de re´solution exactes sont des me´thodes qui garantissent l’optima-
lite´ de leur re´ponse en un temps ﬁni. On parle de me´thodes exactes par opposi-
tion aux me´thodes approche´es pre´sente´es dans la section suivante. L’eﬃcacite´ de ces
me´thodes est malheureusement de´pendante d’un certain nombre d’hypothe`ses concer-
nant le proble`me. Par exemple dans le cas de fonctions nume´riques a` variables re´elles, les
conditions d’optimalite´ que l’on peut ne´cessiter sont que la fonction soit continuement
diﬀe´rentiable. Les me´thodes exactes s’appliquent en particulier quand le proble`me est
convexe. Dans le cas des proble`mes a` variables discre`tes, les proce´dure par se´paration
et e´valuation (PSE) assurent de trouver un optimum global mais les temps de calcul
peuvent eˆtre re´dhibitoires. Parmis les me´thodes exactes, on peut citer les suivantes :
– la programmation line´aire ;
– la programmation quadratique ;
– la programmation dynamique ;
– les me´thodes de descente (gradient, gradient conjuge´, Newton, ...) ;
– ...
La litte´rature dans ce domaine est abondante aussi nous renvoyons le lecteur a` une
introduction aux me´thodes d’optimisation classiques par exemple dans (Culioli, 1994).
5.4 Me´thodes de re´solution heuristiques et biomi-
me´tiques
5.4.1 Motivations
Les diﬃculte´s que peuvent rencontrer les me´thodes exactes peuvent eˆtre de plusieurs
types (Schwefel, 1998) :
– non diﬀe´rentiabilite´ de la fonction objectif ;
– discontinuite´s (de la fonction objectif, de l’espace de recherche) ;
5. Le proble`me d’optimisation 89
– bruit, erreurs d’arrondi ;
– multimodalite´ (espace non convexe) ;
– optima non stationnaires ;
– variation du nombre de variables ;
– l’espace de recherche est discret/mixte ;
– proble`mes combinatoires ;
– nombre important de variables et de contraintes (grands proble`mes) ;
– plusieurs crite`res non coope´ratifs.
C’est a` cause de ce genre de de´convenues qu’un certain nombre de me´thodes classiques
ne peuvent eˆtre utilise´es. Les me´thodes analytiques deviennent en eﬀet inope´rantes,
l’e´nume´ration comple`te est trop laborieuse ou encore les me´thodes de gradient de-
viennent inutiles. C’est alors qu’il faut se diriger vers des me´thodes en ge´ne´ral plus
re´centes et non exactes, des heuristiques.
Le principal avantage des me´thodes de re´solution heuristiques vient de leur capacite´
a` traiter un proble`me en ne posse´dant qu’un minimum d’informations sur celui-ci. En
contrepartie, la qualite´ de la solution propose´e n’est jamais prouve´e. On ne peut donc
jamais savoir si le minimum global a e´te´ trouve´. Cependant, du point de vue de l’aide
a` la de´cision, la certitude d’obtenir le minimum global n’est pas toujours primordiale.
La description d’une me´thode heuristique peut eˆtre assez simple et se transpose alors
facilement a` de nouveaux types de proble`mes. On peut parler alors de me´ta-heuristique.
Tous ces principes ge´ne´raux ont e´videmment l’inconve´nient de leur ge´ne´ralite´ :
la plupart des heuristiques qui forcent le respect s’appuyent sur des informations
spe´ciﬁques du proble`me qu’elles traitent. Dans ce cas, la caracte´ristique de  por-
tabilite´  d’une me´ta-heuristique s’eﬀrite. Le seul enseignement que l’on peut tirer est
que pour bien re´soudre un proble`me, il faut parfaitement le connaˆıtre et exploiter toutes
les connaissances du domaine disponibles.
5.4.2 Les me´thodes ale´atoires
Le roˆle de l’ale´atoire est central dans les heuristiques re´centes. La ﬁgure 5.1 sche´ma-
tise les de´pendances entre les me´thodes ale´atoires (appele´es aussi stochastiques) (Byrne,
1997). Les me´thodes de recherche ale´atoires ge´ne`rent ale´atoirement des points de S
(d’ou` leur nom). Au niveau le plus simple, une me´thode de recherche ale´atoire pure ren-
voie le meilleur point trouve´ en e´valuant un ensemble de points ge´ne´re´s ale´atoirement.
L’eﬃcacite´ de cette recherche est de´pendante de la densite´ de points ge´ne´re´s dans l’es-
pace de recherche. Les recherches ale´atoires augmente´es sont utilise´es pour initialiser
une recherche locale qui peut mettre a` proﬁt des proprie´te´s de convexite´ locale de
f . Si la recherche ale´atoire est utilise´e pour ge´ne´rer un seul point de de´part pour la
recherche locale, on parle de de´marrage unique. Par contre si la recherche locale est ap-
plique´e sur plusieurs points ge´ne´re´s ale´atoirement, on parle de rede´marrages multiples.
Les recherches ale´atoires adaptatives permettent d’utiliser l’information que constitue
l’e´chantillonnage ale´atoire de S pour le rendre non uniforme (c’est pour cela qu’on les
dit adaptatives). Le partitionnement (Clustering) fait partie de cette classe de recherche
ale´atoire. Il s’agit de construire des groupes de points a` partir d’un e´chantillonnage de
S suivant une distance, par exemple euclidienne, et un seuil donne´. Les groupes forme´s
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Fig. 5.1 – Les me´thodes de recherche ale´atoires (d’apre´s (Byrne, 1997)).
peuvent servir a` initialiser une recherche locale de´marrant sur le meilleur point de
chaque groupe. L’avantage est qu’il n’y a pas de recouvrement (graˆce au seuil) comme
cela peut eˆtre le cas pour le rede´marrage multiple. Enﬁn, les algorithmes d’e´volution
rentrent dans cette classe des me´thodes de recherche ale´atoire adaptatives. Nous y
reviendrons plus en de´tail par la suite.
5.4.3 Les me´thodes ite´ratives
La classiﬁcation des me´thodes stochastiques pre´ce´demment expose´e ne met pas
en valeur l’aspect ite´ratif de certaines heuristiques. On parle de me´thode ite´rative
quand la solution au proble`me est donne´e a` la suite de plusieurs cycles de l’heuristique
(contrairement a` la recherche ale´atoire pure, par exemple). L’illustration la plus simple
des me´thodes ite´ratives est ce que l’on appelle l’ascension locale1 (Hill-Climbing : HC).
L’algorithme 5.1 en donne la structure ge´ne´rale.
1On parle d’ascension locale lorsque l’on traite un proble`me de maximisation et de descente locale
sinon.
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Algorithme 5.1: Algorithme d’ascension locale
HillClimbing()
(1) Ge´ne´rer et e´valuer une solution initiale s
(2) tantque La condition d’arreˆt n’est pas ve´riﬁe´e faire
(3) Modiﬁer s pour obtenir s′ et e´valuer s′
(4) si s′ est meilleure que s alors
(5) Remplacer s par s′
(6) ﬁnsi
(7) ﬁntantque
(8) retourner s
On peut remarquer que dans la formulation qui est donne´e, il n’est pas mentionne´
que l’ale´atoire est mis en jeu (pour la ge´ne´ration de la solution initiale ou sa modiﬁca-
tion). L’algorithme 5.2 de´crit la version stochastique (Random Hill-Climbing : RHC).
Il faut alors de´ﬁnir un pas de recherche qui de´termine la taille du voisinage pouvant
eˆtre explore´.
Algorithme 5.2: Algorithme d’ascension locale stochastique
RandomHillClimbing()
(1) Ge´ne´rer ale´atoirement une solution initiale s et l’e´valuer
(2) tantque La condition d’arreˆt n’est pas ve´riﬁe´e faire
(3) Modiﬁer ale´atoirement s pour obtenir s′ et e´valuer s′
(4) si s′ est meilleure que s alors
(5) Remplacer s par s′
(6) ﬁnsi
(7) ﬁntantque
(8) retourner s
Quand l’ascention locale stochastique est rede´marre´e plusieurs fois de suite on la
note MSRHC (Multiple Start Random Hill-Climbing). La de´cision de rede´marrer la
recherche peut eˆtre fonction de la progression ou pe´riodique.
Des heuristiques plus e´volue´es telles que le recuit simule´ (Simulated Annealing :
SA) (Kirkpatrick et al., 1983) ou la recherche tabou (Tabu Search : TS) (Glover, 1989;
Glover, 1990) font partie de ces heuristiques ite´ratives. Pour la premie`re, le choix de
remplacer s par s′ peut aussi se faire si s est meilleure que s′ suivant une probabilite´
de´pendant d’un parame`tre variant au cours des ite´rations. Ce parame`tre est appele´
tempe´rature par analogie au domaine d’inspiration de cette heuristique (refroidissement
lent de me´taux a` l’e´tat liquide pour obtenir un e´tat solide plus stable). En ce qui
concerne la recherche tabou, c’est l’e´tape de modiﬁcation de s qui diﬀe`re de RHC : s′
est cre´e´e en s’assurant qu’elle n’a pas e´te´ ge´ne´re´e dans un passe´ proche en ve´riﬁant son
absence dans une liste (la liste tabou, justement).
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Nous continuons notre passage en revue des heuristiques stochastiques ite´ratives par
des me´thodes s’inspirant de la nature et manipulant a` chaque ite´ration un ensemble de
solutions.
5.4.4 Les me´thodes a` base de populations
Les heuristiques d’optimisation qui peuvent alimenter la comparaison avec les algo-
rithmes de fourmis artiﬁcielles sont principalement celles qui manipulent un ensemble
de solutions. Les algorithmes ge´ne´tiques (AG) (et plus ge´ne´ralement les algorithmes
d’e´volution) rentrent dans ce cadre et vont principalement nous inte´resser dans la suite
de ce chapitre.
Les algorithmes d’e´volution
Les algorithmes d’e´volution (AE) sont apparus dans les anne´es soixante et les
premie`res publications marquantes datent du milieu des anne´es soixante dix (Fogel
et al., 1966; Holland, 1975; De Jong, 1975). Depuis le milieu des anne´es quatrevingts
c’est un domaine en expansion permanente et il serait illusoire de vouloir en donner un
panorama exhaustif (voir par exemple (Goldberg, 1989; Michalewicz, 1996)).
Sous la de´nomination  algorithme d’e´volution  se cache en fait plusieurs tech-
niques qui ont converge´ par la suite. Toutes ces techniques ont en commun de s’ins-
pirer des the´ories de l’e´volution naturelle et reproduisent plus ou moins ﬁde`lement
les me´canismes issus de la ge´ne´tique. En toute ge´ne´ralite´ un algorithme d’e´volution
(Evolution Program) peut eˆtre condense´ tel que pre´sente´ par l’algorithme 5.3.
Algorithme 5.3: Structure ge´ne´rale d’un algorithme d’e´volution.
EvolutionProgram()
(1) Ge´ne´rer ale´atoirement une population de solutions candidates P et les
e´valuer
(2) tantque La condition d’arreˆt n’est pas ve´riﬁe´e faire
(3) Produire une population de nouvelles solutions candidates P ′ en eﬀec-
tuant des modiﬁcations ale´atoires sur des e´le´ments se´lectionne´s dans P
(4) Evaluer les solutions de P ′
(5) Remplacer certains e´le´ments de P par des e´le´ments de P ′
(6) ﬁntantque
(7) retourner la meilleure solution de P
Une solution peut alors s’appeler un individu et l’ensemble des solutions s’appelle
la population par analogie avec le monde du vivant.
Le premier avantage que l’on peut donner a` cet algorithme est sa simplicite´ de
formulation. Le second avantage est qu’a` ce niveau de pre´cision, la me´thode reste tre`s
ge´ne´rale et peut donc eˆtre applique´e a` un grand nombre de proble`mes2.
2Gardons a` l’esprit que pour eˆtre compe´titif, un algorithme d’e´volution ne gardera pas longtemps
cette fac¸ade tre`s ge´ne´raliste.
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Nous donnons quelques caracte´ristiques des principaux algorithmes d’e´volution :
Les algorithmes ge´ne´tiques (AG). Bien que les AG (Genetic Algorithm : GA)
n’aient pas e´te´ conc¸us initialement comme des algorithmes d’optimisation mais plutoˆt
comme des proce´dures d’apprentissage pour des syste`mes adaptatifs, ils peuvent trai-
ter des proble`mes d’optimisation varie´s. Dans sa formulation initiale (ou canonique
(Goldberg, 1989)), l’AG manipule une population de chaˆınes binaires. L’e´tape 3 de
l’algorithme 5.3 se de´compose en trois phases (nous ne donnons que les grandes lignes) :
– se´lection : |P | individus sont se´lectionne´s dans la population P = {s1, . . . , s|P |}
ou` chaque individu sk a une probabilite´ Ps(sk) =
f(sk)∑|P |
i=1 f(si)
d’eˆtre se´lectionne´, la
population P 1 est ainsi constitue´e ;
– croisement : la liste des individus est parcourue et chaque individu a une pro-
babilite´ Pc d’eˆtre choisi pour un croisement, quand on dispose de deux individus
on tire ale´atoirement un point de coupure et les chaˆınes binaires sont e´change´es
par rapport a` ce point, ﬁnalement on obtient la population P 2 ;
– mutation : les bits des individus de P 2 sont inverse´s avec une probabilite´ Pm,
on obtient alors la population P ′.
L’AG canonique a beaucoup e´volue´ du point de vue de la repre´sentation des solu-
tions (codage re´el, entier, ou mixte), ou de la se´lection (par exemple par tournoi : on
se´lectionne le meilleur individu d’une sous-population extraite ale´atoirement de P ).
Les strate´gies d’e´volution (SE). Les premie`res apparitions des strate´gies d’e´vo-
lution (Evolution Strategies : ES) e´taient destine´es a` optimiser la forme d’objets en
souﬄerie. La population e´tait alors re´duite a` un seul individu, ses caracte´ristiques
e´taient re´elles et seule une mutation base´e sur la loi normale le faisait e´voluer. Depuis,
de nombreuses variantes sont apparues (voir par exemple (Ba¨ck et al., 1991; Schwefel,
1995)). L’apport principal des SE est de conside´rer un individu comme un couple de
vecteurs (s, σ) ou` s est une solution du proble`me et σ les e´carts type utilise´s par la
mutation normale. Ces e´carts type sont modiﬁe´s a` chaque ite´ration en fonction de la
qualite´ de l’individu qu’ils ont contribue´ a` ge´ne´rer. Des e´volutions plus re´centes des SE
manipulent une population : λ descendants sont cre´e´s a` partir de µ parents (λ > µ).
Deux strate´gies de se´lection sont souvent utilise´es : la population suivante est choisie
parmi les λ descendants (note´e (µ, λ)-ES) ou alors parmi les λ + µ descendants et
parents (note´e (µ + λ)-ES).
La programmation e´volutive (PE). A` son origine, la PE (Evolutionary Program-
ming : EP) manipule des individus repre´sentant des machines a` e´tats ﬁnis (Fogel et al.,
1966). D’une ge´ne´ration a` l’autre, chaque descendant est cre´e´ a` partir d’un unique pa-
rent par mutation. Les meilleurs individus sont alors retenus pour former la ge´ne´ration
suivante. De nombreuses e´volutions de la PE sont apparues pour traiter notamment
des proble`mes d’optimisation nume´rique.
La programmation ge´ne´tique(PG). Les individus manipule´s par la PG (Genetic
Programming : GP) ne sont plus des solutions du proble`me mais des programmes per-
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mettant de le re´soudre (Koza, 1994). Ces programmes sont repre´sente´s par des arbres
dont les ope´rateurs ge´ne´tiques modiﬁent les branches et les feuilles repre´sentant des
instructions indivisibles. L’e´valuation d’un individu de´pend de sa capacite´ a` re´soudre
le proble`me.
Il existe de nombreuses me´thodes d’optimisation base´es sur une population et plus
ou moins proche des algorithmes d’e´volution. On peut par exemple citer l’optimisation
par essaim particulaires (Particle Swarm Optimization : PSO) (Kennedy and Eberhart,
1999), ou encore l’e´volution diﬀe´rentielle (Price, 1999).
5.5 Objectifs
Il n’y a pas re´ellement de conclusion a` apporter a` ce chapitre, il avait pour prin-
cipal objectif de ﬁxer un certain nombre de notions qui seront utilise´es par la suite.
Dans le chapitre suivant, nous nous inte´ressons a` une classe particulie`re d’algorithmes
d’e´volution : ces algorithmes ne manipulent pas vraiment une population d’individus
(au sens ou nous l’avons pre´sente´ pour l’AG) mais un e´chantillonnage de la popu-
lation. Ils manipulent des fre´quences d’apparition des ge`nes (i.e. des valeurs de bit).
Ces me´thodes nous inte´ressent car on peut leur trouver un certain nombre de points
commums avec une adaptation que nous proposons de l’heuristique ACO. Dans le cha-
pitre 7, les algorithmes d’e´volution nous permettront de donner quelques similitudes
ou diﬀe´rences avec la mode´lisation des fourmis Pachycondyla apicalis que nous avons
developpe´e pour re´soudre des proble`mes d’optimisation.
Chapitre 6
L’optimisation a` base de
populations
Ce chapitre pre´sente une comparaison de plusieurs mode`les proba-
bilistes destine´s a` l’optimisation nume´rique. L’objectif est de mon-
trer que de nombreux travaux issus des algorithmes ge´ne´tiques ou
des algorithmes a` base de colonies de fourmis utilisent des principes
tre`s proches. Nous allons nous inte´resser aux algorithmes BSC, PBIL
et ACO car ces trois me´thodes utilisent un vecteur de probabilite´s
comme e´chantillon de l’espace de recherche. Les chaˆınes binaires qui
repre´sentent les solutions du proble`me sont ge´ne´re´es selon ce vec-
teur que chaque me´thode tente d’apprendre. Apre´s avoir pre´sente´ les
points communs et les diﬀe´rences entre ces trois algorithmes, nous
pre´sentons une e´tude expe´rimentale sur des fonctions binaires classiques.
6.1 Introduction
Les Algorithmes Ge´ne´tiques (AG) et plus ge´ne´ralement les Algorithmes E´volution-
naires (AE) sont de plus en plus utilise´s pour re´soudre des proble`mes d’optimisa-
tion diﬃciles. Dans ce type d’heuristiques, une population de solutions est ge´ne´re´e
ale´atoirement et diﬀe´rents ope´rateurs, tels que la se´lection, le croisement et la mu-
tation, sont applique´s sur cette population pour en cre´er une nouvelle qui sera plus
adapte´e au proble`me. Les solutions peuvent eˆtre code´es sous forme binaire, comme
dans les AG, ou sous forme re´elle comme dans les state´gies d’e´volution (SE).
Dans le but de rapprocher ces algorithmes des algorithmes a` base de popula-
tion de fourmis, nous nous sommes inte´resse´s a` un type particulier d’algorithmes
e´volutionaires : les algorithmes base´s sur la fre´quence des ge`nes ; au lieu de simuler
une population entie`re de n individus qui seront se´lectionne´s, croise´s puis mute´s, une
distribution de probabilite´ d’apparition des ge`nes est utilise´e pour ge´ne´rer la population.
Cette distribution est ensuite modiﬁe´e selon l’adaptation des individus de la popula-
tion. Cette approche n’est pas encore tre`s re´pandue compare´e aux techniques d’opti-
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misation ge´ne´tiques standards mais nous sommes conﬁants dans le de´veloppement de
cette famille d’algorithmes e´volutionnaires1. De plus, les domaines d’application ne se
limitent pas aux seuls domaines binaires. On peut en trouver un exemple dans (Ramat
et al., 1997) ou` ce type de me´thode est mis en œuvre sur des proble`mes de planiﬁ-
cation avec contraintes de ressources multiples. Dans cette application, un algorithme
ge´ne´tique base´ sur la fre´quence des ge`nes est utilise´ pour choisir les re`gles d’aﬀectation
et d’ordonnancement utilise´es pour planiﬁer un ensemble d’activite´s. Dans (Sebag and
Ducoulombier, 1998) on peut trouver une application a` des domaines continus. Nous
avons aussi propose´ d’utiliser une approche e´volutionnaire se basant sur les fre´quence
de ge`ne pour la ge´ne´ration interactive de feuilles de style pour site web (Monmarche´
et al., 1999). Nous pre´sentons ici deux de ces approches : BSC (Bit-Simulated Cros-
sover) (Syswerda, 1993) et PBIL (Population Based Incremental Learning) (Baluja,
1994; Baluja and Caruana, 1995; Baluja, 1995).
En ce qui concerne les fourmis artiﬁcielles, nous nous inte´ressons aux techniques
d’optimisation de type ACO (Ant Colonies Optimization) (Colorni et al., 1991; Dorigo
et al., 1996; Dorigo and Gambardella, 1997b; Dorigo and Di Caro, 1999b) pre´sente´es
en de´tail dans le chapitre 2. ACO manipule aussi une population d’individus mais de
fac¸on assez diﬀe´rente des AGs. La technique ge´ne´rale d’ACO est d’utiliser des traces
de phe´romones pour guider la recherche d’optimum par les fourmis qui mettent a` jour
ces traces selon les solutions ge´ne´re´es. Ces traces prennent la forme d’une distribu-
tion de probabilite´ sur un espace de recherche discret. Cette ide´e, qui a e´te´ de´veloppe´e
inde´pendament de BSC et PBIL, est cependant base´e sur les meˆmes principes : l’uti-
lisation d’une distribution de probabilite´s pour re´soudre un proble`me d’optimisation.
Nous pre´sentons dans ce chapitre deux adaptations des principes d’ACO au proble`me
de l’optimisation de fonctions binaires.
Voici les objectifs de ce chapitre : dans un premier temps nous allons de´crire les
algorithmes BSC, PBIL et ACO aﬁn d’en exhiber les similitudes et diﬀe´rences. Puis
nous comparerons les re´sultats que l’on peut obtenir sur un ensemble de fonctions de
complexite´s diverses. Enﬁn, nous pre´senterons les enseignements que l’on peut tirer de
cette e´tude et les e´volutions envisageables.
6.2 Notations et de´ﬁnitions
Aﬁn de faciliter la description de ces trois algorithmes nous allons utiliser une
structure commune pour s’assurer d’une comparaison e´quitable. Nous conside´rons le
proble`me d’optimisation binaire standard qui consiste a` trouver dans un espace de
recherche S = {0, 1}l le minimum d’une fonction d’e´valuation f , f : S → R+. Nous
notons par s∗ un minimum global de f (s∗ n’est pas obligatoirement unique). La valeur
du bit i de la chaˆıne s sera note´ s(i).
Les notations communes aux trois algorithmes utilise´s pour re´soudre ce proble`me
standard sont les suivantes :
1Voir le workshop  Optimization by Building and Using Probabilistic Models  (OBUPM’2000)
de la confe´rence GECCO2000 qui est l’un des premiers dans ce domaine (voir (Pelikan et al., 1999)
pour un e´tat de l’art).
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– V = (p1, . . . , pl), avec pi ∈ [0, 1], qui repre´sente le vecteur de probabilite´ qui
sera utilise´ pour ge´ne´rer des points de S. Nous de´cidons que pi repre´sente la
probabilite´ de ge´ne´rer un  1  ;
– P = (s1, . . . , sn), avec si ∈ S, qui repre´sente les n chaˆınes binaires qui seront
ge´ne´re´es a` chaque cycle. P peut eˆtre conside´re´e comme la population dans les
algorithmes e´volutionnaires.
L’algorithme ge´ne´ral (note´ BPA a` partir des initiales de BSC, PBIL et ACO) est
donne´ par l’algorithme 6.1
Algorithme 6.1: Algorithme commun aux algorithmes BSC, PBIL et ACO
BPA()
(1) Initialisation de V = (p1, ..., pl) (en ge´ne´ral a` (0.5, ..., 0.5))
(2) tantque La condition de terminaison n’est pas ve´riﬁe´e faire
(3) Ge´ne´rer P = (s1, ..., sn) en utilisant V
(4) E´valuer f(s1), ..., f(sn)
(5) Mettre a` jour V selon (s1, ..., sn) et f(s1), ..., f(sn)
(6) ﬁntantque
(7) retourner s+, la meilleure solution trouve´e
La condition de terminaison peut eˆtre de plusieurs types :
– le temps imparti T1 est atteint ;
– le minimum atteint n’a pas e´te´ ame´liore´ depuis T2 ite´rations ;
– le nombre d’e´valuations de la fonction f a atteint la valeur T3.
T1, T2 ou T3 sont alors des parame`tres d’entre´e de BPA.
Les deux premiers crite`res s’appliquent quand on rencontre des contraintes re´elles :
 on dispose d’un temps T1 pour avoir une re´ponse  ou  on veut le meilleur re´sultat
que la me´thode puisse donner . Par la suite, nous ne conside´rerons que le parame`tre
T3. Ce crite`re d’arreˆt est bien adapte´ a` la comparaison de me´thodes d’optimisation
puisque le nombre d’ite´rations de la boucle de´pend de la taille de la population. Ce
crite`re permet aussi de prendre en compte des proble`mes dont l’e´valuation de la fonction
objectif est couˆteuse en temps de calcul : il s’agit de trouver un optimum global avec
un nombre limite´ d’e´valuations de f . Ce crite`re permet aussi de ﬁxer le nombre de
solutions explore´es relativement a` la taille de l’espace de recherche.
Dans les sections suivantes nous montrons comment ces algorithmes innovants
diﬀe`rent les uns des autres, principalement sur l’e´tape 5, la re`gle de mise a` jour du
vecteur de probabilite´ V . Un exemple complet est donne´ en annexe B.
6.3 L’algorithme BSC (Bit-Simulated Crossover)
A` notre connaissance, Syswerda (Syswerda, 1993) a e´te´ le premier a` sugge´rer
de remplacer l’ope´rateur de croisement des Algorithmes Ge´ne´tiques par un ope´rateur
plus ge´ne´ral utilisant le vecteur V de´ﬁni pre´ce´demment. Classiquement, l’ope´rateur de
croisement ope`re de la fac¸on suivante :
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– se´lectionner deux chaˆınes binaires s1 et s2 dans S ;
– e´changer des sous-chaˆınes de s1 et s2 pour former deux chaˆınes  ﬁlles  s
′
1 et s
′
2.
Syswerda a initialement e´te´ motive´ par l’observation que le croisement, qu’il soit
eﬀectue´ en un point, deux points ou de fac¸on uniforme, conserve la proportion de  0 
et de  1  pour une position i (i ∈ {1, . . . , l}) des chaˆınes se´lectionne´es. Le pas suivant
franchi par Syswerda a e´te´ de calculer explicitement ces proportions et d’utiliser ces
probabilite´s pour ge´ne´rer les individus a` la place de l’ope´rateur classique de croisement.
Il a appele´ ce nouvel ope´rateur le BSC (Bit-Simulated Crossover). De plus, il sugge`re
de prendre en compte les valeurs d’adaptation des individus pour orienter le vecteur
V vers des re´gions inte´ressantes de l’espace de recherche en donnant un poids plus
important aux individus les mieux adapte´s. Si, par exemple, les individus posse´dant
un  1  a` la position i ont plus de chances d’eˆtre se´lectionne´s, la proportion de  1 
a` cette position va augmenter dans la ge´ne´ration suivante.
La mutation propose´e par Syswerda est e´quivalente a` une petite perturbation de
V ce qui revient a` rapprocher chaque composante de V de l’e´quiprobabilite´ de ge´ne´rer
un  0  ou un  1 .
La premie`re e´tape de BSC consiste a` initialiser toutes les valeurs de V a` 0.5. La
re`gle de mise a` jour de V peut eˆtre e´tablie2 selon les deux points suivants :
1. Simuler le crossover avec se´lection. Pour chaque position i, i ∈ {1, . . . , l}, il
faut calculer les valeurs suivantes :
pi ←
∑
sj∈P
sj(i) · ω(sj)
∑
sj∈P
ω(sj)
(6.1)
ou` ω(sj) repre´sente le poids associe´ a` sj . Si ω(sj) = 1, ∀sj ∈ P , alors pi est
e´gal a` la proportion de  1  a` la position i dans P . Pour rapprocher pi des
valeurs inte´ressantes des bits, on peut par exemple ﬁxer ω(sj) a` n − Rank(sj),
ou` Rank(sj) est le rang de sj dans l’ensemble P selon les valeurs d’adaptation
f(s1) . . . f(sn), ce qui signiﬁe que le rang de la meilleure chaˆıne de P est 1 et que
le rang de la plus mauvaise est n.
2. Simuler la mutation. La probabilite´ qu’un bit soit modiﬁe´ par la mutation est
donne´e par pm (pm < 0.5) qui est un parame`tre de BSC. Pour chaque position
i, i ∈ {1, . . . , l}, la probabilite´ pi de ge´ne´rer un  1  avec la mutation pm est
modiﬁe´e de la fac¸on suivante :
pi ← pi(1− pm) + (1− pi)pm (6.2)
pi(1 − pm) repre´sente la probabilite´ de ge´ne´rer un  1  sans faire de mutation
et (1− pi)pm repre´sente la probabilite´ de ge´ne´rer un  0  puis de le muter. La
formule 6.2 implique que pi ∈ [pm, 1 − pm]. La probabilite´ de mutation permet
donc de conserver une certaine probabilite´ d’exploration pour chaque bit.
2Il s’agit bien de l’e´tablir puisque l’article de Syswerda ne donne que les ide´es ge´ne´rales.
6. L’optimisation a` base de populations 99
BSC ignore les se´quences de bit (sche´mas) pre´sents dans la population, il ne se
base que sur les statistiques que l’on peut de´duire sur une position. Il a cependant e´te´
montre´ que la ge´ne´ration des individus suivant le vecteur de probabilite´ V reproduit
la transmission des sche´mas. Par exemple, pour deux se´quences de deux bits pre´sentes
dans la population, BSC a une probabilite´ de construire un individu contenant ces
deux se´quences supe´rieure a` un ope´rateur de croisement explicite si la probabilite´ de
se´lection des deux sche´mas est supe´rieure a` 0.3.
Syswerda a pre´sente´ des re´sultats obtenus par BSC sur des proble`mes comportant
de 40 a` 300 bits. BSC s’est montre´ compe´titif relativement a` des ope´rateurs de croise-
ment a` un, deux points ou uniforme ainsi que face a` une mutation seule. Concernant
le principal parame`tre de cette me´thode, la taille de la population (n), Syswerda
montre que la taille optimale de la population de´pend de la me´thode, du proble`me et
du nombre d’ite´rations (T3).
6.4 L’algorithme PBIL (Population-Based Incre-
mental Learning)
A` la suite des travaux de Syswerda, ainsi qu’avec la contribution d’Ari Juels
(dont nous ne disposons pas de re´fe´rence bibliographique), Baluja a de´veloppe´ PBIL,
un autre mode`le d’algorithme base´ sur l’exploration d’un espace de recherche en utili-
sant un vecteur de probabilite´ (Baluja, 1994; Baluja and Caruana, 1995; Baluja, 1995).
Le paralle´lisme implicite d’un AG, c’est-a`-dire la capacite´ a` repre´senter un sous
ensemble potentiellement important de l’espace de recherche, est diﬃcile a` maintenir
tout au long des ge´ne´rations et c’est un des inconve´nients majeurs des AG travaillant sur
une population de taille ﬁnie. Baluja propose de contourner le proble`me en utilisant
un prototype de la population repre´sente´ par un vecteur de probabilite´.
Les principes de PBIL sont quelque peu diﬀe´rents de ceux utilise´s par BSC et
s’e´loignent un peu plus des algorithmes ge´ne´tiques  traditionnels  en introduisant
une re`gle de mise a` jour inspire´e de l’apprentissage compe´titif (competitive learning)
utilise´ pour l’apprentissage des cartes de Kohonen (Kohonen’s features map)(Kohonen,
1988).
Le point central de PBIL concerne la re`gle utilise´e pour l’e´tape 5 de l’algorithme 6.1.
PBIL ope`re de la fac¸on suivante :
1. Soit s+ la meilleure chaˆıne ge´ne´re´e dans la population P = (s1, . . . , sn) ;
2. Mettre a` jour V : pour chaque position de bit i (i ∈ {1, . . . , l}),
pi ← pi(1− LR) + s+(i)LR (6.3)
ou` LR correspond au taux d’apprentissage (Learning Rate) qui controˆle l’ampli-
tude des modiﬁcations de V ;
3. Eﬀectuer la mutation. Pour chaque position de bit i, avec une probabilite´ de
mutation pm, modiﬁer pi de la fac¸on suivante :
pi ← pi(1− δm) + rδm (6.4)
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ou` δm est un parame`tre ﬁxant l’amplitude de la mutation eﬀectue´e et r est une
variable ale´atoire dans {0, 1} repre´sentant la direction de la mutation.
Un certain nombre d’extensions de PBIL ont e´te´ propose´es :
– au lieu d’utiliser la meilleure chaˆıne ge´ne´re´e a` chaque ite´ration on peut utiliser les
m meilleures. La mise a` jour du vecteur V demande alors quelques ajustements :
il y principalement deux solutions :
1. le vecteur V est de´place´ de la meˆme manie`re vers les m meilleures chaˆınes,
2. le vecteur V est de´place´ vers les valeurs des bits communs aux m meilleures
chaˆınes.
– le vecteur V peut aussi eˆtre  e´loigne´  de la plus mauvaise chaˆıne (note´e s−)
ge´ne´re´e dans P :
pi ← pi(1− LRneg) + s+(i)LRneg si s+(i) = s−(i) (6.5)
Dans ce cas, LRneg est appele´ taux d’apprentissage ne´gatif (Negative Learning
Rate). Cette formule signiﬁe que pi est rapproche´ de s
+(i) si les bits a` la position
i de s+ et s− sont diﬀe´rents.
L’algorithme PBIL a e´te´ e´tudie´ empiriquement sur plusieurs proble`mes (Jobshop,
voyageur de commerce, bin-packing, optimisation de fonctions nume´riques) avec les
valeurs de parame`tres suivants (Baluja, 1994) :
– n = 100 ;
– LR = 0.1 ;
– pm = 0.02 ;
– δm = 0.05 ;
– LRneg ∈ {0.0, 0.025, 0.075, 0.1}.
Une comparaison est propose´e avec un algorithme ge´ne´tique standard et avec un al-
gorithme de descente stochastique (Multiple Restart, Next-Step Hill Climbing). Les
re´sultats obtenus montrent que l’apprentissage ne´gatif joue un roˆle important mais que
sa valeur de´pend du proble`me. De plus PBIL obtient des performances supe´rieures aux
autres me´thodes que ce soit en terme de qualite´ que de rapidite´ (Baluja, 1994; Baluja,
1995).
Plusieurs extensions ont e´te´ propose´es et abandonnent l’espace de recherche binaire
pour des espaces a` variables continues (Rudlof and Koeppen, 1996; Sebag and Ducou-
lombier, 1998). Dans ce cas, V est utilise´ pour ge´ne´rer des valeurs re´elles suivant des
distributions gaussiennes autour de chaque valeur pi.
6.5 L’algorithme ACO(Ant Colony Optimization)
La capacite´ des fourmis a` trouver le plus court chemin entre une source de nourriture
et leur nid a e´te´ utilise´e pour re´soudre des proble`mes d’optimisation combinatoire. Les
traces de phe´romones repre´sentent une attirance pour un arc du graphe mode´lisant le
proble`me. Chaque fourmi construit une solution du proble`me et l’e´valuation de chaque
solution est utilise´e pour mettre a` jour les traces de phe´romones. Ces principes ont e´te´
applique´s en premier au proble`me du voyageur de commerce (Colorni et al., 1991) puis
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a` d’autres proble`mes combinatoires comme le proble`me de l’aﬀectation quadratique
(Maniezzo and Colorni, 1999). Nous renvoyons le lecteur au chapitre 2 pour le de´tail
de ces heuristiques inspire´es des fourmis qui sont rassemble´es sous l’acronyme ACO
(Ant Colony Optimization).
Nous avons reformule´ le proble`me d’optimisation conside´re´ dans ce chapitre pour
proposer une heuristique base´e sur ACO. Plus pre´cise´ment, nous nous inspirons des
de´veloppements d’ACO qui ont e´te´ applique´s au proble`me du voyageur de commerce,
a` savoir les heuristiques AS (Ant System) (Dorigo et al., 1996) et ACS (Ant Colony Sys-
tem) (Dorigo and Gambardella, 1997b). Nous appelerons respectivement ASb et ACSb
les deux adaptations que nous proposons de AS et ACS pour le proble`me d’optimisation
binaire.
Nous pouvons montrer que si nous adaptons les principes d’ACO au proble`me
d’optimization binaire, cela diﬀe`re de BSC et PBIL principalement sur l’e´tape de mise
a` jour de l’algorithme 6.1. Le proble`me d’optimisation a e´te´ reformule´ de la fac¸on
suivante : nous construisons un graphe ou` chaque sommet correspond a` la position d’un
bit et ou` les arcs correspondent au choix de la valeur du bit. La ﬁgure 6.1.a repre´sente
le graphe contenant les diﬀe´rents sommets qu’une fourmi doit parcourir pour construire
une solution. La fourmi part du premier sommet sur la gauche et choisit un arc, soit
 1  ou  0 , pour atteindre le sommet suivant. La de´cision de choisir l’arc  1  ou
l’arc  0  suit une distribution de probabilite´ que l’on appelle trace de phe´romones
dans ACO mais qui peut eˆtre ramene´e a` une seule valeur correspondant a` la probabilite´
de suivre l’arc  1 . Notons par 0i et 1i les deux arcs correspondant a` la position i de
la chaˆıne de bits. Les quantite´s de phe´romones de chaque arc sont τ0i et τ1i . Ces deux
valeurs re´elles peuvent eˆtre utilise´es pour de´ﬁnir une unique valeur pi, la probabilite´ de
ge´ne´rer un  1  :
pi =
τ1i
τ1i + τ0i
(6.6)
Les traces de phe´romones sont donc e´quivalentes au vecteur V utilise´ par les deux
pre´ce´dentes me´thodes. La ﬁgure 6.1.b illustre la solution s = 010 . . . 00 ge´ne´re´e par une
fourmi.
Initialement, dans ACO, chaque arc 0i et 1i (i ∈ {1, . . . , l}) a une quantite´ de
phe´romone τ0i et τ1i ﬁxe´e a` une valeur positive τ
0.
Il est assez e´vident que cette mode´lisation de la recherche d’une chaˆıne binaire sous
la forme d’un graphe aussi peu e´labore´ repre´sente une simpliﬁcation assez forte de
ce que les algorithmes de type ACO e´taient habitue´s a` traiter : pour un proble`me de
voyageur de commerce a` l villes, a` chaque sommet, la fourmi doit choisir parmi l−k arcs
(k repre´sentant le nombre de villes de´ja` explore´es) alors que pour notre mode´lisation,
elle ne posse`de a` chaque sommet qu’une alternative entre deux chemins. Cependant, et
a` notre connaissance, cela n’avait pas e´te´ propose´ alors que ce proble`me compte parmi
les proble`mes classiques en informatique.
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(a) 1 1 1 1
0 0 0 0
1
0
(b) 1 1 1 1
0 0 0 0
1
0
Fig. 6.1 – Adaptation de ACO au proble`me d’optimization binaire. Le choix des l bits
est mode´lise´ par le choix d’un arc  0  ou  1  entre les l + 1 sommets.
6.5.1 L’algorithme ASb (Ant System)
Selon la re`gle de mise a` jour de AS, τki (k ∈ {0, 1}, i ∈ {1 . . . l}), est modiﬁe´ de la
fac¸on suivante :
τki ← (1− ρ)τki +
n∑
j=1
∆jki (6.7)
ou` ρ ∈ [0, 1] est un parame`tre repre´sentant l’e´vaporation des phe´romones et ∆jki cor-
respond a` la quantite´ de phe´romone de´pose´e par la fourmi j sur l’arc ki :
∆jki =
{ 1
1+f(sj)
si sj(i) = k
0 sinon
(6.8)
Comme f est de´ﬁnie sur R+, au de´nominateur, nous avons ajoute´ 1 a` f(sj) pour e´viter
les proble`mes survenant lorsque f(x) = 0.
Il existe une extension de l’algorithme AS : AS-Rank ou` toutes les solutions sont
utilise´es de fac¸on proportionnelle a` leur performance (Bullnheimer et al., 1997b). Ceci
est comparable a` l’utilisation des m meilleures chaˆınes dans PBIL.
6.5.2 L’algorithme ACSb (Ant Colony System)
Une variante d’AS, ACS, a apporte´ des changements importants a` la re`gle de mise a`
jour. ACS utilise uniquement la meilleure chaˆıne ge´ne´re´e depuis le de´but de l’algorithme
(note´e s++) :
τki ← (1− ρ)τki + ρ∆ki (6.9)
ou` :
∆ki =
{ 1
1+f(s++)
si s++(i) = k
0 sinon
(6.10)
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On peut remarquer que cette re`gle est assez proche de celle utilise´e par PBIL (for-
mule 6.3) a` la diﬀe´rence qu’elle s’applique ici sur les phe´romones et non pas direc-
tement sur les probabilite´s pi du vecteur V . Comme pour ASb, ρ sert de coeﬃcient
d’e´vaporation des phe´romones.
ACS introduit un moyen de controˆler le compromis entre l’exploration et l’exploi-
tation 3. Pour chaque bit ge´ne´re´ pour la solution i a` l’e´tape 3 de l’algorithme 6.1 :
– diversiﬁer avec la probabilite´ 1 − q0 : le bit j prend la valeur  1  avec la
probabilite´ pj ;
– intensiﬁer avec la probabilite´ q0 : le bit j prend la valeur suivante
si(j) =
{
1 si pi > 0.5
0 sinon
(6.11)
De plus, ACS utilise une re`gle de mise a` jour locale mise en œuvre a` l’e´tape 3 de
ge´ne´ration de la population dans l’algorithme 6.1 :
τki ← (1− α)τki + ατ 0 si l’arc ki a e´te´ choisi (6.12)
ou` α ∈ [0, 1] est un parame`tre. Cette mise a` jour locale a pour but de modiﬁer tre`s
le´ge`rement la quantite´ de phe´romones sur l’arc choisi par une fourmi aﬁn de pousser
les autres a` explorer les autres arcs, cela aﬁn d’e´viter que toutes les fourmis se suivent.
Ainsi, si la quantite´ de phe´romones sur l’arc ki est supe´rieure a` τ
0, apre´s le passage
d’une fourmi, la quantite´ de phe´romone aura diminue´. Par contre, si la quantite´ τki
est infe´rieure a` τ 0, la formule 6.12 augmente la quantite´ de phe´romone. Cette mise
a` jour locale agit statistiquement de la meˆme fac¸on que la mutation de BSC sur les
composantes de V . En eﬀet, si τi0 < τi1 , apre`s le passage des n fourmis, τi0 sera
augmente´ et τi1 sera diminue´ ce qui implique que pi sera rapproche´e de 0.5.
6.6 A` propos de complexite´
Un certain nombre de remarques peuvent eˆtre formule´es sur la complexite´ des
ces quatre me´thodes. Voici pour une ite´ration les ope´rations eﬀectue´es par chaque
me´thode :
– BSC :
– n× l tirages ale´atoires pour ge´ne´rer la population,
– n e´valuations de f ,
– trier les re´sultats de l’e´valuation pour de´terminer le rang de chaque solution
(O(n log n)),
– parcourir l fois toutes les solutions pour mettre a` jour V (formule 6.1), ce qui
repre´sente la consultation de l × n bits,
– parcourir le vecteur V pour eﬀectuer la mutation (formule 6.2).
– PBIL :
– n× l tirages ale´atoires pour ge´ne´rer la population,
– n e´valuations de f ,
3On peut aussi parler d’intensiﬁcation et de diversiﬁcation par analogie avec le recuit simule´.
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– parcourir le vecteur V pour le mettre a` jour (formules 6.3 et 6.5), ce qui
repre´sente l’exploration de 2× l bits,
– parcourir le vecteur V pour eﬀectuer la mutation (formule 6.4), ce qui repre´-
sente l tirages ale´atoires.
– ASb :
– n× l tirages ale´atoires pour ge´ne´rer la population,
– n e´valuations de f ,
– parcourir l fois toutes les solutions pour mettre a` jour V (formule 6.7), ce qui
repre´sente la consultation de 2× l × n bits,
– ACSb :
– 2× n× l tirages ale´atoires pour ge´ne´rer la population,
– n e´valuations de f ,
– parcourir le vecteur V pour le mettre a` jour (formule 6.9), ce qui repre´sente
l’exploration de 2× l bits,
La diﬀe´rence la plus importante se situe pour la mise a` jour de V : alors que PBIL et
ACSb ne  consomment  que l’exploration de 2× l bits, ASb et BSC explorent l × n
bits (avec pour BSC un tri suple´mentaire).
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L’objet de ce chapitre 6 est de comparer quatre me´thodes d’optimisation. Les sec-
tions pre´ce´dentes ont de´crit en de´tail les me´thodes d’un point de vue algorithmique.
Il faut maintenant passer a` la pratique. Dans un premier temps, nous allons e´tudier
chaque me´thode par rapport a` elle meˆme : quels sont les bonnes valeurs pour leurs
parame`tres ? Ensuite, une fois chaque me´thode aﬀuˆte´e, nous pourrons les comparer
entre elles.
6.7.1 Jeux de tests
Nous allons nous inte´resser a` un type de proble`me d’optimisation particulier : l’op-
timisation de fonctions nume´riques. Ces fonctions peuvent eˆtre de´ﬁnies a` partir de
valeurs re´elles (qui peuvent eˆtre traduites sous forme binaire) ou avoir de´ja` une forme
binaire. Nous mettons de coˆte´ les proble`mes dynamiques, les proble`mes avec contraintes
ainsi que les proble`mes comportant du bruit.
Le choix du jeu de tests est un proble`me diﬃcile. Il y a principalement deux direc-
tions :
– on dispose de proble`mes re´els avec un certain nombre de contraintes, par exemple
de temps, et d’un expert du domaine a` l’origine du proble`me qui pourra donner
son e´tat de satisfaction sur chacune des me´thodes ;
– nous devons nous meˆme nous poser les proble`mes et e´valuer l’inte´reˆt des diffe´-
rentes me´thodes sur ces jeux de tests.
La deuxie`me solution s’impose a` nous. La question est alors : comment construire
un jeu de fonctions de tests correspondant a` un certain nombre de pre´occupations
de ge´ne´ralite´ et de diﬃculte´ ? En ce qui concerne la ge´ne´ralite´, il ne suﬃt pas de
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disposer d’un nombre ple´thorique de fonctions pour s’assurer de couvrir tous les cas
possibles. Nous devrons donc prendre un certain nombre de pre´cautions et rappeler que
les conclusions obtenues seront e´videmment uniquement valides pour le jeu de tests
choisi. Pour ce qui est de la diﬃculte´, un certain nombre de travaux dans le domaine
des algorithmes e´volutionnaires peuvent nous aider. Ces travaux sont apparus a` la suite
de nombreux travaux mettant en valeur une me´thode plutoˆt qu’une autre, ce qui est
notre cas ici avec la nuance que nous ne cherchons pas a` montrer que les algorithmes
base´s sur un vecteur de probabilite´ sont plus ou moins eﬃcaces que d’autres me´thodes,
nous cherchons  simplement  a` comparer ces algorithmes entre eux (et encore nous
limitons l’e´tude aux quatre me´thodes pre´sente´es pre´ce´denmment). Whitley et ses
colle`gues ont propose´ un certain nombre de reﬂexions sur le sujet (Whitley et al., 1995;
Whitley et al., 1996), que voici :
– la plupart des jeux de tests utilise´s pour e´valuer les algorithmes d’e´volution sont
souvent les meˆmes et ne ve´riﬁent pas les proprie´te´s qui suivent ;
– les fonctions de tests doivent eˆtre non se´parables, ce qui signiﬁe que les inte´rac-
tions entre les variables doivent eˆtre non line´aires ;
– les changements d’e´chelle ne doivent pas alte´rer les proprie´te´s d’une fonction ;
– les fonctions doivent eˆtre invariantes par rapport au codage binaire utilise´.
Un des pre´requis a` l’e´tude d’algorithmes stochastiques est que les fonctions de tests
soient suﬃsamment diﬃciles pour les algorithmes les plus simples de cette classe :
les algorithme du type  hill-climbing . En eﬀet, pourquoi de´velopper des me´thodes
d’une complexite´ supe´rieure alors que le proble`me est re´solu avec un eﬀort calculatoire
moindre ? Cependant cette dernie`re remarque ne nous concerne que mode´re´ment :
nous ne nous inte´ressons pas a` la re´solution eﬃcace de proble`mes en ge´ne´ral mais a` la
comparaison de quatre me´thodes entre elles, ce qui signiﬁe que nous ne cherchons pas
ici a` de´montrer leurs peformances  brutes  mais simplement a` de´terminer s’il existe
des diﬀe´rences entre quatres approches qui ne diﬀe`rent qu’en quelques points pre´cis.
La non-se´parabilite´ des fonctions est un point qui me´rite une certaine attention.
Si on prend une fonction se´parable de n variables, chacune code´e sur k bits on peut
s’attendre a` travailler sur un espace de recherche de 2nk solutions. Cependant, du
fait de la se´parabilite´, il suﬃt de parcourir n2k solutions pour connaˆıtre l’optimum
global. La se´parabilite´ signiﬁe que l’on peut chercher l’optimum d’un proble`me de
fac¸on inde´pendante pour chacune de ses dimensions. L’exemple de proble`me se´parable
le plus imme´diat est la fonction suivante :
F1(x) =
n∑
i=1
x2i (6.13)
Si n = 100 et k = 10, la dimension de l’espace de recherche est 21000 (environ 10300).
Comme chaque variable peut eˆtre e´tudie´e se´pare´ment, le nombre de solutions a` tester
est alors 100× 210 (environ 105).
Les proble`mes de changement d’e´chelle surviennent quand l’augmentation de la
dimensionalite´ d’un proble`me alte`re ses caracte´ristiques, principalement sa complexite´.
Pour un meˆme proble`me, deux codages diﬀe´rents des solutions peuvent modiﬁer la
topologie de l’espace de recherche. Par exemple, un codage binaire de´cimal ne conserve
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pas les proprie´te´s d’un proble`me a` variables re´elles comme pourrait le faire un codage
de Gray. Autrement dit, si le proble`me admet une repre´sentation pour laquelle sa
re´solution est facilite´e, il perd de son inte´reˆt.
Etant donne´es toutes ces pre´cautions, nous conside´rons que si nous comparons des
algorithmes tre`s proches dans leurs principes, nous ne faussons pas leur comparaison
en les appliquant a` des proble`mes ne ve´riﬁant pas toutes ces proprie´te´s. Cela signiﬁe
que meˆme en sachant que la fonction F1 ne repre´sente pas un proble`me complexe
4, cela
ne nous empeˆche pas de comparer BSC, PBIL, ASb et ACSb, qui utilisent des principes
tre`s proches, pour traiter F1. De plus, il est tout de meˆme instructif de constater les
performances d’un algorithme stochastique sur un proble`me facile, d’abord du fait de
sa stochasticite´, puis parce que les proble`mes du monde re´el qui se pre´sentent ne sont
pas toujours identiﬁables comme faciles ou diﬃciles.
Le tableau 6.1 donne les descriptions analytiques des proble`mes de tests que nous
utiliserons dans la suite.
La fonction F0 est conc¸ue pour mettre en diﬃculte´ les algorithmes ge´ne´tiques (Whit-
ley, 1991). Elle est construite de fac¸on a` posse´der un bassin d’attraction autour d’un
minimum local au sens de la distance de Hamming. Elle est de´ﬁnie de la fac¸on suivante :
pour chaque groupe de quatre bit on a :
f(1111) = 0 f(0100) = 8 f(0110) = 16 f(1110) = 24
f(0000) = 2 f(1000) = 10 f(1001) = 18 f(1101) = 26
f(0001) = 4 f(0011) = 12 f(1010) = 20 f(1011) = 28
f(0010) = 6 f(0101) = 14 f(1100) = 22 f(0111) = 30
F0 est alors la somme des valeurs donne´es par f sur les groupes de quatre bits. Le
minimum local est rencontre´ lorsque s = 00 . . . 00 alors que le minimum global est
atteint lorsque s = 11 . . . 11.
F1 et F2 font partie des fonctions de test de´ﬁnies par DeJong (De Jong, 1975), F3
est la fonction dite de Rastrigin, F4 et F5 sont deux versions de dimensions diﬀe´rentes
de la fonction de Griewank. La fonction F6 est la fonction de Schaﬀer. Toutes les
fonctions sont de´ﬁnies sur un produit d’intervalles de R et admettent un minimum de
0. Ce minimum est atteint en (0, . . . , 0) pour les fonctions F1 a` F9. Nous avons restreint
cet e´chantillon de fonctions aﬁn de pouvoir tester un nombre important de parame`tres
pour chaque me´thode.
6.7.2 Parame`tres des expe´riences
Un proble`me couramment rencontre´ avec les heuristiques d’optimisation telles que
BSC, PBIL ou ACO consiste a` ﬁxer les parame`tres de ces me´thodes et de trouver les
valeurs sensibles de ces parame`tres. Nous fournissons une re´ponse empirique a` cette
question.
Le tableau 6.2 donne les parame`tres que nous avons teste´s pour chaque me´thode.
Pour ASb et ACSb nous avons ﬁxe´ τ
0 a` 0.5.
4De toutes les fac¸ons, F1 n’e´tait pas un proble`me diﬃcile avant de constater la se´parabilite´ des
variables puisque les me´thodes d’optimisation nume´riques classiques donnent des re´sultats exacts pour
ce proble`me.
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Fonction xi
F0 10× 4 bits deceptive function DF2 (Whitley, 1991)
F1
3∑
i=1
x2i [−5.12, 5.11]
F2 100(x
2
1 − x2)2 + (1− x1)2 [−2.048, 2.047]
F3 50 +
5∑
i=1
(
x2i − 10 cos(2πxi)
)
[−5.12, 5.11]
F4 1 +
2∑
i=1
x2i
4000
−
2∏
i=1
cos
(
xi√
i
)
[−512, 511]
F5 1 +
5∑
i=1
x2i
4000
−
5∏
i=1
cos
(
xi√
i
)
[−512, 511]
F6 0.5 +
sin2(
√
x21 + x
2
2)− 0.5
(1 + 0.001(x21 + x
2
2))
2 [−100, 100]
F7 (x
2
1 + x
2
2)
0.25 × (1 + sin2 50(x21 + x22)0.1) [−100, 100]
F8
100∑
i=1
|yi| avec y1 = x1yi = xi + yi−1 si i ≥ 2 [-2.56,2.56]
F9
100∑
i=1
|yi| avec y1 = x1yi = xi + sin(yi−1) si i ≥ 2 [-2.56,2.56]
F10
100∑
i=1
|0.024(i+ 1)− xi| [-2.56,2.56]
Tab. 6.1 – Les fonctions binaires qui sont utilise´es pour les tests. DF2 se re´fe`re a` une
 deceptive function  de´crite dans (Whitley, 1991).Les sept fonctions suivantes, sont
de´crites dans (Whitley et al., 1995). Les trois dernie`res fonctions sont tire´es de (Sebag
and Ducoulombier, 1998).
Le tableau 6.3 donne les valeurs teste´es pour chaque parame`tre. Trois parame`tres
sont communs a` toutes les me´thodes et ne ﬁgurent pas dans ce tableau : la taille de
la population, le nombre d’e´valuations de la fonction et le nombre de bits utilise´s pour
coder une valeur. Concernant les deux premiers, les valeurs suivantes sont teste´es :
– n ∈ {10, 50, 100, 200} ;
– T3 ∈ {1 000, 10 000, 100 000}.
Pour toutes les expe´riences les valeurs re´elles (pour toutes les fonctions sauf F0) seront
code´es sur 10 bits. Par la suite, chaque re´sultat correspond a` une moyenne sur trente
essais. Le plus simple est de relever le minimum obtenu pour chaque fonction. Pour
PBIL, cela repre´sente 4× 3× 3× 3× 4× 3 = 1 296 jeux de parame`tres diﬀe´rents. Le
nombre de jeux de tests par me´thode est indique´ dans le tableau 6.4.
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Algorithmes Parame`tres
BSC pm
PBIL pm, LR, δm, LRneg
ASb ρ
ACSb ρ, q0, α
Tab. 6.2 – Parame`tres utilise´s pour les algorithmes BSC, PBIL, ASb et ACSb.
Parame`tres Valeurs
LR, ρ {0.001, 0.01, 0.05, 0.1}
LRneg {0.001, 0.01, 0.1}
pm {0.001, 0.01, 0.1}
δm {0.001, 0.01, 0.1}
q0 {0, 0.2, 0.5, 0.7, 0.9}
α {0.001, 0.01, 0.05, 0.1}
Tab. 6.3 – Valeurs des parame`tres utilise´es pour les algorithmes BSC, PBIL, ASb et
ACSb.
6.7.3 Etude de la convergence
Nous avons utilise´ deux mesures permettant d’estimer la vitesse a` laquelle chacune
des me´thodes apprend le vecteur V . Il faut garder a` l’esprit que si le vecteur de proba-
bilite´ converge trop rapidement (c’est-a`-dire que ses composantes sont proches de 1 ou
0), les individus ge´ne´re´s seront tre`s similaires, ce qui repre´sente un inconve´nient ma-
jeur quand V repre´sente un minimum local. Quand on manipule une population trop
homoge`ne, on perd le paralle´lisme implicite des algorithmes a` base de population. Il
convient donc de mettre en paralle`le les mesures de convergence de V avec le minimum
atteint par la me´thode.
La mesure de convergence C
La convergence C(t) est de´ﬁnie de la fac¸on suivante :
C(t) =
1
l
l∑
i=1
|pi(t)− 0.5| (6.14)
C peut eˆtre interpre´te´e comme l’e´loignement moyen d’une composante de V de l’e´qui-
probabilite´. C ∈ [0, 0.5].
La mesure d’entropie E
La mesure E(t) est de´ﬁnie par la formule :
E(t) =
log(
∏l
i=1 max(pi(t), 1− pi(t)))
log 0.5l
(6.15)
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Algorithmes Nombre de jeux de test
BSC 36
PBIL 1 296
AS 48
ACS 960
Tab. 6.4 – Nombre de jeux de test par algorithme.
Cette mesure donne une e´valuation de dispersion de V . La dispersion e´tant mini-
male en 0 et maximale en 1. Cette mesure est assez similaire a` la mesure de conver-
gence pre´ce´demment introduite avec comme avantage d’eˆtre borne´e par 0 et 1 et de
repre´senter le de´sordre de V .
Le coeﬃcient de Fisher F
Aﬁn d’avoir une ide´e de la stabilite´ des quatre algorithmes, nous calculons pour les
trente essais le coeﬃcient d’aplatissement correspondant (second coeﬃcient de Fisher).
Ce coeﬃcient permet de juger l’e´talement des solutions trouve´es par rapport a` une loi
normale. Cela permet d’avoir un peu plus de renseignements qu’en se basant simple-
ment sur la moyenne et l’e´cart type des minima obtenus. Le coeﬃcient de Fisher, note´
F , est calcule´ de la fac¸on suivante :
F =
µ4
σ4
(6.16)
ou` µ4 est le moment centre´ d’ordre 4 :
µk =
1
n
n∑
i=1
(xi − x¯)k (6.17)
et σ est l’e´cart type :
σ =
√
µ2 (6.18)
On peut alors montrer (Lebœuf et al., 1983) :
– si F < 3, la se´rie statistique conside´re´e est plus aplatie qu’une se´rie statistique
normale5 ;
– si F = 3, la se´rie statistique conside´re´e a le meˆme aplatissement qu’une se´rie
statistique normale6 ;
– Si F > 3, la se´rie statistique conside´re´e est plus pointue qu’une se´rie statistique
normale7.
5La se´rie est dite platykurtique.
6La se´rie est dite me´sokurtique.
7La se´rie est dite leptokurtique.
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6.7.4 Recherche des meilleurs parame`tres
Les tableaux 6.5, 6.6, 6.7 et 6.8 pre´sentent les re´sutats obtenus respectivement par
les algorithmes BSC, PBIL, AS et ACS. Chaque me´thode a dispose´ de 1 000 e´valuations
de la fonction conside´re´e et pour chaque fonction nous fournissons le meilleur et le pire
minimum moyen obtenu sur 30 essais ainsi que les parame`tres correspondants. C’est
PBIL qui a obtenu le plus souvent le meilleur re´sultat pour une fonction donne´e (signale´
par ).
Fi Parammin(n,pm) Min [σmin] Fmin
Parammax(n,pm) Max [σmax] Fmax
F0 (10,0.01)  1.77 × 10+1 [2.26 × 10+0] 3.34
(200,0.1) 5.24 × 10+1 [8.60 × 10+0] 2.50
F1 (10,0.01) 4.48 × 10−4 [2.99 × 10−4] 6.88
(10,0.001) 7.75 × 10−1 [8.02 × 10−1] 4.03
F2 (100,0.001) 1.61 × 10−2 [1.35 × 10−2] 3.48
(10,0.001) 3.43 × 10−1 [3.85 × 10−1] 5.16
F3 (10,0.01) 9.11 × 10+0 [4.04 × 10+0] 4.75
(200,0.01) 2.64 × 10+1 [4.49 × 10+0] 2.09
F4 (50,0.001) 1.16 × 10−1 [1.12 × 10−1] 8.56
(10,0.001) 1.13 × 10+0 [1.31 × 10+0] 9.95
F5 (10,0.01) 6.37 × 10−1 [2.27 × 10−1] 2.29
(200,0.001) 8.47 × 10+0 [3.14 × 10+0] 1.71
F6 (100,0.1) 5.71 × 10−2 [3.06 × 10−2] 2.40
(10,0.001) 2.49 × 10−1 [1.26 × 10−1] 1.96
F7 (50,0.01) 1.24 × 10+0 [6.72 × 10−1] 3.43
(10,0.001) 3.20 × 10+0 [1.54 × 10+0] 1.86
F8 (10,0.01)  1.45 × 10+2 [1.14 × 10+1] 2.50
(100,0.1) 1.76 × 10+2 [1.50 × 10+1] 2.49
F9 (10,0.001)  6.62 × 10+1 [4.37 × 10+0] 2.87
(200,0.01) 1.10 × 10+2 [2.82 × 10+0] 4.26
F10 (10,0.01) 6.10 × 10+1 [4.63 × 10+0] 2.73
(200,0.1) 1.22 × 10+2 [4.51 × 10+0] 2.00
Tab. 6.5 – Performances obtenue par BSC disposant de 1 000 e´valuations avec les
parame`tres correspondants.  signale le meilleur re´sultat obtenu pour une fonction
parmi les quatre algorithmes, σ correspond a` l’e´cart type et F au second coeﬃcient de
Fisher.
Les meilleurs re´sultats obtenus pour chaque me´thode disposant de 10 000 e´valua-
tions sont donne´s dans le tableau 6.9. Les meilleurs re´sultats sont obtenus dans tous
les cas soit par PBIL, soit par ACSb. Cela peut eˆtre duˆ au nombre de combinaisons
de parame`tres teste´es qui a e´te´ beaucoup plus important pour ces deux me´thodes. Il
ressort tout de meˆme que ACSb proﬁte d’un nombre d’e´valuations supe´rieur puisque
pour 1 000 e´valuations il obtenait le meilleur minimum pour 2 fonctions sur les 11 alors
qu’avec 10 000 e´valuations, le meilleur minimum a pratiquement e´te´ trouve´ pour la
moitie´ des fonctions par ACSb.
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Fi Parammin(n,LR,pm,LRneg,δm) Min [σmin] Fmin
Parammax(n,LR,pm,LRneg,δm) Max [σmax] Fmax
F0 (10,0.1,0.1,0.01,0.01) 1.81 × 10+1 [1.78 × 10+0] 1.99
(100,0.01,0.001,0.001,0.01) 6.20 × 10+1 [6.55 × 10+0] 2.94
F1 (10,0.05,0.1,0.1,0.01)  3.68 × 10−4 [2.29 × 10−4] 4.46
(10,0.01,0.001,0.01,0.001) 4.77 × 10−1 [2.81 × 10−1] 3.76
F2 (10,0.05,0.1,0.1,0.1) 1.01 × 10−2 [1.53 × 10−2] 8.44
(10,0.1,0.001,0.1,0.01) 1.57 × 10−1 [2.50 × 10−1] 9.17
F3 (10,0.1,0.1,0.1,0.01)  5.86 × 10+0 [3.29 × 10+0] 2.75
(100,0.05,0.01,0.001,0.1) 2.75 × 10+1 [3.81 × 10+0] 2.49
F4 (10,0.05,0.001,0.1,0.1)  5.88 × 10−2 [3.20 × 10−2] 2.55
(100,0.01,0.001,0.01,0.01) 6.81 × 10−1 [2.54 × 10−1] 1.72
F5 (10,0.1,0.1,0.1,0.01)  4.22 × 10−1 [1.98 × 10−1] 3.38
(50,0.01,0.001,0.01,0.001) 9.72 × 10+0 [3.29 × 10+0] 2.65
F6 (10,0.1,0.1,0.1,0.1) 1.36 × 10−2 [2.15 × 10−2] 20.26
(10,0.01,0.1,0.001,0.1) 1.00 × 10−1 [4.81 × 10−2] 2.39
F7 (10,0.05,0.1,0.1,0.01)  5.39 × 10−1 [4.10 × 10−1] 1.31
(50,0.01,0.001,0.001,0.1) 2.49 × 10+0 [5.44 × 10−1] 2.48
F8 (10,0.1,0.01,0.001,0.01) 1.47 × 10+2 [1.62 × 10+1] 2.80
(200,0.01,0.1,0.01,0.001) 1.81 × 10+2 [1.11 × 10+1] 2.19
F9 (10,0.1,0.1,0.1,0.001) 7.59 × 10+1 [4.79 × 10+0] 2.78
(200,0.05,0.001,0.01,0.1) 1.11 × 10+2 [2.52 × 10+0] 4.49
F10 (10,0.1,0.01,0.1,0.001)  5.12 × 10+1 [3.40 × 10+0] 3.60
(200,0.01,0.001,0.001,0.1) 1.31 × 10+2 [2.56 × 10+0] 2.49
Tab. 6.6 – Performances obtenue par PBIL disposant de 1 000 e´valuations avec les
parame`tres correspondants.  signale le meilleur re´sultat obtenu pour une fonction
parmi les quatre algorithmes, σ correspond a` l’e´cart type et F au second coeﬃcient de
Fisher.
Comme chaque re´sultat a pu eˆtre obtenu avec des parame`tres diﬀe´rents, nous allons
tenter d’estimer la de´pendance de chaque me´thode quant a` son parame`trage.
Principes
L’interpre´tation de ces re´sultats est un proble`me a` part entie`re. Rappelons que
l’objectif est de de´terminer un jeu de parame`tre satisfaisant pour le jeu de test que
nous nous sommes donne´s. Pour chaque me´thode nous avons pris le jeu de parame`tre
p qui minimise la quantite´ :
10∑
i=0
∑
T3∈{1 000,10 000,100 000}
F+i (p, T3)
maxj{F+i (pj, T3)} −minj{F+i (pj, T3)}
(6.19)
ou` F+i (p, T3) repre´sente le minimum obtenu par l’algorithme conside´re´ sur la fonction
Fi avec le jeu de parame`tre p et disposant de T3 e´valuations.
Le tableau 6.10 donne les jeux de parame`tres retenus par cette me´thode.
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Fi Parammin(n,ρ) Min [σmin] Fmin
Parammax(n,ρ) Max [σmax] Fmax
F0 (10,0.1) 5.13× 10+1 [8.19 × 10+0] 2.81
(200,0.01) 5.88× 10+1 [7.58 × 10+0] 2.21
F1 (10,0.1) 9.45× 10−3 [2.05 × 10−2] 22.74
(200,0.01) 3.90× 10−1 [2.63 × 10−1] 2.57
F2 (100,0.01) 1.94× 10−2 [2.57 × 10−2] 15.16
(10,0.1) 2.38× 10−1 [2.76 × 10−1] 2.59
F3 (200,0.01) 2.38× 10+1 [4.90 × 10+0] 3.21
(10,0.01) 2.84× 10+1 [4.80 × 10+0] 2.18
F4 (10,0.1) 9.60× 10−2 [6.37 × 10−2] 9.97
(200,0.1) 6.15× 10−1 [3.16 × 10−1] 3.36
F5 (10,0.1) 3.14× 10+0 [2.91 × 10+0] 5.45
(50,0.05) 9.17× 10+0 [3.19 × 10+0] 2.40
F6 (50,0.001) 6.31× 10−2 [3.89 × 10−2] 4.54
(200,0.05) 9.03× 10−2 [4.70 × 10−2] 3.37
F7 (10,0.1) 1.84× 10+0 [6.58 × 10−1] 3.63
(200,0.05) 2.45× 10+0 [3.79 × 10−1] 2.29
F8 (10,0.05) 1.68× 10+2 [1.26 × 10+1] 3.14
(100,0.1) 1.79× 10+2 [1.28 × 10+1] 3.18
F9 (100,0.1) 1.09× 10+2 [3.79 × 10+0] 6.18
(200,0.05) 1.11× 10+2 [2.53 × 10+0] 3.07
F10 (10,0.1) 1.27× 10+2 [4.98 × 10+0] 2.00
(200,0.01) 1.31× 10+2 [3.45 × 10+0] 2.71
Tab. 6.7 – Performances obtenue par ASb disposant de 1 000 e´valuations avec les
parame`tres correspondants.  signale le meilleur re´sultat obtenu pour une fonction
parmi les quatre algorithmes, σ correspond a` l’e´cart type et F au second coeﬃcient de
Fisher.
Re´sultats
Chaque algorithme a e´te´ lance´ avec 10 000 e´valuations de la fonction et les pa-
rame`tres du tableau 6.10. Le tableau 6.11, page 115, donne les re´sultats obtenus en
moyenne sur 30 essais.
Le choix du parame´trage qui a e´te´ fait de´savantage fortement ACSb qui obtient le
meilleur minimum pour une seule fonction. Cela a principalement proﬁte´ a` BSC qui
obtient le meilleur re´sultat pour trois fonctions alors que dans le tableau 6.9, BSC ne
s’e´tait montre´ compe´titif pour aucune fonction. Cela peut signiﬁer que la me´thode de
choix des jeux de parame`tres n’est pas adapte´e a` ACSb ou alors que ACSb est plus
sensible a` ses parame`tres que les autres me´thodes.
Les ﬁgures 6.2 et 6.3 pre´sentent pour chaque me´thode et chaque fonction, la courbe
d’entropie (E(t)) obtenue lors des tests du tableau 6.11. En abscisse, le nombre d’ite´ra-
tions est variable suivant la me´thode. Ceci provient de la taille de la population utilise´e :
pour BSC et PBIL, 50 chaˆınes binaires sont ge´ne´re´es a` chaque ite´ration alors que pour
ASb et ACSb seulement 10 sont utilise´es.
Deux points sont a` noter concernant ces courbes :
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Fi Parammin(n,ρ,α,q0) Min [σmin] Fmin
Parammax(n,ρ,α,q0) Max [σmax] Fmax
F0 (200,0.01,0.1,0.7) 3.08× 10+1 [7.46 × 10+0] 2.37
(10,0.1,0.05,0.9) 7.08× 10+1 [1.23 × 10+1] 3.15
F1 (10,0.1,0.05,0.5) 4.48× 10−4 [2.56 × 10−4] 9.00
(10,0.1,0.1,0.9) 1.16× 10+0 [1.64 × 10+0] 2.71
F2 (100,0.1,0.1,0.5)  7.42× 10−3 [1.22 × 10−2] 11.47
(10,0.1,0.05,0.9) 1.32× 10+0 [2.83 × 10+0] 12.60
F3 (200,0.001,0.1,0.7) 1.10× 10+1 [3.36 × 10+0] 2.19
(10,0.1,0.01,0.9) 3.23× 10+1 [8.25 × 10+0] 3.05
F4 (50,0.001,0.05,0.7) 9.49× 10−2 [5.08 × 10−2] 3.35
(10,0.1,0.1,0.9) 2.13× 10+0 [2.20 × 10+0] 2.77
F5 (100,0.001,0.1,0.7) 1.50× 10+0 [7.18 × 10−1] 6.46
(10,0.1,0.05,0.9) 1.98× 10+1 [1.19 × 10+1] 2.55
F6 (10,0.01,0.001,0.7)  7.75× 10−3 [5.66 × 10−3] 2.34
(10,0.1,0.01,0.9) 2.31× 10−1 [1.13 × 10−1] 2.56
F7 (100,0.001,0.05,0.7) 6.24× 10−1 [4.23 × 10−1] 1.88
(10,0.1,0.05,0.9) 4.66× 10+0 [1.68 × 10+0] 2.61
F8 (200,0.01,0.1,0.9) 1.47× 10+2 [1.20 × 10+1] 5.52
(10,0.1,0.01,0.9) 2.15× 10+2 [4.49 × 10+1] 3.48
F9 (200,0.1,0.05,0.9) 1.01× 10+2 [4.25 × 10+0] 2.61
(10,0.1,0.01,0.9) 1.14× 10+2 [5.17 × 10+0] 3.03
F10 (200,0.1,0.1,0.5) 1.16× 10+2 [4.19 × 10+0] 3.23
(10,0.1,0.05,0.9) 1.38× 10+2 [5.50 × 10+0] 2.62
Tab. 6.8 – Performances obtenue par ACSb disposant de 1 000 e´valuations avec les
parame`tres correspondants.  signale le meilleur re´sultat obtenu pour une fonction
parmi les quatre algorithmes, σ correspond a` l’e´cart type et F au second coeﬃcient de
Fisher.
– pour les me´thodes BSC, PBIL et ACSb, on distingue deux groupes de fonctions.
Le premier groupe concerne les fonctions produisant une diminution rapide de
l’entropie (F0 a` F7) par opposition au groupe de fonctions (F8, F9 et F10) produi-
sant une diminution lente de l’entropie. Il est inte´ressant de noter que les fonctions
comportant un nombre important de dimensions provoquent une diminution plus
lente du de´sordre du vecteur de probabilite´ V que les autres fonctions ;
– les courbes obtenues pour ASb sont diﬀe´rentes des autres me´thodes et ceci de
fac¸on marque´e. La diminution d’entropie, est beaucoup moins rapide pour ASb
que pour ACSb et on ne retrouve pas de fac¸on aussi nette les deux groupes de
fonctions.
En dehors des proble`mes de parame´trage on peut s’inte´resser au temps de cal-
cul consomme´ par chaque me´thode. Le tableau 6.12 donne les temps de calcul pour
chaque me´thode et chaque fonction pour les exe´cutions qui ont donne´ les re´sulats du
tableau 6.11. BSC et PBIL sont plus rapides que ASb et ACSb mais l’augmentation du
nombre de bits est plus pe´nalisante pour BSC que les autres me´thodes. Ces conclusions
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Fi BSC PBIL ASb ACSb
F0 1.76× 10+1 1.58× 10+1 1.97× 10+1  1.38× 10+1
F1 3.34× 10−4 2.94× 10−4 4.88× 10−4  2.15× 10−4
F2 1.45× 10−3 2.41× 10−4 2.61× 10−3  2.08× 10−4
F3 4.51× 10+0  1.41× 10+0 5.53× 10+0 2.19× 10+0
F4 3.59× 10−2  3.04× 10−2  3.04× 10−2 3.85× 10−2
F5 2.08× 10−1  1.47× 10−1 2.67× 10−1 1.96× 10−1
F6 1.10× 10−2 6.52× 10−3 1.76× 10−2  5.87× 10−3
F7 5.80× 10−1 4.48× 10−1 5.99× 10−1  3.37× 10−1
F8 1.04× 10+2  8.71× 10+1 1.27× 10+2 9.54× 10+1
F9 3.54× 10+1  2.90× 10+1 9.52× 10+1 5.76× 10+1
F10 1.45× 10+1  9.94× 10+0 1.02× 10+2 4.66× 10+1
Tab. 6.9 – Meilleurs re´sultats obtenus pour chaque algorithme avec 10 000 e´valuations.
 signale pour une fonction donne´e le meilleur re´sultats trouve´ parmi les quatre algo-
rithmes.
Algorithme (parame`tres) valeurs des parame`tres
BSC (n,pm) (50,0.001)
PBIL (n,LR,pm,LRneg,δm) (50,0.1,0.01,0.1,0.1)
ASb (n,ρ) (10,0.05)
ACSb (n,ρ,α,q0) (10,0.1,0.001,0.0)
Tab. 6.10 – Valeurs des parame`tres retenues pour chaque algorithme.
sont a` mode´rer par le fait que les populations utilise´es ne sont pas de meˆme taille et
cela a une inﬂuence sur le nombre d’ope´rations eﬀectue´es par chaque me´thode (seul le
nombre d’e´valuations de la fonction est constant d’une me´thode a` l’autre).
Pour les quatre algorithmes conside´re´s, on constate globalement que les deux me´-
thodes les plus  perfectionne´es  (PBIL et ACSb) obtiennent de meilleurs re´sultats
que les deux autres quand leur parame`tres sont bien choisis. Mais du fait de leur
perfectionnement, le nombre de parame`tres est plus important et cela peut poser des
diﬃculte´s quand on de´sire leur donner des valeurs  universelles , du moins pour le
jeu de tests que nous conside´rons.
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Fi BSC PBIL ASb ACSb
F0 Min 1.96 × 10+1  1.75 × 10+1 2.00 × 10+1  1.75 × 10+1
[σ] [9.52 × 10−1] [1.84 × 10+0] [5.16 × 10−1] [2.95 × 10+0]
F 7.90 3.96 15.00 2.31
F1 Min  3.48 × 10−4 4.34 × 10−4 1.60 × 10−3 8.33 × 10−3
[σ] [1.82 × 10−4] [1.66 × 10−4] [4.99 × 10−3] [2.09 × 10−2]
F 2.28 2.05 27.10 20.45
F2 Min 4.16 × 10−2  3.21 × 10−3 1.60 × 10−1 1.41 × 10−1
[σ] [6.28 × 10−2] [9.11 × 10−3] [1.97 × 10−1] [1.95 × 10−1]
F 6.09 24.57 3.30 6.14
F3 Min 8.94 × 10+0  3.26 × 10+0 5.60 × 10+0 7.59 × 10+0
[σ] [3.12 × 10+0] [1.79 × 10+0] [2.33 × 10+0] [3.21 × 10+0]
F 2.75 2.80 6.30 2.56
F4 Min 1.45 × 10−1 7.61 × 10−2  4.76 × 10−2 1.84 × 10−1
[σ] [1.66 × 10−1] [4.66 × 10−2] [2.47 × 10−2] [1.00 × 10−1]
F 10.62 6.66 4.44 2.52
F5 Min 4.96 × 10−1  2.24 × 10−1 2.89 × 10−1 8.51 × 10−1
[σ] [2.53 × 10−1] [7.81 × 10−2] [9.17 × 10−2] [3.24 × 10−1]
F 4.95 2.78 2.35 3.03
F6 Min 5.48 × 10−2  1.28 × 10−2 2.20 × 10−2 4.44 × 10−2
[σ] [5.23 × 10−2] [1.46 × 10−2] [2.36 × 10−2] [5.10 × 10−2]
F 5.04 14.38 13.37 3.95
F7 Min 9.10 × 10−1  6.18 × 10−1 7.48 × 10−1 1.11 × 10+0
[σ] [3.87 × 10−1] [3.73 × 10−1] [3.28 × 10−1] [3.03 × 10−1]
F 4.20 2.11 5.46 4.25
F8 Min 1.11 × 10+2 1.07 × 10+2 1.49 × 10+2  9.72 × 10+1
[σ] [1.02 × 10+1] [7.09 × 10+0] [7.90 × 10+0] [8.99 × 10+0]
F 1.98 2.66 4.07 2.35
F9 Min  3.59 × 10+1 3.68 × 10+1 1.02 × 10+2 5.73 × 10+1
[σ] [2.52 × 10+0] [2.38 × 10+0] [3.44 × 10+0] [4.14 × 10+0]
F 2.69 2.63 3.36 2.83
F10 Min  1.42 × 10+1 1.79 × 10+1 1.05 × 10+2 4.52 × 10+1
[σ] [1.38 × 10+0] [1.94 × 10+0] [4.82 × 10+0] [5.10 × 10+0]
F 2.32 3.64 2.38 2.76
Tab. 6.11 – Re´sultats obtenus pour chaque fonction et chaque algorithme en utilisant
les parame`tres du tableau 6.10. La valeur indique´e correspond au minimum moyen
obtenu sur 30 essais quand la me´thode dispose de 10 000 e´valuations de la fonction
conside´re´e, σ est l’e´cart type et F le coeﬃcient de Fischer.  signale le meilleur re´sultat
pour chaque fonction.
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Fig. 6.2 – Courbes de d’entropie (E(t)) pour BSC et PBIL.
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Fig. 6.3 – Courbes de d’entropie (E(t)) pour ASb et ACSb.
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Fi BSC PBIL ASb ACSb
F0 0.09 0.12 0.17 0.17
F1 0.10 0.14 0.17 0.18
F2 0.08 0.11 0.13 0.14
F3 0.18 0.21 0.28 0.27
F4 0.09 0.12 0.15 0.15
F5 0.19 0.21 0.28 0.28
F6 0.12 0.15 0.18 0.17
F7 0.12 0.15 0.18 0.18
F8 3.06 2.95 4.09 4.38
F9 3.41 3.31 4.45 4.74
F10 3.11 3.02 4.15 4.43
Tab. 6.12 – Temps de calcul moyen, en seconde, pour chaque me´thode. A` titre indicatif,
ces re´sultats sont obtenus sur une machine e´quipe´e d’un processeur Pentium III a` 450
MHz.
6.8 Extensions
La manie`re la plus intuitive d’e´tendre ces me´thodes est d’augmenter la quantite´
d’informations. Deux possibilite´s s’oﬀrent a` nous :
– augmenter la quantite´ d’informations stocke´es par V . On peut par exemple modi-
ﬁer l’adaptation de ACO en adoptant la repre´sentation donne´e par la ﬁgure 6.4.a.
La ﬁgure 6.4.b repre´sente la solution 011 . . . 10 obtenue en parcourant le graphe
du nœud ﬁctif de de´part D au nœud ﬁctif d’arrive´e A. Dans ce cas, on ne peut
plus repre´senter l’information stocke´e par les phe´romones de´pose´es sur les arcs
par un vecteur V de probabilite´ : Le choix d’un sommet  1  ou  0  de´pend
du choix eﬀectue´ pour le sommet pre´ce´dent.
On peut envisager des repre´sentations plus complexes, et par la` meˆme abandonner
la notion de phe´romone, en utilisant les chaˆınes de Markov cache´es pour ge´ne´rer
les se´quences binaires. On dispose alors de me´thodes plus sophistique´es pour
re´aliser l’apprentissage de cette information. L’algorithme de Baum-Welch en est
un exemple ;
– diviser l’information. Au lieu de manipuler un seul vecteur V , on peut parfai-
tement envisager de faire travailler les algorithmes pre´sente´s sur K sous-popu-
lations, chacune  centre´e  autour d’un vecteur Vi. On reproduirait ainsi un
mode`le tre`s prise´ par les algorithmes ge´ne´tiques : l’ island model  ou` plusieurs
populations e´voluent paralle`lement tout en faisant quelques e´changes de ge´nomes
(Mu¨hlenbein et al., 1991). Ce type d’extension a de´ja` aussi e´te´ e´tudie´ dans le do-
maine des fourmis artiﬁcielles avec l’utilisation de diﬀe´rents types de phe´romones
(Kawamura et al., 1998).
Les travaux concernants des mode`les plus complexes, notamment pour traiter des
proble`mes ou` les variables ne sont pas inde´pendantes, sont re´sume´s dans (Pelikan et al.,
1999).
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(a)
. . .
1
0 0 0
1 1
D A
(b)
. . .
1
0 0 0
1 1
D A
Fig. 6.4 – Extension de ACO applique´ au proble`me d’optimisation binaire. Le choix
des l bits est mode´lise´ par le choix d’un sommet  0  ou  1  entre les noeuds D
(De´part) et A (Arrive´e).
Le deuxie`me type d’extension concerne certaines ame´liorations que l’on peut ap-
porter simplement aux algorithmes expose´s :
– le choix qui est fait par ACS pour la ge´ne´ration des solutions peut eˆtre raﬃne´ : la
probabilite´ d’eﬀectuer une exploration ou une exploitation de´pend de la proba-
bilite´ q0 donne´e en parame`tre. On peut envisager de faire varier cette probabilite´
au cours du temps : par exemple en ﬁxant q0 = log(T )/ log(T3) ou` T repre´sente le
nume´ro de l’ite´ration courante. Nous avons de´ja` expe´rimente´ cette me´thode qui a
donne´ des re´sultats concluants pour le proble`me du ﬂowshop bicrite`re (T’Kindt
et al., 2000) ;
– l’initialisation de V peut eˆtre faite par un ensemble compose´ de bonnes solutions
construites a` l’aide d’heuristiques et de solutions ale´atoires garantissant une dis-
tribution des solutions initiales dans tout l’espace de recherche ;
– d’une manie`re ge´ne´rale, la diﬃculte´ de ﬁxer les parame`tres de chaque me´thode
peut eˆtre contre-balance´e de plusieurs manie`res :
– en faisant varier les parame`tres au cours du de´roulement de l’algorithme de
fac¸on pre´de´termine´e (de´terministe),
– en utilisant les re´sultats du processus de recherche (feedback) (adaptation),
– en inte´grant au proble`me d’optimisation le choix des parame`tres (auto-adap-
tation).
Certains auteurs proposent de classiﬁer les strate´gies d’adaptation en plusieurs
groupes (Eiben et al., 1998b) :
– selon le type d’adaptation :
– statique,
– dynamique (de´terministe, adaptatif ou auto-adaptatif).
– selon le niveau d’adaptation :
– sur l’environnment,
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– sur la population,
– sur un individu,
– sur un composant.
Enﬁn, il est possible de mixer les me´thodes entre elles. C’est une voie qui est e´tudie´e
notamment par Cordo´n, Herrera et Moreno de l’universite´ de Grenade en adap-
tant les principes de PBIL a` AS pour le proble`me du voyageur de commerce et de
l’assignement quadratique (Cordo´n et al., 1999).
6.9 Conclusion
L’objectif de ce chapitre e´tait de montrer que diﬀe´rentes me´thodes d’optimisation
se comportaient de fac¸on tre`s similaire : elles utilisent toutes un vecteur de probabilite´
e´chantillonnant un espace de recherche binaire a` la recherche d’un optimum global.
D’un coˆte´ les algorithmes issus des me´thodes e´volutionnaires, tels que BSC et PBIL,
manipulent de fac¸on explicite les statistiques que les algorithmes ge´ne´tiques manipulent
de fac¸on implicite. D’un autre coˆte´ les algorithmes inspire´s des colonies de fourmis qui
mettent en avant l’apprentissage collectif d’une information distribue´e : les phe´romones.
Les re´sultats obtenus permettent de conﬁrmer les similitudes observe´es dans les
de´ﬁnitions des me´thodes. La pre´sentation de ces me´thodes ainsi que les re´sultats obte-
nus nous font penser qu’un certain nombre d’e´tudes plus the´oriques permettraient de
proposer un mode`le rassemblant les avantages et e´cartant les inconve´nients des quatres
algorithmes.
Les possibilite´s d’extension sont grandes, par exemple en abandonnant le codage
binaire, conside´re´ a` raison comme ineﬃcace pour la plupart des proble`mes d’optimi-
sation nume´rique8. Dans le chapitre suivant, nous pre´sentons une nouvelle heuristique
inspire´e des colonies de fourmis s’adaptant a` diﬀe´rents types de repre´sentation. Nous
n’utiliserons alors plus de codage binaire.
Les travaux pre´sente´s dans ce chapitre ont e´te´ mene´s en collaboration
avec GuillaumeDromel, Ameur Soukhal, Lae¨titia Desbarats (Labo-
ratoire d’Informatique), et Eric Ramat (Universite´ du Litoral) (Dromel,
1999; Monmarche´ et al., 1999a; Monmarche´ et al., 2000a)
8Par exemple : un proble`me a` 100 variables, toutes de´ﬁnies sur l’intervalle [−500, 500], avec une
pre´cision de six chiﬀres apre`s la virgule, ne´cessite d’utiliser des chaˆınes binaires de 3 000 bits.
Chapitre 7
L’algorithme API
Nous pre´sentons dans ce chapitre une mode´lisation du comportement de
fourragement d’une population de fourmis primitives (Pachycondyla api-
calis) et son application au proble`me ge´ne´ral d’optimisation. Ces fourmis
sont caracte´rise´es par une strate´gie de recherche de proie relativement
simple ou` les individus chassent en solitaire et tentent de couvrir uni-
forme´ment un espace donne´ autour de leur nid par des recherches lo-
cales sur des sites de chasse. Le nid peut eˆtre de´me´nage´ pe´riodiquement.
Cela correspond en optimisation a` un algorithme eﬀectuant plusieurs
recherches ale´atoires en paralle`le et localise´es uniforme´ment dans un
sous-espace centre´ en un point. Le de´placement du nid correspond
a` un ope´rateur de re´initialisation dans les recherches paralle`les ou` le
point central est de´place´. Nous testons ce mode`le, appele´ API, sur
un ensemble de proble`mes d’optimisation combinatoire et nume´rique.
7.1 Introduction
Ce chapitre pre´sente les travaux mene´s autour de la mode´lisation des fourmis de
l’espe`ce Pachycondyla apicalis. Cette e´tude trouve son origine dans les travaux de
Dominique Fresneau sur la strate´gie de fourragement originale de cette espe`ce de
fourmis pone´rines (Fresneau, 1985; Fresneau, 1994). Nous commencerons donc par
pre´senter les caracte´ristiques biologiques qui ont pu eˆtre exploite´es du point de vue
d’une mode´lisation algorithmique avec comme objectif de l’appliquer a` plusieurs proble`-
mes d’optimisation.
L’inte´reˆt de ces fourmis pour l’optimisation vient du fait qu’elles utilisent des prin-
cipes relativement simples a` la fois d’un point de vue global et local pour rechercher
leurs proies. A partir de leur nid, elles couvrent globalement une surface donne´e en
la partitionnant en sites de chasse individuels. Pour une fourmi donne´e, on observe
une strate´gie d’exploration ale´atoire des sites sensible au succe`s rencontre´. Ces prin-
cipes peuvent eˆtre repris pour re´soudre un proble`me analogue qui est la recherche d’un
minimum global, par exemple d’une fonction f de´ﬁnie de Rl dans R.
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La suite de ce chapitre est organise´e de la fac¸on suivante : la section 7.2 de´crit de
manie`re succincte les principes utilise´s dans la recherche de proies de Pachycondyla api-
calis. La section 7.3 donne une mode´lisation possible de ces principes, a` la fois du point
de vue mathe´matique de l’optimisation que du point de vue algorithmique de l’infor-
matique. Un certain nombre d’extensions tire´es du comportement naturel des fourmis
sont propose´es dans la section 7.4 aﬁn d’enrichir le mode`le. La section 7.5 propose une
e´tude expe´rimentale des principaux parame`tres du mode`le sur le proble`me de l’optimi-
sation de fonctions nume´riques. Les proprie´te´s fondamentales de ce nouvel algorithme,
appele´ API, sont e´galement passe´es en revue, et notamment ses liens avec d’autres
me´thodes d’optimisation (section 7.6). La section 7.7 de´crit les tests expe´rimentaux
qui ont e´te´ re´alise´s sur des proble`mes d’optimisation nume´rique (optimisation de fonc-
tions nume´riques, apprentissage de Chaˆınes de Markov Cache´es, apprentissage d’un
Re´seau de Neurones Artiﬁciels) ainsi que sur un proble`me d’optimisation combinatoire
classique (le proble`me du Voyageur de Commerce (PVC)). Puis nous analyserons les
faiblesses et les atouts de API et pre´senterons les perspectives possibles (sections 7.8
et 7.9).
7.2 Biologie de Pachycondyla apicalis
Cette section donne un aperc¸u de la biologie de Pachycondyla apicalis et notamment
de leur strate´gie de recherche de nourriture (le fourragement). Une e´tude tre`s comple`te
leur est consacre´e dans (Fresneau, 1994). Pachycondyla apicalis est une pone´rine ne´otro-
picale que l’on rencontre en Ame´rique du Sud, en particulier au Mexique. Sa morpho-
logie et le peu de communication entre individus la classe parmi les fourmis dites pri-
mitives mais certains aspects de son adaptation de´mentent ce jugement. Les fourmis
Pachycondyla apicalis vivent en petites colonies comportant quelques dizaines d’indi-
vidus (40 a` 100 ouvrie`res).
Le nid est installe´ dans de vieilles souches ou des arbres morts en de´composition
qui oﬀrent ainsi un habitat instable pour des fourmis qui ne savent pas construire
de fourmilie`re. Quand la ve´tuste´ de leur nid devient trop importante, elles doivent
de´me´nager et chercher un nouveau refuge.
Leur nourriture se compose de petits insectes qu’elles capturent ou de cadavres d’in-
sectes. Les ouvrie`res prospectent individuellement autour de la fourmilie`re et rame`nent
les proies au nid. Toutes ne participent pas a` la recherche de nourriture, celles res-
tant au nid s’occupent principalement du couvain. Le comportement de recherche de
nourriture n’utilise pas de comportement collectif direct. Par exemple, les ouvrie`res ne
de´posent pas de message chimique sur le sol pour indiquer a` d’autres fourrageuses le
chemin menant a` une source de nourriture. Elles ne mettent donc pas en œuvre des
comportements de recrutement de masse.
On peut supposer que la nature des proies recherche´es n’encourage pas spe´cialement
ce genre de communication inter-individus : la pre´sence des proies e´tant relativement
ale´atoire, la capture d’une proie ne donne que peu d’informations sur la stabilite´ spatiale
de la source de nourriture. Autrement dit, la probabilite´ de retrouver une proie dans
la meˆme zone qu’une pre´ce´dente capture n’est pas suﬃsante pour y canaliser les forces
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de fourragement de la colonie. Cependant, d’un point de vue individuel, les ouvrie`res
me´morisent leur site de capture et lors de leur prochaine sortie du nid, elles retournent
syste´matiquement sur le dernier site de chasse fructueux. Cette spe´cialisation sectorielle
est une re´ponse pour l’adaptation ne´cessaire a` la de´couverte et l’exploitation de sources
de nourriture. Ce type de fourragement solitaire se retrouve particulie`rement chez les
espe`ces peu populeuses, les espe`ces a` population importante utilisent des me´canismes
de recrutement massif beaucoup plus couramment (Ho¨lldobler and Wilson, 1990). Les
fourrageuses solitaires de´veloppent en conse´quence des me´canismes d’apprentissage plus
e´volue´s.
De sorties en sorties, les ouvrie`res s’e´loignent du nid car la probabilite´ de trou-
ver une proie est inversement proportionnelle a` la densite´ de fourrageuses qui de´croˆıt
e´videmment quand la distance au nid augmente. Ainsi, les fourrageuses ont un com-
portement collectif indirect puisque de manie`re statistique elles coope`rent pour couvrir
au mieux leur espace de recherche que constitue le voisinage du nid. Elles construisent
de cette fac¸on une mosa¨ıque de zones de chasse qui couvre la pe´riphe´rie du nid. La
ﬁgure 7.1 pre´sente les aires de fourragement d’une colonie Pachycondyla apicalis.
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Fig. 7.1 – Exemple (ﬁctif) de carte des trajets et aires de re´colte des fourrageuses
(inspire´ de (Fresneau, 1994)).
Le comportement de fourragement de Pachycondyla apicalis peut eˆtre re´sume´ en
trois re`gles (Fresneau, 1994) :
1. la de´couverte d’une proie entraˆıne toujours le retour sur ce site lors de la sortie
suivante, c’est la` que la fourrageuse reprend ses nouvelles prospections ;
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2. la de´couverte d’une proie pe`se sur la de´cision de sortie des fourrageuses en
re´duisant l’intervalle de temps qu’elles passent au nid ;
3. les fourrageuses semblent progressivement apprendre une association entre une
direction de recherche oppose´e au nid et l’augmentation de la probabilite´ de
succe`s.
Ces re`gles ont l’avantage e´vident d’eˆtre tre`s simples. On peut cependant pre´ciser
quelques points :
– lors de ses premie`res sorties, la fourmi sort du nid dans une direction ale´atoire
mais s’e´loigne peu du nid et retourne a` l’abri de celui-ci a` la moindre alerte. Son
trajet est relativement sinueux ;
– si la fourmi capture une proie, elle retourne directement au nid et me´morise
visuellement le chemin qu’elle emprunte. Ce retour s’eﬀectue en ligne droite ;
– apre`s une capture, la fourmi utilise le chemin qu’elle a me´morise´ pour retourner
au site de capture ;
– Le retour sur le site de chasse se soldant par un e´chec peut se produire plusieurs
fois de suite (en moyenne quatre fois) ;
– un site de chasse ne produisant plus le renforcement que constitue la capture d’une
proie est abandonne´ mais n’est pas obligatoirement oublie´ par la fourrageuse ;
– l’exploration d’un site de capture privile´gie les directions qui e´loignent la fourmi
du nid dans une limite de pe´rime`tre impose´e par le couˆt e´nerge´tique prohibitif
que repre´sente un e´chec a` une grande distance du nid.
Comme nous l’avons de´ja` mentionne´, la fragilite´ du nid impose des de´me´nagements
re´guliers. Des fourmis e´claireuses partent alors a` la recherche d’un nouvel abri. Le
de´me´nagement s’eﬀectue graˆce a` des me´canismes de recrutement en tandem ou` une
fourmi se fait guider par une de ses conge´ne`res jusqu’au nouvel emplacement. Ce chan-
gement de nid a pour eﬀet de  re´initialiser  la me´moire des fourrageuses. C’est a` cette
occasion que l’utilisation de repe`res visuels prend toute son importance : le marquage
de chemins avec des phe´romones perturberait l’adaptation des fourmis a` la situation de
leur nouveau nid, car les anciens chemins interfe`reraient avec les nouveaux. Avec une
me´moire visuelle, les fourrageuses reconstruisent un re´seau de sites de chasse autour du
nouveau nid plus aise´ment, plus rapidement. On peut donc parler d’apprentissage en
ce qui concerne la recherche de proies : la fourmi apprend les sites qui lui rapportent
de la nourriture et elle est capable de les oublier quand elle n’y trouve plus de proie ou
que le nid a change´ de localisation.
L’aspect individuel de la recherche est particulie`rement adapte´ a` la fre´quence d’ap-
parition des proies : si une proie tombe sur le sol et est capture´e, la fourrageuse reviendra
explorer le site toute seule. Si la proie est trop lourde, elle sera de´coupe´e puis trans-
porte´e en plusieurs voyages par la meˆme fourmi qui utilise de cette fac¸on sa me´moire.
Si le site de chasse se trouve eˆtre un gisement (par exemple des termites) la fourrageuse
reviendra syste´matiquement jusqu’a` e´puisement du site.
L’inte´reˆt de la strate´gie de fourragement des fourmis Pachycondyla apicalis re´side
dans sa simplicite´ et la bonne couverture de l’espace de recherche qui en re´sulte. On a
ici un phe´nome`ne d’e´mergence : de re`gles de recherche simples et individuelles, qui ne
tiennent pas compte du travail des autres fourmis, on obtient une exploration radiale
de l’espace centre´e sur le nid.
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Dans la re´alite´, l’eﬃcacite´ de la strate´gie n’est pas parfaite si on conside`re le nombre
de proies trouve´es relativement au nombre de proies pre´sentes. Cependant, la taille
d’une colonie de Pachycondyla apicalis e´tant relativement re´duite, les besoins en nour-
riture sont relativement modestes. Il semble que l’adaptation de ces fourmis ne re´side
pas seulement dans leur comportement de fourragement mais aussi dans le maintien de
colonies peu populeuses. Ceci permet aux Pachycondyla apicalis de survivre dans des
secteurs comportant de nombreux pre´dateurs concurrents et de ne pas ne´cessiter une
grande quantite´ d’insectes.
7.3 Mode´lisation algorithmique
Nous pre´sentons l’adaptation de la strate´gie de fourragement des Pachycondyla
apicalis pour la re´solution de proble`mes d’optimisation. Cette section de´montre la
ge´ne´ricite´ de la me´thode relativement a` l’espace de recherche. Nous montrerons l’in-
ﬂuence des diﬀe´rents parame`tres puis un certain nombre d’applications dans les sections
suivantes.
La mode´lisation que nous proposons est assez diﬀe´rente de celle propose´e par De-
neubourg et ses colle`gues (Deneubourg et al., 1987) puisqu’elle a e´te´ de´veloppe´e
inde´pendamment et qu’elle s’applique au proble`me d’optimisation. Nous en discute-
rons dans la section7.4.3.
7.3.1 Espace de recherche et fonction d’e´valuation
Nous allons conside´rer une population de n fourmis fourrageuses a1, . . . , an de
l’espe`ce Pachycondyla apicalis. Ces agents sont positionne´s dans l’espace de recherche,
note´ S, et vont tenter de minimiser1 une fonction d’e´valuation f de´ﬁnie de S dans R.
Chaque point s ∈ S est une solution valide du proble`me, ce qui signiﬁe que f est de´ﬁnie
en tout point de S. Cet espace de recherche peut eˆtre un espace continu, binaire ou un
espace de permutations. Notre algorithme, nomme´ API (pour APIcalis), est ge´ne´rique
en ce qui concerne l’espace de recherche S, c’est la` un de ses principaux atouts. La
de´ﬁnition des deux ope´rateurs suivants est suﬃsante pour de´terminer le de´placement
des fourmis :
1. l’ope´rateur Orand qui ge´ne`re un point de S de manie`re uniforme´ment ale´atoire ;
2. l’ope´rateur Oexplo qui ge´ne`re un point s′ dans le voisinage d’un point s.
Concernant le deuxie`me ope´rateur, la taille du voisinage de s est parame´tre´e par une
amplitude, note´e A telle que A ∈ [0, 1]. Cette amplitude ﬁxe la porte´e de l’exploration
autour de s relativement a` la taille de l’espace. Oexplo peut eˆtre une exploration ale´atoire
tout comme une heuristique inspire´e par le domaine de recherche.
1D’une fac¸on ge´ne´rale, et comme dans le chapitre pre´ce´dent, nous ne parlons que de minimisation,
conside´rant le proble`me de maximisation comme tout a` fait re´ciproque.
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7.3.2 Comportement local des fourmis
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Fig. 7.2 – (a) : Recherche de sites de chasse. Ici, la fourmi se constitue une liste de 3
sites de chasse s1, s2 et s3 dans le voisinage du nid N a` une distance maximale Asite
de celui-ci.
(b) : Exploration locale de la fourmi autour du site s1. Les carre´s repre´sentent les
explorations mene´es dans la zone de rayon Alocale autour de s1.
Au de´part, et a` chaque de´placement de nid, chaque fourmi ai quitte le nid pour se
constituer une liste de p sites de chasse qu’elle me´morise (ﬁgure 7.2.a). Un site de chasse
est un point de S construit par l’ope´rateur Oexplo avec une amplitude Asite(ai) dans le
voisinage de N . La fourmi ai va ensuite proce´der a` une exploration locale autour d’un
de ses sites de chasse (ﬁgure 7.2.b). Initialement, quand l’inte´reˆt des sites est inconnu,
la fourmi choisit un site s au hasard parmi les p dont elle dispose. L’exploration locale
consiste a` construire un point s′ de S dans le voisinage de s graˆce a` l’ope´rateur Oexplo
avec une amplitude Alocale(ai). La fourmi ai capture une proie si cette exploration locale
a permis de trouver une meilleure valeur de f , ce qui revient a` avoir f(s′) < f(s). Une
ame´lioration de f mode´lise donc la capture d’une proie. A` chaque fois qu’une fourmi
parvient a` ame´liorer f(s) elle me´morise s′ a` la place de s et sa prochaine exploration
locale aura lieu dans le voisinage de s′. Si l’exploration locale est infructueuse, pour la
prochaine exploration, la fourmi choisira un site au hasard parmi les p sites qu’elle a
en me´moire. Quand un site a e´te´ explore´ successivement plus de Plocale fois sans avoir
rapporte´ de proie, il est de´ﬁnitivement oublie´ et sera remplace´ par un nouveau site
a` la prochaine ite´ration (c’est-a`-dire la prochaine sortie du nid). Le parame`tre Plocale
repre´sente une patience locale.
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Fig. 7.3 – Automate repre´sentant le comportement individuel de fourragement d’une
fourmi. ns repre´sente le nombre de sites de chasse dans la me´moire de la fourmi et ej
le nombre d’e´checs successifs rencontre´s sur le site sj .
L’automate de la ﬁgure 7.3 re´sume le comportement individuel d’une fourrageuse.
ns repre´sente le nombre de sites que la fourmi me´morise a` un instant donne´. ej donne
le nombre d’e´checs successifs du site sj me´morise´.
7.3.3 Exploration globale
D’un point de vue global, API place le nid a` une position N de S et proce`de a`
l’exploration de S autour de N . L’exploration est de´termine´e par le comportement
local des fourmis. A` chaque pas de l’algorithme les n fourmis sont simule´es en pa-
ralle`le. A` l’initialisation, le nid est place´ dans S de manie`re uniforme´ment ale´atoire
par l’ope´rateur Orand. Puis le nid est de´place´ toutes les PN de´placements des n four-
mis. Il est alors place´ sur le meilleur point s+ trouve´ depuis son dernier de´placement.
A` chaque de´placement du nid les fourmis reprennent leur exploration a` partir de la
nouvelle position du nid.
La ﬁgure 7.4 montre la state´gie globale d’exploration.
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(a) (b)
(c) (d)
Fig. 7.4 – Exploration globale : de´placement du nid. En (a), le nid (carre´) est place´
ale´atoirement dans l’espace de recherche. En (b) sont repre´sente´s les sites de chasse
(cercles) cre´e´s autour du nid. En (c), a` cause de l’exploration locale, les sites de chasse
se de´placent vers des zones plus inte´ressantes de l’espace de recherche (ici les pointille´s
les plus au centre). En (d) le nid est de´place´ sur la position du meilleur site de chasse,
les sites seront ensuite ge´ne´re´s a` partir de cette nouvelle position, comme en (b), et
ainsi de suite.
PN repre´sente un parame`tre de patience pour le nid. On peut ﬁxer cette patience
suivant la patience locale d’une fourmi (Plocale) et la taille de la me´moire d’une fourmi
(p) :
PN = 2× (Plocale + 1)× p (7.1)
Ce calcul a pour but de laisser suﬃsamment d’ite´rations entre chaque de´placement de
nid pour que les fourmis puissent cre´er et explorer leurs p sites de chasse.
Une autre solution serait de ne de´placer le nid qu’uniquement si l’optimum n’a pas
e´te´ ame´liore´ depuis un certain nombre d’ite´rations, disons PN , ou encore en utilisant
certaines informations sur la population comme la dispersion des fourmis dans l’es-
pace de recherche par exemple. Les exemples pouvant eˆtre tire´s de la litte´rature sont
nombreux concernant cette technique de rede´marrage (par exemple le Delta Coding
(Whitley et al., 1991)).
Enﬁn, a` chaque de´placement du nid, la me´moire des fourmis est vide´e et elles doivent
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reconstruire leurs p sites de chasse. Du point de vue de l’optimisation, cela permet
d’e´viter des minima locaux dans lesquels les fourmis resteraient enferme´es. Cela permet
aussi de rassembler les fourmis autour du meilleur point trouve´ et ainsi de concentrer les
recherches. On pourrait cependant proce´der d’une manie`re plus  douce  : il suﬃrait
de placer le nid a` la position du minimum global trouve´ par la colonie a` chaque fois
que celui-ci est ame´liore´ sans re´initialiser toutes les fourmis. Ainsi, quand une fourmi
cre´e un nouveau site de chasse, elle le ferait dans le voisinage de l’optimum global.
On se de´barrasse alors du choix de la patience du nid. Une autre me´thode douce de
de´placement du nid serait de le placer a` une position interme´diaire entre sa position
actuelle et s+ : N ← (1−γ)N +γs+ ou` γ ∈ [0, 1] (a` condition que l’espace de recherche
S le permette).
7.3.4 Algorithmes
Les principales e´tapes de la simulation de la colonie de fourmis sont donne´es par
l’algorithme 7.1.
Algorithme 7.1: Simulation d’une colonie de fourmis Pachycondyla apicalis
API()
(1) Choisir ale´atoirement l’emplacement initial du nid : N ← Orand
(2) T ← 0 /* indice du nombre d’ite´rations */
(3) tantque La condition d’arreˆt n’est ve´riﬁe´e faire
(4) pour tout ai ∈ A faire
(5) API-Fourragement(ai)
(6) ﬁnpour
(7) si le nid doit eˆtre de´place´ alors
(8) N ← s+ /* meilleure solution atteinte */
(9) Vider la me´moire de toutes les fourmis
(10) ﬁnsi
(11) T ← T + 1
(12) ﬁntantque
(13) retourner s+ et f(s+)
La condition d’arreˆt peut eˆtre l’une des suivantes :
– s+ n’a pas e´te´ ame´liore´e depuis un certain nombre d’ite´rations (T1) ;
– T a atteint une valeur limite (T2) ;
– un certain nombre d’e´valuations de solutions de f a e´te´ atteint (T3).
Dans la majorite´ des tests pre´sente´s par la suite, nous appliquons la dernie`re condition.
D’une part cela suppose que l’e´valuation des solutions est une ope´ration couˆteuse en
temps de calcul, et d’autre part cela permet de comparer plus facilement API avec
d’autres me´thodes.
Le comportement local de fourragement d’une fourmi est donne´ par l’algorithme 7.2.
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Algorithme 7.2: Comportement local d’une fourmi ai de l’espe`ce Pachycondyla
apicalis.
API-Fourragement(ai)
(1) si ns(ai) < p alors
(2) /* La me´moire de la fourmi n’est pas pleine */
(3) ns(ai)← ns(ai) + 1
(4) Construction d’un site de chasse autour du nid : sns(ai) ← Oexplo(N,Asite)
(5) Initialisation du compteur d’echecs du site construit : ens(ai) ← 0
(6) sinon
(7) Soit sj le site que la fourmi a explore´ a` sa dernie`re sortie
(8) si ej > 0 alors
(9) /* la dernie`re exploration de sj a e´te´ infructueuse */
(10) Choisir ale´atoirement un site sj de chasse (j ∈ {1, . . . , p})
(11) ﬁnsi
(12) Exploration locale autour du site sj : s
′ ← Oexplo(sj , Alocale)
(13) si f(s′) < f(sj) alors
(14) sj ← s′
(15) ej ← 0
(16) sinon
(17) ej ← ej + 1
(18) si ej > Plocale alors
(19) Eﬀacer le site sj de la me´moire de la foumi
(20) ns(ai)← ns(ai)− 1
(21) ﬁnsi
(22) ﬁnsi
(23) ﬁnsi
7.4 Extensions de l’algorithme API
Cette section pre´sente quelques une des inspirations biologiques supple´mentaires
qui ont e´te´ exploite´es pour enrichir l’algorithme API.
7.4.1 Recrutement
Nous avons vu que Pachycondyla apicalis ne faisait pas de recrutement pendant
le fourragement, nous avons cependant introduit le recrutement en tandem running
(marche en tandem) dans API. Ainsi, une fourmi qui parvient a` ame´liorer un site, tente
de recruter une autre fourmi en lui transmettant la position de son site de chasse. Si
elle y parvient, le nombre de recherches locales pour ce site va augmenter. Le parame`tre
Precrut repre´sente la probabilite´ pour qu’une fourmi tentant un recrutement y parvienne.
Par la suite nous noterons l’algorithme APIr lorsque le recrutement est utilise´.
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Variantes du mode de recrutement
Le recrutement peut eˆtre mis en œuvre de plusieurs fac¸ons. Du point de vue de
l’optimisation, une fourmi recrute une fourmi moins performante. Nous notons par Rxy
les diﬀe´rents types de recrutements, x de´termine la re`gle de de´cision utilise´e par une
fourmi pour tenter un recrutement et y de´termine le choix de la fourmi a` recruter. Par
exemple, une fourmi peut recruter dans les cas suivants :
1. si elle ame´liore son optimum (R1·) ;
2. si elle ame´liore un site (R2·).
Le premier cas suppose que la fourmi posse`de une me´moire supple´mentaire qui lui
permette de conserver la position et la valeur du meilleur point trouve´ depuis le de´but
de la recherche.
La fourmi recrute´e peut eˆtre choisie de diﬀe´rentes manie`res :
1. au hasard (R·1) ;
2. la fourmi ayant le plus mauvais optimum (R·2) ;
3. la fourmi ayant le plus mauvais site de chasse (R·3).
L’avantage de R·1 est qu’il n’est pas ne´cessaire de consulter la me´moire de toutes
les fourmis pour choisir la candidate au recrutement. Cela repre´sente donc un couˆt
calculatoire moindre.
Recrutement progressif
On peut remarquer qu’il n’est peut eˆtre pas tre`s pertinent de recruter de`s les
premie`res ite´rations de la recherche. En eﬀet, il est pre´mature´ de de´placer des fourmis
car on dispose de peu d’informations quant aux performances individuelles des fourmis.
Nous avons donc introduit un recrutement progressif. Le recrutement devient de plus
en plus important avec l’aˆge du nid. Quand le nid vient d’eˆtre de´place´, il y a peu de
raisons de pratiquer du recrutement. Ainsi, la fourmi recrute une de ses conge´ne`res
suivant la probabilite´ Pr donne´e par :
Pr =
T
TN
× Precrutmax (7.2)
ou` T est le nombre d’ite´rations depuis le dernier de´placement du nid, TN le nombre
d’ite´rations entre chaque de´placement du nid, et Precrutmax la probabilite´ de recruter
au moment du de´placement du nid, qui est maximale. Le recrutement s’intensiﬁe donc
quand T  s’approche  de TN . Par la suite nous notons par RPxy le recrutement
progressif.
7.4.2 Population he´te´roge`ne
La diﬃculte´ de choisir les parame`tres de l’algorithme et des fourmis en particulier
nous a amene´s a` envisager plusieurs propositions :
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1. supervision des parame`tres des fourmis par un algorithme e´volution-
naire. Les parame`tres des fourmis sont se´lectionne´s en fonction de leur adapta-
tion a` re´soudre le proble`me traite´. Il faut alors conside´rer plusieurs ge´ne´rations
de fourmis ou` chaque ge´ne´ration prend en compte l’adaptation des ge´ne´rations
pre´ce´dentes. Cette approche a e´te´ utilise´e pour ACO (Botee and Bonabeau,
1999) ;
2. Variation au cours du temps des parame`tres. Cette approche est par
exemple utilise´e pour les fourmis artiﬁcielles dans (Bilchev and Parmee, 1995; Bil-
chev and Parmee, 1996a) ou` le rayon d’exploration locale de´croˆıt avec le temps.
On peut noter que dans la nature, les fourmis n’ont pas la meˆme strate´gie de
chasse en fonction de leur aˆge : plus elles sont aˆge´es, plus elles sortent fre´quem-
ment du nid et plus elle vont chasser loin de celui-ci (Fresneau, 1994). Une
autre fac¸on de voir les choses serait d’utiliser l’inﬂuence de l’environnement,
par exemple a` travers les variations de tempe´rature. En eﬀet, l’activite´ des ou-
vrie`res est lie´e a` la tempe´rature exte´rieure. Par exemple, les Pachycondyla apicalis
chassent le plus aux heures chaudes de la journe´e. Dans les deux cas (variation
de l’aˆge ou de la tempe´rature), du point de vue de la mode´lisation, cela se traduit
par une variation des parame`tres de chaque fourmi au cours du temps ;
3. He´te´roge´ne´ite´ des parame`tres. Dans la nature, les fourmis ont des caracte´ris-
tiques diﬀe´rentes les unes des autres, elles sont parfois meˆme regroupe´es en castes
du fait de leur diﬀe´rences morphologiques. Des mode`les de division du travail
ont e´te´ e´labore´s pour rendre compte de la capacite´ dynamique des fourmis a`
eﬀectuer certaines taˆches (Bonabeau et al., 1999). Cette plasticite´ nous sugge`re
de constituer une population de fourmis ayant des caracte´ristiques varie´es.
Nous retenons la dernie`re proposition. Nous utiliserons cependant un parame´trage
statique car la variation d’un parame`tre au cours du temps est de´licate surtout si elle
est adaptative. La supervision par un algorithme e´volutionnaire a de´ja` e´te´ expe´rimente´e
pour ﬁxer les amplitudes Asite et Alocale de chaque fourmi et les re´sultats se sont montre´s
encourageants (Venturini, 1997).
La population de fourmis sera donc constitue´e d’individus ayant des parame`tres
diﬀe´rents. Par la suite, les populations he´te´roge`nes utilise´es dans API, que nous no-
terons APIh, se composeront de fourmis dont seules les amplitudes Asite et Alocale
varieront d’une fourmi a` l’autre et seront ﬁxes dans le temps. Nous ﬁxons ces valeurs
de fac¸on automatique aﬁn de couvrir le plus de combinaisons possibles :
Asite(a1) = 0.01ε
0, . . . , Asite(ai) = 0.01ε
i−1, . . . , Asite(an) = 0.01εn−1 = 1 (7.3)
ou` ε =
(
1
0.01
) 1
n−1 . Le parame`tre Alocale(ai) est ﬁxe´ pour toutes les fourmis a` la valeur
0.1Asite(ai). La ﬁgure 7.5 donne en exemple les valeurs des parame`tres Asite et Alocale
pour 10 fourmis.
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Fig. 7.5 – Valeurs des parame`tres Asite(ai) et Alocale(ai) pour 10 fourmis.
7.4.3 Prise en compte de la de´cision de sortir du nid
Un certain nombre de choix ont e´te´ arbitrairement faits pour la mode´lisation des Pa-
chycondyla apicalis. Nous n’avons en eﬀet pas pris en compte certaines caracte´ristiques
de cette espe`ce qui peuvent cependant se re´ve´ler inte´ressantes du point de vue de notre
proble`me d’optimisation. Le comportement pre´dateur d’une fourmi e´volue par exemple
en fonction de son aˆge. Les jeunes fourrageuses (na¨ıves) ont tendance a` rester pre`s du
nid sans pre´senter de spe´cialisation spatiale alors que les fourrageuses expe´rimente´es
s’e´loignent beaucoup plus du nid tout en montrant une ﬁde´lite´ a` une zone de chasse
importante. En ce qui concerne la recherche d’un optimum, cela consiste a` augmen-
ter l’eﬀort de recherche dans le voisinage du point central. Bien que nous n’avons pas
utilise´ explicitement de fourmis na¨ıves, la diversite´ statique introduite dans les pa-
rame`tres, dans le cas d’une population he´te´roge`ne, reproduit en quelque sorte cette
diversiﬁcation base´e sur l’aˆge. Un deuxie`me aspect n’a pas e´te´ pris en compte : l’inter-
valle de temps qui se´pare deux sorties est plus court si la fourmi a rencontre´ un succe´s
a` sa premie`re sortie. S’il est probable que ce comportement permette une certaine
e´conomie d’e´nergie au niveau de la colonie en n’allouant des essais qu’aux fourmis les
plus chanceuses/eﬃcaces, il n’est pas e´vident que dans la transposition au proble`me de
l’optimisation cela ame´liore les performances de l’ensemble. Comme nous conside´rons
que l’e´valuation de la fonction objectif repre´sente une contrainte de ressource nous
proposons l’ame´lioration suivante : la de´cision de sortir pour une fourmi ai suit la
probabilite´ Ps(ai) qui, a` chaque ite´ration, est modiﬁe´e de la fac¸on suivante :
Ps(ai)← (1− α)Ps(ai) + αδ (7.4)
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ou` α est un parame`tre re´el compris dans l’intervalle [0, 1] et commun a` toutes les
fourmis. δ est une valeur binaire qui vaut 1 si la dernie`re sortie a e´te´ fructueuse et 0
sinon. Au de´part, et a` chaque de´placement de nid, nous ﬁxons Ps a` 1 et δ a` 0.
L’algorithme API que nous proposons peut eˆtre rapproche´ d’une mode´lisation des
Pachycondyla apicalis propose´e en 1987 (Deneubourg et al., 1987). L’objectif de cette
mode´lisation, que nous noterons API87 par la suite, e´tait de montrer que l’ampliﬁcation
de la probabilite´ de sortie (Ps(ai)) a` chaque retour fructueux au nid se rapportait a` une
capacite´ d’apprentissage. Dans API87, la probabilite´ de sortir du nid e´tait modiﬁe´e de
la fac¸on suivante :
Ps(ai)← Ps(ai) + δmin{p+, 1− Ps(ai)}+ (δ − 1)min{p−, Ps(ai)− Ps} (7.5)
ou` p+ et p− sont des constantes repre´sentant des taux d’apprentissage et Ps est la
borne infe´rieure de la probabilite´ de quitter le nid. Ceci signiﬁe qu’en cas de succe`s,
la probabilite´ de sortir du nid a` la prochaine ite´ration est augmente´e (tout en e´tant
borne´e par 1). En cas d’e´chec, par contre, la probabilite´ de sortir du nid est diminue´e
(tout en e´tant borne´e par Ps).
Dans API, lorsqu’une fourmi a connu un succe`s, elle retourne syste´matiquement sur
le site fructueux. API87 ne suit pas exactement cette re`gle et introduit une probabilite´
de choisir un site. Cette probabilite´, Pj(ai), de choisir le site sj est augmente´e quand
une proie vient d’eˆtre trouve´e :
Pj(ai)← Pj(ai) + min{q+, 1− Pj(ai)} (7.6)
ou` q+ repre´sente le taux d’apprentissage spatial positif. Par contre, si aucune proie
n’est trouve´e lors d’une sortie, la probabilite´ de choisir ce site par rapport aux autres
est diminue´e. Ce qui s’exprime, dans le cas de deux sites :
∀j ∈ {1, 2} : Pj(ai)←
{
Pj(ai)−min{q−, Pj(ai)− 0.5} si Pj(ai) > 0.5
Pj(ai) + min{q−, 0.5− Pj(ai)} sinon (7.7)
ou` q− repre´sente le taux d’apprentissage spatial positif. Dans ce cas les probabilite´s de
choisir un site sont rapproche´es de l’e´quiprobabilite´.
7.5 Etude expe´rimentale
Dans cette section nous pre´sentons une e´tude epe´rimentale sur l’inﬂuence des pa-
rame`tres d’API sur les re´sultats obtenus. Puis nous e´valuerons les extensions que nous
avons propose´es. Comme il faut appuyer cette e´tude sur un proble`me particulier, nous
nous inte´ressons au proble`me d’optimisation nume´rique de´ﬁni au chapitre 5. Les fonc-
tions e´tudie´es sont celles donne´es dans le tableau 6.1 (page 107). La section 7.7 donne
un certain nombre d’applications de API a` d’autres types de proble`mes d’optimisation.
7.5.1 Les parame`tres d’API
Commenc¸ons par rappeler les diﬀe´rents parame`tres a` ﬁxer dans API. Le tableau 7.1
en donne un re´sume´. Les parame`tres Asite et Alocale ne sont pas utilise´s dans la version
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Parame`tre Description
n nombre de fourmis
Orand ope´rateur ge´ne´rant ale´atoirement un point de S
Oexplo(s) ope´rateur ge´ne´rant un point de S dans le voisinage de s
Asite amplitude de cre´ation d’un site de chasse
Alocale amplitude d’exploration locale
Plocale patience locale d’une fourmi
p nombre de site me´morise´s par une fourmi
PN patience du nid
T3 nombre d’e´valuations de f
Rxy, RPxy types de recrutement
Precrut, Precrutmax probabilite´s de recrutement
Tab. 7.1 – Parame`tres de API.
he´te´roge`ne (APIh). Les parame`tres Rxy, RPxy, Precrut et Precrutmax ne sont utilise´s que
si on autorise le recrutement (APIr). Enﬁn le parame`tre PN est de´termine´ automati-
quement par la formule 7.1.
7.5.2 Ope´rateurs spe´ciﬁques a` l’optimisation nume´rique
Nous avons de´ﬁni d’une manie`re ge´ne´rale les ope´rateurs Orand et Oexplo dans la
section 7.3 pour pouvoir les adapter a` diﬀe´rents proble`mes. Il convient maintenant de
les pre´ciser un peu plus.
Les fonctions e´tudie´es sont de´ﬁnies sur un produit d’intervalles de R, chacun de´li-
mite´ par deux bornes bi et Bi. L’ope´rateur Orand doit donc ge´ne´rer de fac¸on ale´atoire
un point de l’espace S = [b1, B1] × . . . × [bl, Bl] ou` l repre´sente la dimension de la
fonction a` minimiser. Nous choisissons de ge´ne´rer un point s = (si)i=1...l ∈ S de fac¸on
uniforme :
si = bi + U [0, 1](Bi − bi) (7.8)
ou` U [0, 1] est un nombre ale´atoire uniforme´ment tire´ dans [0, 1].
L’ope´rateur d’exploration Oexplo tient compte d’une amplitude A :
s′i = si + AU [−0.5, 0.5](Bi − bi) ∀i ∈ {1, . . . , l} (7.9)
ou` U [−0.5, 0.5] est un nombre ale´atoire uniforme´ment tire´ dans [−0.5, 0.5]. Evidem-
ment, il faut s’assurer que s′i ∈ [bi, Bi]. Cet ope´rateur a lui aussi un comportement
uniforme dans l’intervalle [si−0.5×A(Bi− bi), si +0.5×A(Bi− bi)]. Nous verrons par
la suite qu’une distribution normale est une alternative inte´ressante a` cette uniformite´
(section 7.7.1).
Sur ces bases, les paragraphes suivants explorent les performances des parame´trages
possibles de API. Les valeurs des parame`tres teste´es sont donne´es dans le tableau 7.2.
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Parame`tre valeurs
n {1, 2, 5, 10, 20, 50, 100}
Asite {0.01, 0.1, 0.5}
Alocale {0.01, 0.05, 0.1}
Plocale {10, 20, 30, 40}
p {1, 2, 3, 5}
TN automatique (voir e´quation 7.1)
T3 {10000}
Rxy, RPxy (x, y) ∈ {1, 2} × {1, 2, 3}
Tab. 7.2 – Valeurs des parame`tres teste´es. La version homoge`ne de la population est
la seule concerne´e pour Asite et Alocale.
7.5.3 Inﬂuence du nombre de fourmis
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Fig. 7.6 – Inﬂuence du nombre de fourmis sur API et APIh. En abscisse ﬁgure le
nume´ro de chaque fonction, en ordonne´e ﬁgure la taille de la population(n). La mesure
E(Fi, n) correspond a` la moyenne des meilleures e´valuations trouve´es pour tous les
jeux de parame`tres.
Les tests concernant la taille de la population ont e´te´ eﬀectue´s sur une population
homoge`ne (API) et sur une population he´te´roge`ne (APIh). Le recrutement n’a pas e´te´
utilise´ ce qui signiﬁe que selon le tableau 7.2, API a e´te´ teste´ sur 7×3×3×4×4 = 1 008
jeux de parame`tres par fonction et APIh sur 7 × 4 × 4 = 112. Pour les 10 fonctions,
chaque jeux de parame`tre a e´te´ teste´ 30 fois2. Sauf mention contraire, la moyenne sur
30 essais est toujours utilise´e par la suite.
Les courbes pre´sente´es sur la ﬁgure 7.6 donnent la moyenne des meilleures e´valua-
tions moyennes obtenues pour chaque fonction et pour un nombre de fourmis ﬁxe´ par
rapport aux autres parame`tres. Chaque valeur est replace´e dans l’intervalle [0, 1] pour
2Ce qui fait un total de (1 008 + 112)× 10× 30 = 336 000 exe´cutions de API.
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faire disparaitre les diﬀe´rences entre les fonctions. Par exemple, si on utilise la notation
suivante pour repre´senter le re´sultat renvoye´ par API et des parame`tres associe´s :
API(Fi, n, Asite, Alocale, Plocale, p), (API(Fi, n, Asite, Alocale, Plocale, ·) repre´sente alors la
moyenne obtenue en faisant varier le parame`tre p), E(Fi, 10) est calcule´e de la fac¸on
suivante :
E(Fi, 10) =
API(Fi, 10, ·, ·, ·, ·)−minnAPI(Fi, n, ·, ·, ·, ·)
maxnAPI(Fi, n, ·, ·, ·, ·)−minnAPI(Fi, n, ·, ·, ·, ·) (7.10)
Ce qui signiﬁe que E(Fi, n) vaut 0 pour le nombre de fourmis donnant le meilleur
re´sultat et 1 pour le plus mauvais.
Les diﬀe´rences entre API et APIh sont importantes :
– la version homoge`ne (API) voit ses performances diminuer fortement quand le
nombre de fourmis augmente alors que la version he´te´roge`ne (APIh) est plus
performante quand n > 2 ;
– pour toutes les fonctions API obtient ses plus mauvais re´sultats avec n = 100 et
ses meilleurs avec n = 1 alors que APIh obtient ses plus mauvais re´sultats avec
n = 1 et ses meilleurs avec n = 5. Il faut cependant noter que lorsque n = 1,
APIh utilise les parame`tres suivants : Alocale = 0.001 et Asite = 0.01 (formule 7.3).
Les conclusions sur le nombre de fourmis a` utiliser que nous pouvons de´duire doivent
eˆtre prudentes e´tant donne´ que les autres parame`tres ne sont pas ﬁxe´s. En eﬀet, l’in-
conve´nient d’utiliser la moyenne des re´sultats sur tous les jeux de parame`tres peut
cacher un certain nombre d’associations entre les parame`tres qui contredirait la ten-
dance constate´e. On peut cependant conclure que :
– APIh est moins sensible que API au nombre de fourmis, ce qui est un avantage
e´tant donne´ que les fonctions e´tudie´es demeurent relativement simples. Dans le
cas de proble`mes plus diﬃciles il peut en eﬀet eˆtre inte´ressant d’augmenter le
nombre de fourmis pour e´largir la recherche et dans ce cas la version homoge`ne
se montre plus rapidement instable. En eﬀet, en utilisant une population ho-
moge`ne, on risque plus d’avoir un jeu de parame`tres mal adapte´ au proble`me, ce
qui signiﬁe qu’en augmentant le nombre de fourmis, la capacite´ de recherche n’est
pas plus e´tendue et le nombre d’explorations augmente au de´triment du nombre
d’exploitations puisque nous limitons le nombre d’e´valuations de la fonction ob-
jectif ;
– dans le cas he´te´roge`ne, une population de 5 fourmis est le plus adapte´ quand
on conside`re la moyenne des re´sultats obtenus pour tous les jeux de parame`tres.
Si le nombre de fourmis est trop restreint, les variations des parame`tres dans la
population sont trop rapides et ne permettent pas de couvrir suﬃsamment de cas.
Par contre, similairement a` la version homoge`ne, s’il y a beaucoup de fourmis, le
nombre d’explorations est trop important par rapport au nombre d’exploitations.
7.5.4 Inﬂuence du nombre de sites de chasse
Les courbes de la ﬁgure 7.7 sont obtenues en ﬁxant le nombre de sites de chasse
et en faisant varier les autres parame`tres. Dans les deux cas (API et APIh) il semble
e´vident qu’il est inutile d’utiliser trop de sites de chasse. Cela peut s’expliquer par le
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Fig. 7.7 – Inﬂuence du nombre de sites de chasse p sur API et APIh.
fait que les fourmis passent trop de temps en exploration (cre´ation de sites de chasse)
relativement a` l’eﬀort d’exploitation (recherche de proie sur un site) quand le nombre
de sites de chasse par fourmi est trop grand.
7.5.5 Inﬂuence de la patience locale
1
2
3
4
5
6
7
8
9
10
Fi
10
20
30
40
Plocale
0
0.2
0.4
0.6
0.8
1
E(Fi,Plocale)
1
2
3
4
5
6
7
8
9
10
Fi
10
20
30
40
Plocale
0
0.2
0.4
0.6
0.8
1
E(Fi,Plocale)
(a) : API (b) : APIh
Fig. 7.8 – Inﬂuence de la patience locale Plocale sur API et APIh.
Les courbes de la ﬁgure 7.8 sont obtenues en ﬁxant la patience locale et en faisant
varier les autres parame`tres. Dans les deux cas (API etAPIh) il semble qu’une patience
locale trop e´leve´e ne soit pas be´ne´ﬁque (sauf pour API sur la fonction F3 et APIh sur
les fonctions F9 et F10). On peut aussi noter qu’une patience de 10 donne de mauvais
re´sultats pour la fonction F3 si on utilise une population homoge`ne.
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7.5.6 Population homoge`ne contre population he´te´roge`ne
Le tableau 7.3 donne les meilleurs re´sultats obtenus parAPI (population homoge`ne)
et APIh (population he´te´roge`ne) sur les 10 fonctions ainsi que le jeu de parame`tre
correspondant.
Fi API APIh
min. (Alocale, Asite, Plocale, p, n) min. (Plocale, p, n)
F1 6.65× 10−6 (0.01, 0.01, 20, 1, 2)  1.79× 10−7 (40, 1, 1)
F2 1.01× 10−6 (0.01, 0.01, 30, 1, 2)  1.75× 10−7 (40, 1, 2)
F3  2.32× 10+0 (0.01, 0.5, 40, 3, 1) 2.54× 10+0 (20, 1, 10)
F4 2.22× 10−3 (0.01, 0.01, 20, 1, 1)  1.24× 10−4 (30, 1, 2)
F5 1.74× 10−1 (0.01, 0.01, 40, 2, 1)  3.38× 10−2 (40, 2, 2)
F6 2.23× 10−3 (0.05, 0.01, 20, 1, 5)  3.53× 10−5 (30, 3, 5)
F7 1.98× 10−1 (0.1, 0.01, 10, 1, 20)  8.50× 10−2 (40, 1, 2)
F8  4.71× 10+1 (0.01, 0.01, 30, 1, 1) 7.45× 10+1 (40, 1, 5)
F9  2.45× 10+1 (0.01, 0.01, 40, 1, 1) 4.72× 10+1 (40, 1, 5)
F10  8.04× 10+0 (0.01, 0.01, 40, 1, 1) 4.32× 10+1 (40, 1, 5)
Moy. (0.02, 0.06, 29, 1.3, 3.5) (36, 1.3, 3.9)
Tab. 7.3 – Comparaison de API et APIh avec le jeux de parame`tres correspondant.
Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonction. La dernie`re
ligne donne pour chaque me´thode les parame`tres moyens.
Un certain nombre de remarques pre´ce´demment faites trouvent ici une conﬁrma-
tion :
– le nombre de sites de chasse (p) doit eˆtre re´duit (1.3 en moyenne pour API et
APIh) ;
– il ne sert a` rien d’utiliser trop de fourmis (3.5 en moyenne pour API et 3.9 pour
APIh).
Par contre, les conclusions que nous avions tire´es sur la patience locale (Plocale) sont
invalide´es : elle est plus e´leve´e que ce qui avait e´te´ pre´conise´ dans la section pre´ce´dente
puisqu’en moyenne il faut 29 explorations successivement infructueuses pour API et
36 pour APIh pour que chaque me´thode obtienne ses meilleurs re´sultats.
Le tableau 7.3 ne nous permet pas de dire si l’he´te´roge´ne´¨ıte´ est plus valable que
l’homoge´ne´¨ıte´ de la population pour la simple raison que API a be´ne´ﬁcie´ d’un nombre
de jeux de parame`tres beaucoup plus important que APIh.
Nous avons donc lance´ API et APIh avec pour chacun le jeu de parame`tres moyen
calcule´ dans le tableau 7.3. Le tableau 7.4 donne les re´sultats obtenus. On constate que
par rapport au tableau 7.3 c’est API qui a le plus souﬀert de ce nouveau parame´trage
puisque ses re´sultats ont en moyenne subi une de´viation de 3.74 alors que cette de´viation
moyenne vaut 1.65 pour APIh. Cela nous permet de conclure, et ce n’est pas vraiment
une surprise, que APIh est plus robuste que API relativement au jeu de parame`tres
utilise´.
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Fi API APIh
min. σ F min. σ F
F1 3.45× 10−5 2.74× 10−5 3.24  3.72× 10−7 2.65× 10−7 2.44
F2 1.09× 10−5 1.05× 10−5 3.91  3.50× 10−7 2.46× 10−7 1.89
F3 3.28× 10+1 1.66× 10+1 1.95  2.17× 10+0 1.53× 10+0 2.55
F4 1.15× 10−2 5.04× 10−3 2.84  4.63× 10−4 8.50× 10−4 13.79
F5 2.47× 10−1 6.97× 10−2 2.79  9.07× 10−2 6.58× 10−2 4.45
F6 8.73× 10−3 2.55× 10−3 6.48  3.86× 10−4 1.75× 10−3 26.92
F7 2.37× 10−1 7.72× 10−2 2.56  1.13× 10−1 3.20× 10−2 2.71
F8  6.03× 10+1 4.08× 10+0 4.14 7.27× 10+1 4.99× 10+0 3.67
F9  3.44× 10+1 2.94× 10+0 1.86 4.77× 10+1 4.67× 10+0 2.92
F10  2.28× 10+1 3.89× 10+0 2.66 3.92× 10+1 5.76× 10+0 2.48
Tab. 7.4 – Comparaison de API et APIh avec le jeu de parame`tres moyen calcule´ dans
le tableau 7.3. Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonc-
tion, σ repre´sente l’e´cart type et F le coeﬃcient de Fisher de´ﬁnit dans la section 6.7.3,
page 108.
7.5.7 Inte´reˆt du recrutement
Avec les notations introduites dans la section 7.4.1, les ﬁgures 7.9 et 7.10 pre´sentent
les re´sultats obtenus respectivement pour APIr et APIrh pour toutes les combinaisons
de recrutement possibles avec Precrut = 0.8 et Precrutmax = 0.8. Les parame`tres, quand
ils s’appliquent, sont les suivants : Alocale = 0.01, Asite = 0.1, Plocale = 20, p = 2, n = 20
et T3 = 10 000. Le recrutement le moins eﬃcace est repre´sente´ par la valeur 1 et le plus
eﬃcace par la valeur 0.
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Fig. 7.9 – Comparaison des diﬀe´rentes me´thodes de recrutement pour une population
homoge`ne. En abscisse ﬁgurent les fonctions et en ordonne´e les diﬀe´rentes me´thodes
de recrutement (API correspond a` aucun recrutement).
1
2
3
4
5
6
7
8
9
10
Fi
APIh R11
R12 R13
R21 R22
R23 RP11
RP12RP13
RP21RP22
RP23
Rxy
0
0.2
0.4
0.6
0.8
1
E(Fi,Rxy)
Fig. 7.10 – Comparaison des diﬀe´rentes me´thodes de recrutement pour une population
he´te´roge`ne. En abscisse ﬁgurent les fonctions et en ordonne´e les diﬀe´rentes me´thodes
de recrutement (APIh correspond a` aucun recrutement).
Concernant la version homoge`ne, aucune tendance franche ne semble se de´gager. En
ce qui concerne la version he´te´roge`ne on constate que deux me´thodes de recrutement
donnent des re´sultats me´diocres pour la plupart des fonctions. Il s’agit des me´thodes R21
et RP21 qui correspondent au choix, pour une fourmi, de recruter lorsqu’elle ame´liore
un site et qu’elle tente de recruter une autre fourmi au hasard. Les courbes de la
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ﬁgure 7.11 donnent la moyenne des performances sur l’ensemble des fonctions. On y
retrouve les deux contre-performances de R21 et RP21.
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Fig. 7.11 – Comparaison de APIr et APIrh. En abscisse ﬁgurent les diﬀe´rentes
me´thodes de recrutement (API correspond a` aucun recrutement). Ces valeurs corres-
pondent aux moyennes de chaque type de recrutement sur les dix fonctions e´tudie´es.
7.5.8 Quand faut-il sortir du nid ?
Le tableau 7.5 donne les re´sultats de la mode´lisation de la de´cision de sortir du
nid avec α ﬁxe´ a` 0.1. Les autres parame`tres ont pour valeurs : n = 20, Plocale = 20 et
p = 2. Ces re´sultats sont une moyenne sur 30 essais et la population est he´te´roge`ne
dans les deux cas. On note alors cette version APIsh. Le crite`re d’arreˆt T3 est ﬁxe´ a`
100 000 et correspond au nombre de tentatives de sortie du nid et non pas au nombre
d’e´valuations de la fonction, c’est pour cette raison que nous avons fait ﬁgurer le nombre
moyen d’e´valuations eﬀectue´es re´ellement par APIs (k). Sur les dix fonctions teste´es,
la version APIsh a trouve´ de meilleurs re´sultats que APIh dans 3 cas seulement. Ceci
semble indiquer que l’incorporation de la de´cision de sortir du nid n’est pas be´ne´ﬁque
pour le jeux de test e´tudie´. Cependant il faut remarquer qu’APIsh bat APIh pour les
fonctions de´ﬁnies sur des espaces de grande dimension (100). La ﬁgure 7.12 donne les
courbes de convergence moyennes de APIsh et APIh pour la fonction F8. Comme APIh
eﬀectue 20 e´valuations de la fonction F8 a` chaque ite´ration, il ne faut que
37791
20
= 1890
ite´rations. Par contre, pour APIsh, il faut
100 000
20
= 5000 ite´rations. La ﬁgure 7.13
donne la probabilite´ P¯s moyenne´e sur l’ensemble des fourmis et des essais pour la
meˆme fonction.
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Fi APIsh k APIh
F1 2.37× 10−6 38970  5.95× 10−7
F2 9.45× 10−7 35060  4.08× 10−7
F3 2.60× 10+0 34376  9.32× 10−1
F4 8.16× 10−4 25899  5.99× 10−4
F5 1.35× 10−1 29453  6.07× 10−2
F6 3.56× 10−5 25609  1.94× 10−5
F7 1.37× 10−1 20602  1.18× 10−1
F8  6.66× 10+1 37791 7.03× 10+1
F9  4.64× 10+1 37158 4.98× 10+1
F10  4.17× 10+1 38024 4.97× 10+1
Tab. 7.5 – Re´sultats de APIsh (α = 0.1). k correspond au nombre moyen d’e´valuations
eﬀectue´es par APIsh. Ce nombre a servi a` initialiser le nombre d’e´valuations de APIh
pour que les deux me´thodes disposent du meˆme nombre d’e´valuations de la fonction.
Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonction.
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Fig. 7.12 – Convergence de APIsh par rapport a` APIh pour la fonction F8. Comme
toutes les fourmis ne sortent pas a` chaque ite´rations dansAPIsh, il faut plus d’ite´rations
a` APIsh pour eﬀectuer le meˆme nombre d’e´valuations de F8.
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Fig. 7.13 – Evolution de la probabilite´ moyenne de sortir du nid de APIsh pour la
fonction F8 limite´e aux 1 000 premie`res ite´rations. On remarque la forte inﬂuence du
de´placement pe´riodique du nid.
Fi APIs k API
F1 3.80× 10−7 81765  3.20× 10−7
F2 2.70× 10−7 79464  1.72× 10−7
F3 3.67× 10−1 79695  3.52× 10−1
F4 1.37× 10−4 75599  1.36× 10−4
F5 3.58× 10−2 77628  3.03× 10−2
F6  5.04× 10−6 75381 5.45× 10−6
F7  8.79× 10−2 73236 8.85× 10−2
F8  5.73× 10+1 81295 5.84× 10+1
F9  3.75× 10+1 81518 3.83× 10+1
F10  2.91× 10+1 81864 2.96× 10+1
Tab. 7.6 – Re´sultats deAPIsh (α = 0.01). k correspond au nombre moyen d’e´valuations
eﬀectue´es par APIsh. Ce nombre a servi a` initialiser le nombre d’e´valuations de APIh
pour que les deux me´thodes disposent du meˆme nombre d’e´valuations de la fonction.
Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonction.
Le tableau 7.6 pre´sente les re´sultats obtenus en suivant le meˆme protocole de test
mais en ﬁxant la valeur de α a` 0.01. Comme on pouvait s’y attendre, on constate que le
nombre d’e´valuations (c’est-a`-dire le nombre de sorties du nid) a augmente´ par rapport
aux tests pre´sente´s dans le tableau 7.5. Ces re´sultats conﬁrment le comportement de
APIsh par rapport a` APIh.
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En conclusion, APIsh permet d’obtenir des re´sultats comparables a` APIh pour un
nombre e´quivalent d’e´valuations de la fonction objectif. L’avantage de cette ame´liora-
tion n’est donc pas e´vident en terme de qualite´. Il reste que pour un nombre de ten-
tatives de sorties du nid e´quivalent, APIsh peut eˆtre plus rapide en e´valuant moins
de fois la fonction que APIh ou` chaque tentative de sortie du nid donne lieu a` une
e´valuation. Le tableau 7.7 donne les temps de calcul obtenus en donnant a` APIsh et a`
APIh 100 000 tentatives de sortie du nid. Les valeurs ∆(t) :
∆(t) = 100
t(APIh)− t(APIsh)
t( APIh)
(7.11)
et ∆(min) (meˆme formulation) donnent une ide´e de l’apport de APIsh par rapport a`
APIh. On constate que le gain de temps est variable d’une fonction a` l’autre : APIsh
Fi APIsh APIh ∆(t) ∆(min)
min F t min F t % %
F1 3.80× 10−7 3.72 0.97  3.03× 10−7 2.30 1.02 4.90 -25.41
F2 2.70× 10−7 6.01 0.92  1.20× 10−7 6.78 0.96 4.17 -125.00
F3 3.67× 10−1 1.31 1.22  3.33× 10−1 3.82 1.34 8.96 -10.21
F4 1.37× 10−4 4.14 1.00  9.19× 10−5 2.93 0.88 -13.64 -49.08
F5 3.58× 10−2 4.22 1.30  2.91× 10−2 2.59 1.11 -17.12 -23.02
F6 5.04× 10−6 7.49 1.21  3.37× 10−6 4.44 1.07 -13.08 -15.33
F7 8.79× 10−2 3.02 1.23  7.76× 10−2 2.57 1.30 5.38 -13.27
F8 5.73× 10+1 3.34 8.94  5.43× 10+1 3.12 10.98 18.58 -5.52
F9 3.75× 10+1 2.26 11.86  3.56× 10+1 2.72 14.40 17.64 -5.33
F10 2.91× 10+1 2.55 9.58  2.56× 10+1 2.57 11.39 15.89 -13.67
Tab. 7.7 – Re´sultats de APIsh (α = 0.01) : e´valuation de la dure´e. Pour les deux
me´thodes, les re´sultats sont obtenus avec 100 000 ite´rations. Le symbole  signale les
meilleurs re´sultats obtenus pour chaque fonction, F au second coeﬃcient de Fisher et
t a` la dure´e moyenne en secondes pour un essai. ∆(t) et ∆(min) sont de´crits dans le
texte.
fait gagner jusqu’a` 18.58% de temps par rapport a` APIh (fonction F8) alors qu’il peut
eˆtre plus lent de 17.12% (fonction F5). Cependant, APIsh est globalement plus rapide
que APIh pour 100 000 tentatives de sorties du nid (7 fonctions sur 10). Du point de
vue des performances, APIsh est toujours moins performant que APIh avec la` aussi de
fortes disparite´s (∆(min)). On constate ainsi qu’en utilisant APIsh, on peut ame´liorer
le temps de calcul d’un peu moins de 5%, mais on divise alors les performances par plus
de deux (fonction F2). D’un autre cote´, en gagnant un peu plus de 18% du temps de
calcul pour la fonction F8, APIsh obtient des re´sultats moins bons que APIh d’environ
5%. La tendance principale que l’on peut retirer de ce jeux de test est que APIsh est
bien adapte´ aux fonctions de grande dimension puisque dans ce cas le gain en temps
est supe´rieur a` la perte en qualite´. APIsh est donc tout indique´ pour des proble`mes
dont l’e´valuation d’une solution est couˆteuse en temps de calcul.
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7.5.9 Cartes d’exploration
Aﬁn d’illustrer le fonctionnement d’API, nous avons repre´sente´ sur une carte les
explorations qui e´taient eﬀectue´es par les fourmis. Cela permet d’avoir une ide´e sur la
re´partition de l’eﬀort de recherche. Prenons par exemple la fonction F3 qui pre´sente
la caracte´ristique de posse´der de nombreux minima locaux. La ﬁgure 7.14 donne une
repre´sentation en deux dimensions des fonctions F1 et F3, les niveaux de gris e´tant
utilise´s pour repre´senter la valeur de la fonction en un point. Les points les plus bas
(au sens de l’e´valuation de la fonction) sont repre´sente´s en blanc alors que les plus
hauts le sont en noir et le minimum global est au centre de l’image.
F1 F3
Fig. 7.14 – Repre´sentation de la projection en deux dimensions des fonctions F1 et F3.
Chaque point de la carte d’exploration repre´sente l’e´valuation de la fonction dans
l’intervalle recouvert par le point. Etant donne´ que la taille de la carte est de 256×256
pixels, chaque point recouvre un intervalle de coˆte´ (Bi− bi)/256. L’intensite´ (en niveau
de gris) d’un point correspond au logarithme du nombre d’e´valutations eﬀectue´es dans
l’intervalle correspondant. Quand on lance API sur F1 et F3 en version homoge`ne avec
les parame`tres n = 20, Alocale = 0.01, Asite = 0.1, Plocale = 30, p = 2 et T3 = 10 000,
on obtient les cartes de la ﬁgure 7.15. Le meˆme jeux de parame`tres mais en version
he´te´roge`ne a e´te´ utilise´ pour obtenir les cartes de la ﬁgure 7.16
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F1 F3
Fig. 7.15 – Carte d’exploration des fonctions F1 et F3 dans le cas homoge`ne.
F1 F3
Fig. 7.16 – Carte d’exploration des fonctions F1 et F3 dans le cas he´te´roge`ne.
L’avantage de l’he´te´roge´ne´ite´ de la population prend ici une dimension visuelle.
Concernant la fonction F1, on constate qu’une population he´te´roge`ne se de´place beau-
coup plus rapidement vers l’optimum place´ au centre de l’espace de recherche et le
nombre d’e´valuations e´conomise´es permet d’aﬃner la recherche autour de cette posi-
tion. Pour la fonction F3, constitue´e de multiples optima locaux, la version homoge`ne
est tout a` fait inadapte´e puisqu’on constate que la majorite´ des explorations restent
conﬁne´es dans un minimum local (ou` se trouve le nid). La version he´te´roge`ne explore
plusieurs optima locaux et obtient en conse´quence des performances bien meilleures.
Ces cartes d’exploration illustrent un point que nous avions de´ja` note´ : l’importance
de l’initialisation de la position du nid. La re´ponse la plus simple a` cette diﬃculte´ peut
eˆtre de deux types :
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– le rede´marrage re´gulier ou adaptatif de la recherche a` une nouvelle position choisie
ale´atoirement ou de fac¸on a` couvrir l’espace de recherche. Cette me´thode rentre
dans le cadre du mode`le multi-population ;
– l’utilisation d’une me´thode d’initialisation base´e sur une exploration me´thodique
de l’espace de recherche (quadrillage) ou sur une autre heuristique, par exemple
un algorithme ge´ne´tique3.
7.6 Conside´rations the´oriques
Cette section tente d’e´tudier de manie`re plus the´orique le comportement de l’al-
gorithme API. Il est notamment inte´ressant de comparer API aux techniques de re-
cherche qui ont fait leurs preuves comme les algorithmes ge´ne´tiques.
7.6.1 Interaction entre les sites me´morise´s
On a pu constater que la gestion de plusieurs sites par une fourmi n’avait pas de
re´percussions notable sur les re´sultats. On peut deviner quelques e´le´ments de re´ponse :
bien que la fourmi puisse choisir le site qu’elle va visiter il semble e´quivalent de ne lui
autoriser qu’un seul site en me´moire et qu’elle n’en construise un autre que lorsque ce
site est e´puise´. Cependant, le fait qu’elle dispose de plusieurs sites quand elle vient de
subir un e´chec laisse supposer qu’elle perdra moins de temps a` s’acharner sur un seul
site pour pouvoir en explorer un autre. Quand on compare API a` un AG (voir plus
loin dans cette section), on constate que la se´lection utilise´e par API n’est peut-eˆtre
pas assez forte. On peut envisager deux ame´liorations :
1. au lieu de choisir un site a` visiter de manie`re uniforme´ment ale´atoire on peut
diriger le choix de la fourmi en fonction du taux de succe`s de chaque site. On
augmente ainsi la fre´quence de visite des sites qui ont eu un passe´ glorieux ;
2. la se´lection des AG de´pend de l’adaptation d’une solution relativement a` l’adapta-
tion de toutes les solutions manipule´es. Or API est distribue´ et il est inopportun
de fournir a` une fourmi l’adaptation des sites de toute la population pour pouvoir
faire ses choix. On peut donc envisager que la fourmi choisisse le site a` visiter
non plus suivant son taux de succe`s mais suivant son adaptation par rapport aux
autres sites actuellement dans la me´moire de la fourmi4.
7.6.2 De l’utilite´ de me´moriser plusieurs sites
Dans cette section, nous allons montrer l’utilite´ de partager la me´moire de la fourmi
sur plusieurs sites. Supposons que la fourmi dispose de trois sites de chasse en me´moire,
chaque site de chasse a une certaine probabilite´ de fournir une proie quand la fourmi
3On peut ici envisager d’utiliser API a` la place d’un AG avec un jeu de parame`tres  plus large 
ou encore de faire varier les parame`tres d’API au cours des ite´rations a` la fac¸on du recuit simule´.
4Ou de fac¸on plus directe suivant l’adaptation de la meilleure solution trouve´e par la fourmi depuis
le de´but de l’algorithme.
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s’y de´place. Notons Pi cette probabilite´ pour le site si
5. On peut mode´liser le passage
d’un site a` un autre par une chaˆıne de Markov ou` les e´tats repre´sentent la position
de la fourmi a` chaque instant. La ﬁgure 7.17 donne graphiquement les probabilite´s de
transition d’un e´tat a` l’autre. La ﬁgure 7.17(a) prend en compte le retour au nid a`
chaque sortie de la fourmi et la ﬁgure 7.17(b) repre´sente les passages entre e´tats tels
que la mode´lisation algorithmique les a de´crits (en incluant le retour au nid qui est
syste´matique eﬀectue´ entre deux sorties).
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Fig. 7.17 – Mode´lisation du choix du site de chasse par une fourmi. Dans l’exemple
pre´sente´, La fourmi dispose de trois sites de chasse en me´moire et pour chaque site si,
la probabilite´ de capturer une proie est note´e Pi.
(a) : Chaˆıne de Markov prenant en compte le retour au nid.
(b) : Chaˆıne de Markov incluant le retour au nid dans le passage au site suivant.
Si on suppose que la fourmi n’oublie pas un site et ne s’en construit pas de nou-
veau, cela nous permet d’e´tablir la probabilite´ que la fourmi soit sur un certain site a`
l’e´quilibre. Posons M, la matrice de la chaˆıne de Markov construite :
M =

P1 + 13(1− P1) 13(1− P1) 13(1− P1)1
3
(1− P2) P2 + 13(1− P2) 13(1− P2)
1
3
(1− P3) 13(1− P3) P3 + 13(1− P3)

 (7.12)
On utilise le re´sultat suivant : Si M est une matrice de transition d’une chaˆıne de
Markov re´gulie`re, alors :
lim
n→∞
M(n) =

e1 e2 e3e1 e2 e3
e1 e2 e3


et E = (e1, e2, e3) ei > 0 ∀i = 1, 2, 3 est l’unique distribution de probabilite´ telle
que :
EM = E. (7.13)
5Nous supposerons cette probabilite´ ﬁxe dans le temps alors qu’a` chaque ame´lioration locale le site
est de´place´.
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Graˆce au syste`me 7.13, on en de´duit :
e1 =
(1− P2)(1− P3)
(1− P1)(1− P2) + (1− P1)(1− P3) + (1− P2)(1− P3) (7.14)
e2 =
(1− P1)(1− P3)
(1− P1)(1− P2) + (1− P1)(1− P3) + (1− P2)(1− P3) (7.15)
e3 =
(1− P1)(1− P2)
(1− P1)(1− P2) + (1− P1)(1− P3) + (1− P2)(1− P3) (7.16)
Si on compare les sites 1 et 2, et que l’on sait que P1 > P2, comme
e1
e2
= 1−P2
1−P1 d’apre`s 7.14
et 7.15, on en de´duit qu’a` l’e´quilibre on aura e1 > e2 ce qui valide donc le fait que la
mode´lisation algorithmique pre´sente´e pre´ce´demment conserve bien une re´partition des
sorties de la fourmi sur les sites de chasse proportionnelle a` la probabilite´ de capturer
sur chaque site.
7.6.3 Comparaison avec des me´thodes voisines
La mode´lisation propose´e du comportement de pre´dation de Pachycondyla apica-
lis manipule une population de solutions (l’ensemble des sites de chasse) et peut eˆtre
rapproche´e d’un certain nombre d’heuristiques existantes. C’est par les algorithmes
d’e´volution, qui manipulent aussi une population, que nous commenc¸ons ce rapproche-
ment pour ensuite comparer la recherche locale eﬀectue´e par API a` des heuristiques
telles que la recherche tabou ou le recuit simule´.
L’ascension locale stochastique
Par rapport a` l’algorithme RHC (voir l’algorithme 5.2, page 91),API utilise non pas
un mais deux pas de recherche : le premier pas local d’amplitude Alocale est assimilable
a` celui de RHC, mais le pas global d’amplitude Asite n’existe pas dans RHC ainsi que
le de´me´nagement du nid. De plus, pour une fourmi donne´e, l’exploration des sites n’est
pas uniforme. Le succe`s associe´ aux sites biaise cette uniformite´ vers les meilleurs sites
alors que RHC explore toujours le meˆme point.
Les algorithmes ge´ne´tiques
D’une manie`re ge´ne´rale, l’algorithme API peut eˆtre compare´ avec les algorithmes
manipulant une population de solutions. Les Algorithmes Ge´ne´tiques (AG) en font
partie. Le tableau 7.8 pre´sente une comparaison des AG avec API. Voici points par
points les similarite´s et diﬀe´rences entre API et les techniques issues des AG :
– les n fourmis manipulent p sites de chasse. La colonie de fourmis toute entie`re
manipule donc n× p solutions ;
– la cre´ation d’un site correspond a` l’arrive´e d’une nouvelle solution dans la popu-
lation. Pour un AG on parle d’immigration ;
– la recherche locale (ope´rateur Oexplo) revient a` faire une mutation de la solution
repre´sente´e par le site explore´ ;
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API AG
n fourmis, p sites n× p individus
cre´ation d’un site immigration
recherche locale ope´rateur de mutation
patience locale pression de selection
de´placement du nid rede´marrage (restart)
recrutement ope´rateur de se´lection
multi-populations niche (Island Model)
Tab. 7.8 – Comparaison de API avec les techniques issues des Algorithmes Ge´ne´tiques
(AG).
– la patience locale (Plocale) indique le nombre de tentatives d’ame´lioration d’un
site. Cela revient a` indiquer le niveau de conﬁance dans l’ame´lioration d’un site
qu’une fourmi peut avoir. Si Plocale a une valeur faible, cela signiﬁe que la fourmi
se´lectionne les meilleures solutions avec peu de tentatives sur chacune d’elles. A
l’oppose´, une grande valeur de Plocale indique que la fourmi dispose d’un plus
grand nombre de tentatives pour ame´liorer une solution. La patience locale per-
met donc de re´gler le comportement de la fourmi en fonction des re´sultats qu’elle
obtient. C’est en cela que l’on peut comparer la patience locale a` la pression de
se´lection des algorithmes ge´ne´tiques qui permet de favoriser plus ou moins les
solutions les plus adapte´es. Il faut cependant noter que la patience locale est un
parame`tre individuel alors que la pression de se´lection agit sur l’ensemble de la
population ;
– le de´placement du nid permet de relancer la recherche et e´viter de cette fac¸on les
optima locaux. Les techniques de  restart  visent le meˆme objectif ;
– le recrutement a pour eﬀet de dupliquer les meilleures solutions manipule´es par
les fourmis ce qui est tre`s similaire a` la fonction de l’ope´rateur de se´lection des
AG ;
– on peut noter l’absence d’un e´quivalent chez API de l’ope´rateur de croisement
des AGs.
Dans les AG manipulant une population ﬁnie de solutions, l’eﬀet cumule´ de la se´lection
et du croisement a l’inconve´nient de faire disparaitre la diversite´ ne´cessaire a` l’explora-
tion. En quelque sorte, on peut conside´rer que dans un AG les solutions sont au de´part
uniforme´ment distribue´es dans l’espace de recherche et qu’apre`s un certain nombre
d’ite´rations, la population se concentre sur les points les plus se´lectionne´s. Seule la
mutation introduit alors une certaine diversite´. Dans API, le processus est inverse´ : les
fourmis explorent a` partir d’un point central, le nid, et tendent a` s’en e´loigner au fur
et a` mesure des ite´rations.
Si on e´largit la comparaison a` d’autres techniques e´volutionnaires, on peut de´couvrir
un certain nombre de points communs. Si on conside`re les strate´gies d’e´volution (SE), µ
solutions parentes ge´ne`rent λ solutions ﬁlles par un me´canisme de mutation gaussienne.
Comme les solutions sont des vecteurs re´els, la ressemblance est plus forte avec API
que dans le cas des AG manipulant des chaˆınes binaires. Il y alors principalement deux
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solutions pour constituer la nouvelle population :
– les µ meilleures solutions ﬁlles parmi les λ construites forment la nouvelle popu-
lation (note´e (µ,λ)-SE) ;
– les µ meilleures solutions parmis les µ + λ sont se´lectionne´es pour constituer la
nouvelle population (note´e (µ + λ)-SE).
C’est cette dernie`re qui se rapproche le plus de API ou` les solutions construites lors de
l’exploration des sites de chasse ne sont conserve´es que si elles sont meilleures que le
site qui les a ge´ne´re´es. Cela dit, il ne faut pas perdre de vue que pour API la se´lection
se fait uniquement par rapport au site concerne´ et non pas par rapport a` l’ensemble
des sites me´morise´s par les fourmis. C’est en cela que API est plus distribue´ qu’une
strate´gie d’e´volution.
7.7 Applications
Dans cette section, nous pre´sentons un certain nombre d’applications de l’algo-
rithme API a` des proble`mes dont l’espace de recherche peut prendre diﬀe´rentes formes.
L’objectif est de montrer que l’on peut re´ellement appliquer API a` n’importe quel
proble`me d’optimisation a` partir du moment ou` l’on est capable de de´ﬁnir les ope´rateurs
Orand et Oexplo sur l’espace de recherche.
7.7.1 Optimisation de fonctions nume´riques
Un certain nombre de re´sultats ont de´ja` e´te´ pre´sente´s pour ce type de proble`me
dans la section 7.5. Nous pre´sentons ici un certain nombre d’extensions spe´ciﬁques au
proble`me de l’optimisation nume´rique.
Heuristique locale
Dans la nature, les fourmis ont tendance a` choisir des directions les e´loignant du nid
lors de leur phase d’exploration locale. Aﬁn de prendre en compte ce comportement
qui tend a` les e´loigner du nid, quand une fourmi revient sur un site ou` elle vient de
capturer une proie, elle continue sa recherche locale dans la meˆme direction que la
direction qui l’a conduite a` la pre´ce´dente capture. Ainsi, quand la fourmi ame´liore un
site s en une position s′, elle me´morise le vecteur d = s′−s de Rl qui l’a amene´e a` cette
de´couverte. Son exploration locale (e´quation 7.9) est alors oriente´e par d = (di)i=1...l
de la fac¸on suivante :
s′i = si + di + AU [−0.5, 0.5](Bi − bi) (7.17)
ou` A est l’amplitude de l’exploration et U [−0.5, 0.5] est un nombre ale´atoire uni-
forme´ment tire´ dans [−0.5, 0.5].
Notons par APId cette version de API. L’ajouˆt de cette heuristique locale s’appa-
rente a` l’utilisation d’une information locale de type gradient. Le tableau 7.9 donne les
re´sultats obtenus pour les dix fonctions e´tudie´s en utilisant les valeurs suivantes pour
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Fi APIh APIhd
min σ F min σ F
F1  1.35× 10−6 7.75× 10−7 2.56 2.42× 10−5 2.49× 10−5 7.93
F2  2.11× 10−6 1.99× 10−6 4.79 2.40× 10−6 1.89× 10−6 2.31
F3  4.56× 100 3.33× 100 7.18 9.26× 100 4.43× 100 2.40
F4  5.34× 10−3 6.27× 10−3 12.67 5.81× 10−3 3.89× 10−3 1.84
F5  2.01× 10−1 1.12× 10−1 2.42 3.93× 10−1 1.59× 10−1 3.29
F6  8.24× 10−4 2.16× 10−3 12.65 2.08× 10−3 3.07× 10−3 4.39
F7  1.17× 10−1 7.07× 10−2 5.19 1.93× 10−1 7.28× 10−2 2.64
F8  9.83× 10+1 6.38× 100 2.97 1.14× 10+2 1.02× 10+1 3.09
F9  7.28× 10+1 2.87× 100 2.72 8.59× 10+1 3.85× 100 3.93
F10  9.40× 10+1 5.86× 100 3.42 1.10× 10+2 5.37× 100 2.33
Tab. 7.9 – Re´sultats compare´s de APIh et APIhd avec T3 = 10 000 (moyennes sur
30 essais). Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonction,
σ repre´sente l’e´cart type et F le coeﬃcient de Fisher de´ﬁnit dans la section 6.7.3,
page 108.
les parame`tres de APIh et APIhd
6 : n = 20, Plocale = 30, p = 2 et T3 = 10 000. Les
ﬁgures 7.18 et 7.19 montrent l’e´volution moyenne du minimum a` chaque ite´ration.
6Dans tous les cas nous utilisons des populations he´te´roge`nes aﬁn de limiter la taille du jeu de
parame`tres a` tester. De plus, nous n’utilisons pas de recrutement.
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Fig. 7.18 – Courbes de convergence des fonctions F1 a` F4 pour APIh et APIhd.
7. L’algorithme API 155
F5 F6
0
10
20
30
40
50
60
70
0 50 100 150 200 250 300 350 400 450 500
Ev
al
ua
tio
n 
m
oy
en
ne
Nombre d’itérations
APIhAPIhd
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0 50 100 150 200 250 300 350 400 450 500
Ev
al
ua
tio
n 
m
oy
en
ne
Nombre d’itérations
APIhAPIhd
F7 F8
0
1
2
3
4
5
6
7
8
0 50 100 150 200 250 300 350 400 450 500
Ev
al
ua
tio
n 
m
oy
en
ne
Nombre d’itérations
APIhAPIhd
50
100
150
200
250
300
350
400
450
500
0 50 100 150 200 250 300 350 400 450 500
Ev
al
ua
tio
n 
m
oy
en
ne
Nombre d’itérations
APIhAPIhd
F9 F10
70
75
80
85
90
95
100
105
110
115
120
0 50 100 150 200 250 300 350 400 450 500
Ev
al
ua
tio
n 
m
oy
en
ne
Nombre d’itérations
APIhAPIhd
90
100
110
120
130
140
150
160
0 50 100 150 200 250 300 350 400 450 500
Ev
al
ua
tio
n 
m
oy
en
ne
Nombre d’itérations
APIhAPIhd
Fig. 7.19 – Courbes de convergence des fonctions F5 a` F10 pour APIh et APIhd.
On peut regrouper ces courbes en trois cate´gories :
1. APIh est pratiquement toujours meilleur que APIhd (F3, F9 et F10) ;
2. APIhd est meilleur que APIh pour au moins la premie`re moitie´ des ite´rations
(F2, F6 et F7) ;
3. APIhd est meilleur que APIh pour au moins les cinquantes premie`res ite´rations
(F1, F4, F5 et F8)
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Ceci signiﬁe que l’utilisation de la direction est eﬃcace pour les premie`res ite´rations
de APIhd mais que par la suite elle se transforme en handicap. La modiﬁcation la plus
imme´diate est de prendre en compte la direction proportionnellement a` l’amplitude A :
s′i = si + Adi + AU [−0.5, 0.5](Bi − bi) (7.18)
Les re´sultats obtenus avec cette variante (note´e APIhd′) sont pre´sente´s dans le ta-
bleau 7.10. On peut constater que l’impact de cette variante est tout autrement plus
eﬃcace que ne l’e´tait APIhd par rapport a` APIh.
Fi APIh APIhd′
min σ F min σ F
F1 1.35× 10−6 7.75× 10−7 2.56  1.13× 10−6 6.96× 10−7 3.80
F2  2.11× 10−6 1.99× 10−6 4.79 2.49× 10−6 3.67× 10−6 9.08
F3 4.56× 10+0 3.33× 10+0 7.18  3.47× 10+0 2.17× 10+0 2.20
F4 5.34× 10−3 6.27× 10−3 12.67  3.77× 10−3 3.67× 10−3 4.73
F5  2.01× 10−1 1.12× 10−1 2.42 2.20× 10−1 1.20× 10−1 1.83
F6  8.24× 10−4 2.16× 10−3 12.65 1.92× 10−3 3.51× 10−3 3.62
F7 1.70× 10−1 7.07× 10−2 5.19  1.63× 10−1 5.36× 10−2 3.53
F8  9.83× 10+1 6.38× 10+0 2.97 9.91× 10+1 8.07× 10+0 2.77
F9 7.28× 10+1 2.87× 10+0 2.72  7.19× 10+1 3.85× 10+0 2.61
F10 9.40× 10+1 5.90× 10+0 3.42  8.96× 10+1 4.46× 10+0 2.65
Tab. 7.10 – Re´sultats compare´s de APIh et APIhd′ avec T3 = 10 000 (moyennes sur 30
essais). Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonction, σ
repre´sente l’e´cart type et F le coeﬃcient de Fisher de´ﬁni dans la section 6.7.3, page 108.
D’une manie`re ge´ne´rale, l’utilisation d’une heuristique locale peut nettement ame´-
liorer les performances d’une me´thode d’optimisation, la principale diﬃculte´ e´tant d’en
connaˆıtre une. Nous avons montre´ que l’utilisation d’une information de direction par
les fourmis pouvait dans un premier temps acce´le´rer la convergence de API (pour 7
fonctions parmi les 11 utilise´es) puis en l’ame´liorant nous avons obtenu des re´sultats
compe´titif avec APIh.
Ope´rateur d’exploration non uniforme
L’exploration Oexplo est eﬀectue´e de fac¸on uniforme dans l’intervalle [si− A2 , si+ A2 ].
De plus en plus de me´thodes d’optimisation utilisent une distribution normale a` la
place de la distribution uniforme (voir par exemple (Sebag and Ducoulombier, 1998)).
Nous avons introduit ce type d’exploration dans API (note´ alors APIn pour signiﬁer
l’emploi d’une loi normale). L’ope´rateur Oexplo agit alors de la fac¸on suivante :
s′i = si +N (0,
A
2
)(Bi − bi) (7.19)
ou` N (0, A
2
) est une loi normale centre´e en 0 et d’e´cart type A
2
.
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Fi API APIn
min σ F min σ F
F1 9.85× 10−3 5.14× 10−2 27.99  6.86× 10−5 4.54× 10−5 3.07
F2 2.32× 10−1 3.51× 10−1 6.45  3.42× 10−3 8.20× 10−3 11.28
F3 2.05× 10+1 1.09× 10+1 2.15  7.79× 10+0 4.08× 10+0 2.76
F4 1.52× 10+0 1.68× 10+0 4.73  5.03× 10−2 2.89× 10−2 2.04
F5 4.08× 10+0 2.91× 10+0 4.16  6.86× 10−1 2.72× 10−1 8.47
F6 2.61× 10−1 1.91× 10−1 1.33  3.82× 10−2 6.47× 10−2 9.17
F7 6.35× 10+0 1.78× 10+0 6.03  1.37× 10+0 1.65× 10+0 7.06
F8 2.04× 10+2 8.40× 10+1 4.27  1.36× 10+2 2.87× 10+1 1.77
F9 1.06× 10+2 7.92× 10+0 2.97  9.32× 10+1 5.92× 10+0 2.44
F10 1.38× 10+2 7.56× 10+0 2.56  1.25× 10+2 7.79× 10+0 2.63
Tab. 7.11 – Re´sultats compare´s de API (population homoge`ne) et APIn (population
homoge`ne et Oexplo non uniforme. Le symbole  signale les meilleurs re´sultats obtenus
pour chaque fonction, σ repre´sente l’e´cart type et F le coeﬃcient de Fisher de´ﬁni dans
la section 6.7.3, page 108.
Le tableau 7.11 pre´sente les re´sultats obtenus dans le cas homoge`ne en ﬁxant n = 20,
Asite = 0.1, Alocale = 0.01, Plocale = 30, p = 2 et T3 = 10 000. Le tableau 7.12 pre´sente
les re´sultats obtenus dans le cas he´te´roge`ne.
Il ressort de ces deux tableaux que APIn est beaucoup plus performant que API
alors que la diﬀe´rence n’est plus perceptible entre APIhn et APIh. Pour une population
homoge`ne, le choix des parame`tres est en ge´ne´ral beaucoup plus sensible. L’utilisation
d’une densite´ normale semble diminuer cette sensibilite´ en permettant une re´partition
non uniforme des essais autour d’un point de l’espace de recherche. Par contre dans
le cas he´te´roge`ne cela n’a plus d’inﬂuence puisque les parame`tres de la population
permettent de couvrir plus de jeux de parame`tres.
Comparaisons avec d’autres heuristiques
– Recherche ale´atoire pure. Cette me´thode est la plus simple que l’on puisse
concevoir : ge´ne´rer T3 points dans S et retenir le meilleur (voir l’algorithme 5.2).
En ﬁxant certains parame`tres de API a` des valeurs extreˆmes, on peut tester cette
me´thode que l’on note APIa. Il suﬃt de poser Asite = 2, ce qui permet de ge´ne´rer
uniforme´ment un point dans tout l’espace de recherche et p ≥ PN pour que les
fourmis n’aient que le temps de construire leurs sites de chasse sans pouvoir les
explorer puisque le nid devra eˆtre de´place´. Le tableau 7.13 donne les re´sultats
obtenus avec APIa en comparaison avec une version he´te´roge`ne (n = 20, p = 2,
Plocale = 20, avec recrutement). Les re´sultats sont nettement en faveur de APIh
ce qui prouve seulement que la strate´gie de recherche de API est meilleure qu’une
recherche ale´atoire.
– Ascension locale stochastique avec rede´marrages multiples. Tout comme
pour la recherche ale´atoire, API peut eˆtre parame´tre´ pour reproduire le compor-
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Fi APIh APIhn
min σ F min σ F
F1  1.05× 10−6 7.88× 10−7 3.39 2.47× 10−6 1.74× 10−6 4.07
F2 4.98× 10−6 9.73× 10−6 18.17  4.66× 10−6 6.39× 10−6 15.97
F3  4.08× 10+0 2.69× 10+0 3.16 4.35× 10+0 2.73× 10+0 4.02
F4 4.79× 10−3 3.37× 10−3 1.48  4.31× 10−3 4.10× 10−3 2.68
F5  1.60× 10−1 9.15× 10−2 2.50 2.33× 10−1 1.29× 10−1 3.07
F6 1.07× 10−3 2.65× 10−3 8.22  7.92× 10−4 1.89× 10−3 16.96
F7  1.60× 10−1 5.56× 10−2 2.90 1.76× 10−1 6.53× 10−2 5.72
F8  9.89× 10+1 6.96× 10+0 2.51 1.14× 10+2 7.71× 10+0 3.18
F9  7.29× 10+1 3.98× 10+0 3.04 8.36× 10+1 4.24× 10+0 2.83
F10 9.33× 10+1 6.12× 10+0 3.02  9.28× 10+1 5.13× 10+0 3.04
Tab. 7.12 – Re´sultats compare´s de APIh (population he´te´roge`ne) et APIhn (popu-
lation he´te´roge`ne et Oexplo non uniforme) (T3 = 10 000). Le symbole  signale les
meilleurs re´sultats obtenus pour chaque fonction, σ repre´sente l’e´cart type et F le
coeﬃcient de Fisher de´ﬁni dans la section 6.7.3, page 108.
tement de MSRHC (voir l’algorithme 5.2). Pour un nombre limite´ d’e´valuations
de chaque fonction, nous ﬁxons les parame`tres suivants :
– n = 1 ;
– p = 1 ;
– la patience du nid (PN) pour APIh avec n = 20, p = 2, Plocale = 20, est
de 84 (formule 7.1). Pour MSRHC, nous n’utilisons qu’une seule fourmi, le
rede´marrage de la recherche, qui correspond au de´placement du nid a` une
position ale´atoire, est donc eﬀectue´e tous les 84× 20 = 1680 ite´rations ;
– l’amplitude des de´placements est ﬁxe´e a` Asite = Alocale = 0.5.
Les re´sultats obtenus sont donne´s dans le tableau 7.14. Bien que les re´sultats
obtenus parMSRHC soient meilleurs que ceux obtenus par la recherche ale´atoire,
APIh reste plus performant.
7.7.2 Optimisation combinatoire : Proble`me du voyageur de
commerce
Le proble`me du voyageur de commerce (PVC, Traveler Salesman Problem : TSP)
est un proble`me tre`s classique en optimisation combinatoire7. Il est de plus en plus im-
probable de pre´senter une me´thode surpassant toutes celles existantes (voir par exemple
(Reinelt, 1994) pour un aperc¸u des diﬀe´rentes approches). Cependant il est inte´ressant
de voir comment API peut s’appliquer simplement a` ce proble`me. Comme nous l’avons
vu au chapitre 2 de nombreux algorithmes inspire´s des fourmis sont ne´s de l’analogie
entre ce proble`me et la recherche de nourriture par les fourmis re´elles (Stu¨tzle and Do-
rigo, 1999b). Nous avons notamment constate´ que ces heuristiques sont essentiellement
7L’e´nonce´ du PVC est donne´ au chapitre 2.
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Fi APIa APIh
min σ F min σ F
F1 1.02× 10−1 6.16× 10−2 3.04  1.71× 10−6 1.12× 10−6 4.58
F2 6.03× 10−3 5.59× 10−3 3.11  3.33× 10−6 5.87× 10−6 16.02
F3 1.58× 10+1 3.63× 10+0 2.45  3.63× 10+0 1.82× 10+0 2.33
F4 2.23× 10−1 1.04× 10−1 2.62  2.60× 10−3 2.90× 10−3 2.69
F5 4.03× 10+0 1.46× 10+0 2.02  1.67× 10−1 8.95× 10−2 3.49
F6 2.12× 10−2 1.28× 10−2 2.46  3.51× 10−4 1.20× 10−3 26.74
F7 1.29× 10+0 3.25× 10−1 2.62  1.41× 10−1 4.05× 10−2 2.11
F8 1.46× 10+2 1.05× 10+1 2.43  9.64× 10+1 8.53× 10+0 3.03
F9 1.05× 10+2 1.83× 10+0 3.47  7.03× 10+1 3.53× 10+0 2.18
F10 1.24× 10+2 3.27× 10+0 3.90  8.44× 10+1 5.73× 10+0 3.41
Tab. 7.13 – Re´sultats compare´s de APIa (recherche ale´atoire) et APIh avec T3 =
10 000. Le symbole  signale les meilleurs re´sultats obtenus pour chaque fonction, σ
repre´sente l’e´cart type et F le coeﬃcient de Fisher de´ﬁni dans la section 6.7.3, page 108.
constructives
API pour le PVC
L’adaptation la plus imme´diate de API a` la re´solution de proble`mes combinatoires
est de proce´der par la modiﬁcation successive d’un ensemble de solutions, contraire-
ment a` une approche constructive des solutions. Ce type d’approche a par exemple e´te´
utilise´ pour le proble`me de l’assignement quadratique expose´ au chapitre 2. La position
d’une fourmi dans l’espace de recherche est e´quivalente a` un chemin hamiltonien dans
le graphe des villes. Le de´placement d’une fourmi correspond alors a` une modiﬁca-
tion de ce chemin. Un certain nombre d’heuristiques sont envisageables pour accomplir
cette modiﬁcation. Nous en avons expe´rimente´ quelques unes avec la contrainte qu’elles
soient parame´trables par une amplitude. Cela signiﬁe qu’une valeur e´leve´e de l’ampli-
tude permet de modiﬁer assez fortement une solution alors qu’une valeur faible ne doit
pas trop perturber un chemin. La plupart des heuristiques eﬃcaces utilisent des heu-
ristiques proches du proble`me permettant de modiﬁer un chemin pour en trouver un
plus court. L’algorithme ACS, par exemple (voir le chapitre 2), construit des solutions
en utilisant la coope´ration des fourmis puis chaque chemin est ame´liore´ (si possible)
par l’heuristique 2-opt ou 3-opt. Voici les techniques de modiﬁcation d’un chemin,
correspondant a` l’ope´rateur Oexplo, que nous avons expe´rimente´es :
– la permutation simple : deux villes sont e´change´es au hasard dans la se´quence.
L’amplitude correspond dans ce cas au nombre de permutations eﬀectue´es (une
amplitude de 0.1 pour un proble`me a` 100 villes occasionera 0.1 × 100 = 10
permutations).
– la permutation circulaire : plusieurs villes sont permute´es dans la se´quence, le
nombre de villes permute´es repre´sente l’amplitude du de´placement d’une fourmi.
– l’insertion : cette me´thode consiste a` choisir une ville au hasard et a` l’inse´rer
entre deux autres villes de la se´quence. L’amplitude correspond alors au nombre
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Fi MSRHC APIh
min σ F min σ F
F1 2.00× 10−2 1.34× 10−2 4.71  1.84× 10−6 1.15× 10−6 3.38
F2 3.71× 10−3 3.53× 10−3 2.66  2.37× 10−6 2.07× 10−6 2.25
F3 1.01× 10+1 2.30× 10+0 2.04  3.61× 10+0 2.23× 10+0 4.18
F4 1.03× 10−1 4.44× 10−2 1.87  2.78× 10−3 3.11× 10−3 3.54
F5 1.70× 10+0 3.46× 10−1 2.56  1.57× 10−1 7.85× 10−2 1.78
F6 1.06× 10−2 1.80× 10−3 10.14  8.47× 10−4 2.41× 10−3 12.21
F7 8.47× 10−1 2.47× 10−1 1.90  1.52× 10−1 6.17× 10−2 3.98
F8 1.07× 10+2 5.86× 10+0 2.04  9.79× 10+1 5.83× 10+0 2.94
F9 8.14× 10+1 1.78× 10+0 2.35  7.59× 10+1 3.92× 10+0 2.59
F10  8.02× 10+1 2.05× 10+0 3.30 9.04× 10+1 6.57× 10+0 2.09
Tab. 7.14 – Re´sultats compare´s de MSRHC et APIh avec T3 = 10 000. Le symbole 
signale les meilleurs re´sultats obtenus pour chaque fonction, σ repre´sente l’e´cart type
et F le coeﬃcient de Fisher de´ﬁni dans la section 6.7.3, page 108.
d’insertions eﬀectue´es,
– permutation probabiliste : si la permutation de deux villes choisies au hasard dans
la se´quence augmente la longueur du chemin, la probabilite´ que cette permutation
soit eﬀectue´e est inversement proportionnelle a` l’augmentation occasionne´e. Si la
permutation diminue la longueur du chemin, elle est syste´matiquement eﬀectue´e.
Ces me´thodes de perturbation d’une se´quence ont le me´rite d’eˆtre simples et peu
couˆteuses au niveau du temps de calcul. On peut cependant utiliser des me´thodes
ame´liorant localement une solution comme technique de de´placement d’une fourmi,
par exemple on peut appliquer une me´thode gloutonne sur une portion du chemin. On
peut e´galement envisager de diﬀe´rencier la cre´ation d’un site de chasse de l’exploration
d’un site et associer a` ces deux taˆches des techniques diﬀe´rentes de modiﬁcation de la
se´quence.
Expe´rimentations
Aﬁn de tester cette version combinatoire d’API nous nous sommes base´s sur un
ensemble de jeux de tests tre`s utilise´s dans le domaine. Les proble`mes de´crits dans
le tableau 7.15 sont tire´s de la liste de proble`mes du voyageur de commerce TSPLIB
(Reinelt, 1995).
En ce qui concerne l’ope´rateur Oexplo il est apparu que les meilleurs re´sultats e´taient
obtenus en utilisant l’insertion, a` la fois pour la cre´ation de site que de l’exploration
locale. Nous avons compare´ API a` ACS aﬁn d’en mesurer les performances. Comme
ACS utilise une heuristique supple´mentaire a` chaque cre´ation d’un chemin, nous avons
utilise´ dans les deux cas, pour API et ACS, l’heuristique 2-Opt. Dans un objectif
d’e´quite´, les parame`tres de chaque algorithme ont e´te´ ajuste´s pour que le meˆme nombre
d’appels a` 2-Opt soit eﬀectue´. Le tableau 7.16 donne les re´sultats obtenus par ACS
dont les parame`tres sont les suivants : n = 20, T3 = 200, β = 2.0, q0 = 0.98, ρ = 0.1
et τ0 = 0.2. Les listes candidates n’ont pas e´te´ utilise´es. API a e´te´ utilise´ en version
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Proble`me V Optimum
P16 16 16
P49 49 49
EIL51 51 415
EIL76 76 538
KROA100 100 21282
D198 198 15780
LIN318 318 42029
PCB442 442 50778
RAT783 783 8806
Tab. 7.15 – Jeux de test pour l’e´valuation de API sur le PVC. V correspond au nombre
de villes du proble`me.
Proble`me s¯ [σ] s+ Dure´e
P16 16.00 [0.00] 16 0.51
P49 49.00 [0.00] 49 6.27
EIL51 430.76 [6.75] 419 7.26
EIL76 554.88 [4.85] 542 18.84
KROA100 50995.44 [10098.60] 26501 37.28
D198 16977.78 [144.18] 16606 215.30
LIN318 47043.08 [369.42] 46455 781.75
PCB442 57476.56 [695.15] 56026 1966.75
RAT783 10103.17 [71.80] 9880 11349.85
Tab. 7.16 – Re´sultats obtenus par ACS. s¯ est la longueur moyenne du plus court
chemin trouve´ sur 50 essais et σ, l’e´cart type correspondant. s+ est la longueur du plus
court chemin trouve´ et la dure´e, donne´e en secondes, est donne´e en moyenne sur les 50
essais.
he´te´roge`ne pour produire les re´sultats pre´sente´s dans le tableau 7.17. Les parame`tres
sont les suivants : PN = 44, p = 2, n = 20 et T3 = 200. Dans la colonne APIh+glouton,
nous avons fait apparaˆıtre les re´sultats obtenus quand le nid est initialise´ par une
heuristique gloutonne8 au lieu d’une initialisation ale´atoire.
On constate tout d’abord que l’initialisation gloutonne de la position du nid confe`re
un avantage a` API surtout perceptible pour les proble`mes comportant un nombre
important de villes.
Les re´sultats obtenus par API sont infe´rieurs en qualite´ a` ceux obtenus par ACS.
Il faut cependant tenir compte des remarques suivantes :
– ACS a e´te´ de´veloppe´ spe´ciﬁquement pour le PVC et l’optimisation combinatoire ;
– ACS utilise l’information de distance entre les villes comme heuristique locale
8La premie`re ville est choisie ale´atoirement, puis la se´quence est construite en choisissant pour
chaque position la ville la plus proche de la dernie`re choisie parmi les villes qui n’ont pas encore e´te´
traverse´es.
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Proble`me APIh APIh+glouton
s¯ [σ] s+ Dure´e s¯ [σ] s+
P16 16.00 [0.00] 16 0.06 16.00 [0.00] 16
P49 49.14 [0.40] 49 0.39 49.14 [0.40] 49
EIL51 439.50 [9.45] 419 0.41 435.98 [7.36] 424
EIL76 591.48 [14.54] 566 0.99 573.12 [11.33] 553
KROA100 59581.20 [1332.12] 56879 1.85 55969.04 [660.94] 54987
D198 21775.02 [1594.90] 18769 7.67 18047.42 [518.47] 17368
LIN318 75989.66 [3598.25] 67902 22.32 52970.88 [1111.55] 50587
PCB442 94632.06 [3527.09] 85131 58.61 61324.48 [1089.31] 58002
RAT783 18893.86 [846.62] 17081 272.35 10944.18 [234.73] 10472
Tab. 7.17 – Re´sultats obtenus parAPI pour le PVC. s¯ est la longueur moyenne du plus
court chemin trouve´ sur 50 essais et σ, l’e´cart type correspondant. s+ est la longueur
du plus court chemin trouve´ et la dure´e, donne´e en secondes, est donne´e en moyenne
sur les 50 essais.
alors que API n’utilise pas cette information ;
– le temps de calcul de API est tre`s infe´rieur au temps de calcul de ACS. Par
exemple, pour un proble`me a` 783 villes, API ne´cessite environ 272 secondes alors
que ACS en ne´cessite 11350 pour le meˆme nombre d’ite´rations ;
Pour acce´le´rer ACS, il faudrait par exemple utiliser des listes candidates, ce qui re´duirait
le temps de construction d’une se´quence et pour ame´liorer API, il faudrait que l’ope´-
rateur Oexplo soit un peu plus perfectionne´ qu’une simple se´rie d’insertions ale´atoires.
7.7.3 Apprentissage de Chaˆınes de Markov Cache´es
Les Chaˆınes de Markov Cache´es
Les Chaˆınes de Markov Cache´es (CMC), ou Mode`les de Markov Cache´s (Hidden
Markov Models : HMM ) sont des processus stochastiques simples en applications, riches
en proprie´te´s et fonde´s sur des bases mathe´matiques solides (Slimane and Asselin de
Beauville, 1996). Les CMC sont des outils de mode´lisation tre`s utilise´s en reconnais-
sance des formes (Rabiner, 1989), et en particulier applique´s a` la reconnaissance de
visages (Samaria, 1994; Slimane et al., 1996a) ou la pre´vision de se´rie temporelles
(Slimane et al., 1998).
 On emploie les CMC pour mode´liser des phe´nome`nes dont on estime
n’observer que des manifestations ou des re´alisations. Le phe´nome`ne res-
ponsable de ces re´alisations reste cache´. (Brouard, 1999)
Dans ce document, nous ne de´crivons pas en de´tail les CMC et leurs algorithmes,
nous nous contenterons d’y voir un proble`me d’optimisation. Nous nous inte´ressons
plus particulie`rement aux CMC discre`tes et stationnaires. Formellement, une CMC λ
est repre´sente´e par trois matrices A, B et Π. A correspond a` la matrice de transition
entre les e´tats cache´s. S’il y a N e´tats cache´s s1, . . . , sN alors (aij)1≤i,j≤N = A ∈
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MN×N(R) et A est stochastique. aij est la probabilite´ de passer de l’e´tat i a` l’e´tat
j. La matrice B fait correspondre les N e´tats cache´s aux M symboles observables
v1, . . . , vM . (bjk)1≤j≤N,1≤k≤M = B ∈ MN×M(R) est aussi stochastique et bjk, que l’on
note aussi bj(vk), donne la probabilite´ que la CMC se trouvant dans l’e´tat j ge´ne`re
le symbole vk. Enﬁn, le vecteur Π = (π1, . . . , πN ), lui aussi stochastique, donne la
probabilite´ que la CMC soit dans un e´tat donne´ a` son initialisation.
Il y a trois proble`mes fondamentaux concernant les CMC :
– le proble`me de l’e´valuation. E´tant donne´e une observation o (compose´e de K
symboles appartenant a` {v1, . . . , vM}), on de´sire connaitre la probabilite´ P (o|λ)
que la CMC λ ge´ne`re cette observation. L’algorithme Forward eﬀectue ce calcul
en N2K ope´rations ;
– le proble`me de la de´termination du chemin d’e´tat. E´tant donne´es une CMC λ et
une observation o, on cherche la succession des e´tats cache´s la plus probablement
suivie par λ lorsque celle-ci ge´ne`re o. Ce proble`me est re´solu par l’algorithme de
Viterbi ;
– le proble`me d’apprentissage. E´tant donne´e une observation o on cherche la CMC
λ∗ maximisant la probabilite´ de ge´ne´rer o. Deux cas se pre´sentent : (i) l’architec-
ture de la CMC est connue (i.e. N , le nombre d’e´tats), il s’agit de de´couvrir les
valeurs des matrices de λ. On parle alors d’apprentissage supervise´. (ii) le nombre
d’e´tats cache´s est inconnu et sa de´termination fait donc partie du proble`me, l’ap-
prentissage est alors dit non supervise´. Quand le nombre d’e´tats est ﬁxe´, l’al-
gorithme Baum-Welch (BW) permet d’obtenir les valeurs des matrices A∗, B∗
et Π∗ en partant d’une CMC. Le principal inconve´nient de cet algorithme est
qu’il se comporte comme un algorithme de descente de gradient et ne garantit en
conse´quence que la de´couverte d’un optimum local.
C’est le proble`me d’apprentissage qui nous inte´resse ici puisqu’il s’agit d’un pro-
ble`me d’optimisation : maximiser P (o|λ). Les algorithmes ge´ne´tiques ont par exemple
e´te´ utilise´s pour  servir  a` l’algorithme BW des CMC d’initialisation (Slimane et al.,
1996b). Le principe est le suivant : une population de CMC est ge´ne´re´e puis e´value´e rela-
tivement a` l’observation que l’on de´sire apprendre (par l’algorithme Forward). Les CMC
sont ensuite se´lectionne´es, croise´es et mute´es en adaptant les ope´rateurs ge´ne´tiques
classiques aux CMC. L’algorithme BW est utilise´ en tant qu’ope´rateur de recherche
locale et il peut eˆtre utilise´ a` chaque ite´ration de l’algorithme ge´ne´tique (AG∪BW)9
ou a` la ﬁn du processus ge´ne´tique (AG+BW) aﬁn d’ame´liorer la solution obtenue. Le
cas non-supervise´ est pris en compte en manipulant une population de CMC dont le
nombre d’e´tats cache´s est variable (algorithme GHOSP : Genetic Hybrid Optimization
and Search of Parameters)(Slimane et al., 1999).
API pour l’optimisation des CMC
Nous proposons de remplacer les algorithmes ge´ne´tiques par l’algorithmeAPI. L’ap-
prentissage des CMC est un proble`me inte´ressant pour API puisque la dimension de
l’espace de recherche est assez importante : il faut trouver les valeurs des composantes
9AG∪BW est conside´re´ comme lamarkien puisque les ame´liorations obtenues par BW seront
conserve´es pour la ge´ne´ration suivante.
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des matrices A, B et Π de la CMC λ. La position d’une fourmi est une CMC ce qui
revient a` un vecteur compose´ de N2 + N ×M + N valeurs re´elles. La fonction f a`
maximiser correspond ici a` P (o|λ). Les ope´rateurs Orand et Oexplo de´veloppe´s pour
l’optimisation de fonctions nume´riques peuvent eˆtre utilise´s tels quels. C’est a` ce ni-
veau que se situe le principal avantage d’API sur les AG : la conception des ope´rateurs
de croisement ou de mutation n’est pas toujours e´vidente, surtout si la population est
constitue´e de CMC comportant un nombre d’e´tats variable.
Expe´rimentations
API a e´te´ implante´ en C++ pour re´utiliser les classes de gestion des CMC ainsi que
les algorithmes associe´s de´veloppe´s par Thierry Brouard dans le cadre de sa the`se
(Brouard, 1999).
Les tests portent sur 12 observations artiﬁcielles pre´sente´es dans le tableau 7.18.
Obs. Description T M
o1 1, 2, 3, 1, 4, 2, 4, 4 8 4
o2 1, 2, 2, 1, 1, 1, 2, 2, 2, 1 10 2
o3 1, 2, 3, 2, 1, 2, 5, 4, 1, 2, 4 11 5
o4 1, 1, 1, 2, 2, 1, 2, 3 8 3
o5 1, 1, 1, 2, 2, 2, 3, 3, 3 9 3
o6 1, 2, 3, 1, 2, 3, 1, 2, 3 9 3
o7 1, 1, 1, 2, 2, 2, 3, 3, 3, 1, 2, 3 12 3
o8 1, 1, 2, 2, 3, 3, 4, 4, 1, 2, 3, 4 12 4
o9 1, 1, 1, 1, 2, 2, 2, 2 8 2
o10 1, 5, 4, 6, 3, 2, 5, 4, 1, 2, 3, 6, 5, 4, 1, 2, 5, 6, 3, 1 20 6
o11 2, 3, 4, 6, 5, 4, 1, 1, 1, 6, 1, 5, 1, 1, 5 15 6
o12 5, 4, 5, 4, 4, 5, 4, 8, 5, 4, 1, 1, 1, 2, 2 15 8
Tab. 7.18 – Les 12 observations utilise´es comme jeu de tests pour API applique´ aux
CMC. T correspond a` la taille de l’observation et M au nombre de symboles utilise´s.
Les re´sultats pre´sente´s dans le tableau 7.19 sont tire´s de (Brouard, 1999) pour les
algorithmes RAND, AG, AG+BW et AG∪BW. Chaque valeur correspond a` la moyenne
des meilleures valeurs de P (oi|λ) obtenues sur 50 essais pour un nombre d’e´tats variant
de deux a` dix. Voici la description de chacun de ces algorithmes et de leurs parame`tres :
– RAND (recherche ale´atoire) : pour chaque nombre d’e´tats, 20 CMC sont ge´ne´re´es
et le re´sultat renvoye´ correspond a` l’e´valuation par l’algorithme Forward de la
meilleure CMC trouve´e.
– AG (algorithme ge´ne´tique) : pour chaque nombre d’e´tats, 20 individus sont mani-
pule´s et 10 ite´rations sont donne´es a` l’AG. Parmi les 20 individus, 16 sont utilise´s
comme parents et 8 enfants sont ge´ne´re´s a` chaque ite´ration ce qui implique qu’a`
chaque ite´ration l’AG ge´ne`re 8 CMC. Quatre enfants remplacent alors les quatre
parents les moins forts. A` l’initialisation, les 20 parents ge´ne´re´s sont e´value´s. Au
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total, l’AG ge´ne`re et e´value 20 + 10 × 8 = 100 CMC pour un nombre d’e´tats
cache´s donne´.
– AG+BW : hybridation se´quentielle de l’AG et BW : l’algorithme BW est applique´
sur la meilleure CMC trouve´e par l’AG.
– AG∪BW : hybridation coope´rative de l’AG et BW : l’algorithme BW est applique´
sur chaque CMC construite par l’AG.
La version de API (APIh∪BW) utilise´e s’inspire de l’hybridation coope´rative de l’AG
et BW : chaque CMC construite par les fourmis est modiﬁe´e par BW pour en maximiser
l’e´valuation. Nous utilisons une population he´te´roge`ne de 10 fourmis pour qu’avec 10
ite´rations, 100 CMC soit ge´ne´re´es10, les autres parame`tres ont les valeurs suivantes :
Plocale = 3, p = 2 et T2 = 10 (le recrutement n’est pas utilise´).
Obs. RAND AG AG+BW AG∪BW APIh∪BW
o1 3.47× 10−5 5.51× 10−5 9.47× 10−2 1 1
o2 3.61× 10−4 6.21× 10−4 1.78× 10−2 1 9.44× 10−1
o3 2.12× 10−8 1.38× 10−7 8.73× 10−3 2.5× 10−1 3.71× 10−1
o4 4.79× 10−4 5.18× 10−4 1.61× 10−2 9.95× 10−1 1
o5 6.87× 10−5 2.06× 10−4 5.76× 10−2 1 1
o6 1.28× 10−4 1.53× 10−4 1 1 1
o7 2.52× 10−6 7.03× 10−6 1.34× 10−3 2.70× 10−1 5.82× 10−1
o8 7.41× 10−8 1.72× 10−7 8.58× 10−3 2.5× 10−1 4.44× 10−1
o9 1.83× 10−3 4.61× 10−3 1.70× 10−1 1 1
o10 4.24× 10−16 1.60× 10−15 1.09× 10−7 1.34× 10−3 2.32× 10−3
o11 1.65× 10−11 5.36× 10−11 4.11× 10−5 9.24× 10−3 3.51× 10−2
o12 3.52× 10−13 1.63× 10−11 1.94× 10−4 1.85× 10−2 5.19× 10−2
Tab. 7.19 – Re´sultats obtenus par diﬀe´rentes me´thodes pour l’apprentissage des CMC.
Chaque valeur correspond a` la moyenne sur 50 essais de l’e´valuation de la meilleure
CMC (P (oi|λ)). Les meilleures valeurs atteignent la valeur 1.
Nous constatons que APIh∪BW donne de meilleurs re´sultats que l’ensemble des
autres me´thodes et notamment par rapport a` AG∪BW qui en est le plus proche. Le
meˆme type d’expe´rience a e´te´ mene´ avec une version de APIh sans utiliser BW (donc
comparable a` l’AG seul). Les re´sultats de cette campagne de tests ne sont pas pre´sente´s
ici mais APIh s’e´tait montre´ e´quivalent a` l’AG seul. Nous pouvons en conclure que
APIh semble plus adapte´ a` l’initialisation de BW que l’AG. Par rapport a` l’AG, API
ne croise pas les solutions entre elles, ce qui signiﬁe que l’apport du croisement dans
l’AG n’est pas signiﬁcatif pour l’initialisation de BW.
Ces re´sultats encourageants sont a` mode´rer en conside´rant que les espaces de re-
cherche repre´sente´s par le jeu de tests utilise´ sont relativement re´duits si on les compare
aux espaces de recherche couramment manipule´s pour des applications re´elles des CMC.
Dans le cas de l’apprentissage d’images, par exemple, la taille d’une observation corres-
pond au nombre de pixels dans l’image et le nombre de symboles correspond au nombre
10En fait il y aura 101 CMC ge´ne´re´es puisqu’a` l’initialisation du nid une CMC est cre´e et e´value´e.
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de niveaux de gris conside´re´s. Il conviendrait donc de tester APIh∪BW sur des espaces
de dimension de cet ordre de grandeur pour pouvoir en aﬃrmer la supe´riorite´ face a`
AG∪BW car dans ce cas l’ope´rateur de croisement peut se re´ve´ler utile a` l’exploration
de l’espace de recherche. On peut envisager d’utiliser une variante muti-population de
API pour re´pondre a` cette diﬃculte´ (voir la section 7.8.1).
Une extension possible de APIh∪BW pourrait s’inspirer de l’algorithme GHOSP.
Cet algorithme est identique a` AG∪BW a` la diﬀe´rence pre`s que la population de CMC
est compose´e de CMC ayant un nombre d’e´tats pouvant eˆtre diﬀe´rent. Au de´part la
population est compose´e de repre´sentants de chaque nombre d’e´tats puis au cours des
ite´rations, les CMC les plus adapte´es sont se´lectionne´es ce qui fait qu’un certain nombre
d’e´tats peuvent ne plus eˆtre repre´sente´s dans la population. L’avantage de GHOSP sur
AG∪BW est qu’il de´termine automatiquement le nombre d’e´tats cache´s ne´cessaires a`
l’apprentissage. L’adaptation de cette technique a` APIh∪BW est plus facile puisqu’il
n’est pas utile de concevoir un ope´rateur ge´ne´tique de croisement permettant de croiser
deux CMC comportant un nombre d’e´tats diﬀe´rents. Il suﬃt de de´ﬁnir des ope´rateurs
Orand et Oexplo permettant, pour le premier de ge´ne´rer des CMC avec un nombre d’e´tats
variable et pour le deuxie`me d’ajouter ou de retirer des e´tats a` une CMC.
7.7.4 Apprentissage de Re´seaux de Neurones Artiﬁciels
Nous abordons ici le proble`me de l’approximation de fonctions : e´tant donne´ une
fonction F dont les valeurs ne sont connues qu’en un nombre ﬁni de k points {p1, · · · , pk},
on veut construire un mode`le qui approximera F en tout point. Les Re´seaux de Neu-
rones Artiﬁciels (RNA) sont des mode`les possibles pour l’approximation de fonctions
(voir (Widrow, 1990) pour un expose´ synthe´tique des RNA). Nous nous proposons de
re´soudre le proble`me de l’apprentissage des poids d’un re´seau par l’algorithme API.
L’approximation de fonctions par RNA a e´te´ couple´e au calcul e´volutionnaire a` la
fois pour apprendre les poids du re´seau (Yao, 1993) mais aussi sa topologie (Angeline
et al., 1993; Mandischer, 1995). Ce type de proble`me a e´te´ aborde´ par exemple avec une
strate´gie d’e´volution (SE) et en programmation ge´ne´tique (PG)(Sebag et al., 1997). La
SE a e´te´ utilise´e pour l’approximation parame´trique (recherche des poids) et la PG
pour l’approximation non parame´trique (recherche des poids et de la topologie). Si le
mode`le est bien choisi, la SE donne des re´sultats plus pre´cis et plus rapidement que la
PG qui a tendance a` se perdre dans l’espace de recherche qui est beaucoup plus grand.
Il ressort de cet article que dans les deux cas (SE et PG), les donne´es expe´rimentales
sont cruciales.
Le mode`le que nous utilisons ici est le Perceptron Multi-Couches (Multi Layer
Perceptron : MLP) (Rumelhart et al., 1986). La ﬁgure 7.20 pre´sente un MLP a` quatre
entre´es, une couche cache´e et deux sorties.
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Fig. 7.20 – Perceptron multi-couche (MLP) a` quatre entre´es (E1, . . . , E4), une couche
cache´e et deux sorties (S1, S2).
La sortie de chaque cellule est calcule´e en fonction de ses entre´es. Chaque arc
posse`de un poids wij. La sortie d’une cellule est donne´e par sa fonction de transfert.
Nous avons utilise´ la fonction sigmo¨ıde :
sgm(x) =
1− e−2x
1 + e−2x
(7.20)
la valeur de x est donne´e par les entre´es de la cellule j :
x =
∑
i∈E
wijyi (7.21)
ou` E est l’ensemble des cellules de la couches infe´rieure et yi leur sortie.
Nous ne conside´rons pas le proble`me de la de´termination de la topologie du re´seau,
les solutions seraient de toutes les fac¸ons assez proches de celles utilise´es pour les chaˆınes
de Markov cache´es (cf 7.7.3).
API pour l’apprentissage du MLP
L’objectif est de de´couvrir les valeurs wij des poids du MLP aﬁn de minimiser
l’erreur quadratique Eq calcule´e sur l’ensemble de la base d’apprentissage :
Eq =
k∑
i=1
|F (pi)− Fˆ (pi)| (7.22)
ou` Fˆ correspond a` l’approximation du MLP.
Du point de vue de API, la position s d’une fourmi correspond a` un vecteur de RW
ou` W est le nombre d’arc du MLP. L’e´valuation de cette position correspond a` l’erreur
quadratique obtenue par un MLP ayant comme poids les valeurs de s.
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E1 E2 XOR(E1,E2)
[−1, 0[ [−1, 0[ [−1, 0[
[−1, 0[ [0, 1] [0, 1]
[0, 1] [−1, 0[ [0, 1]
[0, 1] [0, 1] [−1, 0]
Tab. 7.20 – Sorties de la fonction XOR.
k Nc RPG RPG RPG API APIh
δ = 0.005 δ = 0.05 δ = 0.5
10 3 15.99 16.05 25.08 16.60  15.79
10 5 17.01 17.95 27.84 15.41  14.55
10 7 20.79 19.90 37.73 17.45  15.80
50 3 9.94 12.48 41.99 11.73  9.18
50 5 7.14  6.65 48.87 11.13 6.81
50 7  6.62 8.63 49.60 8.05 6.79
100 3  7.38 8.07 37.7 10.04 7.50
100 5  4.16 6.09 49.65 7.29 5.26
100 7  3.58 4.60 62.75 6.30 4.61
Tab. 7.21 – Comparaison de API et de la RPG pour l’apprentissage de la fonction
XOR. Les valeurs indique´es correspondent a` la moyenne des pourcentages d’erreur
quadratique. Le symbole  signale les meilleurs re´sultats obtenus pour chaque couple
(k,Nc).
Expe´rimentations
Nous avons conside´re´ un proble`me classique dans le domaine de l’approximation de
fonctions : la fonction XOR. L’apprentissage de la fonction XOR (ou exclusif) consiste
a` de´couvrir les poids d’un MLP prenant en entre´e deux valeurs re´elles E1 et E2 toutes
deux comprises dans [−1, 1]. La sortie est de´termine´e par le tableau 7.20. L’algorithme
API a e´te´ dans un premier temps compare´ a` l’algorithme de Re´tro-Propagation de
Gradient (RPG) (Rumelhart et al., 1986). Cet algorithme ne´cessite de de´ﬁnir un pa-
rame`tre de pas (δ), trois valeurs sont teste´es : 0.005, 0.05 et 0.5. Nous avons utilise´
trois tailles (k) pour la base d’apprentissage : 10, 50 et 100. Nous avons aussi fait va-
rier la structure du MLP : 3, 5 et 7 neurones ont e´te´ utilise´s pour une couche cache´e
unique (Nc). Les re´sultats obtenus correspondent a` l’erreur quadratique moyenne ob-
tenue pour dix essais et sur une base de test de 100 valeurs. Pour chaque essai, API
dispose de 10 000 e´valuations de l’erreur quadratique. Les re´sultats sont pre´sente´s dans
le tableau 7.21. Les parame`tres de API sont les suivants : n = 18, Alocale = 0.01,
Asite = 0.1, Plocale = 10, p = 2 et PN = 20. Les poids du re´seau sont dans l’intervalle
[−2, 2].
Les re´sultats obtenus semblent indiquer que APIh est plus performant que la RPG
pour des tailles d’apprentissage re´duites. Cela laisse pre´sager que API est inte´ressant
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k Nc API∪RPG APIh∪RPG
δ = 0.005 δ = 0.05 δ = 0.5 δ = 0.005 δ = 0.05 δ = 0.5
10 3 14.89 16.79  13.07 15.55 14.37 13.09
10 5 15.15 16.28 11.40 15.02 17.49  9.80
10 7 14.59 17.86  10.40 16.48 18.00 13.12
50 3 8.11  6.68 12.19 8.14 6.81 11.85
50 5 6.68  6.57 9.24 6.60 6.85 10.65
50 7  6.16 6.98 9.24 6.83 7.32 8.77
100 3 7.50 7.67 13.17  7.37 7.76 12.36
100 5 4.48 4.62 13.72  4.29 4.59 12.02
100 7  3.64 4.43 11.83 4.15 4.33 13.82
Tab. 7.22 – Re´sultats obtenus par l’hybridation de API et de la RPG pour l’ap-
prentissage de la fonction XOR. Les valeurs indique´es correspondent a` la moyenne des
pourcentages d’erreur quadratique. Le symbole  signale les meilleurs re´sultats obtenus
pour chaque couple (k,Nc).
quand il est diﬃcile d’obtenir des donne´es expe´rimentales. De plus, plus le nombre de
neurones cache´s est important, plus les re´sultats de la RPG se de´gradent alors que le
phe´nome`ne est moins marque´ pour API. Enﬁn, le pas δ de 0.005 pour la RPG est le
plus performant.
Tout comme cela a e´te´ fait pour les chaˆınes de Markov cache´es avec l’algorithme
Baum-Welch, nous proposons d’hybriderAPI avec la RPG :API∪RPG. Le tableau 7.22
donne les re´sultats obtenus en suivant le meˆme protocole de tests que pre´ce´demment.
L’hybridation donne des re´sultats qui s’opposent sur deux points aux constatations
que nous avions formule´es pour les re´sultats des me´thodes se´pare´es :
– la version he´te´roge`ne de API s’est montre´e dans tous les cas plus performante
que la version homoge`ne (tableau 7.21). Quand on hybride API et la RPG cette
tendance est inverse´e : API∪RPG donne plus souvent de meilleurs re´sultats que
APIh∪RPG ;
– le pas de 0.005 est le plus inte´ressant quand la RPG ope`re seule. Quand API
est utilise´ pour initialiser la RPG cette conclusion n’est plus valable puisque les
trois valeurs de pas teste´es ont toutes re´ussi a` eˆtre performantes pour un couple
de parame`tres (k,Nc).
Les re´sultats obtenus sur l’apprentissage de re´seaux de neurones nous ont montre´
que le succe`s de l’hybridation de API avec une heuristique issue du domaine n’est
pas toujours e´vident, meˆme dans le cas d’un proble`me simple. Les re´sultats pre´sente´s
dans les tableaux 7.21 et 7.22 montrent que globalement les re´sultats sont meilleurs
quand on hybride les me´thodes. Le principal inconve´nient est que l’on ne peut de´gager
de conclusion nette sur le parame`trage de l’hybridation (pas de la RPG et population
homoge`ne/he´te´roge`ne de API).
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7.8 Discussion
7.8.1 Ame´liorations du mode`le
Hybridation avec le recuit simule´
On peut envisager de changer la re`gle de de´cision d’une fourmi concernant la capture
d’une proie. Classiquement, une proie est capture´e si la fonction est ame´liore´e par
rapport au site explore´ par la fourmi. L’ide´e est de conside´rer qu’une proie a e´te´ capture´e
si la fonction n’a pas e´te´ ame´liore´e avec une certaine probabilite´ de´pendant d’une
variable de tempe´rature. Le recuit simule´ se comporte en eﬀet d’une fac¸on tre`s similaire
(cf chapitre 5).
Mode`le multi-populations
La premie`re e´tape d’API consiste a` placer le nid a` une position ale´atoire (e´tape 2 de
l’algorithme 7.1) qui sert de point de de´part a` la recherche des fourmis. L’inconve´nient
e´vident de cette ope´ration est que les performances de l’algorithme vont eˆtre forte-
ment de´pendantes de cette initialisation. La parade classique en optimisation consiste
a` faire de´marrer l’algorithme en diﬀe´rents points de l’espace de recherche. On initialise
successivement le point de de´part a` des positions ale´atoires ou permettant de qua-
driller l’espace. La premie`re me´thode permet alors de contourner la diﬃculte´ de la
deuxie`me concernant la dimensionalite´ de l’espace mais ne garantit que statistique-
ment une bonne couverture de cet espace de recherche. La me´taphore biologique la
plus apte a` repre´senter cette strate´gie est d’utiliser plusieurs colonies de fourmis, cha-
cune avec un nid a` une position diﬀe´rente. Cette approche a par exemple e´te´ adopte´e
pour le PVC et l’agorithme AS (Kawamura et al., 2000). Si on exclut toute interaction
entre les colonies (coope´ration ou compe´tition), cela revient a` lancer se´quentiellement
plusieurs fois API en modiﬁant l’emplacement initial du nid. Cette variante de API,
que l’on pourrait noter APIm, est donc une forme de paralle´lisation de la recherche
(nous en pre´sentons plus loin (section 7.8.3) une imple´mentation paralle´lisant la re-
cherche de chaque fourmi). Le principal avantage est que l’on paralle´lise la recherche
tre`s simplement, l’inconve´nient est que l’on donne moins d’explorations a` une colonie
si on impose un nombre ﬁxe d’e´valuations de la fonction. Cette technique s’apparente
a` l’utilisation de plusieurs populations dans les algorithmes ge´ne´tiques (Island Model ,
voir a` ce propos une discussion dans (Whitley et al., 1997)). La coope´ration entre les
populations est alors formalise´e par des migrations entre populations. La coope´ration
que l’on peut introduire dans API pourait prendre la forme suivante : re´gulie`rement,
des fourmis, et donc leurs sites de chasse, peuvent eˆtre e´change´es entre deux colonies.
La compe´tition peut aussi permettre de rendre APIm adaptatif : on peut introduire
la notion de viabilite´ pour chaque colonie : chaque fourmi dispose d’une espe´rance de
vie et chaque naissance d’une fourmi de´pend d’une probabilite´ ﬁxe´e par rapport a` la
performance du nid.
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He´te´roge´ne´ite´ des parame`tres avance´e
L’he´te´roge´nite´ de APIh peut eˆtre pousse´e plus loin : les amplitudes Asite et Alocale
peuvent prendre des valeurs diﬀe´rentes suivant la coordonne´e du vecteur a` laquelle elle
s’applique. Ce genre de disparite´ se retrouve par exemple dans les strate´gies d’e´volution
adaptatives ou` le taux de mutation est modiﬁe´ au cours de l’e´volution de l’algorithme
et de fac¸on inde´pendante pour chaque dimension de l’espace de recherche (voir par
exemple (Hansen et al., 1995)).
7.8.2 Autres proble`mes
Nous n’avons pas pre´sente´ d’adaptation de API aux fonctions binaires. Nous pour-
rions par exemple nous inspirer des socie´te´s de Hill-Climbers de Sebag et Schoe-
nauer (Sebag and Schoenauer, 1997). La me´thode qu’ils proposent consiste a` ma-
nipuler une population de solutions dont le de´placement s’apparente a` une mutation
qui tient compte des individus inadapte´s pre´ce´demment rencontre´s. Cet historique est
stocke´ sous la forme d’un vecteur re´el appele´ repoussoir qui est mis a` jour de la meˆme
fac¸on que dans PBIL (cf chapitre 6). Les bits proches en valeur de la composante
correpondante du repoussoir ont une probabilite´ d’eˆtre mute´s plus forte. Pour API,
le nombre de bits a` muter pourrait repre´senter l’amplitude de recherche et donc eˆtre
variable suivant les fourmis d’une population he´te´roge`ne11.
7.8.3 Paralle´lisation de API
Nous avons pre´sente´ a` plusieurs reprises API comme une heuristique facilement pa-
ralle´lisable du point de vue de son imple´mentation. Nous pre´sentons ici une expe´rience
qui a e´te´ faite dans ce sens.
Si on ne conside`re pas le recrutement et le de´placement pe´riodique du nid, chaque
fourmi eﬀectue sa recherche de fac¸on totalement inde´pendante des autres. Cette ca-
racte´ristique peut eˆtre conside´re´e comme une faiblesse par rapport aux heuristiques
telles que les algorithmes ge´ne´tiques qui sont pour une part base´s sur la recombinaison
des caracte´ritiques des solutions qu’ils manipulent. Cependant cette faiblesse est discu-
table du point de vue de la qualite´ de l’e´chantillonage de l’espace de recherche (voir la
section 7.6) et surtout de la facilite´ a` la paralle´lisation. La paralle´lisation, pour les algo-
rithmes e´volutionnaires, consiste par exemple a` manipuler plusieurs sous-populations
et de limiter les interactions a` des me´canismes d’immigration. Nous avons envisage´ ce
type de mode`le pour API (APIm, section 7.8.1). La paralle´lisation que nous propo-
sons ici se situe a` un niveau plus bas : nous avons paralle´lise´ le de´placement de chaque
fourmi.
La mise en œuvre de cette paralle´lisation associe une fourmi a` un processeur tout
en conservant un processeur de´die´ a` la synchronisation des fourmis. Ce choix peut se
repre´senter sous la forme d’un mode`le maˆıtre-esclaves ou` le maˆıtre correspond au nid et
11C’est justement ce parame`tre qui est conside´re´ comme critique dans (Sebag and Schoenauer,
1997).
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les esclaves aux fourmis. La ﬁgure 7.21 pre´sente le de´roulement de API avec 2 fourmis
sur trois processeurs. Les diﬀe´rentes phases et messages echange´s sont les suivants :
– La section a du processeur maˆıtre est une phase d’initialisation ;
– la section b des processeurs esclaves correspond aux explorations inde´pendantes
des fourmis ;
– le message 1 permet l’initialisation d’une fourmi (c’est-a`-dire le positionnement
sur le nid et l’oubli de tous ses sites de chasse ante´rieurs) ;
– le message 2 est la re´ponse de la fourmi au bout de PN sorties du nid (c’est-a`-dire
la meilleure e´valuation de la fonction qu’elle a trouve´e jusqu’ici) ;
– la section c du maˆıtre correspond au de´placement du nid sur la meilleure position
renvoye´e par les fourmis.
Les temps de communication peuvent eˆtre variables (comme ils le sont repre´sente´s) a`
cause des variations e´ventuelles du traﬃc en communication entre chaque processeur.
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Fig. 7.21 – Paralle´lisation de API : de´roulement sur trois processeurs.
L’imple´mentation de ce mode`le a e´te´ faite sur un re´seau local avec la bibliothe`que
PVM (Parallel Virtual Machine) (Dongarra et al., 1995) permettant une grande sou-
plesse de gestion des processeurs et des messages.
Les premiers re´sultats que nous avons pu obtenir ont montre´ que la version paralle`le
ame´liore la vitesse de API en particulier quand le nombre d’e´valuations de la fonction
(parame`tre T3) est e´leve´. Nous avons aussi constate´ que la vitesse de la version paralle`le
augmente en fonction du nombre de fourmis et obtient un maximum pour 10 fourmis.
Ensuite, suˆrement a` cause des temps de communication, la dure´e augmente pour 15
fourmis. Pour 10 fourmis la version paralle`le est environ 4 fois plus rapide que la version
se´quentielle pour la fonction F10.
7.9 Conclusion
Dans ce chapitre nous avons expose´ la mode´lisation des fourmis de l’espe`ce Pa-
chycondyla apicalis en l’appliquant a` un certain nombre de proble`mes d’optimisation.
Au dela` de la stimulation que repre´sente l’e´tude du comportement des fourmis, nous
avons montre´ que la source d’inspiration biologique, aussi originale soit elle, pouvait
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nous conduire a` une heuristique (l’algorithme API) proche, par certains de ses as-
pects, des heuristiques existantes. L’e´tude expe´rimentale nous a montre´ que les points
de diﬀe´rences sont suˆrement inﬂuents pour les performances. Un des atouts de cette
mode´lisation est que sa description est relativement inde´pendante de l’espace de re-
cherche conside´re´, ce qui permet facilement de l’appliquer a` de nouveaux proble`mes.
De plus, les re´sultats obtenus par API sont souvent compe´titifs avec ceux obtenus par
des me´taheuristiques plus classiques. Les principales e´volutions de API que l’on peut
espe´rer sont celles qui pre´occupent depuis quelque temps de´ja` les me´ta-heuritiques plus
installe´es. Par exemple, il sera inte´ressant d’adapter API au proble`me d’optimisation
avec contraintes, a` l’optimisation multicrite`re, a` l’optimisation dynamique ...
L’algorithme API a donne´ lieu a` l’encadrement de plusieurs projets de
ﬁn d’e´tudes a` l’E3i (Meslet, 1998; Laurin, 1998; Durand, 2000) et a` l’en-
cadrement d’un stage de DESS (Desbarats, 1998). Un certain nombre de
communications ou publications ont aussi ponctue´ les diﬀe´rentes e´tapes
de cette e´tude (Venturini et al., 1997; Monmarche´ et al., 1997; Mon-
marche´ et al., 1998; Monmarche´ et al., 1998; Monmarche´ et al., 1999c;
Monmarche´ et al., 2000b).
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Conclusion
Ce qu’il faut retenir
Dans ce travail de the`se, nous pre´sentons les travaux s’inspirant du comporte-
ment des fourmis re´elles pour la re´solution de proble`mes en informatique. Les fourmis
posse`dent en eﬀet de nombreuses caracte´ristiques collectives et individuelles pouvant
nous aider a` la re´solution de proble`mes complexes (chapitre 1). Les premiers travaux
apparus dans ce domaine se sont inspire´s de l’intelligence collective des fourmis pour la
re´solution de proble`mes combinatoires comme le proble`me du voyageur de commerce ou
encore de proble`mes de robotique comme l’exploration ou l’exploitation d’environne-
ments hostiles a` l’homme (chapitre 2). Nous proposons deux approches supple´mentaires
de cette nouvelle source d’inspiration biomime´tique.
La capacite´ des fourmis a` rassembler et a` trier des objets est a` l’origine d’un al-
gorithme pour la classiﬁcation non supervise´e. Un ensemble d’objets, de´ﬁnis par un
certain nombre de caracte´ristiques nume´riques, doit eˆtre partitionne´ de la manie`re la
plus naturelle possible et la plus pertinente aux yeux d’un expert du domaine. Nous ne
disposons d’aucune information sur le nombre de groupes a` constituer. Les fourmis ar-
tiﬁcielles ont e´te´ utilise´es pour proposer une solution a` ce proble`me (Lumer and Faieta,
1994) : les objets sont re´partis sur une grille a` deux dimensions inde´pendemment de
leurs caracte´ristiques et les agents-fourmis ramassent et de´posent ces objets suivant
une mesure de similarite´ entre les objets de cases voisines. Le comportement local
d’une fourmi (la de´cision de ramasser ou de de´poser un objet) ame`ne la grille vers un
e´tat stable ou` les objets proches par leurs caracte´ristiques le sont aussi sur la grille et
forment ainsi des groupes. Nous avons repris ces travaux et nous les avons e´tendus dans
plusieurs directions. La grille utilise´e jusqu’alors ne pouvait accueillir qu’un objet par
case, en autorisant les fourmis et les cases de la grille a` recevoir plusieurs objets, nous
avons simpliﬁe´ et acce´le´re´ la convergence. L’algorithme AntClass, de´veloppe´ a` cette
occasion, est hybride dans le sens ou` la recherche du nombre de classes est eﬀectue´e
par les fourmis artiﬁcielles et qu’un algorithme classique en classiﬁcation, les centres
mobiles, est utilise´ pour gommer les erreurs de classiﬁcation inhe´rentes a` une me´thode
stochastique telle que les fourmis artiﬁcielles. Par rapport aux travaux initiaux, nous
obtenons de bons re´sultats avec beaucoup moins d’ite´rations.
L’optimisation est un proble`me ge´ne´ral qui connaˆıt actuellement de nombreux
de´veloppements issus de mode´lisation biomime´tiques varie´es (Corne et al., 1999). Dans
un premier temps nous explorons les approches BSC, PBIL et ACO pour l’optimisa-
tion de fonctions binaires et nous proposons un mode`le commun qui a e´te´ e´value´ sur
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plusieurs proble`mes (chapitre 6). Ensuite, la deuxie`me partie principale de ce travail de
the`se s’inspire directement de la strate´gie de recherche de nourriture d’une espe`ce de
fourmis (Pachycondyla apicalis) (Fresneau, 1994) pour re´soudre des proble`mes d’opti-
misation globale. En plus de la nouveaute´ de l’approche, l’apport de cette adaptation
re´side principalement dans sa simplicite´. Les fourmis de cette espe`ce posse`dent en ef-
fet la caracte´ristique de chasser en solitaire et d’utiliser un nombre re´duit de re`gles
comportementales. A` titre d’exemples nous appliquons l’algorithme qui en de´coule,
appele´ API, a` des proble`mes varie´s tels que l’optimisation de fonctions nume´riques,
l’apprentissage de chaˆınes de Markov cache´es ou des poids d’un re´seau de neurones
artiﬁciels, ou encore a` un proble`me d’optimisation combinatoire classique : le proble`me
du voyageur de commerce. Nous explorons plusieurs directions, soit en s’inspirant des
caracte´ristiques naturelles des fourmis, soit en ajoutant a` API des e´tapes de recherches
locales lie´es au proble`me traite´. L’algorithme API, bien que totalement inspire´ des four-
mis Pachycondyla apicalis, peut eˆtre compare´ a` plusieurs techniques d’optimisation tels
que les algorithmes ge´ne´tiques (Michalewicz, 1996). L’inte´reˆt de cette mode´lisation est
qu’elle reste proche de sa source d’inspiration tout en donnant des re´sultats compe´titifs
par rapport a` d’autres techniques d’optimisation biomime´tiques.
Ce travail de the`se se positionne comme une contribution au de´veloppement d’algo-
rithmes inspire´s des fourmis. Cette contribution prend deux formes : dans un premier
temps, nous ame´liorons un algorithme existant en y introduisant a` la fois des innova-
tions inspire´es des fourmis ainsi qu’une hybridation avec un algorithme issu du domaine
de la classiﬁcation. Dans un deuxie`me temps, nous proposons une mode´lisation nou-
velle du comportement d’une espe`ce de fourmi spe´ciﬁque pour le proble`me ge´ne´ral
de l’optimisation. Deux objectifs ont e´te´ suivis : ame´liorer l’existant et proposer une
nouvelle source d’inspiration.
Perspectives
Les perspectives sont nombreuses et ont e´te´ pour la plupart e´voque´es a` la ﬁn de
chaque chapitre. Au sujet de la classiﬁcation non supervise´e (chapitres 3 et 4), il paraˆıt
judicieux de conside´rer comme limite´e l’utilisation de donne´es uniquement nume´riques.
L’adaptation des principes de´veloppe´s dans AntClass a` des donne´es symboliques,
comme peuvent l’eˆtre des donne´es textuelles, trouvera certainement de nombreuses
applications dans le domaine de la de´couverte de connaissances et la recherche d’in-
formations sur Internet. La nature e´minemment distribue´e d’Internet et des re´seaux
de stockage d’informations en ge´ne´ral, serait en eﬀet toute promise a` des me´thodes de
recherche et de classiﬁcation inspire´es de l’activite´ des fourmis, par essence distribue´es.
La diﬃculte´ des me´thodes exactes et classiques d’optimisation pour re´soudre des
proble`mes industriels sera dans le futur a` l’origine d’innovations les plus diverses et
originales (chapitre 5). Les mode`les base´s sur une population de solutions comme les
algorithmes ge´ne´tiques et centre´s sur l’apprentissage d’un mode`le probabiliste (cha-
pitre 6) sont par exemple en plein de´veloppement. Il y a essentiellement deux voies
pour l’innovation dans ce domaine :
– rechercher de nouvelles sources d’inspiration dans la nature. C’est que nous avons
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tente´ avec les fourmis de l’espe`ce Pachycondyla apicalis ;
– associer et hybrider diﬀe´rentes me´thodes d’optimisation entre elles.
La premie`re voie comporte ses dangers, on risque constamment de re´inventer ce qui
existe de´ja` sous une autre forme. Nous avons ainsi fait remarquer que l’algorithme API
posse´dait un certain nombre d’analogies avec des techniques existantes. Cependant il
reste deux aspects propres a` API : les diﬀe´rentes proprie´te´s qui le caracte´risent n’ont,
a` notre connaissance, jamais e´te´ rassemble´es dans une meˆme me´thode et ce rassem-
blement existe  a` l’e´tat naturel . Les sources d’inspiration que peuvent nous fournir
les fourmis ne sont pas taries. Par exemple, la capacite´ d’une fourmis a` diﬀe´rencier les
individus de sa colonie par rapport aux individus des colonies voisines ne´cessite une
forme d’apprentissage probablement e´volue´ et suˆrement assez proche des capacite´s du
syste`me immunitaire. Ce genre de caracte´ristiques pourrait s’apparenter a` la re´solution
d’un proble`me de classiﬁcation non supervise´e : chaque individu re´soud un proble`me
de discrimination. La deuxie`me voie, a` savoir l’hybridation des me´thodes entre elles,
a aussi largement e´te´ explore´e pour diﬀe´rents types de proble`mes. Utiliser les tech-
niques existantes et adapte´es a` un proble`me est certainement une voie prometteuse.
Cela positionne les me´thodes biomime´tiques en tant que me´taheuristiques d’optimisa-
tion. Un travail en cours avec Vincent T’Kindt, Daniel Laugt et Fabrice Tercinet
sur l’optimisation bicrite`re d’un proble`me de ﬂowshop a` deux machines par un algo-
rithme de type ACO en est une illustration et donne des re´sultats tre`s prometteurs
(T’Kindt et al., 2000; Lau¨gt et al., 2000). Le de´veloppement des algorithmes de type
ACO a atteint en une dizaine d’anne´es un stade de maturation ou` ces principes sont
maintenant applique´s a` de nombreux proble`mes (chapitre 2). La tendance sera donc a`
la fois de diversiﬁer les proble`mes traite´s comme de rassembler les heuristiques proches
pour construire des me´taheuristiques.
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E´pilogue
La Fourmi
Une fourmi de dix-huit me`tres
Avec un chapeau sur la teˆte,
C¸a n’existe pas, c¸a n’existe pas.
Une fourmi trainant un char
Plein de pingouins et de canards,
C¸a n’existe pas, c¸a n’existe pas.
Une fourmi parlant franc¸ais,
Parlant latin et javanais,
C¸a n’existe pas, c¸a n’existe pas.
Eh ! Pourquoi pas ?
Robert Desnos
Extrait de Chantefables et Chanteﬂeurs, Gru¨nd.
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Annexe A
L’algorithme ISODATA
A.1 Introduction
Cette annexe de´crit l’algorithme ISODATA1(Ball and Hall, 1965; Ball et al., 1969;
Tou and Gonzales, 1974) de classiﬁcation non supervise´e. Cette me´thode permet de
classer un ensemble O d’individus (objets) caracte´rise´s par des variables quantitatives.
On note n le nombre d’objets a` classer, posse´dant chacun p parame`tres nume´riques
note´s (x1i , x
2
i , . . . , x
p
i ) pour l’objet xi.
A.2 Notations
Voici les valeurs utilise´es par la suite :
– la distance d utilise´e est la distance euclidienne ;
– la distance maximale entre deux objets de O :
dmax = max
(i,j)∈[1,n]2,i=j
d(xi, xj) (A.1)
– la distance minimale entre deux objets de O :
dmin = min
(i,j)∈[1,n]2,i=j
d(xi, xj) (A.2)
– la distance moyenne entre deux objets de O :
dmean =
2
n(n− 1)
∑
(i,j)∈[1,n]2,i=j
d(xi, xj) (A.3)
– la dispersion maximale Dispmax(j) de la classe j est de´ﬁnie de la fac¸on suivante :
Dispmax(j) = max
1≤k≤p


√
1
nj
∑
i∈Ij
(
xki − zkj
)2 (A.4)
ou` nj est l’eﬀectif de la classe j, Ij est l’ensemble des indices des objets de la
classe j, zj = (z
1
j , . . . , z
p
j ) est le centre de gravite´ de la classe j ;
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– la dispersion moyenne Dispmean de O de´ﬁnie de la fac¸on suivante :
Dispmean =
1
p
p∑
k=1
√
1
n
n∑
i=1
(
xki − zk
)2
(A.5)
ou` z = (z1, . . . , zp) est le centre de gravite´ de O.
A.3 Description de l’algorithme ISODATA
L’algorithme construit une partition initiale et aﬀecte un individu a` la classe dont
le centre est le plus proche. Ensuite, les classes sont recompose´es en suivant un certain
nombre de re`gles :
– e´clatement d’une classe si cette classe a une dispersion maximale (Dispmax) de´passant
un seuil donne´ (Dmax).
Dispmax > Dmax (A.6)
Si une classe j doit eˆtre e´clate´e, on construit deux centres de classe, zj′ et zj′′ iden-
tiques a` zj sauf pour la coordonne´e k
′ qui maximise la quantite´
√
1
nj
∑
i∈Ij
(
xki − zkj
)2
et dans ce cas
zk
′
j′ ← zk
′
j + Dmax
√
1
nj
∑
i∈Ij
(
xk
′
i − zk
′
j
)2
(A.7)
zk
′
j′′ ← zk
′
j −Dmax
√
1
nj
∑
i∈Ij
(
xk
′
i − zk
′
j
)2
(A.8)
– agglome´ration de deux classes j′ et j′′ si la distance entre leurs centres est
infe´rieure a` un seuil donne´ (Dmin) :
d(zj′, zj′′) < Dmin (A.9)
– suppression d’une classe j si son eﬀectif nj est infe´rieur a` un seuil donne´ (Nmin) :
nj > Nmin (A.10)
L’algorithme A.1 re´sume le fonctionnement d’Isodata. La principale diﬃculte´ que
l’on rencontre avec ISODATA est qu’il faut de´ja` avoir une certaine connaissance des
donne´es pour ﬁxer les parame`tres. En particulier le parame`tre Dispmax ﬁxant l’e´clatement
d’une classe en deux, ainsi que le parame`tre Dmin ﬁxant le rapprochement de deux
classes.
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Algorithme A.1: Isodata
Entre´e: O : l’ensemble des donne´es
Sortie: partition obtenue
Isodata(O)
(1) Normaliser les donne´es.
(2) Aﬀecter les n objets a` c classes au hasard.
(3) Calculer les centres des classes.
(4) Aﬀecter chaque objet a` la classe dont le centre est le plus proche.
(5) Eliminer les classes comportant moins de Nmin objets, les individus alors
orphelins sont aﬀecte´s aux classes dont les centres sont les plus proches.
(6) Calculer les centres des classes.
(7) Si deux classes sont suﬃsament proches, les rassembler.
(8) Si la dispersion des objets autour d’une classe est trop importante, e´clater
la classe en deux classes.
(9) si (il y a eu des modiﬁcations) OU (un certain nombre T d’ite´rations n’a
pas e´te´ atteint) alors
(10) aller en en 4
(11) ﬁnsi
(12) Aﬀecter chaque objet a` la classe dont le centre est le plus proche.
(13) retourner la partition obtenue.
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Annexe B
BSC, PBIL, ASb et ACSb :
Exemples de´taille´s
Dans cette annexe, nous allons de´rouler les quatre algorithmes du chapitre 6 sur un
exemple simple aﬁn de comparer les mises a` jour du vecteur V .
B.1 Proble`me et parame`tres
La fonction f a` minimiser, de´ﬁnie sur quatre bits, est la suivante :
f(s) = 2 + s(1)− s(2) + s(3)− s(4) (B.1)
l’optimum global est s∗ = 0101 car f(s∗) = 0 ≤ f(s)∀s ∈ {0000, 0001, . . . , 1111}.
Les parame`tres sont les suivants :
– commun : n = 4, T3 = 12 (la fonction f est e´value´e 12 fois et chaque me´thode
eﬀectura 12/4 = 3 ite´rations),
– BSC : pm = 0.05,
– PBIL : LR = 0.1, pm = 0.01, δm = 0.05, LRneg = 0.025,
– ASb : ρ = 0.1, τ
0 = 0.5,
– ACSb : ρ = 0.1, τ
0 = 0.5, q0 = 0.8, α = 0.01.
Nous imposons la ge´ne´ration de la meˆme population pour les trois ite´rations de
chaque me´thode aﬁn de mettre en valeur les modiﬁcations de V .
B.2 De´roulement de BSC
L’algorithme BSC est de´crit dans la section 6.3.
1. Ite´ration 1 : Ge´ne´ration de la population suivant V = (0.5, 0.5, 0.5, 0.5) :
P = (1001, 0010, 1110, 0100)
2. Evaluation de P :
f(s1) = 2, f(s2) = 3, f(s3) = 3, f(s4) = 1
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3. Mise a` jour de V :
(a) calcul des rangs :
Rank(s1) = 2, Rank(s2) = 3, Rank(s3) = 3, Rank(s4) = 1,
(b) calcul des poids :
ω(s1) = 2, ω(s2) = 1, ω(s3) = 1, ω(s4) = 3
(c) calcul de V :
V t =


2×1+1×0+1×1+3×0
2+1+1+3
2×0+1×0+1×1+3×1
2+1+1+3
2×0+1×1+1×1+3×0
2+1+1+3
2×1+1×0+1×0+3×0
2+1+1+3

 =


3
7
4
7
2
7
2
7

 =


0.43
0.57
0.29
0.29


(d) mutation :
V = (0.44, 0.56, 0.31, 0.31)
4. Ite´ration 2 : Ge´ne´ration de la population suivant V = (0.44, 0.56, 0.31, 0.31) :
P = (0001, 0110, 1100, 0100)
5. Evaluation de P :
f(s1) = 1, f(s2) = 2, f(s3) = 2, f(s4) = 1
6. Mise a` jour de V :
(a) calcul des rangs :
Rank(s1) = 1, Rank(s2) = 2, Rank(s3) = 2, Rank(s4) = 1,
(b) calcul des poids :
ω(s1) = 3, ω(s2) = 2, ω(s3) = 2, ω(s4) = 3
(c) calcul de V :
V t =


3×0+2×0+2×1+3×0
3+2+2+3
3×0+2×1+2×1+3×1
3+2+2+3
3×0+2×1+2×0+3×0
3+2+2+3
3×1+2×0+2×0+3×0
3+2+2+3

 =


2
10
7
10
2
10
3
10

 =


0.20
0.70
0.20
0.30


(d) mutation :
V = (0.23, 0.68, 0.23, 0.32)
7. Ite´ration 3 : Ge´ne´ration de la population suivant V = (0.23, 0.68, 0.23, 0.32) :
P = (0101, 0111, 0000, 0100)
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8. Evaluation de P :
f(s1) = 0, f(s2) = 1, f(s3) = 2, f(s4) = 1
9. Mise a` jour de V :
(a) calcul des rangs :
Rank(s1) = 1, Rank(s2) = 2, Rank(s3) = 3, Rank(s4) = 2,
(b) calcul des poids :
ω(s1) = 3, ω(s2) = 2, ω(s3) = 1, ω(s4) = 2
(c) calcul de V :
V t =


3×0+2×0+1×0+2×0
3+2+1+2
3×1+2×1+1×0+2×1
3+2+1+2
3×0+2×1+1×0+2×0
3+2+1+2
3×1+2×1+1×0+2×0
3+2+1+2

 =


0
8
7
8
2
8
5
8

 =


0.00
0.86
0.25
0.63


(d) mutation :
V = (0.05, 0.82, 0.28, 0.62)
B.3 De´roulement de PBIL
L’algorithme PBIL est de´crit dans la section 6.4.
1. Ite´ration 1 : Ge´ne´ration de la population suivant V = (0.5, 0.5, 0.5, 0.5) :
P = (1001, 0010, 1110, 0100)
2. Evaluation de P :
f(s1) = 2, f(s2) = 3, f(s3) = 3, f(s4) = 1
3. Mise a` jour de V :
(a) s+ = s4 = 0100, s
− = s2 = 00101
(b) calcul de V :
– apprentissage positif :
V t =


0.5× 0.9 + 0× 0.1
0.5× 0.9 + 1× 0.1
0.5× 0.9 + 0× 0.1
0.5× 0.9 + 0× 0.1

 =


0.45
0.55
0.45
0.45


1On aurait pu tout aussi bien prendre s3.
208 B.3 De´roulement de PBIL
– apprentissage ne´gatif : seuls les bits 2 et 3 de s+ et s− sont diﬀe´rents :
V t =


0.45
0.55× 0.975 + 1× 0.025
0.45× 0.975 + 0× 0.025
0.45

 =


0.45
0.56
0.44
0.45


(c) mutation :
V t =


0.45
0.56
0.44
0.45× 0.95 + 1× 0.05

 =


0.45
0.56
0.44
0.48


4. Ite´ration 2 : Ge´ne´ration de la population suivant V = (0.45, 0.56, 0.44, 0.48) :
P = (0001, 0110, 1100, 0100)
5. Evaluation de P :
f(s1) = 1, f(s2) = 2, f(s3) = 2, f(s4) = 1
6. Mise a` jour de V :
(a) s+ = s1 = 0001, s
− = s2 = 01102
(b) calcul de V :
– apprentissage positif :
V t =


0.45× 0.9 + 0× 0.1
0.56× 0.9 + 0× 0.1
0.44× 0.9 + 0× 0.1
0.48× 0.9 + 1× 0.1

 =


0.41
0.50
0.40
0.53


– apprentissage ne´gatif : les bits 2, 3 et 4 de s+ et s− sont diﬀe´rents :
V t =


0.41
0.50× 0.975 + 0× 0.025
0.40× 0.975 + 0× 0.025
0.53× 0.975 + 1× 0.025

 =


0.41
0.49
0.39
0.54


(c) mutation : aucune
V = (0.41, 0.49, 0.39, 0.54)
7. Ite´ration 3 : Ge´ne´ration de la population suivant V = (0.41, 0.49, 0.39, 0.54) :
P = (0101, 0111, 0000, 0100)
2On aurait pu tout aussi bien prendre s4 et s3.
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8. Evaluation de P :
f(s1) = 0, f(s2) = 1, f(s3) = 2, f(s4) = 1
9. Mise a` jour de V :
(a) s+ = s1 = 0101, s
− = s3 = 0000
(b) calcul de V :
– apprentissage positif :
V t =


0.41× 0.9 + 0× 0.1
0.49× 0.9 + 1× 0.1
0.39× 0.9 + 0× 0.1
0.54× 0.9 + 1× 0.1

 =


0.37
0.54
0.35
0.59


– apprentissage ne´gatif : seuls les bits 2 et 4 de s+ et s− sont diﬀe´rents :
V t =


0.37
0.54× 0.975 + 1× 0.025
0.35
0.59× 0.975 + 1× 0.025

 =


0.37
0.55
0.35
0.60


(c) mutation : aucune
V = (0.41, 0.49, 0.39, 0.54)
B.4 De´roulement de ASb
L’algorithme ASb est de´crit dans la section 6.5.
Les phe´romones sont initialise´e a` τ0 = 0.5 :
τ =


τ01 τ11
τ02 τ12
τ03 τ13
τ04 τ14

 =


0.5 0.5
0.5 0.5
0.5 0.5
0.5 0.5


on de´ﬁnit les matrices ∆j :
∆j =


∆j01 ∆
j
11
∆j02 ∆
j
12
∆j03 ∆
j
13
∆j04 ∆
j
14


1. Ite´ration 1 : Ge´ne´ration de la population suivant V = (0.5, 0.5, 0.5, 0.5) :
P = (1001, 0010, 1110, 0100)
2. Evaluation de P :
f(s1) = 2, f(s2) = 3, f(s3) = 3, f(s4) = 1
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3. Mise a` jour de V :
(a) Calcul des ∆j :
∆1 =


0 1/3
1/3 0
1/3 0
0 1/3

 ,∆2 =


1/4 0
1/4 0
0 1/4
1/4 0

 ,
∆3 =


1/4 0
1/4 0
1/4 0
0 1/2

 ,∆4 =


1/2 0
0 1/2
1/2 0
1/2 0


(b) calcul de τ :
τ =


0.9× 0.5 + 1/4 + 1/4 + 1/2 0.9× 0.5 + 1/3
0.9× 0.5 + 1/3 + 1/4 + 1/4 0.9× 0.5 + 1/2
0.9× 0.5 + 1/3 + 1/4 + 1/2 0.9× 0.5 + 1/4
0.9× 0.5 + 1/4 + 1/2 0.9× 0.5 + 1/3 + 1/2


=


1.45 0.78
1.28 0.95
1.53 0.70
1.2 1.28


(c) calcul de V :
V = (
0.78
0.78 + 1.45
,
0.95
0.95 + 1.28
,
0.70
0.70 + 1.53
,
1.28
1.28 + 1.2
)
V = (0.35, 0.43, 0.31, 0.52)
4. Ite´ration 2 : Ge´ne´ration de la population suivant V = (0.35, 0.43, 0.31, 0.52) :
P = (0001, 0110, 1100, 0100)
5. Evaluation de P :
f(s1) = 1, f(s2) = 2, f(s3) = 2, f(s4) = 1
6. Mise a` jour de V :
(a) Calcul des ∆j :
∆1 =


1/2 0
1/2 0
1/2 0
0 1/2

 ,∆2 =


1/3 0
0 1/3
0 1/3
1/3 0

 ,
∆3 =


0 1/3
0 1/3
1/3 0
1/3 0

 ,∆4 =


1/2 0
0 1/2
1/2 0
1/2 0


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(b) calcul de τ :
τ =


0.9× 0.35 + 1/2 + 1/3 + 1/2 0.9× 0.35 + 1/3
0.9× 0.43 + 1/2 0.9× 0.43 + 1/3 + 1/3 + 1/2
0.9× 0.31 + 1/2 + 1/3 + 1/2 0.9× 0.31 + 1/3
0.9× 0.52 + 1/3 + 1/3 + 1/2 0.9× 0.52 + 1/2


=


1.65 0.65
0.89 1.55
1.61 0.61
1.63 0.97


(c) calcul de V :
V = (
0.65
0.65 + 1.65
,
1.55
1.55 + 0.89
,
0.61
0.61 + 1.61
,
0.97
0.97 + 1.63
)
V = (0.28, 0.64, 0.27, 0.37)
7. Ite´ration 3 : Ge´ne´ration de la population suivant V = (0.28, 0.64, 0.27, 0.37) :
P = (0101, 0111, 0000, 0100)
8. Evaluation de P :
f(s1) = 0, f(s2) = 1, f(s3) = 2, f(s4) = 1
9. Mise a` jour de V :
(a) Calcul des ∆j :
∆1 =


1 0
0 1
1 0
0 1

 ,∆2 =


1/2 0
0 1/2
0 1/2
0 1/2

 ,
∆3 =


1/3 0
1/3 0
1/3 0
1/3 0

 ,∆4 =


1/2 0
0 1/2
1/2 0
1/2 0


(b) calcul de τ :
τ =


0.9× 0.28 + 1 + 1/2 + 1/3 + 1/2 0.9× 0.28
0.9× 0.64 + 1/3 0.9× 0.64 + 1 + 1/2 + 1/2
0.9× 0.27 + 1 + 1/3 + 1/2 0.9× 0.27 + 1/2
0.9× 0.37 + 1/3 + 1/2 0.9× 0.37 + 1 + 1/2


=


2.59 0.25
0.91 2.58
2.08 0.74
1.17 1.83


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(c) calcul de V :
V = (
0.25
0.25 + 2.59
,
2.58
2.58 + 0.91
,
0.74
0.74 + 2.08
,
1.83
1.83 + 1.17
)
V = (0.09, 0.74, 0.26, 0.61)
B.5 De´roulement de ACSb
L’algorithme ACSb est de´crit dans la section 6.5.
Les phe´romones sont initialise´e a` τ 0 = 0.5 :
τ =


τ01 τ11
τ02 τ12
τ03 τ13
τ04 τ14

 =


0.5 0.5
0.5 0.5
0.5 0.5
0.5 0.5


on de´ﬁnit la matrice ∆ :
∆ =


∆01 ∆11
∆02 ∆12
∆03 ∆13
∆04 ∆14


1. Ite´ration 1 : Ge´ne´ration de la population suivant V = (0.5, 0.5, 0.5, 0.5) : Nous
ne pre´sentons pas ici le de´tail de la ge´ne´ration des solutions, a` savoir le choix a`
chaque bit entre l’exploration et l’exploitation. La re`gle de mise a` jour locale est
applique´e apre´s chaque solution de P ge´ne´re´e : pour la premie`re ite´ration cela
n’a aucun eﬀet puisque τki = τ
0 : (1−α)τki +ατ 0 = 0.99×0.5+0.01×0.5 = 0.5.
Conside´rons que la population ge´ne´re´e est alors :
P = (1001, 0010, 1110, 0100)
2. Evaluation de P :
f(s1) = 2, f(s2) = 3, f(s3) = 3, f(s4) = 1
3. Mise a` jour de V : s++ = 0100
(a) Calcul de ∆ :
∆ =


1/2 0
0 1/2
1/2 0
1/2 0


(b) calcul de τ :
τ =


0.9× 0.5 + 0.1× 0.5 0.9× 0.5
0.9× 0.5 0.9× 0.5 + 0.1× 0.5
0.9× 0.5 + 0.1× 0.5 0.9× 0.5
0.9× 0.5 + 0.1× 0.5 0.9× 0.5

 =


0.5 0.45
0.45 0.5
0.5 0.45
0.5 0.45


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(c) calcul de V :
V = (
0.45
0.45 + 0.5
,
0.5
0.5 + 0.45
,
0.45
0.45 + 0.5
,
0.45
0.45 + 0.5
)
= (0.47, 0.53, 0.47, 0.47)
4. Ite´ration 2 : Ge´ne´ration de la population suivant V = (0.47, 0.53, 0.47, 0.47) :
mises a` jour locales :
– avec s1 = 0001 :
τ =


(1− α)τ01 + ατ 0 τ11
(1− α)τ02 + ατ 0 τ12
(1− α)τ03 + ατ 0 τ13
τ04 (1− α)τ14 + ατ 0


=


0.99× 0.5 + 0.01× 0.5 0.45
0.99× 0.45 + 0.01× 0.5 0.5
0.99× 0.5 + 0.01× 0.5 0.45
0.5 0.99× 0.45 + 0.01× 0.5

 =


0.5 0.45
0.4505 0.5
0.5 0.45
0.5 0.4505


– avec s2 = 0110 :
τ =


0.99× 0.5 + 0.01× 0.5 0.45
0.4505 0.99× 0.5 + 0.01× 0.5
0.5 0.99× 0.45 + 0.01× 0.5
0.99× 0.5 + 0.01× 0.5 0.4505

 =


0.5 0.45
0.4505 0.5
0.5 0.4505
0.5 0.4505


– avec s3 = 1100 :
τ =


0.5 0.99× 0.45 + 0.01× 0.5
0.4505 0.99× 0.5 + 0.01× 0.5
0.99× 0.5 + 0.01× 0.5 0.4505
0.99× 0.5 + 0.01× 0.5 0.4505

 =


0.5 0.4505
0.4505 0.5
0.5 0.4505
0.5 0.4505


– avec s4 = 0100 :
τ =


0.99× 0.5 + 0.01× 0.5 0.4505
0.4505 0.99× 0.5 + 0.01× 0.5
0.99× 0.5 + 0.01× 0.5 0.4505
0.99× 0.5 + 0.01× 0.5 0.4505

 =


0.5 0.4505
0.4505 0.5
0.5 0.4505
0.5 0.4505


P = (0001, 0110, 1100, 0100)
V n’a pas change´ signiﬁcativement.
5. Evaluation de P :
f(s1) = 1, f(s2) = 2, f(s3) = 2, f(s4) = 1
6. Mise a` jour de V : s++ = 0100
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(a) Calcul de ∆ :
∆ =


1/2 0
0 1/2
1/2 0
1/2 0


(b) calcul de τ :
τ =


0.9× 0.5 + 0.1× 0.5 0.9× 0.4505
0.9× 0.4505 0.9× 0.5 + 0.1× 0.5
0.9× 0.5 + 0.1× 0.5 0.9× 0.4505
0.9× 0.5 + 0.1× 0.5 0.9× 0.4505

 =


0.5 0.4055
0.4055 0.5
0.5 0.4055
0.5 0.4055


(c) calcul de V :
V = (
0.4055
0.4055 + 0.5
,
0.5
0.5 + 0.4055
,
0.4055
0.4055 + 0.5
,
0.4055
0.4055 + 0.5
)
= (0.45, 0.55, 0.45, 0.45)
7. Ite´ration 3 : Ge´ne´ration de la population suivant V = (0.45, 0.55, 0.45, 0.45) :
– avec s1 = 0101 :
τ =


0.99× 0.5 + 0.01× 0.5 0.4055
0.4055 0.99× 0.5 + 0.01× 0.5
0.99× 0.5 + 0.01× 0.5 0.4055
0.5 0.99× 0.4055 + 0.01× 0.5

 =


0.5 0.4055
0.4055 0.5
0.5 0.4055
0.5 0.4064


– avec s2 = 0111 :
τ =


0.99× 0.5 + 0.01× 0.5 0.4055
0.4055 0.99× 0.5 + 0.01× 0.5
0.5 0.99× 0.4055 + 0.01× 0.5
0.5 0.99× 0.4064 + 0.01× 0.5

 =


0.5 0.4055
0.4055 0.5
0.5 0.4064
0.5 0.4073


– avec s3 = 0000 :
τ =


0.99× 0.5 + 0.01× 0.5 0.4055
0.99× 0.4055 + 0.01× 0.5 0.5
0.99× 0.5 + 0.01× 0.5 0.4064
0.99× 0.5 + 0.01× 0.5 0.4073

 =


0.5 0.4055
0.4064 0.5
0.5 0.4064
0.5 0.4073


– avec s4 = 0100 :
τ =


0.99× 0.5 + 0.01× 0.5 0.4055
0.4064 0.99× 0.5 + 0.01× 0.5
0.99× 0.5 + 0.01× 0.5 0.4064
0.99× 0.5 + 0.01× 0.5 0.4073

 =


0.5 0.4055
0.4064 0.5
0.5 0.4064
0.5 0.4073


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P = (0101, 0111, 0000, 0100)
V n’a pas change´ signiﬁcativement.
8. Evaluation de P :
f(s1) = 0, f(s2) = 1, f(s3) = 2, f(s4) = 1
9. Mise a` jour de V : s++ = 0101
(a) Calcul de ∆ :
∆ =


1 0
0 1
1 0
0 1


(b) calcul de τ :
τ =


0.9× 0.5 + 0.1× 1 0.9× 0.4055
0.9× 0.4064 0.9× 0.5 + 0.1× 1
0.9× 0.5 + 0.1× 1 0.9× 0.4064
0.9× 0.5 0.9× 0.4073 + 0.1× 1

 =


0.55 0.3650
0.3658 0.55
0.45 0.3658
0.5 0.4666


(c) calcul de V :
V = (
0.3650
0.3650 + 0.55
,
0.55
0.55 + 0.3658
,
0.3658
0.3658 + 0.55
,
0.4666
0.4666 + 0.45
)
= (0.40, 0.60, 0.40, 0.51)
B.6 Commentaires
Le tableau B.1 re´capitule les vecteurs de probabilite´ obtenus par chaque me´thode.
Algorithme V
BSC (0.05, 0.82, 0.28, 0.62)
PBIL (0.41, 0.49, 0.39, 0.54)
ASb (0.09, 0.74, 0.26, 0.61)
ACSb (0.40, 0.60, 0.40, 0.51)
Tab. B.1 – Vecteurs de probabilite´ obtenus par chaque me´thode en trois ite´rations.
E´tant donne´ la taille re´duite de la population, il ne faut pas tirer de conclusions
hatives sur les re´sultats obtenus. En eﬀet, ces algorithmes basent leur eﬃcacite´ sur
leur capacite´ a` e´chantilloner la population qu’il manipulent, la taille de cette popula-
tion est donc primordiale a` conside´rer pour assurer de bon re´sultats. On peut cepen-
dant de´ja` constater que deux groupes se dessinent : (BSC, ASb) et (PBIL, ACSb). Les
deux premie`res me´thodes semble faire converger le vecteur V plus rapidement que les
deuxie`mes.
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Algorithmes de fourmis artiﬁcielles : applications a` la classiﬁcation et a`
l’optimisation
Re´sume´
Dans ce travail de the`se, nous pre´sentons les travaux s’inspirant des fourmis re´elles
pour la re´solution de proble`mes en informatique. Nous proposons deux approches
supple´mentaires de ces nouvelles inspirations biomime´tiques. La premie`re reprend cer-
tains travaux en classiﬁcation non supervise´e et e´tend ces principes dans plusieurs
directions. L’algorithme AntClass de´veloppe´ a` cette occasion, est hybride dans le
sens ou` la recherche du nombre de classes est eﬀectue´ par des fourmis artiﬁcielles et
qu’un algorithme classique en classiﬁcation, les centres mobiles, est utilise´ pour gom-
mer les erreurs de classiﬁcation inhe´rentes a` une me´thode stochastique telle que les
fourmis artiﬁcielles. Apre`s avoir souligne´ les ressemblances et diﬀe´rences entre les ap-
proches e´volutionnaires et celles a` base de population de fourmis et propose´ un mode`le
commun, nous nous inspirons de la strate´gie de recherche de nourriture d’une espe`ce de
fourmis (Pachycondyla apicalis) pour re´soudre des proble`mes d’optimisation globale.
L’apport de cette adaptation re´side principalement dans sa simplicite´. Nous appliquons
l’algorithme qui en de´coule, appele´ API, a` des proble`mes varie´s tels que l’optimisation
de fonctions nume´riques, l’apprentissage de chaˆınes de Markov cache´es ou des poids
d’un re´seau de neurones artiﬁciels, ou encore a` un proble`me d’optimisation combina-
toire classique : le proble`me du voyageur de commerce.
Mots cle´s
fourmis artiﬁcielles, algorithmes, optimisation, classiﬁcation, Pachycondyla apicalis.
Artiﬁcial ant based algorithms applied to clustering and optimization
problems
Abstract
In this thesis, we present works inspired by real ants for the resolution of well known
problems in computer science. We propose two supplementary approaches to these
new biomimetic inspirations. The ﬁrst resumes works on clustering and widens their
principles in several directions. The AntClass algorithm, developed for occasion, is
hybrid in the way that the artiﬁcial ants search for the number of clusters and a classic
classiﬁcation algorithm, the K-means algorithm, is used to reduce classiﬁcation errors
inherent to a stochastic method such as artiﬁcial ants. After underlying similarities
and diﬀerences between the evolutionnary approaches and those based on a population
of ants, we propose a common model. We ﬁnally use the Pachycondyla apicalis ants’
strategy to search for food to solve global optimization problems. The contribution of
this adaptation mainly lies in its simplicity. We apply the ensuring algorithm, called
API, to various problems such as the optimization of numerical functions, the learning
of hidden Markov models, the learning of the weights of an artiﬁcial neural network, or
also to a classical combinatorial optimization problem : the traveling salesman problem.
Keywords
artiﬁcial ants, algorithms, optimization, clustering, Pachycondyla apicalis.
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