4. Clustering algorithm can reveal to us the test data of some internal structure and rules, if we can get some valuable information through these methods, can be more targeted to design better subsequent classifier.
Overseas and Domestic Research Status
In recent years, machine learning algorithm based on graph theory is 
Chapter 2 Introduction of Hadoop
Hadoop is an open mature and widely used open source cloud computing framework. It implements a distributed file system (the Hadoop Distributed File System), hereinafter referred to as the HDFS. It also implements a complete graphs the calculation of distributed programming framework, the framework can use HDFS above for large-scale data analysis and data processing.
HDFS distributed file system
HDFS is a distributed file storage system. Through streaming data access pattern to store large files and large files. Its characteristic is a write, read many times and efficient batch. So the HDFS more focus on high throughput of data access. One of the main design goals of HDFS is under fault condition also can ensure the reliability of data storage. HDFS has a relatively complete redundancy backup and fault recovery mechanism. It be achieved reliably store huge amounts of documents in the clusters.
Parallel computing programming thought graphs
Graphs by adopting the idea of "divide and rule", to the operation of the large-scale data sets, distributed to a master node under the management of each node to complete together, and then through the integration of each node in the middle of the results to get the final result. Highly abstract graphs for two functions: map and reduce, the map is in charge of the task is decomposed into multiple tasks, reduce multitasking is responsible for the decomposition results 
form a graph partition.
Laplasse matrix of graph and its properties
The main tool of spectral clustering is the Laplasse matrix of graph. For the non-normalized Laplasse matrix, we have the following proposition:
We suppose an undirected weight graph G. The number of the eigenvalues of the non-normalized Laplasse matrix L is 0 represents the number of independent components connected for its graph. If it has K eigenvalues whose value is 0, it . .
Map task Map task
Map task Index 1 similarity compute Index n similarity compute … Index 2 similarity compute Index n-1 similarity compute … Index 3 similarity compute Index n-2 similarity compute … Similarity matrix Table   Map : Similarity calculation 
. Therefore, in order to load balance ,we calculate the similarity of index i and index n-i+1, which performed on the same machine.
Parallel computing k smallest eigenvectors Lanczos algorithm is a kind of algorithm that transforms the symmetry matrix into a symmetric three diagonal matrix by orthogonal transformation, and is named as the Hungarian mathematician Lanczos Cornelius in twentieth
Century. Lanczos algorithm is as follows, see algorithm 4.3. 
Algorithm 4.3 The design idea of Lanczos algorithm

Empirical Data
The source of the experimental data represent the topology of a text file. As we can see from figure 5-2, the accelerating trend chart. 
