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We propose a new algorithm for the classical and still practically important
problem of approximating zeros zj of an nth degree polynomial p(x) within error
bound 2&b max j |zj |. The algorithm uses O((n2 log n) log(bn)) arithmetic operations
and comparisons for approximating all the n zeros and O((kn log n) log(bn)) for
approximating the k zeros lying in a fixed domain (disc or square) and isolated
from the other zeros. Unlike the previous fast algorithms of this kind, the new
algorithm has its simple elementary description, is convenient for practical implementa-
tion, and allows the users to adapt the computational precision to the current level of
approximation achieved in the process of computing and ultimately to the requirements
to the output precision for each zero of p(x). The algorithm relies on our novel versions
of Weyl’s quadtree construction and Newton’s iteration.  2000 Academic Press
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1. INTRODUCTION
1.1. The Problem and Our Results
Our subject is the classical problem of the approximation of the zeros of
a given polynomial p(x),
p(x)= :
n
i=0
pixi= pn ‘
n
j=1
(x&zj), pn {0, (1.1)
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within error bound = maxj |zj | for a fixed positive =. We will refer to this
problem as Problem 1.1. The problem is stated numerically, its solution
treats equally clusters of the zeros and multiple zeros of p(x). Numerical
truncation of input coefficients routinely turns multiple zeros into clusters
of zeros, so the clusters and even the chains of nested clusters are not a rare
phenomenon in computational practice. Problem 1.1, also known as the
problem of solving a polynomial equation p(x)=0, has history of over four
millennia but still remains a major subject of practical significance and
active research, attracting dozens of research publications every year
[MN93, P97].
Most important are applications to computer algebra, where the solution
of multivariate polynomial systems of equations typically requires to approxi-
mate the zeros of high degree univariate polynomials. The approximations
are needed with a high precision and very frequently in the presence of
clusters of the zeros. There are also other important areas of computing
where application of advanced polynomial rootfinders promises to be
highly effective. In particular such is a major subject of approximating
matrix eigenvalues, and we refer the reader to [P93, P95a, PL99, PC99]
on application to the latter problem of the algorithms and the techniques
developed for polynomial rootfinding.
Polynomial rootfinding is also a well established research problem in
computer science or, more precisely, a set of problems, depending on
various special restrictions on the input and requirements to the output.
For example, the users may wish to solve Problem 1.2 of approximating
only those kn zeros of p(x) that lie in a fixed disc D. In another typical
example, the users may wish to approximate the ill-conditioned (clustered)
zeros of p(x) with a higher precision. (To see the motivation, examine a
dramatic jump of the zero of the polynomial p(x)=x50 when the x-free
term changes slightly, so that p(x) turns, say, into x50&(0.5)50; in this
example, the high multiplicity of the unique zero z=0 of p(x) is obvious
already from the first glance, but it is not as obvious in similar examples
of the form (x&a)50 where, say, a=57, and where the polynomial is
represented by its coefficients given in binary or decimal forms.) Formally,
we may include this requirement by restating Problems 1.1 and 1.2 as
Problems 1.3 and 1.4 where each output approximation is required to be
given by the pair of a disc Dh of a small radius =h= and the index ih
showing the number of the zeros of p(x) in Dh ; all the discs Dh must be
disjoint, and =h should decrease as ih grows. Surely, the users also wish to
have numerically stable algorithms, easily accessible by a programmer and
adaptive to various further requirements.
The main result of our paper is a new algorithm that solves Problem 1.2
for ==2&b by using O((kn log n) log(bn)) arithmetic operations and com-
parisons and O(n log(bn)) evaluations of the hth roots of positive numbers
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for natural h=O(n). (Hereafter, we will refer to all these elementary opera-
tions as to ops and will write OA( f (n)) to denote O( f (n)) ops.) We require
that the input disc D be (1+c)-isolated from the outside zeros for a fixed
positive c, say, for c=0.01 or c=0.01n, so that its (1+c)-dilation should
contain only the same k zeros of p(x) as D. At the cost OA((n log n)
log(log nlog(1+c))), we may verify whether this assumption holds. If it
does not hold, then within the same cost bound we may compute an
integer k+ satisfying nk+>k and a disc D+ , the $-dilation of D for
1<$<(1+2c)k+&k, containing exactly k+ zeros of p(x) and satisfying the
(1+c)-isolation assumption for D+ and k+ replacing D and k. Then we
may solve Problem 1.2 for D+ at the cost OA((k+n log n) log(bn)).
The same algorithm solves Problems 1.1, 1.3, and 1.4, and the same cost
bounds apply except that we write k=n for Problems 1.1 and 1.3 and 2&b
=minh =h (rather than 2
&b==) for Problems 1.3 and 1.4 (see Remark 7.1
in Section 7). Moreover, a simple extension of our algorithm works if the
input disc is replaced by a square (see Remark 9.3 in Section 9). Further-
more, the algorithm can be implemented with variable precision, which
is set low initially and increases only when a computed approximation
approaches a zero of p(x) or a cluster of the zeros. The number of more
costly ops, which we have to perform with a higher precision, decreases in
such an implementation (see Remark 7.1 in Section 7).
The proofs of the correctness of the algorithm and of the cited complexity
bounds are mostly elementary, although some of them are long and non-
trivial. The description of the algorithm is much simpler and is supposed
to be accessible easily by a programmer. The algorithm essentially amounts
to recursive application of the following operations: evaluation of p(x) and
p$(x), shift of the variable x (that is, computing the coefficients of the poly-
nomial t(x)= p(x+X) for a fixed complex value X), the root-squaring
algorithm usually called Graeffe’s, computation of the number of the zeros
of p(x) in a fixed isolated complex disc, and approximation of the distance
from X to the closest or the hth closest zero of p(x) for a fixed h. In principle,
the implementation of these blocks is a rather easy task, though numerical
stability of shifts, root-squaring and their combinations requires further study.
The cited asymptotic complexity estimates ultimately rely on performing
the most costly blocks of our algorithm (such as proximity tests, shifts of
the variable and root-squaring) via fast polynomial multiplication, based
on using FFT. In practical implementation for polynomials p(x) of small
and moderately large degrees, application of the classical algorithm or the
one of [KO63] for polynomial multiplication can be more effective. A
promising practical tool for polynomial multiplication (thought still more
popular among the researchers than among the users) is the techniques of
binary segmentation (see [BP94, Sect. 3.9; Sc82]). In all cases, polynomial
multiplication as well as polynomial evaluation can be accelerated dramatically
215APPROXIMATING COMPLEX POLYNOMIAL ZEROS
by using parallelism. It follows that our algorithm can be performed on p pro-
cessors, with the acceleration by roughly the factor p, provided that pn.
Our algorithm can be effectively combined with other known algorithms
for polynomial zeros to improve their performance (see our comments in
Subsections 1.3 and 1.5). Further modification of the algorithm will be
motivated if any better subalgorithms for its blocks appear. For instance,
we applied Turan’s proximity test, which in principle can be replaced by
any other successful proximity test and was selected simply because it
currently has the lowest asymptotic computational cost.
With some simplifications, our algorithm can be applied to approximat-
ing only the real zeros of p(x) (in a fixed interval) [PKSHZ96]. For
approximating a single non-isolated zero of p(x), the factor k+ of the
complexity estimate for our algorithm may generally be large, so that
better complexity estimates can be achieved based on an algorithm of
[P87], whose geometric construction incorporates the one of [L61].
Our techniques can be extended to approximating a finite set of the zeros
of an analytic function in a disc if these zeros are isolated from all other
zeros of the function and if effective algorithms known for proximity test
and root radii computation for polynomials are extended, respectively.
Technically, our algorithm amounts to an iterative process, which recur-
sively invokes its two main blocks, one after another. The two blocks are
Weyl’s quadtree construction and Newton’s iteration. We modified both of
them and coordinated their combined recursive application based on our
special concepts of isolation and rigidity ratios.
Our analysis of the resulting algorithm (which gave us the stated com-
plexity estimates) also largely relies on using the latter powerful concepts.
In particular this applies to our proof of quadratic convergence of our
modification of Newton’s iteration. Quadratic convergence is proved under
a certain lower bound on the initial isolation ratio, and we also prove that
our modification of Weyl’s construction insures such a lower bound after
a few steps. These results may be of independent interest for the study of
Newton’s iteration and Weyl’s construction.
Our construction and analysis also include some more minor novel features,
such as application of the theory of analytic functions and conformal maps to
the analysis of Newton’s iteration (cf. the proof of Lemma 10.1), our one-sided
version of Turan’s proximity test (cf. Remark 3.2), and our modification of
Scho nhage’s root-radii algorithm (cf. Algorithm 4.3).
1.2. Outline of Our Algorithm
Our algorithm combines and extends two known techniques, that is,
Weyl’s quadtree construction and Newton’s iteration.
The former construction is an extension to the complex plane of the
classical bisection algorithm for the approximation of a real root of a real
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function. Weyl starts with a fixed square S (on the complex plane) containing
exactly k zeros of the polynomial p(x) of (1.1). Such a square is partitioned
into four congruent subsquares. Each of them is tested for containing at least
one zero of p(x) (this is done by means of a proximity test that consists in
estimating the distance from the center of the subsquare to a closest zero
of p(x)) and is discarded if it fails the test, that is, if the estimated distance
exceeds the half-length of the diagonal of the subsquare. The same process
is applied recursively to the remaining squares, called suspect squares. Their
centers approximate the zeros of p(x) within the half-length of their diagonals.
Each iteration decreases this bound by 500, so the convergence is linear,
as in the case of the classical real bisection.
The number of suspect squares tested in each recursive stage is at most
4k; the proximity test for a square reduces to a few FFTs and costs
OA(n log n) ops. At the overall cost of performing OA(bkn log n) ops, the
errors of the computed approximations to all the k zeros of p(x) lying in
the square S are decreased below the bound L2b+0.5, where L is the length
of the side of S.
The weak point of such an estimate is the factor b, which is large where
high accuracy of the output approximations is required. Our remedy is to
apply Newton’s iteration to accelerate the convergence from linear to quad-
ratic and, therefore, to replace the factor b by log(bn) in the above estimate.
(Some similar features can be found in the papers [R87, P87], on which we
will comment in the Subsection 1.4.) To achieve this goal, we had to ensure
good initial isolation of the zeros and to modify Newton’s iteration to handle
clusters of the zeros.
It could be too expensive to isolate from each other the zeros forming a
cluster, so our policy is to isolate the clusters from each other (treating
them like multiple zeros) and to modify Newton’s process to direct it to the
isolated clusters. The isolation is achieved by appropriate modification of
Weyl’s construction, where the clusters are covered by the components of
the union of all the smallest suspect squares that are not discarded after
sufficiently many Weyl’s recursive steps. Each component is superscribed
by a single square, isolated from other suspect squares.
A certain complication arises because in general (and frequently in
practical computations) one must treat various chains of nested clusters of
various diameters. Thus our construction is also nested. We recursively
interchange Newton’s approximation and Weyl’s process, with a local goal
to achieve either approximation of a fixed set of the zeros of p(x) within a
required error bound or to yield the partition of this set into at least
two nonempty subsets of the zeros isolated from each other. In the
latter case, we apply the same process to each isolated subset of the
zeros. In at most k&1 isolation steps, we approximate all the k zeros
of p(x).
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The construction requires to measure quantitatively the isolation (in
order to signal the transition from Weyl’s process to Newton’s) and to
determine some quantity that enables us to find out when Newton’s process
has already brought us close enough to a cluster of the zeros, so that any
further progress requires transition to Weyl’s (modified) algorithm. The basic
quantities for these two measurements are the isolation and rigidity ratios
for the zeros lying in a fixed disc or in a fixed square on the complex plane.
Such ratios are given by the maximum relative increase or decrease of the
diameter of a disc (a square) in its dilation or contraction, respectively,
provided that such a disc (square) keeps covering exactly the same set of
the zeros of p(x) throughout the dilation or contraction process. For all
squares we keep their sides parallel to the coordinate axes, and in dilation,
we require that the discs and squares remain concentric. We make our
WeylNewton construction work by directing our recursive process according
to the dynamically updated estimates for these two ratios. In particular, this
enables us to bound by O(k) the overall number of suspect squares processed
in our modification of Weyl’s algorithm at its each iterative isolation stage
and by a total of O(k log (bn)) in the entire recursive computation. (The
proof of these bounds is elementary but intrinsically nontrivial (see Section 8).
Likewise, our two modifications of Newton’s iteration (see Eqs. (9.5) and
(11.1) in Sections 9 and 11) were not easy to analyze, but we proved their
quadratic convergence under milder assumptions on the initial isolation.)
To place our results into a proper prospective, we will also briefly recall
in the next two subsections two other major approaches to polynomial
rootfinding as well as some history of Weyl’s classical approach. We refer
the reader to [P97, MN93] on further bibliography.
1.3. The Functional Iteration Approach
Practical approximation of the zeros of p(x) usually relies on iterative
algorithms based on the Newton, Laguerre, JenkinsTraub and Weierstrass
(DurandKerner) iteration processes [M73, MR75, HPR77, F81, JT70, JT72,
W903, D60, Ke66, NAG88 (rootfinder C022AGF), NAG-FRISCO96,
IMSL87]. The most celebrated example is Newton’s iteration,
xi+1=xi& p(x i)p$(x i), i=0, 1, ...,
which starts with some initial x0 and is supposed to converge to a zero
zj of p(x). If it does, the same process can be recursively applied to the
deflated polynomial p(x)(x&zj). (Historians attribute the discovery of this
iteration to the times long preceding I. Newton [Be40, Bo68].)
Theoretically, the weak point of these algorithms is their heuristic character.
They do not converge right from the start for the worst case input. Moreover,
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in spite of intensive effort of many researchers, convergence of these algorithms
has been proved only in the cases where the initial point is already close
to a zero or where another similar condition is satisfied. Nonetheless, the
cited algorithms work satisfactory as heuristic algorithms for input polyno-
mials of smaller degree (say, less than 50) having no clusters of their zeros,
but fail for the larger degree polynomials p(x), particularly for ones with
multiple andor clustered zeros [Go94].
The need for better algorithms has been accentuated by major applica-
tions to the thriving modern area of algebraic and symbolic computing,
where dealing with a polynomial equation of degree over 200 (say) with
many clusters of the zeros is a typical case.
Most of the numerous algorithms proposed for polynomial rootfinding
are, like Newton’s, functional iterations of the form
xi+1= f (xi), i=0, 1, ..., (1.2)
for a fixed function f (x) and an initial x0 , where xi can be scalars or n-tuples.
The functional iterations usually share the heuristic character of their special
cases cited above (due to Newton, Laguerre, and Jenkins and Traub). We
wish to cite the celebrated subclass based on the Weierstrass method
[W903], also called the DurandKerner [D60, Ke66] and sometimes the
Dochev method and having numerous variations (their representative list
is long; we refer the reader to the bibliography in [MN93, P97, BPa]).
This method is a multivariate version of Newton’s iteration, which con-
verges simultaneously to all the n zeros of p(x) by using order of n2 ops in
each iteration. According to numerical experiments, average case con-
vergence of the algorithms based on this method is good, but the averaging
misses the important case of polynomials with clustered zeros. As in the
case of the univariate version of Newton’s method, all these algorithms
apparently diverge for the worst case input, or at least no proof of the
opposite result is known. The proofs of quadratic convergence are available,
however, in the case where the initial approximations are already close to the
zeros of p(x). Such initial approximations can be effectively supplied by our
algorithm, which makes it a natural ally of the functional iterations.
For the sake of completeness, we will cite the so-called path following ver-
sion of Newton’s iteration of [KS94]. The paper [KS94] presents an algo-
rithm, its convergence proof, and the worst case complexity estimate
OA(n2b log2 n) for computing approximations to all the n zeros of p(x). In
spite of the inferior complexity bound, the algorithm of [KS94] is technically
interesting, and path following methods are quite successful for multivariate
polynomial computations [RS92, SS93, SS93a, SS93b, SS94, SS96]. Strictly
speaking, the algorithm of [KS94] is not a pure functional iteration of the
form (1.2), but it amounts to recursive iterative application of such an iteration.
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In the next two subsections, we will briefly recall two other major approaches,
that is, Weyl ’s and the divide-and-conquer approaches, both combining
computational geometry constructions for search and exclusion on the com-
plex plane with analytical tools, such as Newton’s iteration and numerical
integration [Sc82, P85, P87, R87, BFKT89, P89, B-OT90, BP98, P95,
P96]. Together with Lehmer’s approach of [L61] (cf. also [MN93])
(which has some technical similarity to Weyl’s), these are the two direc-
tions to devising the most effective known algorithms supported by the
proofs of the worst case estimates for their computational complexity.
1.4. Weyl ’s Quadtree Approach
H. Weyl proposed his ingenious algorithm in [We24] as an iterative
process of search and exclusion on the complex plane directed towards
simultaneous approximation of all the n zeros of p(x). The algorithm can
be viewed as a 2-dimensional version of the customary bisection of a line
interval. Under the name of the quadtree algorithm, this algorithm has been
successfully applied to various areas of practical importance, such as image
processing, n-particle simulation, template matching, and computational
geometry [Sa84, Gre88, Se94].
The elaboration of Weyl’s approach in [GH72] leads to the solution
of Problems 1.1 and 1.2 at the cost bounded by OA(n3b log n) and
OA(n2k+b log n), respectively, assuming the incorporation of the modern
fast polynomial arithmetic based on FFT. Lehmer, in [L61], modified the
geometric search towards approximating a single zero. With deflation, this
algorithm also solves Problem 1.1 within the above cost bound.
The algorithms of [Sc82, R87] supported the decrease by roughly factor
blog b of the above upper estimates, based on some analytic techniques.
[R87] relied on Weyl’s construction, whereas [Sc82] used a distinct
(divide-and-conquer) approach. The unpublished manuscript of [Sc82]
incorporated many useful techniques, auxiliary algorithms, and asymptotic
estimates for the Boolean complexity of these algorithms but has been
remaining uncompleted since 1982. J. Renegar, in [R87], combined Weyl’s
construction with a distinct modification of Newton’s process and with the
SchurCohn proximity test. His work was very interesting technically, but
his complexity estimate exceeds ours by roughly factor n, his version of
Newton’s process requires a little higher initial isolation, and his modifica-
tion of Weyl’s construction was not fully elaborated.
Reference [P87] uses a distinct modification of Weyl’s construction and
numerical integration to push Weyl’s approach to its best, in terms of
the record asymptotic complexity estimates, that is, to yield the bounds
OA((n2 log n)(log(bn)) and OA((k+n log n)(log(bn)), which are asymptoti-
cally the same as the ones of our present paper. The algorithm of [P87],
however, is non-practical because:
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(a) its analytic part relies on some sophisticated techniques of numerical
integration in the complex domains, where the basic parameters are defined as
a part of a recursive construction and are hardly accessible for the optimization
by the user, and
(b) the recursive merging of Weyl’s geometric construction with the
numerical integration stage of [P87] is complicated and hard to program
on computers.
These difficulties are inherent in the approach of [P87]. To avoid them
in our present paper, we had to develop a distinct construction with a
different recursive process using modified Newton’s iteration instead of
numerical integration.
1.5. The Divide-and-Conquer Approach
The divide-and-conquer approach to approximating polynomial zeros
relies on the recursive splitting of p(x) into the product of smaller degree
factors (ultimately linear), can be traced more than half-century back (cf.,
e.g., [SeS41]), involves many major technical contributions (see [Schr57,
DL67, DH69, H70, Sc82, K98] as well as several items listed in [MN93]),
and has recently culminated in the algorithms of [P95, P96] that support
optimal (up to a polylogarithmic factor) asymptotic complexity estimate
OA((log
2n+log b) n log2n) for the approximation of all the zeros of p(x)
(cf. Problems 1.1 and 1.3) and also allow their efficient parallel acceleration.
A variant of the algorithm of [Sc82] was implemented by X. Gourdon
and included in PARI and MAGMA. More recent and advanced algorithms
of [P95, P96] have not been implemented so far. Although the complexity
estimates supported by these algorithms are nearly optimal for Problems 1.1
and 1.3, they may very well be not the last final word of the study of the algo-
rithmic complexity of polynomial rootfinding, particularly, regarding practical
implementation. For instance, even for simpler Problems 1.2 and 1.4, the algo-
rithms support essentially the same complexity bounds as for Problems 1.1
and 1.3. For smaller k, this bound is not better than the one of the present
paper. Furthermore, even for k=n, that is, for Problems 1.1 and 1.3, the
superior asymptotic complexity estimates supported by the algorithms of
[P95, P96] do not guarantee yet uniform practical superiority of these
algorithms. Here, the main difficulty is nontriviality of the construction of
[P95, P96], which complicates and delays the implementation and testing
of the algorithms. Besides, the recursive splitting of p(x) into factors may
require a higher precision of computing even where one seeks some well-
conditioned zeros with a lower precision.
To enhance practical efficacy of this approach, it could be efficient to
combine it with Weyl’s construction: splitting algorithms can serve as an
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alternative to Newton’s iteration where a high output precision is required
and vice versa where a lower precision output suffices.
1.6. Organization of Our Paper
Sections 26 are devoted to some auxiliary material. This includes several
simple facts, basic definitions and complexity estimates for fast polynomial
arithmetic in Section 2, Turan’s proximity test and the root-squaring
(so-called Graeffe’s) iteration in Section 3, the root radii algorithms in
Section 4, the results on computing the number of the zeros of p(x) in a
fixed disc in Section 5, and the classical version of Weyl’s algorithm (incor-
porating Turan’s test) in Section 6. In Section 7, we outline our iterative
algorithm consisting of two blocks recursively invoked one after another.
In Section 8, we describe and analyze the block representing our modifica-
tion of Weyl’s construction. In Section 9 we present our main algorithm,
which combines our construction of Section 8 and our modification of
Newton’s iteration. In Section 10 we analyze it and estimate the complexity
of its performance. In Section 11 we sketch another variant of Newton’s
iteration. The appendix contains figures and our comments on some minor
simplification of our algorithms.
Our presentation is mostly self-contained, though the following results
and algorithms are cited with some source references but with no proofs or
derivations:
(a) estimates for the cost of fast polynomial arithmetic (Section 2),
(b) Turan’s theorem (Section 3),
(c) the reduction of the solution of a triangular Toeplitz linear system
of equations to polynomial division (Section 3),
(d) a proposition on winding number algorithms (Section 5),
(e) a result from analytic function theory (Section 10).
We also cited but have not reproduced the algorithms for computing the
convex hull of a set on the plane and for approximating logarithms
(Section 4), as well as the correctness proof for Weyl’s classical construc-
tion, but these subjects are not needed for our main algorithm and proofs.
The result cited in (e) is needed for the correctness proof in Section 10 but
not for the presentation of our algorithms. Furthermore, by applying the
algorithms of Section 4, we could have avoided using the results cited in
(b)(d) at the price of the increase of our cost estimates by at most factor
log log n.
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DEFINITIONS AND AN AUXILIARY ALGORITHM
In this section, we will list some basic definitions and simple facts that
are immediate consequences of these definitions.
As before, we will write OA(t) to denote a total of O(t) ops, that is,
operations of the following classes: arithmetic operations with complex
numbers, pairwise comparisons of positive numbers, and the evaluation of
the hth roots of positive numbers, for natural h.
We use log to denote logarithms to the base 2.
In complex domains we will usually count the polynomial zeros together
with their multiplicity, not distinguishing between clustered and multiple
zeros. ‘‘Computing a polynomial’’ will mean ‘‘computing its coefficients’’
(unless we explicitly specify otherwise).
p(x) will denote a fixed polynomial of (1.1), of degree n.
Definition 2.1. D=D(X, R) denotes the disc of a radius \(D)=R
with a center X on the complex plane; S=S(X, R) denotes the square with
the side length 2\(S) = 2R and with the vertices X + R(1 + - &1),
X&R(1+- &1), X+R(1&- &1), X&R(1&- &1).
Remark 2.1. Hereafter, we will only consider rectangles and squares
on the complex plane that have their sides parallel to the coordinate
axes.
Definition 2.2. Two complex sets U and V are called equivalent if they
contain exactly the same zeros of p(x). Transformation of a set U into its
equivalent subset is called shrinking or contraction. If F denotes a square or
a disc, we define its rigidity ratio r.r.(F ), and its isolation ratio, i.r.(F ), as
follows (see Fig. 1): r.r.(F )=inf(\(F& )\(F )), i.r.(F )=sup(\(F +)\(F )).
Here, \(F ) is defined in Definition 2.1, and the infimum and the supremum
are over all squares (or discs) F& and F+ that are equivalent to the square
(respectively, disc) F and such that F&FF+ and F+ and F are concentric.
A disc or a square F are f-isolated if i.r.(F) f. All the concepts are defined
above relative to the polynomial p(x) of (1.1) but can be immediately extended
to any other fixed polynomial.
Definition 2.3. d(U)=maxzg , zh |zg&zh |, d*(U)=maxzg , zh max[ |Re zg
&Re zh |, |Im zg&Im zh |], where maxzg , zh denotes the maximum over all
the pairs zg , zh of the zeros of p(x) in a complex set U.
Algorithm 2.1. (Superscription of the Smallest Rectangle about a Finite
Set on the Complex Plane).
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FIG. 1. Isolation and rigidity ratios for squares. i.r.(S(X, r))Rr, r.r.(S(X, R))rR.
The dots show all the zeros of p(x) lying in the larger square. They also lie in the smaller
square.
Input: a finite set U on the complex plane.
Output: the side lengths and the real and imaginary coordinates of
the center X of the smallest rectangle containing the set U (and having its
sides parallel to the coordinate axes).
Computations: Compute the maximum M and the minimum m of the
real parts of the points of U. Output M&m and M+m2 . Repeat the same
computations for the set of the imaginary parts of the points of U.
The next proposition immediately follows by inspection.
Proposition 2.1. The two half-sums in the output of Algorithm 2.1 equal
the real and imaginary parts of the center X of the smallest rectangle
containing the set U and having its sides parallel to the coordinate axes. The
two differences equal the lengths l & and l + of the sides of this rectangle. The
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larger length l+l& is also the side length of a smallest square S(X, l+2)
(having its sides parallel to the coordinate axes) superscribing the rectangle,
and 2\min=((l& )2+(l+)2)12 is the diameter of the smallest disc super-
scribing this rectangle. Furthermore, l+=d*(U), l+d(U) for d*(U) of
Definition 2.3.
Proposition 2.2. (a) r.r.(S)=d*(S)(2\(S)) for a square S;
(b) r.r.(D)=d*(D)(c\(D)), - 2c2, for a disc D.
Proof. Observe that the side length of a smallest square equivalent to
S is equal to d*(S) and immediately obtain part (a) of the proposition.
Now, denote by U the set of the zeros of p(x) lying in the disc D and let
l+ and 2\min be defined as in Proposition 2.1. Denote by D& the minimum
disc equivalent to D and observe that l+=d*(U), l+ 2\(D&)2\min
l+ - 2. This implies part (b) of Proposition 2.2. K
Definition 2.4. For a complex X, for an f >1 and for a non-negative
=, the disc D(X, =) is called an f-isolated =-cover of a zero zj of p(x) if this
disc contains zj and is f-isolated.
Definition 2.5. i( p(x), U), the index of p(x) in U, is the number of the
zeros of p(x) lying in a complex set U and counted with their multiplicity.
Definition 2.6. The n distances r1(X)r2(X) } } } rn(X) from a
point X to the n zeros of p(x) are called the root radii of p(x) at X; in
particular rs(X) is called the sth root radius of p(x) at X, and we will write
rs(X)= for s0, rs(X)=0 for s>n.
Proposition 2.3. 1rs(0) for p(x) equals the (n+1&s)th root radius at
0 of the reverse polynomial prev(x)=xnp(1x). rs(X) for p(x) equals rs(0) for
t( y)= p( y+X). rs(0) for p(x) equals ars(0) for p(xa) for any scalar a>0.
Proof. Compare the zero zj of p(x) with the zeros 1zj of prev(x), zj&X
of t( y), and azj of p(xa). K
In this paper, we will use the known algorithms for some basic opera-
tions with polynomials, which support the following known complexity
estimates (cf., e.g., [BP94, Sects. 1.2 and 1.3]):
Proposition 2.4. Multiplication and division with a remainder of two
polynomials of degrees at most n can be performed at the cost OA(n log n).
Proposition 2.5. A shift of the variable x for a polynomial p(x) of (1.1),
that is, the transition from the coefficients of p(x) to the coefficients of the
polynomial t( y)= p( y+X) for a fixed complex X, can be performed at the
cost OA(n log n).
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For completeness, we also recall two trivial transformations of p(x).
Proposition 2.6. Scaling of the variable for p(x) of (1.1), that is, the
transition to q(x)= p(ax)=ni=0( pi a
i) xi, costs OA(n), whereas the rever-
sion (of the order of the coefficients) of p(x), that is, the transition to the
polynomial xnp(1x)=ni=0 pi x
n&i, is cost-free.
Remark 2.2. Due to Propositions 2.5 and 2.6, the study of the proper-
ties and behavior of a polynomial p(x) over the disc D(X, r), for any
complex X and positive r, can be reduced to the similar study of the poly-
nomial q( y)= p(( y&X) r) over the unit disc D(0, 1); indeed it suffices to
shift and to scale the variable.
3. SQUARING POLYNOMIAL ZEROS AND ISOLATION RATIO,
TURAN’S PROXIMITY TEST
In this section, we recall Turan’s proximity test, which, at the cost
OA((1+log N) n log n), enables us to compute the distance from a complex
point X to the closest zero of p(x), with a relative error at most 51N&1.
Turan’s algorithm relies on the following theorem that he proved (see
[Tu84, p. 299]) by using some sophisticated tools from number theory:
Theorem 3.1. Under the notation of (1.1), let sk denote the power sums
nj=1 z
k
j , k=0, 1, ... . Then we have 1r1(0)maxg=1, ..., n |sgN n|
1(gN)51N
for all natural N.
By Theorem 3.1, we may closely approximate r1(0) via the computation
of the power sums sgN for a large N. Proposition 2.3 enables us to extend
this computation to the approximation of rn(X), that is, to a proximity test
at a point X.
Algorithm 3.1 (Turan’s Proximity Test).
Input: Natural N and n, the coefficients of the polynomial p(x) of
(1.1), and a complex number X that is not a zero of p(x).
Output: Two positive numbers r and r*, r=r(X), r*=r*(X)=51Nr,
such that
1r*rn(X)51N, 1rn(X)r51N, rn(X)= min
j=1, ..., n
|zj&X|.
(3.1)
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Computations:
Stage 1. Compute the values of the power sums,
sgN= :
n
j=1
y gNj , yj=1(z j&X); g, j=1, ..., n.
Stage 2. Compute and output r*=[maxg=1, ..., n |sgN n| 1(gN)]&1
and r=r*51N.
Correctness of Algorithm 3.1 follows from Theorem 3.1.
The error factor 51N of approximation to rn(X) converges to 1 as N  .
For our purpose in this paper, it suffices to choose N=32; then
1.051581<51N<1.051582. (3.2)
Stage 2 is immediately performed at the cost OA(n). Turan’s algorithm for
Stage 1 includes the following root-squaring operator,
:: p(z2)  (&1)n p(z) p(&z)
or, equivalently,
:: p( y)  (&1)n p(- y) p(&- y), y=z2.
The latter representation (with - y) shows that the output still has degree
n. The former representation shows that we compute the output coefficients
of the image polynomials :( p(z2))=:( p( y)) simply by performing polyno-
mial multiplication, with no computation of square roots.
Recalling (1.1), we obtain that
:( p(z2))=(&1)n p2n ‘
n
j=1
(z&zj)(&z&zj)= p2n ‘
n
j=1
(z2&z2j ),
:( p( y))= p2n ‘
n
j=1
( y&z2j ).
This explains the nomenclature ‘‘root-squaring.’’ The operator was intro-
duced by Dandelin and rediscovered first by Lobachevsky and then by
Graeffe [H70]. The computation of :( p( y)) is usually called Graeffe’s
algorithm and is widely used for polynomial rootfinding [MN93]. This
operator will be much used in our paper too.
Now we are ready to specify stage 1 of Turan’s proximity test, where we
let N=2h be a power of 2 (to simplify the notation):
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Subalgorithm 3.2.
Stage (a). Shift the variable by setting y=x&X and compute the
coefficients of the n th degree polynomial q( y) with the zeros yj=1(zj&X ),
j=1, ..., n such that
p(x)= p(X+ y)= :
n
i=0
pi (X) yi,
q( y)= ynp(X+1y)= :
n
i=0
p i (X) yn&i= p0(X) ‘
n
j=1
( y& yj).
Stage (b) (Root-Squaring Iteration). Write q0( y)=q( y)p0(X) and
successively compute the coefficients of the polynomials
qi+1( y)=(&1)n qi (- y) q i (&- y), i=0, 1, ..., h&1; h=log N. (3.3)
Equation (3.3) is recursive application of the root-squaring operator,
qi+1( y)=:(qi ( y)), i=0, ..., h&1.)
Stage (c). Compute the power sums sgN of the zeros of the polyno-
mial qh( y)=ni=0 q i, hy
h for g=1, ..., n, by solving the triangular Toeplitz
system of Newton’s identities in the variables sN , s2N , ..., snN , which relate
the coefficients of qh( y) to the power sums sgN (cf. [H70]),
qn, hsN+qn&1, h=0,
qn, hs2N+qn&1, hsN+2qn&2, h=0,
b
qn, hsnN+qn&1, h s(n&1) N+ } } } +nq0, h=0.
At Stage (a), we shift the variable x and reverse the polynomial; every
iteration i of Stage (b) is a polynomial multiplication; Stage (c) of solving
a triangular Toeplitz system amounts to polynomial division (see, e.g.,
[P92a]). Due to Propositions 2.42.6, the overall cost of performing
Algorithm 3.1 is bounded by
OA(n(1+h) log n), h=log N. (3.4)
Remark 3.1. The recursive root-squaring algorithm (3.3) will be used
also in the next sections. Clearly, each step i of (3.3) squares the zeros of
the polynomial qi ( y). In particular, for i=0, we have q0( y)=> j ( y& y j),
q1( y)=‘
j
( y& y2j ),
228 VICTOR Y. PAN
and similarly for i=1, 2, ... . It follows that the polynomials qh( y)=
ni=0 qi, h y
j satisfy
qh( y)= ‘
n
j=1
( y& yNj ), N=2
h. (3.5)
The logarithm of the ratio | yNj y
N
i | grows linearly in N if | yj |>| y i |. Since
the transition from the polynomial qh( y) to qh+1( y) squares the input
polynomial zeros, each root-squaring step (3.3) also squares i.r.(D(0, r)) for
any positive r. This enables us to increase i.r.(D(0, r)) from f>1 to f 2 h at
the cost OA(hn log n).
Remark 3.2. In some experimental computations by Algorithm 3.1,
numerical stability problems frequently arose at the stage of the computa-
tion of the power sums sN , s2N , ..., snN . In some cases we may counter such
problems by computing only a few first power sums sN , s2N , ..., slN for some
fixed l<n. Only the first l linear equations of Stage (c) are needed to
compute the l latter power sums. Theorem 3.1 cannot be applied if l<n,
but frequently, it suffices to apply the following trivial bounds:
(rn(X )) gN|sgN |n, g=1, ..., l.
These bounds yield a one-sided test for the proximity of the zero of p(x)
to a fixed complex point X. The reader is referred to [He74, BPa] on some
other one-sided tests. The proximity tests are also important parts of
some other algorithms for polynomial zeros (cf. [Ha87] on their major
role in the JenkinsTraub algorithm) and, therefore, are of some independent
interest.
4. ROOT RADII COMPUTATION
In this section, we will approximate the root radii rs(X), for s=1, ..., n,
by initially following the line of [Sc82, Sect. 14] and at the end, in Proposi-
tion 4.4 and Algorithm 4.3, simplifying slightly the algorithms of [Sc82].
We will assume that X=0 (otherwise, we would have shifted the variable
by letting y=x&X) and will write rs=rs(X),
r0=, rn+1=0. (4.1)
Consider the two following tasks (note some redundancy in their statements).
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Task r. Given positive r and 2, find a (generally non-unique) integer s
such that
rs+1 (1+2)<r<(1+2) rs .
Task s. Given a positive integer s, 1sn, and a positive 2, find a
positive r such that
r(1+2)<rs<(1+2) r.
It is sufficient to solve Tasks r and s for 1+2=2n or 1+2=- 2n
because the extension to an arbitrary positive 2 is immediate, by means of
at most
g= g(2)= log \ log(2n)log(1+2)+| (4.2)
root-squaring steps (3.3). Indeed, such a step amounts to squaring 1+2 in
the context of Tasks r and s (see Remark 3.1), and we have (1+2)2 g2n,
under (4.2). The computational cost of performing these iteration steps (as
well as the cost of shifting the variable x, if needed) should be added to the
overall cost of the solution, of course. Note that
g(2)=0 if 1+22n; g(2)=O(log log n) if 12=O(1),
g(2)=O(log n) if 12=nO(1).
Most frequently, we will need to solve Task s for s=n, and we have the
following corollary of bounds (3.4) and (4.2) and Theorem 3.1:
Corollary 4.1. (a) For s=1 and s=n, Task s can be solved by
means of the application of Algorithm 3.1 at the cost OA((1+ g) n log n),
where g is defined by (4.2).
(b) Moreover, the cost decreases to OA(n log n) if 12O(1).
For part (a), we have a simpler alternative proof (compare [He74, pp. 451,
452 and 457; Sc82]). Recall the well-known inequalities (cf. [He74, Sect. 6.4;
Mar49, Sect. 30]),
t1*nr1<2t1* , t1*=max
k>0
| pn&k pn | 1k. (4.3)
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Apply Proposition 2.3 for X=0 and extend the bounds (4.3) as
tn* 2<rnntn*, tn*=min
k>0
| p0 pk |1k. (4.4)
Here, the minimization process ignores those k for which pk=0.
Therefore, if 1+2<- 2n, then r=t1* - 2n is a solution to Task s, for
s=1, whereas r=tn* - n2 is a solution to Task s for s=n. At the cost
OA(ng log n) of performing g root-squaring steps (3.3), the solution can be
extended to the solution of Task s for s=1 and s=n, for an arbitrary
positive 2, and for g of (4.2). This implies the cost bound of part (a) of
Corollary 4.1. K
We will also need to solve Task s for 1<s<n (see Remark 7.2 and
Stage 4 of Algorithm 9.1) and Task r (see Remark 5.1). Next, we will show
solution algorithms relying on the following useful and elegant result:
Theorem 4.1 [He74, pp. 458462; Sc82]. If 1mn and if | pn+1&m&i 
pn+1&m |avi for i=1, ..., n+1&m, then rm<m(a+1) v.
Proof. Due to Van Vleck’s theorem [He74, p. 459], we have
| pn+1&m | rn+1&mm \ nn+1&m+ | p0 |+\
n&1
n&m+ | p1| rm
+ } } } +\m1 + | pn&m | rn&mm .
Divide both sides by | pn+1&m | rn+1&mm , apply the assumed bound on the
ratios | pn+1&m&ipn+1&m |, and deduce for x=vrm that
1axn+1&m \ nm&1++axn&m \
n&1
m&1+
+ } } } +ax2 \m+1m&1++ax \
m
m&1+ . (4.5)
If x1, then rmv, and Theorem 4.1 follows. Otherwise (4.5) implies that
1+a<a(1+x+x2+x3+ } } } )m=a(1&x)m.
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By applying the Lagrange formula to yd for y=1+a, we obtain that
yd&ad=dud&1 for some u, au y. Substitute this expression and deduce
that
1x<
(a+1)d
(a+1)d&ad
, d=1m,
so that rmv=1x<(a+1)d, and then again Theorem 4.1 follows. K
Theorem 4.1 and Proposition 2.3 also imply a similar upper bound on
1rm , which is the (n+1&m)th root radius of the reverse polynomial
xnp(1x). The latter bound and one of Theorem 4.1 together immediately
imply the solution of Task r for r=1 and 1+2=2n. Indeed, compute a
natural m such that | pn+1&m |=max0in | pi |. If m=n+1, then tn*1,
and, consequently, rn>12 by (4.4), whereas rn+1=0 by (4.1). Therefore,
s=n is a desired solution to Task r for r=1 and any 21. Otherwise,
1mn. Then we apply Theorem 4.1 (for a=v=1) to p(x) and
q(x)=xnp(1x) and deduce that 12(n+1&m)<rm<2m. It follows that 1(2n)
<rmrm&1 and rm<2n. Therefore, s=m&1 is a solution to Task r where
r=1 and 1+2=2n (take into account (4.1) where m=1, s=0). The exten-
sion to arbitrary r is by means of scaling the variable x and to arbitrary
2 is by means of the root-squaring iteration (3.3). We arrive at
Proposition 4.1. Task r can be solved at the cost OA(n(1+ g) log n)
where g is defined by (4.2); the cost bound can be decreased to OA(n) if
1+22n.
We could have solved Task s by recursively applying Proposition 4.1 in
a binary search algorithm, but we will prefer a more direct approach out-
lined in [Sc82] and based on the concept of Newton’s polygon. We will
start with a high level description of this approach.
Pre-algorithm 4.1. Given the coefficients p0 , ..., pn of the polynomial
p(x) of (1.1) and an integer s, 1sn, choose two integers t and h that
satisfy the inequalities
t<n+1&st+hn (4.6)
and the following convexity property: there exists no integer u in the range
from 0 to n such that the point (u, w(u)) on the plane [(u, w)] lies above
the straight line passing through the two points (t, w(t)) and (t+h, w(t+h))
(which are two vertices of Newton’s polygon), where w(u) denotes log | pu |,
log 0=&, and we assume that no point (u, &) lie above any straight
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line on the plane [(u, w)], thus discarding the points (u, w(u)) where
pu=0. Compute and output 1r where
r=| pt+h pt |1h. (4.7)
For r of (4.7) the relations (4.6) and the above convexity property com-
bined can be equivalently rewritten as
| pt+ g pt |r g, for g=1, ..., n&t, (4.8)
| pt+h& gpt+h |1r g, for g=1, ..., t+h. (4.9)
Proposition 4.2. The output 1r of Pre-algorithm 4.1 is a solution to
Task s for 1+2=2n.
Proof. Due to inequalities (4.8) and (4.9), we may apply Theorem 4.1
to p( y) with a=1, v=1r, i= g, m=n+1&t&h and to ynp(1y) with
a=1, v=r, i= g, m=t+1, respectively, and arrive at the desired bounds,
rn+1&t&h<2(n+1&t&h)r, 1rn&t<2(t+1) r.
Due to (4.6) and the bounds 1sn, it follows that
1(2nr)<rn&trsrn+1&t&h<2nr. K (4.10)
Let us further specify the computations by Pre-algorithm 4.1 as follows:
Algorithm 4.2. Compute the values log | pu | , u=0, 1, ..., n, with a
prescribed precision; then compute the convex hull CH of the set [(u, log | pu | ),
u=0, 1, ..., n] on the two-dimensional real plane, and then find the edge in
the upper part of the boundary of CH whose orthogonal projection onto
the u-axis is an interval including the point n+1&s. Choose t and t+h to
be the end points of this interval and, finally, compute r by using (4.7).
Note that we compute the convex hull CH of the same set when we solve
Task s for all s. Due to Graham’s algorithm, the cost of this computation
is OA(n) (see [Gra72; PS85, pp. 100104]).
By using the known fast algorithms, (cf. [Al85]), we may rapidly approx-
imate log | pu |, within the error bound $>0 at the cost OA(log log(1$));
for our purpose of solving Task s with 1+22n, it suffices to choose $
satisfying log(1$)=O(n), due to the well known perturbation theorems by
Ostrowski and Scho nhage (cf. [BPa]), which bound the dependence of r
on the coefficients of p(x). It follows that the cost of computing sufficiently
close approximation of log | pu | for all u is OA(n log n).
The next proposition summarizes our estimates.
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Proposition 4.3. Task s for all s can be solved at the cost OA(gn log n),
g=g(2) defined by (4.2).
In the applications to our main algorithms (Algorithms 9.1 and 11.1), we
will need to solve Task s under some slightly simplified assumptions, that
is, for a fixed s, for 1+22n, and for a disc D, with the center 0, such that
i( p(x), D)=n+1&s, i.r.(D)(1+2)2. (4.11)
In this case, the solution of Task s and, consequently, the computations of
our main algorithms can be simplified a little, that is, we do not need to
approximate the logarithms or to compute the convex hull, and the overall
cost of the solution is OA(n) with a small overhead constant. This follows
from our next result.
Proposition 4.4. Let the relations (4.11) hold for a fixed integer s (such
that 0<sn), for 1+22n, and for a disc D having the center 0 and an
unknown radius. Then Task s for 1+22n can be solved at the cost OA(n).
Proof. Let t and h denote the two integers defined in Pre-algorithm 4.1
and thus satisfying (4.6) and (4.10). Let us first deduce that t+h
n+1&s. (4.11) implies that rs&1 rs(1+2)24n2. On the other hand,
the first inequality of (4.6) implies that rsrn&t . Consequently rs&1 rn&t
(1+2)24n2. It follows that either rs&1>rn+1&t&h or, otherwise,
rn+1&t&h rn&trs&1 rn&t(1+2)24n2. The latter inequalities imply
that rn+1&t&h4n2rn&t , which contradicts (4.10). Consequently, rs&1>
rn+1&t&h , and then n+1&t&h>s&1, and the desired bound t+h
n+1&s follows. This bound and (4.6) together imply that t+h=n+1&s.
Since t+h has been defined, it remains to choose an integer h, satisfying
n+1&sh1 and such that the convexity property of Pre-algorithm 4.1
holds or, equivalently, relations (4.7)(4.9) hold. By (4.7) and (4.9), the
values (1g) log | pt+h pt+h& g |=log( | pt+hpt+h& g |1g) and, therefore,
also | pt+h pt+h& g |1g reach their maximums where g=h, provided that g
is the integer parameter ranging from 1 to n+1&s. For any such a maximum
h, (4.8) and the convexity property must also hold. (If h is not defined
uniquely, and h0 is one of the maximums, then there exists an infinitesimal
perturbation of the coefficients of p(x) that turns h0 into a unique maxi-
mum, and (4.8) and the desired convexity property follow immediately.)
Since t+h is fixed, the integer g=h maximizing | pt+h pt+h& g |1g for
g=1, ..., n+1&s and the value r of (4.7) can be computed at the cost
OA(n), and we arrive at Proposition 4.4. K
To extend Proposition 4.4 to any disc D and any positive 2, we shift the
variable, apply root-squaring iteration (3.3), and recall Proposition 2.5 and
Remark 3.1. The resulting algorithm will be referred to as Algorithm 4.3.
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The computational costs of its performance is estimated in the next
corollary, which includes the bound OA(n) of Proposition 4.4, the cost of
the shift of the variable (if needed) and the cost of performing iteration
(3.3) to lift the i.r.(D) and 1+2 to or above 4n2 and 2n, respectively.
Corollary 4.2. Let a disc D contain exactly k zeros of p(x), that is,
i( p(x), D)=k, and let it be f 2-isolated for f>1. Then Task s for disc D, a
positive 2, and s=n+1&k can be solved at the cost OA(n(1+(g+$) log n)),
where
g=log \ log(2n)log min[ f, 1+2]+ ,
$=0 if the disc D has center 0 and $=1 otherwise. In particular the cost
bound is OA(n log n) if 1log min[ f, 1+2]=O(1log n) and OA((n log n)
log log n) if 1log min[ f, 1+2]=O(1).
5. COMPUTING THE NUMBER OF POLYNOMIAL ZEROS
IN A DISC
Proposition 5.1. Let i.r.(D)= f for a given f>1 and for a disc D=
D(X, r). Then the index i( p(x), D), showing the number of the zeros of p(x)
in D (cf. Definition 2.5), can be computed at the cost OA(hn log n), where
h=1+ log  log 9log f || . (5.1)
Proof. The well known winding number algorithms (see [He74, pp. 239241;
R87]) compute the index i( p(x), D) of p(x) in a disc D at the cost OA(n log n),
provided that all the zeros of p(x) lie far enough from the boundary of such
a disc; namely, it suffices if f =i.r.(D)9 [R87]. If f<9, we first shift the
variable x to transform the input disc into the disc D(0, r), this changes
neither the index nor the isolation ratio. Then we apply h&1 root-squaring
steps (3.3) to increase the isolation ratio to or above 9 (cf. Remark 3.1) and
then apply the winding number algorithms. The claimed cost bound
follows from Proposition 2.5 and the estimate of Remark 3.1. K
Remark 5.1. Given a disc D=D(0, \) such that i.r.(D)= f(1+v)2,
we may compute s=n+1&i( p(x), D) by solving Task r of Section 4 for r=
(1+v) \ and for any 2v. The cost of the solution is OA(n(1+ g) log n),
where g is defined by (4.2), so that g=O(h+log log n) (compare (4.2) with
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(5.1)). This implies an alternative proof of Proposition 5.1 with the cost
bound in its statement changed into OA(gn log n).
6. WEYL’S EXCLUSION ALGORITHM
(WITH TURAN’S PROXIMITY TEST)
In this section, we will recall Weyl’s exclusion algorithm [He74,
pp. 517521] for approximating zeros of p(x). In the next sections, we will
modify this algorithm to isolate the (clusters of the) zeros from each other.
Algorithm 6.1 (Weyl’s Quadtree Algorithm) (see Fig. 2).
Input: positive integers k, G, nk, and N32, the coefficients of the
polynomial p(x) of (1.1), a complex X and a positive R such that the
FIG. 2. Weyl’s algorithm. The dots show all the zeros of p(x) lying in the large square.
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square S(X, R) contains exactly k (not necessarily distinct) zeros of p(x)
and is f-isolated, for f>(1+51N - 2)2 (cf. (3.1), (3.2), and Remark 6.3).
Output: a positive integer H4n and complex values Xh , h=
1, ..., H, such that the union Hh=1 S(Xh , R2
G) lies in S(X, R) and contains
the k zeros of p(x).
Stage 0 (initialization): Call the square S(X, R) suspect in Stage 0
or simply the 0-square.
Computations:
Stage g, g=1, ..., G. At the beginning of Stage g, a set of squares
suspect in Stage g&1 (simply called (g&1)-squares and having sides of
length 2R2 g&1) is available, supplied by Stage g&1. At Stage g, divide
each (g&1)-square into four subsquares, with the side length 2R2 g. Then
test each subsquare for containing a zero of p(x) as follows: within the
factor 51N (which is less than 1.052 for N32, by (3.2)), approximate the
distance from the center of the subsquare to a closest zero of p(x). Do this
by applying Algorithm 3.1 at the center of the subsquare, which plays the
role of the input value X of Algorithm 3.1, whose other input values, N, n,
p0 , ..., pn , are shared with Algorithm 6.1. Call the subsquare suspect in
Stage g, or simply a g-square, unless the latter proximity test proves that
the square contains no zeros of p(x). Output the centers Xh of all the
G-squares S(Xh , R2G) and their overall number H4k.
Correctness proof for this well-known algorithm is simple and can be
found, e.g., in [He74, R87]. The two key-observations are that the side-
length of the suspect squares decreases by factor 2 in each stage of their
recursive subdivision and that the union of all squares that are suspect in
each recursive stage contains all the k zeros of p(x) lying in S(X, R), so
that the centers of all the G-squares may serve as approximations to all the
k zeros of p(x) in S(X, R) within the error bound R2G&0.5.
The asymptotic cost of performing Algorithm 6.1 is dominated by the
cost of all applications of Algorithm 3.1 involved. The cost of the single
application is OA(n log n), due to (3.4) for a fixed constant N. The total
number of applications is at most 4kG, due to Remark 6.1 below, and this
yields the overall cost estimate OA(knG log n), which turns into OA(knh log n)
if we require to bound by - 2R2h the errors of the approximations to the
zeros of p(x) by the centers of the output G-squares.
In the next sections, we will yield the cost bound OA(log h) in terms
of h, which is a substantial improvement for large h.
Remark 6.1. Each zero of p(x) may make at most four squares suspect
in Stage g, for any g (note that our proximity test computes rn(X) within
60 error, due to relations (3.1), (3.2) and N32).
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Remark 6.2. To apply Algorithm 6.1 to approximate all the n zeros of
p(x), we need an initial square S(X, R) containing all these zeros. We may
compute such a square for X=0 either at the cost OA(n), by applying the
bound (4.3), or at the cost OA(n log n), by applying part (b) of Corollary 4.1.
Remark 6.3. The input lower bound on f insures that the zeros of p(x)
lying outside the input suspect square S(X, R) do not influence the out-
come of the proximity tests, at the first stage and consequently at all stages
of Algorithm 6.1. If the bound on f were smaller, the influence of the out-
side zeros lying near S(X, R) would not lead to any error in the output but
could have caused processing some extra suspect squares. We will come
back to this issue in Remark 7.2 in the next section.
Remark 6.4. Instead of Algorithm 3.1, one may apply an alternative
proximity test, based on (4.8) and root-squaring iteration (3.3). Further-
more, in many cases, a simpler test may detect that a given square S(X, R)
contains a zero of p(x) and, therefore, is suspect. In particular if
Rr (1)=n| p(X)p$(X)| or, more generally,
Rr(l )=n min
0<kl
|k!p(X)p(k)(X)| for a fixed ln,
then the square S(X, R) and even the disc D(X, R) contain a zero of p(x)
(cf. (4.4)). If R<r(l ), then by this simple one-sided test, we cannot decide
if the square S(X, R) is suspect or should be discarded.
Remark 6.5. The computations of Algorithm 6.1 essentially amount to
the computation of the shifts of the variable x and subsequent proximity
tests. The computation of the shifts can be reduced to polynomial multi-
plications, some of which we may reuse to decrease a little the overall
computational cost (see Appendix A).
7. COMBINING APPROXIMATION AND ISOLATION
OF POLYNOMIAL ZEROS
Our next goal is the description of our main algorithm for polynomial
zeros, which starts with an input disc D=D(X0 , R) containing exactly k
zeros of p(x) and consists in recursive solution of the following problem:
Problem 7.1.
Input: two real constants f10 and ==2&b>0, complex coefficients
of a polynomial p(x) of (1.1), a natural k, 2kn, and an f-isolated disc
D=D(X0 , R) that contains exactly k zeros of p(x).
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Output: an integer k0 , 0k0k, f-isolated =h -covers D0, h of k0 zeros
zj(h) of p(x) in S for =h=, h=1, ..., k0 (cf. Definition 2.4), an integer l0
(l2 if k0=0), l discs D1 , ..., Dl that are disjoint, f-isolated, and such that
Dj D, ij=i( p(x), Dj)1, j=1, ..., l (cf. Definition 2.5),  lj=0 ij=k, and
the indices of p(x) in all discs D0, h and D j , for h=1, 2, ..., k0 ; j=1, ..., l.
The following algorithm computes the desired approximations to the k
zeros in a fixed disc by recursively solving Problem 7.1.
Algorithm 7.1.
Input: as for Problem 7.1.
Output: f-isolated =h -covers of all the k zeros zh of p(x) in D(X0 , R),
where =h=, h=1, ..., k, and the indices of p(x) in all these =h -covers.
Computations: Initially solve Problem 7.1 for the input disc D. Then,
for each output disc Dj , j=1, ..., l, solve Problems 7.1 with Dj made its
input disc. Recursively repeat this process until f-isolated =h -covers of all
the zeros zh of p(x) in D have been computed together with the respective
indices of p(x), where =h=.
Since kj<k, for j=1, ..., l, we will arrive at the desired =h -covers of all
the k zeros of p(x) lying in D in at most k&1 recursive steps of solving
Problem 7.1. It remains to specify the solution of Problem 7.1 and to
estimate its complexity.
We will partition the solution of Problem 7.1 into two stages.
Problem 7.1a.
Input: as for Problem 7.1 and, in addition, a value e>1.
Output: either a common f-isolated =h -cover of all the k zeros of p(x)
in the disc D for some =h=3 or else an ( f- 2)-isolated square S*=
S(X*, R*) that lies in the smallest square S=S(X0 , R) superscribing the
input disc D, is equivalent to D, and satisfies the inequality
r.r.(S*)1e. (7.1)
Problem 7.1b.
Input: f, =, p(x) and k as for Problem 7.1a and, in addition, the
( f- 2)-isolated output square S* of Problem 7.1a, satisfying (7.1) for the
fixed e>1.
Output: as for Problem 7.1.
We will consider Problem 7.1b in the next section and Problem 7.1a in
Sections 911.
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Remark 7.1. With some additional work, we may relax the assumption
that the input disc D=D(X, R) for Problem 7.1 is f-isolated for a fixed
f10. Indeed, suppose that r.r.(D) and i.r.(D) are unknown and apply
Algorithm 4.2 to approximate a maximal zero-free annulus A with center X
and the boundary circles of radii R& and R+, satisfying
R+R& f, R+R,
for the smallest R& (which may exceed R, be equal to R or be less than R).
(By a maximal annulus A, we mean one not contained in any larger annulus
of the same class.) Then D&=D(X, R&), the internal disc of A, would serve
as an f-isolated input disc for Problem 7.1. If R&R, this disc is equivalent
to D; otherwise we have k<k+ where k=i( p(x), D), k+=i( p(x), D&) (cf.
Definition 2.5), and the complexity of the approximation of the k zeros of
p(x) lying in D will grow by factor k+k. If we wish to avoid such a
growth, here is the sketch of our tentative recipe. Linearly transform the
variable to turn the disc D into the unit disc D(0, 1) and apply l root-
squaring steps (3.3), for the minimum l=l( f, D), to make the disc D(0, 1)
f-isolated. Approximate the zeros (a(zj&X))2
l
of the resulting polynomial.
Recursively recover the values (a(zj&X))2
l&i
for i=1, 2, ..., l and then
obtain zj&X and zj . In each descending step, from (a(zj&X))2
l&i+1
to
(a(zj&X)2
l&i
, j=1, ..., l, avoid ambiguity by applying Algorithms 3.1 or 4.2
at each of the 2k candidate points \a(aj&X)2
l&i
to discard the k extraneous
candidate points.
8. ISOLATION OF THE ZEROS
In this section we will specify Algorithm 8.1, which solves Problem 7.1b,
and will estimate the computational cost of its applications within Algorithm
7.1. When we are solving Problem 7.1b, our goal is to compute some small
discs containing all the k zeros of p(x) and isolated from each others, but
technically our reliance on Weyl’s construction pushes us to operate with
some suspect squares on the complex plane. To resolve this contradiction,
we will compute well isolated components formed by the squares and then
will superscribe the desired isolated discs about these components.
We will proceed as in Weyl’s Algorithm 6.1 applied to the input square
S*=S(X*, R*), except that we will add a block that verifies if for a fixed
g some set of g-squares forms a connected component which is not equiv-
alent to S* and is sufficiently well isolated from all the zeros of p(x) lying
outside this component; if so, we will stop partitioning these g-squares,
keep them invariant and output the smallest discs superscribing such
components at the end of the computations.
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Specifically, let m denote the number of all distinct zeros of p(x) in S*.
Furthermore, for every g, let w(g) denote the number of all g-squares
processed by the algorithm, connect each pair of adjacent g-squares, that is,
of g-squares sharing a common vertex, and partition their union into con-
nected components, C (g)1 , ..., C
(g)
v(g) , where each component contains at least
one zero of p(x), so that v(1)=1, S*=C (1)1 , 1v(g)m, g=1, 2, ... .
Let the (1+ g0)th stage be the first separation stage of Algorithm 8.1,
that is, let
v(g)=1 for g=1, 2, ..., g0 ; v(g0+1)>1. (8.1)
For every g>g0 and for each u, u=1, ..., v(g), apply Algorithm 2.1 at
Stage g to the set of all the vertices of all the g-squares of the component,
C (g)u , and arrive at the smallest rectangle covering C
(g)
u , as well as at the
smallest disc D (g)u =D(X
(g)
u , R
(g)
u ) and a smallest square S
(g)
u =S(X
(g)
u , R
(g)
u )
covering this rectangle, where R (g)u R
(g)
u R
( g)
u - 2 (compare Remark 2.1
and Proposition 2.1). For u=1, ..., v(g), compute d (g)u =minv{u(max[ |Re(X
(g)
u
&X (g)v )|, |Im(X
(g)
u &X
(g)
v )|]&R
(g)
v ) and check if
d (g)u  fR
(g)
u , (8.2)
that is, if the disc D (g)u is f-isolated. If so, stop the recursive process of
dividing the g-squares lying in this disc into 4-tuples of subsquares, call the
component C (g)u invariant, and add the disc D
(g)
u to the list of the output
discs of Problem 7.1b, either as D0, h (for an appropriate h) if
R (g)u = (8.3)
or as Dj (for an appropriate j) otherwise. Stop the computation by Algorithm
8.1 when all the components become invariant, compute and output their
superscribing discs by using Algorithm 2.1, and apply the algorithm of
Section 5 to compute and to output the indices of p(x) in these discs. This
completes our description of the algorithm.
The remainder of the section will be devoted to the computational com-
plexity analysis. We will start with some definitions and auxiliary results.
Hereafter w(C (g)u ) denotes the number of the g-squares lying in the
component C (g)u , so that
w(g)= :
v(g)
u=1
w(C (g)u ), g=1, 2, ..., G.
Also, for any fixed g, let win(g) denote the number of g-squares each having
at least one zero of p(x) in its closure.
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Lemma 8.1. 9win(g)w(g) for all g.
Proof. By definition, if a g-square contains no zeros of p(x), then at
least one of its g-neighbors (that is, a g-square sharing one or two vertices
with it) must contain a zero of p(x). On the other hand, every g-square has
at most eight g-neighbors, and Lemma 8.1 follows. K
We will next define a tree T with G+1& g0 levels of nodes, where g0 is
defined by (8.1). For g= g0 , g0+1, ..., that is, starting with the first separation
stage of the algorithm, the v(g) components C (g)1 , ..., C
(g)
v(g) are identified with
the v(g) nodes forming the (g& g0)th level of the tree. The component C (g0)1
is identified with the root of the tree, which lies at the 0-th level. The leaves
are identified with the invariant output components C (g)u , such that (8.2)
holds for the values X (g)u , R
(g)
u , R
(g)
u . The edges of the tree go from each
component C (g)u to all the components [of the (g+1& g0)th level] formed
by the (g+1)-squares that lie in C (g)u . (The tree does not reflect the
connections between the adjacent g-squares in the same component C (g)u .)
Now let w denote  w(C (g)u ), where the sum is over all the leaves C
(g)
u .
Since i.r.(D (g)u ) f10 for every leaf- component C
(g)
u , all the g-squares
lying in such a component are affected only by the zeros of p(x) lying in
this component. Therefore, by the argument used in Remark 6.1 we deduce
that
w4m. (8.4)
Next, we recall that the squares S (g)u superscribing the components C
(g)
u
for gg0 are f-isolated only if these components are leaves, and then we
deduce the following result.
Lemma 8.2. Every component C (g)u , g>g0 for g0 of (8.1), has an ancestor-
fork (that is, an ancestor with at least two children) at level g1 , g1>
g& g0&log ( fw(C (g)u ))+$, where f is the input value of Problem 7.1 and
Algorithm 7.1, $=0 if C (g)u is a leaf (that is, an invariant output component),
and $=1 otherwise.
Proof. Let C (g)u have its closest ancestor-fork C
(g1)
v at some level g1 .
Then the distance from X (g)u to the closest zero of p(x) lying outside C
(g)
u
is at least R*2 g+2R*2 g0+ g1, because such a zero of p(x) is separated
from X (g)u by both a g-square lying in G
(g)
u and, therefore, having side
length 2Rg=2R*2 g and some square S(X, R*2 g0+ g1) discarded in Stage
g0+ g1 and, therefore, having side length 2Rg0+ g1=2R*2
g0+ g1. On the
other hand, observe that R (g)u Rgw(C
(g)
u ), R*=2
gRg . Consequently,
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i.r.(S (g)u )(1+2
g& g0& g1+1)w(C (g)u ). Therefore, log(i.r.(S
(g)
u ) w(C
(g)
u ))>
g& g0& g1+1. On the other hand, if C (g)u is a leaf of T, then i.r.(S
(g&1)
u )
f for the parent C (g&1)v of C
(g)
u , and otherwise i.r.(S
(g)
u ) f. Combining the
above relations completes the proof of the lemma. K
Lemma 8.3. Every component C (g)u , for u=1, ..., v(g), g=3, ..., G, is
covered by
s(g, u)2+w(w(C (g)u ))2x
squares that are suspect in Stage g&2.
Proof (cf. Figs. 3 and 4). Let the component C (g)u consist of g-squares
S (g)1, u , ..., S
(g)
L, u (with side length 2R*2
g), L=w(C (g)u ), and let it be covered
by (g&2)-squares S (g&2)1, u , ..., S
(g&2)
l, u (with side length 8R*2
g), where each
(g&2)-square S (g&2)i, u contains at least one g-square S
(g)
j(i), u , so that l=
s(g, u)L. Furthermore, l=L is possible only for L4. Indeed, otherwise
the connected component C (g)u =  i S
(g)
i, u must contain some pair of
FIG. 3. The 10 smaller g-squares represented by their southwestern vertices (shown by
black circles) are covered by 7 larger (g&2)-squares.
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FIG. 4. The 16 smaller (g+2)-squares versus 10 larger g-squares of Weyl’s algorithm,
with diagonal connections allowed.
g-squares that lie in a pair of (g&2)-squares having no common vertices.
Any chain of g-squares connecting such a pair of g-squares must contain
a pair of g-squares adjacent to each other and lying in the same (g&2)-
square, which implies that L>l. To relate L and l more precisely, let us
assume that the squares S (g)j, u have their upper and right edges deleted, let
us represent each g-square by its southwestern vertex, and let a line interval
connect each pair of such vertices representing a pair of adjacent squares.
Then the edges of the resulting graph G should cross or at least touch all
the squares S (g&2)j, u , j=1, ..., l. Four edges of G are sufficient to cross or to
touch four squares S (g&2)j, u that form a single (g&3)-square but at least 4
edges are needed to meet any other (g&2)-square or any pair of such
squares, respectively (see Figs. 3 and 4). This gives us the desired estimates,
l4+w(L&4)2x=2+wL2x. K
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Corollary 8.1. s(g, u)5w(C (g)u )7 if w(C
(g)
u )>6.
Our next goal is to prove the following result.
Proposition 8.1. Let us denote Gg= g0+1 w(g) by W1 . Then
W1=O((1+log f ) m). (8.5)
(Later on, we will deduce a similar estimate for the value  g0g=1 w(g),
which we will denote by W0 .)
Proof. Due to Lemma 8.1, it suffices to prove Proposition 8.1 under the
assumption that for any g the closure of any g-square contains a zero of
p(x). In particular this assumption implies that each node C (g)u that is not
a leaf represents a component containing not more suspect squares than all
its children do together, that is,
w(C (g)u ) :
r(u)
w(C (g+1)r(u) ), (8.6)
where the summation is over all the children C (g+1)r(u) of the node C
(g)
u .
Write w6=u, g w(C
(g)
u ), w6*=*u, g w(C
(g)
u ), where  and * denote the
sums in all the pairs g and u such that g>g0 , 1uv(g), w(C (g)u )6,
provided that * is the sum where C (g)u are forks and leaves, that is,
includes no pairs (g, u) such that the node C (g)u of the tree T has exactly
one child.
Ignoring the components C (g)u with w(C
( g)
u )6, we obtain that, like the
leaves themselves, all their parents together contain at most w suspect
squares (by (8.6)), all the grandparents of all the leaves together contain at
most (57) w (by Corollary 8.1), and so on, so that
W1&w6<2w :

i=0
(57) i=7w28m (8.7)
(cf. (8.4)), and it remains to estimate w6 in order to prove (8.5).
Lemma 8.2 implies that in the tree T every node C (g)u such that w(C
(g)
u )
6 has less than log(6f ) its successive predecessors with a single child.
Due to the bound (8.6), each of these predecessors contributes at most
w(C (g)u ) to the sum w6 . It follows that
w6<(1+log(6f )) w6*=w6* log(12f ). (8.8)
Let us estimate w6* to complete the proof of Proposition 8.1. We observe
that the tree T has at most m leaves; therefore, it has at most m&1 forks
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(the nodes with more than one child). Therefore, the sum * consists of at
most 2m&1 summands, w(C (g)u )6. Consequently,
w6*6(2m&1)=12m&6.
Combining this bound on w6* with (8.7) and (8.8) implies the bound (8.5)
of Proposition 8.1. K
Proposition 8.2. Denote  g0g=1 w(g) by W0 . Then
W0=O(m+log e).
Proof. At first, similarly to (8.4), we obtain that
w(g)4m, g=1, 2, ..., G. (8.9)
Let us next estimate the overall number w 6 of the g-squares in the components
C (g)1 where
w(C (g)1 )6, gg0 . (8.10)
We combine (7.1) and (8.10) to deduce that
w 66(log(6e)+1). (8.11)
Indeed, as g increases, r.r.(S (g)1 ) never decreases, whereas it grows by factor
at least 2h6 in h successive steps. This follows because S (g)1 and S
(g+h)
1 are
equivalent to each other, R (g)1 2
hR (g+h)1 w(g+h) and w(g+h)6 by
(8.10). Now the bound 2h6e, or equivalently, hlog(6e), follows since
r.r.(S (g)1 ) never exceeds 1 and since we initially have (7.1). The latter
inequality and (8.10) combined imply (8.11).
Combine (8.9), (8.11), Lemma 8.3, and Corollary 8.1 and deduce
Proposition 8.2. K
We have deduced Propositions 8.1 and 8.2 for a single application of
Algorithm 8.1, which we actually invoke O(k) times in the process of
performing Algorithm 7.1. Let us extend these propositions to bound the
sum W=Gg=1 w(g), considered over all applications of Algorithm 8.1. (In
fact, there are at most k&1 such applications.) In every application every
output disc D (g)u satisfying the relation (8.2) but not (8.3) (that is, f-isolated
but not embedded into an equivalent and f-isolated disc of a radius at most
=) serves as the input disc in the subsequent application of Algorithm 9.1 of
the next section. This algorithm solves Problem 7.1a and, in turn, outputs
either a final (=3)-cover of all the zeros of p(x) lying in D ( g)u or an input
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square for Problem 7.1b and Algorithm 8.1. In the latter case we substitute
the new tree generated in the latter application of Algorithm 8.1 for the
respective leaf of the tree T defined in the preceding application of Algo-
rithm 8.1. In this way, we construct a single tree associated with all the
O(k) applications of Algorithm 8.1 within Algorithm 7.1 and having at most
k leaves. (8.9) and Proposition 8.1 (with m replaced by k) are immediately
extended to the entire computational process represented by the latter tree,
whereas the bound (8.11) is applied k&1 times, so that the bound O(k+k log e)
replaces O(m+log e) of Proposition 8.2. Summarizing, we arrive at the
following result, which bounds the overall number W of the g-squares in all
components C (g)u for u and g.
Proposition 8.3. Let (7.1) hold for a fixed e>1 and let W denote the
overall number of the g-squares processed in all applications of Weyl ’s
Algorithm 6.1 within Algorithm 7.1. Then
W=O(k+k log(ef )).
We now recall that each proximity test in Algorithm 6.1 (one for each
suspect square) is performed by means of Algorithm 3.1 at the cost bounded
by OA(n log n). Therefore, Proposition 8.3 implies the following estimate.
Proposition 8.4. The computational cost of all applications of Algorithm
8.1 within Algorithm 7.1 is bounded by OA((1+log(ef )) kn log n). In parti-
cular, for log(ef )=O(log n) the latter bound turns into OA((log n)2 kn),
whereas for e=O(1) and f =O(1) it turns into OA(kn log n).
9. CONTRACTION OF A COMPLEX SQUARE
Our next Algorithm 9.1 solves Problem 7.1a, but we will start with three
remarks on some cases where the solution can be obtained immediately
and on the possibility to start with an input square rather than a disc.
Remark 9.1. The input disc for our Algorithm 9.1 for Problem 7.1a is
assumed to be either given from outside (initially) or supplied by the solution
of Problem 7.1b produced by Algorithm 8.1. Application of Algorithm 9.1 to
the invariant output components C (g)u of Algorithm 8.1, however, is motivated
only if a g-square has sides of length 2Rg*=R*2 g&1, which is at least as
large as the half-length R (g)u of a longer side of the smallest rectangle super-
scribing C (g)u , that is, if
2Rg*R (g)u . (9.1)
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Indeed, otherwise the component C (g)u contains a pair of g-squares S(X1 , Rg*)
and S(X2 , Rg*) with |X1&X2 |4Rg*. Now recall the definitions of d*(U)
and \(S) (cf. Definitions 2.1 and 2.3) and, as before, let S (g)u =S(X
(g)
u , R
(g)
u )
denote a smallest square superscribing C (g)u . Then, by Proposition 2.1, by
the definition of S (g)u and g-squares, and by (3.1), we have
d*(S (g)u )=d*(C
(g)
u )|X1&X2 |&5
1N2 - 2Rg*(4&51N2 - 2) Rg*,
d*(S (g)u )2\(S
(g)
u )&(2Rg*)(1+5
1N - 2).
It follows that
2\(S (g)u )d*(S
(g)
u )1+(1+5
1N - 2)(2&51N - 2)=
3
2&51N - 2
.
Consequently, r.r.(S (g)u )=d*(S
(g)
u )(2\(S
(g))
u )(2&5
1N - 2)3>0.17 for
N32 (cf. Proposition 2.2 and (3.2)), which means that the requirements
to the solution of Problem 7.1a are satisfied for the square S*=S (g)u and
for e=10.17. Thus, we may simply continue the recursive process of parti-
tioning all the g-squares that lie in the component C (g)u , instead of application
of Algorithm 9.1. Furthermore, since a few steps of Algorithm 8.1 are usually
less costly than the application of Algorithm 9.1, we may extend Algorithm 8.1
by applying a few such additional steps g and shift to Algorithm 9.1 only
if (9.1) holds in all these steps.
Remark 9.2. If k=n, then we do not have to apply Algorithm 9.1, since
we may first compute and output X=&pn&1(npn)=nj=1 z jn and then
apply a simple modification of Algorithm 3.1 to compute and to output a
desired approximation R* to rn+1&k(X)=r1(X) from above.
Remark 9.3. Suppose that initially one is given an f-isolated square
S=S(X0 , R) (rather than disc D) containing k zeros of p(x). Then one
may apply two stages of Algorithm 8.1. If the union of all 2-squares is covered
by a single square S(W, R2) with side length R, then |W&X0 |=R- 2, and
the smallest disc covering the latter square is equivalent to S, has a radius
at most R- 2, and, therefore, is f-isolated since |W&zj ||X0&z j |&
R- 2( f &1- 2) R for all the zeros zj of p(x) lying outside the input
square S and since fR- 2( f &1- 2) R for f10. In this case we may
apply Algorithm 9.1 with such an input disc. Otherwise, based on the argu-
ment of Remark 9.1, we may define a square S* equivalent to S with
r.r.(S*)>0.17. Then S* satisfies the requirements to the input square of
Algorithm 8.1 for any e>5.9, and we may apply this algorithm to S* or,
even simpler, we may just continue its recursive application to the available
2-squares.
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We will next describe the algorithm, estimate the computational cost of
its performance, and show its extension. Its correctness proof in the next
section will exploit the relations (9.2)(9.4) below imposed on the input.
The algorithm consists of Newton’s iteration (see (9.5) below) and applica-
tion of the techniques of Sections 24 in order to check after each iteration
step if the requirements to the solution of Problem 7.1a can already be
satisfied.
Algorithm 9.1.
Input and Output as for Problem 7.1a, plus two input values, 2>0 and
an integer N32, where e, f, 2, N satisfy the relations
e4 - 2(1+2)2(2&51N ), (9.2)
( f &2) k(n&k)>6, f max[10, (1+2)2)], (9.3)
1%=(1&2e)(( f &2) k(n&k)&3)18(1+4(1+2)2). (9.4)
Computations:
1. For the f-isolated input disc D=D(X0 , R), compute the complex
values
Y=X0+2R exp (2?h - &12v), h=0, 1, ..., 2v&1; v=Wlog nX.
Then compute the values p$(Yh), h=0, 1, ..., v&1. Choose the smallest h
such that p$(Yh){0 and write t=Yh .
2. Compute the value
X=t&
kp(t)
p$(t)
. (9.5)
3. If p(X) = 0, write r=r(X) = r* = r*(X) = 0. Otherwise, fix a
natural N32 and apply Algorithm 3.1 (Turan’s proximity test), which
outputs r=r(X) and r*=r*(X)=51Nr. (Note that r*(X)rn(X)r(X).)
4. Apply Algorithm 4.3 to compute the values r, r&s (X) and r
+
s (X),
where r&s (X)=r(1+2), r
+
s (X)=min[r(1+2), l(X, D)+2R], l(X, D) is
the distance from X to the input disc D, l(X, D)=0 if X # D, r&s (X)
rs(X)r+s (X), s=n&k+1, 2 is an input value of the algorithm, and rs(X)
is the s th root radius of p(x) at X (cf. Definition 2.6).
(a) If r+s (X)=3, output the disc D=3=D(X, r
+
s (X)) as a common
f-isolated r+s (X)-cover of all the k zeros of p(x) lying in the input disc D
and stop.
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(b) Otherwise if
r&s (X)&r*(X)2 - 2r+s (X)e, (9.6)
define the intersection I=S+ & S of the square S+=S(X, r+s (X)) (which
contains all the k zeros of p(x) lying in the disc D=D(X0 , R)) with the
square S=S(X0 , R) (containing D). I is a rectangle (lying in S and equiv-
alent to D). Output a smallest square S* containing I and lying in S and
go to Algorithm 8.1. (We will show in the next section that in this case S*
is an ( f- 2)-isolated square, equivalent to D and satisfying (7.1).)
(c) Otherwise write
t=X+2r+s (X) (9.7)
and go to Stage 2.
Remark 9.4. Our Algorithm 7.1 can be immediately extended to compute
a solution to Problem 7.1 under the additional requirement that =h=h* for a
fixed set of positive =h*, h=1, ..., k0 . In particular each =h* can be defined as a
fixed function in = and in the index i( p(x), D0, h), to adapt the output precision
to the condition of the zeros. Also the precision of computing may (and should
in practical implementations) be adapted respectively, to avoid the expense
of performing excessively accurate intermediate computations. In particular
performing the gth step of Weyl’s quadtree process for solving Problem
7.1b one should not drive to error bounds much below the level of 2R*2 g
of the side length of the g-squares, whereas the computational precision
used in the process of solving Problem 7.1a (by Newton’s iteration) should
be tuned to the level of the upper bound r+n+1&k(X) on the (n+1&k)th
root radius at X, which we compute in Stage 4 of Algorithm 9.1.
10. ANALYSIS OF ALGORITHM 9.1
We will next analyze Algorithm 9.1 to prove its correctness and to
estimate the computational complexity of Problem 7.1.
Let us start with proving correctness. We will consider separately cases
(a), (b), and (c) of Stage 4.
Case (a). Let r+s (X)=3. Then the disc D=3=D(X, r
+
s (X)) is an (=3)-
cover of all the k zeros of p(x) lying in the input disc D=D(X0 , R). It
remains to prove that i.r.(D=3) f. We have R>=3r+(X), for otherwise
already the input disc D would have been an f-isolated =-cover of all the
k zeros of p(x) lying in this disc, and then we would not have invoked
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Algorithm 9.1. On the other hand, the discs D=3 and D have common
points (the k zeros of p(x)). Therefore,
|X0&X|r+s (X)+R4R3,
so that
min
j>k
|X&zj |( f &43) R(3f &4) r+s (X).
Consequently, i.r.(D=3)3f &4 f since f10 (cf. (9.3)). This proves
correctness in case (a).
Case (b). We need to show that (7.1) holds for the input value e of
Algorithm 9.1 and that the square S* is ( f- 2)-isolated. By the definition
of r+s (X), the disc D
+=D(X, r+s (X)) is equivalent to the input disc D, and
we obtain that
d*(S+)=d*(D)(r&s (X)&r*(X))- 2, \(S+)=r+s (X)
(cf. Definitions 2.1 and 2.3). The latter relations together with Proposition
2.2 imply that r.r.(S+)=d*(S+)(2\(S+))(r&s (X)&r*(X))(2 - 2 r+s (X)).
Apply (9.6) and obtain that r.r.(S+)1e. On the other hand, 2\(S*) is
the length of the longer side of I, and IS+, so \(S+)\(S*), whereas
d*(S*)=d*(S+) since S* and S+ are equivalent. Therefore, r.r.(S*)
r.r.(S+)1e, and (7.1) is verified. On the other hand, S*S, and conse-
quently, i.r.(S*)i.r.(S)i.r.(D)- 2 f- 2. This proves correctness in
case (b).
Case (c). Correctness of the algorithm will follow when we prove
quadratic convergence of Algorithm 9.1 under the following assumption.
Assumption 10.1. In Algorithm 9.1, a series of J successive recursive
applications of Stage 4 has not been interrupted by cases (a) or (b).
Our first goal (to be reached in Lemma 10.6) is an upper estimate on
rs(X)R (in terms of rs(t)R) at each recursive application of Stage 4, where
X and t satisfy (9.5), s=n+1&k, and rs(x) denotes the distance from x to
the kth closest zero of p(x), (cf. Definition 2.6). With no loss of generality,
we will assume that X0=0 and an f-isolated input disc D=D(0, R) con-
tains exactly k zeros of p(x), z1 , ..., zk , 1kn, R being an upper bound
on rn+1&k(0). (Indeed, we may re-enumerate the zeros of p(x) and shift
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from any input disc on the complex plane to the disc D by shifting the
variable x.) Thus we have our initial relations:
|t|=2R, |zj |R, j=1, ..., k,
(10.1)
|zj | fR, j=k+1, ..., n.
We write
Q(x)= :
k
j=1
1
x&z j
, V(x)= :
n
j=k+1
1
x&zj
(10.2)
and deduce the equation
p$(x)p(x)=Q(x)+V(x). (10.3)
We will simplify our analysis by assuming (with no loss of generality)
that |t|2R. This bound holds for our initial t and is maintained inductively,
as we will prove later on in this section (after the proof of Corollary 10.1).
We let Dmin denote the smallest disc that is equivalent to the disc D,
Dmin=D(Xmin , Rmin), Rmin=(r.r.(D)) R, Xmin # D.
Let us also write
q(x)=x&kQ(x), q=q(t), (10.4)
{(x)=(x&q(x)) V(x)k=V(x)Q(x), {={(t). (10.5)
We will next prove some auxiliary results.
Lemma 10.1. Let x lie outside the closed disc Dmin . Then Q(x){0, and
the complex point q(x) of (10.4) lies in the closed disc Dmin .
Proof. With no loss of generality, let Xmin=0 and let x be positive.
Then the real parts of x&zj and 1(x&zj) are positive for all j. Therefore,
Q(x){0. It remains to prove that q(x) # Dmin . Write yx(z)=1(x&z) and
let yx(Dmin) denote the image of the disc Dmin in the map z  yx(z), that
is, yx(Dmin)=[ yx(z): z # Dmin]. Since yx(z) is the reciprocal of a linear
function in z and since x  Dmin , we apply a known result from the theory
of conformal maps and analytic functions [Ah79] and deduce that
yx(Dmin) is a disc. On the other hand, yx(zj) # yx(Dmin), for j=1, 2, ..., k,
since zj # Dmin , for j=1, 2, ..., k. Therefore, the average value Q(x)k=
(1k) kj=1 yx(zj) lies in yx(Dmin). The inverse map, y
&1
x (w)=x&1w,
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transforms yx(Dmin) into the disc Dmin , and therefore, q(x)= y&1x (Q(x)k)
# Dmin . K
Lemma 10.2. X&q=(t&q) {(1+{), where X, q, t, and { satisfy
Eqs. (9.5), (10.4), and (10.5).
Proof. Due to (9.5) and (10.3) we have
X=t&k(Q(t)+V(t)).
Deduce from (10.4) that Q(t)k=1(t&q), substitute this expression into
the above expression for X and deduce that
X=t&
1
1(t&q)+V(t)k
=t&
t&q
1+(t&q) V(t)k
.
Substitute (10.5) and obtain that
X=t&
t&q
1+{
=
t{+q
1+{
.
Therefore,
X&q=
t{+q
1+{
&q
=
t{&q{
1+{
=
(t&q) {
1+{
. K
Lemma 10.3. Under the assumptions of Lemma 10.2 we have
} {1+{ }
rs(t) |V(t)|
|k&rs(t) |V(t)| |
.
Proof. Apply Eqs. (10.5) for x=t, recall that |t&q|rs(t), and deduce
that
|{|= |t&q| |V(t)|krs(t) |V(t)|k,
1|1+{|1|1&|{| |1|1&rs(t) |V(t)|k|.
Combine these bounds on |{| and 1(1+|{| ) and obtain Lemma 10.3. K
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Hereafter we will write
Dx=D(x, rs(x)), for s=n+1&k, x=t, x=X, (10.6)
for rs(x) denoting the sth root radius of p(x) at x (cf. Definition 2.6).
Lemma 10.4. Under the assumptions of Lemmas 10.2 and 10.3, we
have |X|<4R.
Proof. Combine Lemmas 10.2 and 10.3 and obtain that
|X&q||t&q|(k#(t)&1),
where #(t)=rs(t) |V(t)|. The relations |t|2R, (10.1) and (10.2) together
imply that rs(t)3R,
#(t)=rs(t) |V(t)|3R |V(t)|3(n&k)( f &2).
Combine this bound with (9.3) and obtain that
k#(t)
( f &2) k
3(n&k)
>2.
Therefore, |X&q|<|t&q|3R, and since q # Dmin , we have |q|R, and
consequently |X|<4R. K
Lemma 10.5. Let t  Dmin . Then
rs(X)R2Rmin R+
(rs(t)R)2 +
|k&(rs(t)R) +|
, (10.7)
where s=n+1&k and
+=R |V(t)|. (10.8)
Proof. Recall that |t|2R4R, |X|<4R, f10. Therefore, by (10.1)
and by the definition of Dx given in (10.6), we have zj # Dx , j=1, ..., k, for
x=t and x=X. Consequently, for x=t and x=X we have Dmin Dx ;
furthermore, the discs Dx and Dmin have a common point zj for some jk
on their boundary circles. Therefore, rs(x)&2Rmin|x&a|rs(x) if a # Dmin
for x=t and x=X. On the other hand, q # Dmin , due to Lemma 10.1 and since
q=q(t), t  Dmin (cf. (10.4)). Therefore, rs(x)&2Rmin|x&q|rs(x).
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Combine the former of these inequalities for x=X with the equation of
Lemma 10.2, then apply the latter of them for x=t and obtain that
rs(X)&2Rmin|X&q|= |t&q| |{(1+{)|rs(t) |{(1+{)|.
Combine the latter inequality with one of Lemma 10.3 and obtain that
rs(X )&2Rmin
(rs(t))2 |V(t)|
|k&rs(t) |V(t)| |
.
This bound and (10.8) together immediately imply (10.7). K
The next lemma extends Lemma 10.5.
Lemma 10.6. Let s=n+1&k, e>2, t  Dmin , and
rs(X)eRmin . (10.9)
Let f satisfy (9.3) and (9.4). Then
rs(X)R(rs(t)R)2 %, (10.10)
for
%=
1
(1&2e)(( f &2) k(n&k)&3)
of (9.4).
Proof. From (10.7) and (10.9), obtain that
(1&2e) rs(X)R
(rs(t)R)2 +
|k&rs(t) +R|
=
(rs(t)R)2
|(k+)&rs(t)R|
. (10.11)
Next obtain from Eqs. (10.2) and (10.8) that
+R :
n
j=k+1
1
|t&zj |
(n&k) Rmin
j>k
|t&zj |.
The relations (10.1) and |t|2R imply that |t&zj |( f &2) R, for j>k.
Therefore,
+
n&k
f &2
.
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Substitute this bound into (10.11) and obtain that
(1&2e) rs(X)R
(rs(t)R)2
|( f &2) k(n&k)&(rs(t)R)|
.
We have rs(t)3R, since |t|2R. We also note that ( f &2) k(n&k)>3
due to (9.3). Hence we deduce that
(1&2e) rs(X)R
(rs(t)R)2
( f &2) k(n&k)&3
.
Substitute the expression for % from (9.4) and obtain that rs(X)R
(rs(t)R)2 %. This completes the proof of (10.10). K
Lemma 10.7. Suppose that (9.6) does not hold at Stage 4 of Algorithm 9.1.
Then
rs(X)>0.5r&s (X)0.5r
+
s (X)(1+2)
2, s=n+1&k.
Proof. Unless (9.6) holds, we have
r&s (X)&r*(X)<2 - 2 r+s (X)e2 - 2(1+2)2 r&s (X)e.
Consequently,
r*(X)>(1&2 - 2(1+2)2e) r&s (X).
Recall that, r*(X)51Nrs(X). Therefore,
rs(X)>(1&2 - 2(1+2)2e) r&s (X)51N.
Substitute (9.2) and obtain that
rs(X)>0.5r&s (X)0.5r
+
s (X)(1+2)
2. K
Now recall Assumption 10.1 and let tj&1 , t j and Xj denote the input
value t and the output values t and X, respectively, at the j th recursive
application of Stage 4 of Algorithm 9.1 in the series of J uninterrupted
recursive applications of this stage, j=1, ..., J. Note that in Lemma 10.6 we
have t=tj&1 , X=X j , whereas in (9.7) we have t=tj , X=Xj .
256 VICTOR Y. PAN
Corollary 10.1. Under Assumption 10.1 and for s=n+1&k, we have
rs(t j)R<(1+4(1+2)2)(rs(tj&1)R)2 %(rs(tj&1)R)218, j=1, ..., J.
Proof. By the virtue of (9.7), we have
rs(t)rs(X)+2r+s (X), s=n+1&k, t=t j , X=Xj , j=1, ..., J.
Substitute the bounds of Lemmas 10.6 and 10.7 and obtain that
rs(t j)<(1+4(1+2)2) rs(Xj),
rs(t j)R<(1+4(1+2)2)(rs(Xj)R)(1+4(1+2)2)(rs(t j&1)R)2 %.
Substitute the inequality of (9.4) to complete the proof of Corollary 10.1.
K
At the first application of Stage 4, we have |t0 |2R, rs(t0)3R. Recursively
substitute the upper estimates for rs(t j)R, j=0, 1, ..., J, on the right-hand
side of the inequalities of Corollary 10.1 and obtain that
rs(tj)R<18362
j&1
, j=1, ..., J.
The latter bounds imply that |tj |Rmin+rs(tj)(1+18362
j&1
) R1.5R
for j=1, ..., J. Thus the initial bound |tj |2R for j=0 has been inductively
extended to all j. We also note that %190 under (9.4) and deduce from
the above bound on rs(t j)R and Lemma 10.6 that rs(Xj)R<3.6362
j&1
,
j=1, ..., J. Recall that r+s (X)(1+2)
2 rs(X) for all X and deduce the next
result.
Proposition 10.1. Under Assumption 10.1 we have
r+s (Xj)R<3.6(1+2)
2362 j&1, s=n+1&k, j=1, ..., J.
It follows that unless Algorithm 9.1 stops earlier, its Jth iteration step for
J=1+Wlog((2 log(1+2)+log(10.8R=))log 36)X (10.12)
outputs rs*(X)=r+s (X)<=3; then case (a) occurs, and the algorithm stops.
This argument together with the next remark completes the proof of
correctness and quadratic convergence of Algorithm 9.1. K
Remark 10.1. The jth successive application of Stage 4 of Algorithm 4.3
may have to include some root-squaring steps (3.3) in order to lift the
isolation ratios of the discs D(t, rs( y)), s=n&k+1, t=tj to the level (1+2)2.
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By (9.3), we have f(1+2)2. Since |t j |2R and rs(tj)3R for all j, we have
i.r.(D(t, rs(t))( f &2)3. By (9.3), f10, so that (( f &2)3)4> f(1+2)2,
and two root-squaring steps (3.3) will always guarantee the desired lifting of
the isolation ratio. If we assumed that f13, then even a single root-squaring
step (3.3) would have always sufficed.
Let us next estimate the computational cost of recursive application of
Algorithm 9.1, in combination with Algorithm 8.1, where all the Q=O(n)
input discs in all Q calls for Algorithm 9.1 are arranged in the form of a
tree with Q nodes. In each recursive step, one may successively or concurrently
apply Algorithm 9.1 to all the discs (nodes) of the current level of the tree
starting with the root, at the first step.
The computational cost of performing Algorithm 9.1 is estimated as
follows:
Stages 1, 2. OA(n log n) [dominated by the cost of computing the
values of p$(Yh) for all h];
Stage 3. OA(n log n) (the cost of the applications of Algorithm 3.1);
Stage 4. OA(n log n), for shifting to the polynomial q( y)= p( y+X)
and for each single step of iteration (3.3) (if needed); OA(n) for application
of other steps of Algorithm 4.3.
According to Remark 10.1, we need at most two root-squaring steps
(3.3) in each application of Algorithm 4.3 at Stage 4 of Algorithm 9.1. The
cost of performing each iteration loop of Algorithm 9.1, consisting of its
Stages 24, is thus OA(n log n). Together with the bound (10.12) on the
number of loops, this gives us the estimate
OA((n log n) log log((1+2)(R=)))
for the overall computational cost of performing Algorithm 9.1. Substitute
b=log(R=), log(1+2)=O(log n) (we always choose 2 satisfying the
latter relation) and obtain the overall bound OA((n log n) log(b log n)).
In terms of b, the cost bound is cumulative since the size of the output
square of Algorithm 9.1 bounds from above the size of its input discs in all
subsequent calls for this algorithm (if they are needed). Thus the overall
cost of performing Algorithm 9.1 within Algorithm 7.1 is bounded from above
by OA((n log n) log(b log n)) times the maximum number of its concurrent
applications, which is at most k. The resulting estimate OA((kn log n)
log(b log n)) and the estimate of Proposition 8.4 together give us the over-
all cost bound for our solution of Problem 7.1. To specify this bound, it
remains to specify the parameters 2, e, and f satisfying (9.2)(9.4). Relations
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(9.2)(9.4) hold, if we choose, say, e=16n2- 2(2&51N), f=max[4n2, 2+
(n&k)(3+18(1+16n2)(1&2e))k], 1+2=2n. Then Proposition 8.4
gives us the cost bound OA((log n)2 n). Adding the cost bound for perform-
ing Algorithm 9.1, we arrive at the claimed estimate OA(n log n) log(bn))
for the overall cost of our solution of Problem 7.1.
Remark 10.2. We may decrease the computational cost of performing
Algorithm 8.1 by choosing the values e and 2 constant (that is, inde-
pendent of n), say, 2=1 and e=16 - 2(2&51N). However, (9.3) for k=1
implies the bound f>6n&4, and we still arrive at the same asymptotic
cost bound for Problem 7.1.
11. ANOTHER VARIANT OF NEWTON’S ITERATION
In this section, we will show a modification of Algorithm 9.1, where the
expression (9.5) is replaced by
X=t&
k
q(t)
, q(t)=
p$(t)
p(t)
+ :*
j
1
zh*&t
. (11.1)
Here zj* denotes the current approximation to the zero z j of p(x), whereas
* denotes the sum in j over all the natural j corresponding to the zeros
zj of p(x) that lie outside the input disc D. Instead of avoiding the points
x and t that annihilate p$(x), we shall now similarly avoid the points t that
annihilate q(t). Such a modification of Algorithm 9.1 will be called Algorithm
11.1 and at every Stage g will be applied to the largest of the currently
unprocessed g-squares. This choice should ensure faster convergence to the
disc Dmin . Below we will show that the quadratic convergence of Algorithm
9.1 will be preserved for Algorithm 11.1 even if we replace the relations
(9.3) and (9.4) by
f>2+- 6(n&k)k, kmax[10, (1+2)2], (11.2)
1%=(1&2e)(( f &2)2 k(n&k)&3)18(1+4(1+2)2). (11.3)
If n&k>k3, that is, if n>4k3, then these restrictions on f are weaker
than (9.3) and (9.4). To arrive at such a smaller initial isolation ratio, we
may need roughly by twice fewer iterations of Algorithm 8.1. This saving
however, should be weighed against the additional arithmetic operations
required in order to compute the value X via (11.1) (rather than via (9.5));
for each such an evaluation, we need 3(n&k) additional ops.
Let us next briefly analyze the convergence of the computed values X to
the disc Dmin where we apply Algorithm 11.1. The transition from (9.5) to
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(11.1) amounts to subtracting the value V*(x), V*(x)=nj=k+1 (1(xj*&x)),
from both sides of the Eq. (10.3), which implies that
q(x)= p$(x)p(x)&V*(x)=Q(x)+V(x)&V*(x).
The analysis of Algorithm 9.1 is extended, with the replacement of V(x)=
nj=k+1 (1(x&z j)) by
V(x)&V*(x)= :
n
j=k+1 \
1
x&zj
&
1
x&zj*+= :
n
j=k+1
z j&zj*
(x&zj)(x&zj*)
.
The resulting increase of the estimated convergence rate is quantitatively
expressed by the following equation for the main parameter % of Lemma 10.6,
%=
1
(1&2e)(( f &2)2 k(n&k)&3)
,
and the bound ( f &2) k(n&k)6 is replaced by ( f &2)2 k(n&k)6. In
other words, the statement of this basis lemma remains unchanged, except
that in the expressions for % the quantity f &2 should be replaced by
( f &2)2. For f>3, the replacement of f &2 by ( f &2)2 decreases % and,
therefore, increases the convergence rate defined by (10.10). Furthermore,
this replacement enables us to preserve the quadratic convergence of the
algorithm provided that the upper bound on the initial isolation ratio f for
the disc D satisfies the relations (11.2) and (11.3) instead of (9.3) and (9.4).
APPENDIX
A. Economical Computation of the Shifts of the Variable in
Weyl ’s Algorithm
Let us first recall a well-known algorithm [ASU75] that reduces the
shift of the variable to polynomial multiplication. Let t(x)=ni=0 t ix
i, p(x)
=ii=0 pix
i, t( y)= p( y+2). Then we have tg=nk= g ph 2
h& g(h!g!(h& g)!),
g=0, ..., n. Write wn& g= g!tg , un&h=h! ph , vs=2ss!, j=n&h, i=n& g,
and obtain that wi= ij=0 u jvi& j , i=0, ..., n.
This reduces the computation of t0 , ..., tn to the computation of the coef-
ficients w0 , ..., wn of the polynomial product, w(x)=u(x) v(x) where u(x)=
ni=0 ui x
i, v(x)=nj=0 vj x
j, w(x)=2nk=0 wk x
k. The computation can be
reduced to the evaluation of u(x) and v(x) at the 2mth roots of 1 for m=
Wlog2(2n+2)X (via two forward FFTs), pairwise multiplication of the com-
puted values, and inverse FFT.
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In all shifts used in Weyl’s algorithm, we may choose the same polynomial
u(x)=nh=0 phh!x
h, and then a single FFT will suffice for the evaluation
of such a polynomial at the 2mth roots of 1.
As this was pointed out to us by G. Dos Reis, some evaluations of the
polynomials v(x) can be saved too. Indeed, observe that in some cases we
need to shift the variable x by both 2 and &2. This can be reduced to the
evaluation of a pair of polynomials v(x) and v(&x) at the same 2mth roots
of 1, and both such evaluations amount to a single FFT.
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Note added in proof. Our recent refinement and more careful analysis of our algorithms
of [Pan95] and [Pan96] enabled us to improve their arithmetic cost bound to yield
OA((n log2 n)(log b+log2 n)) supported by the computational precision of O(B+n log n)
bits, whereas the algorithms and the arithmetic cost estimates of the present paper are sup-
ported by O(B+n)-bit precision of computation. Here B=B(b, p) denotes the minimal input
precision sufficient to support the b-bit output precision.
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