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Ce mémoire présente une étude du spectre Raman de second-ordre du phosphorène. Quatre
nouveaux modes Raman induits par des défauts ont étés identifiés dans les régions de A1g
et A2g pour des couches minces de phosphore noir. Dans le but de comprendre leur origine,
nous avons effectué le calcul du spectre Raman double-résonant du phosphorène à partir
de données ab initio calculées en DFT. L’étude effectuée corrobore l’identification de ces
modes médiés par un phonon de momentum non nul et par un défaut. De plus, on conclut
que les pics correspondants sont le résultat de l’accumulation des électrons et des trous
dans une certaine région de la première vallée de la structure électronique. Des prédictions
sur la dispersion de ces pics en fonction de l’énergie incidente sont ensuite établies. Cette
étude pose les fondations d’une compréhension du spectre Raman de minces couches de
phosphore noir en présence de défauts. Elle ouvre la voie à une possible caractérisation de
ce matériau à partir de son spectre. Ce projet est le fruit d’une collaboration entre le groupe
de recherche de Michel Côté du département de physique et celui de Richard Martel du
département de chimie de l’Université de Montréal.
Mots clés : spectroscopie Raman de deuxième ordre, phosphore noir, phospho-




Presented here is a study on the second-order Raman spectrum of exfoliated black phos-
phorus. Four new defect-induced Raman modes were identified in the A1g and A2g regions in
few-layers black phosphorus samples. In order to understand the origins of these modes, we
computed the double-resonant Raman spectrum of phosphorene from DFT calculations. We
confirm the identification of these modes caused by a phonon with a non-zero momentum
and a defect. Furthermore, we conclude that the corresponding peaks are the result of
nesting of electrons and holes in the first electronic valley. Predictions of the dispersion
of these peaks versus the incident energy were made. This study lays down the basic
understanding of the Raman spectra of few-layers black phosphorus samples in presence
of defects. It opens new ways for possible characterizations of black phosphorus from its
Raman spectrum. This project is the result of a collaboration between Michel Côté’s group
from the Physics Department and Richard Martel’s group from the Chemistry Department
at Université de Montréal.
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1.1. Mise en contexte
Après plus de 50 ans d’existence, on peut sans l’ombre d’un doute affirmer que la loi de
Moore a régné sur le domaine de l’électronique en tant que guide du progrès technologique.
En effet, cette loi stipulant que le nombre de transistors dans un circuit intégré doublerait à
environ chaque deux ans a littéralement dicté les efforts de recherche et développement dans
l’industrie de l’électronique et des semi-conducteurs[1, 2]. L’influence de cette loi fut telle,
qu’elle fut généralisée au fil des années pour inclure n’importe quelle donnée qui peut être
tracée sur un graphique à échelle logarithmique et où la courbe approxime une ligne droite[3] !
Or, les progrès technologiques en lien avec la loi de Moore proviennent en majeure partie
de la miniaturisation des transistors ainsi que de l’augmentation de la surface disponible
pour les encastrer (chip area)[4]. L’atteinte de tailles nanométriques pour l’électronique
traditionnelle (à base de silicium) fait sonner le glas de la loi de Moore depuis le début
des années 2000. En effet, sachant qu’il faut une certaine épaisseur minimale au silicium
pour que les modèles de transistor à effet de champ (FET) fonctionnent[5] et en raison du
bruit thermique qui devient non négligeable pour des tailles nanométriques[6], il est possible
d’utiliser la loi de Moore afin de prédire à partir de quand les transistors conventionnels
atteindront leur taille limite. La fin de cette loi fut donc prédite vers le milieu des années 2010.
Les propriétés des matériaux utilisés pour fabriquer les FET dépendent de leur dimen-
sionnalité. Ainsi, à force de miniaturiser ces dispositifs, on finit par atteindre un seuil où les
propriétés désirées de ces constituants sont perdues et les FET résultants deviennent moins
performants, voire dysfonctionnels. Afin de miniaturiser davantage, il faut utiliser des ma-
tériaux qui possèdent les propriétés désirées au niveau atomique. Il s’agit de design à partir
du bas (bottom up) au lieu d’à partir du haut (top down). Cela veut dire qu’au lieu d’utiliser
des matériaux qui possèdent les propriétés voulues à grand échelle, comme le silicium, et de
les tailler jusqu’à la plus petite taille possible, on utilise des matériaux qui ont déjà les pro-
priétés voulues à l’échelle atomique et on les assemble de sorte à obtenir un dispositif optimal.
L’arrivée des nanomatériaux comme les nanotubes de carbone, le graphène, les dichal-
cogénures de métaux de transition (TMD) et, plus récemment, le silicène et le phosphorène
a donc créé un certain engouement pour cette industrie où de nouvelles avenues sont
envisagées pour la conception des transistors[7]. Ces matériaux sont intéressants de par le
confinement quantique des électrons dû à la réduction en dimensionnalité par rapport aux
matériaux volumiques. Ce confinement fait émerger certaines propriétés particulières qui ne
sont pas présentes dans leur équivalent volumique et qui sont attrayantes non seulement
pour des applications en électroniques, mais également pour la recherche fondamentale.
Par exemple, le graphème possède des cônes de Dirac dans sa structure électronique. Les
électrons qui sont dans un état au sein de ces cônes se comportent comme des particules
relativistes sans masse qui obéissent à l’équation de Dirac[8]. L’effet de Hall quantique
demi-entier fut observé dans le graphène [8, 9] et il a été montré que le graphène possédait
des propriétés topologiques et qu’il serait possible d’observer l’effet de Hall quantique
de spin (QSH)[10]. Plus récemment, une phase supraconductitrice non conventionnelle à
très basse température fut observée dans une bicouche de graphène où les couches sont
orientées d’un certain angle l’une par rapport à l’autre[11, 12]. Un matériau similaire au
graphène, mais plus difficile à fabriquer, le silicène, présente également des cônes de Dirac
dans sa dispersion électronique et des études théoriques suggèrent qu’il serait en fait un
isolant topologique[13, 14] pouvant également réaliser le QSH[15]. Mis à part l’émergence
d’états exotiques de la matière, les matériaux à basse dimensionnalité possèdent parfois
des propriétés ajustables en fonction d’un certain paramètre. Par exemple, certains TMD
comme le MoS2 présentent une transition d’un semi-conducteur à gap (bande d’énergie
interdite) indirect à gap direct en passant du matériau volumique à la monocouche[16, 17].
Le phosphorène, quant à lui, possède une largeur de gap électronique variable en fonction
du nombre de couches, mais reste un semi-conducteur à gap direct[18]. Ces effets rendent
ces matériaux attrayants pour des applications technologiques où des propriétés très
précises peuvent être désirées. Un exemple de confinement unidimensionnel est donné par
les nanotubes de carbone. Dépendamment de leur chiralité, les nanotubes peuvent être soit
métalliques ou soit semi-conducteurs[19].
Dans le contexte de l’électronique et des FET, la propriété la plus regardée est celle de
la mobilité électronique et la conductivité thermique. En ce qui concerne le graphène, sa
très grande mobilité électronique est probablement sa caractéristique la plus connue [20]. La
mobilité des porteurs de charge peut aller jusqu’à 2 × 105 cm2/Vs[21, 22] et la conductivité
thermique jusqu’à ∼ 5000 W/mK[23]. À titre comparatif, à température de la pièce, le
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silicium possède une mobilité électronique de ∼ 1350 cm2/Vs et une conductivité thermique
de ∼ 150 W/mK alors que le cuivre a une conductivité thermique de ∼ 400 W/mK [24].
Ces caractéristiques ont provoqué une explosion d’études sur ce matériau dans l’optique de
pouvoir exploiter ces propriétés pour l’industrie de l’électronique. L’utilisation du graphène
pourrait, entre autres, permettre une plus grande fréquence d’opération des transistors, une
meilleure gestion de la chaleur, un plus bas voltage d’opération et bien plus [25]. Cependant,
le graphène étant un semi-métal, cela rend particulièrement difficile toute implémentation
en électronique. En effet, l’absence de gap fait qu’il est difficile à fonctionnaliser pour des
applications pratiques. Sans gap, il est impossible de distinguer efficacement le passage
d’un courant d’une absence de courant : le ratio de courant Ion/Ioff est trop petit pour
créer un transistor viable. Il est possible de fonctionnaliser le graphène (induire un gap
artificiellement) en le dopant[26, 27], en l’imbriquant dans des hétérostructures[28, 29] ou
encore en appliquant un champ électrique sur une bicouche[30]. Toutefois, ces solutions
viennent complexifier considérablement soit la fabrication ou soit l’implémentation du
graphène dans des dispositifs réels.
Une solution possiblement plus évidente pour contourner le problème du gap est de se
tourner vers des matériaux similaires qui en possèdent un naturellement. On peut penser à
la monocouche de nitrure de bore sous forme hexagonale, un matériau isolant quasiment
identique au graphène à l’exception de sa composition chimique. Lorsqu’il est assemblé en
hétérostructure avec le graphène, il permet de créer des dispositifs électroniques avec de
grandes performances[31, 32]. Un autre exemple de semi-conducteur bidimensionnel est la
famille des TMD. Ces matériaux peuvent être fabriqués en 2D et certains sont naturellement
semi-conducteurs. En particulier, on peut penser aux couches minces de MoS2 qui, grâce
à un gap électronique qui se trouve dans l’intervalle d’énergie de la lumière visible, ont
déjà montré un potentiel d’application dans le domaine de la détection de lumière[33, 34].
Cependant, pour une application dans les transistors, la faible mobilité mesurée de 0.5-3
cm2/Vs[8] (pouvant être optimisée jusqu’à 15 cm2/Vs avec des matériaux particuliers au
sein d’un transistor[35]) est très en deçà des attentes pour des percées dans ce domaine.
C’est pourquoi d’autres groupes de recherche ont commencé à explorer le phosphorène pour
des applications en électroniques. Il s’agit d’un matériau composé uniquement d’atomes
de phosphore noir et qui possède une meilleure mobilité que les TMD (voir section 1.3).
Cependant, son grand défaut est qu’il se dégrade rapidement dans des conditions ambiantes.
C’est sur ce matériau que ce mémoire est axé, plus particulièrement sur l’étude des modes
Raman induits par des défauts.
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1.2. La spectroscopie Raman et la caractérisation de matériaux
À l’heure actuelle, plusieurs applications possibles sont envisagées pour des matériaux
bidimensionnels comme le graphène[36], les nanofeuilles de TMD[37] ou encore pour le
phosphorène[38]. Étant donné que la spectroscopie Raman est une sonde de surface non des-
tructive, elle se présente comme un outil de caractérisation de choix pour ces nanomatériaux.
Il s’agit d’une technique optique tirant profit de la diffusion inélastique de la lumière
au sein d’un matériau. L’analyse du spectre permet d’obtenir beaucoup d’information
concernant les propriétés microscopiques du matériau sondé. Par exemple, le spectre
Raman du graphène fut grandement étudié dans les années suivant sa première réalisation
expérimentale et il a été possible d’établir certaines relations empiriques afin de caractériser
le matériau. Un exemple notable est la quantification de la concentration de défauts et de
désordre qui peut être estimée à partir du ratio des intensités de certains pics du spectre
Raman[39, 40, 41]. Il est également possible de déterminer l’épaisseur du graphène (nombre
de couches)[42] et d’évaluer le stress appliqué[43, 44].
Il est indéniable qu’obtenir ces informations à propos d’un échantillon seulement en
mesurant son spectre Raman peut s’avérer d’une grande utilité pour des applications
industrielles, surtout concernant la mesure de la qualité de l’échantillon. Ces percées ont
été établies notamment grâce à la grande compréhension de la structure électronique et de
la dispersion de phonons du graphène et de son équivalent volumique le graphite. En effet,
le spectre Raman étant dépendant de cette dispersion, le fait de comprendre comment les
électrons se comportent dans le matériau et comment ils interagissent avec les phonons per-
met de faire des prédictions sur le comportement du spectre dans des conditions particulières.
Dans le cas du phosphorène, on voudrait être en mesure de répéter l’exploit du graphène
afin de pouvoir le caractériser avec son spectre Raman. En particulier, on va s’attarder à
essayer de comprendre les pics activés par des défauts dans le but de déterminer s’il est
possible de faire comme pour le graphène et estimer la concentration de défauts dans le
phosphorène. Ceci serait particulièrement utile sachant que le phosphore noir se dégrade
assez rapidement dans des conditions ambiantes (voir section 1.3).
1.3. Le phosphorène
Le phosphorène est produit à partir du phosphore noir qui est simplement un empile-
ment de couches de phosphorène liées par des forces de Van der Waals, comme le graphite
l’est avec le graphène. Il est donc possible de fabriquer du phosphorène en l’exfoliant
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mécaniquement, comme pour le graphène[45].
L’intérêt envers le phosphorène est en pleine croissance depuis les dernières années. Sa
structure électronique anisotropique fait de lui un matériau très intéressant pour diverses
applications technologiques, notamment pour l’industrie des semi-conducteurs. De plus, au
contraire du graphène, il s’agit d’un semi-conducteur avec un gap électronique de 1.75 eV
qui varie en fonction du nombre de couches. La grandeur du gap diminue avec le nombre
de couches pour atteindre 0.3 eV dans le phosphore noir volumique[18]. La mobilité des
porteurs de charge du phosphorène de ∼ 1000 cm2/Vs[46] laisse croire que ce matériau
serait un meilleur candidat que le MoS2 pour des applications en électronique.
La structure lamellaire du phosphore noir est illustrée sur la figure 1.1. Il s’agit d’une
structure orthorhombique et la cellule primitive possède quatre atomes de phosphore, autant
pour le phosphore noir que pour le phosphorène 1. On dénote les deux axes cristallins dans
le plan du phosphorène comme étant les axes armchair et zigzag (directions respectivement
en x et y sur la figure 1.1). Le phosphorène et son équivalent volumique sont similaires
structurellement : ils partagent le même groupe de symétrie D2h[47]. Quatre atomes dans
la cellule primitive signifie qu’il y a 12 modes de phonons possibles pour les deux types de
cristaux. À Γ dans la zone de Brillouin, on peut décomposer les modes de vibration selon
leur symétrie[47] :
2Ag ⊕B1g ⊕B2g ⊕ 2B3g ⊕ Au ⊕ 2B1u ⊕ 2B2u ⊕B3u. (1.3.1)
Parmi les 12 modes de phonons permis, seulement 6 sont actifs en Raman (les deux
modes Ag et B3g, B1g et B2g) et les autres sont soit des modes infrarouges ou sont inactifs
optiquement.
Dans la configuration expérimentale utilisée pour l’étude au chapitre 3 (backscattering
configuration), seulement trois sont actifs : les deux modes Ag, respectivement dénotés A1g
et A2g, ainsi que le mode B2g[48]. Ces modes sont présentés sur la figure 1.2. Un exemple de
spectre Raman présentant ces modes est illustré sur la figure 3.1a où les mesures sont prises
pour différents nombres de couches de phosphorène avec un laser d’une longueur d’onde de
λ ∼ 633 nm. La figure 3.1b montre les spectres pour différentes longueurs d’onde de laser.
Pour le phosphore noir volumique, ces modes induisent les mêmes déplacements atomiques
pour chaque couche de phosphorène. Ainsi, les pics correspondants sont environ aux
mêmes endroits lorsqu’on compare les spectres du phosphore noir et des couches minces (en
1. La différence entre les deux étant la présence ou non de périodicité dans la direction z.
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Figure 1.1. Structure cristalline du phosphore noir. Figure reproduite avec
la permission de [49], c©IOP Publishing, tous droits réservés.
Figure 1.2. Modes de phonons A1g, B2g et A2g du phosphore noir. Figure
adaptée avec la permission de [48], c©2015 American Chemical Society.
pratique, on peut considérer que n = 18 couches correspond à du phosphore noir volumique).
Comme mentionné à la section 1.1, une particularité du phosphore noir est qu’il se
dégrade rapidement dans des conditions ambiantes et plusieurs études ont tenté d’élucider
le mécanisme de dégradation [49, 50, 51, 52]. Pour des applications en industrie, il faut donc
trouver un moyen de protéger le phosphorène de la dégradation, plusieurs groupes se sont
déjà penchés sur le sujet à ce jour [38].
La dégradation du phosphorène, comme pour le graphène, entraîne des changements
significatifs au spectre Raman. En 2015, Favron et coll. ont remarqué que le ratio des
intensités Raman des modes A1g et A2g peut être utilisé comme un marqueur de qualité de
l’échantillon[50]. Ceci est prometteur : il pourrait être possible de quantifier la concentration
de défauts dans le phosphorène, exactement comme l’ont fait Cançado et coll. pour le
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graphène[41]. Mais d’abord, il faut être en mesure de confirmer que ce qui est vu dans
le spectre Raman est bel et bien dû à des défauts. Ceci constitue donc la prémisse d’une
étude faite avec le groupe de Richard Martel afin de confirmer l’origine de certains pics
dans le spectre Raman du phosphorène et comprendre leur dépendance sur l’énergie du laser.
1.4. Plan du mémoire
Ce mémoire est construit autour d’une étude sur le spectre Raman de second ordre
de minces couches de phosphore noir, présentée au chapitre 3. Le chapitre 2, quant à
lui, constitue une introduction à la théorie et aux stratégies numériques utilisées dans





LA THÉORIE DE LA SPECTROSCOPIE RAMAN
Ce chapitre est une introduction générale à la théorie de la spectroscopie Raman. Il
s’agit d’un préambule à l’étude réalisée au chapitre 3 et il précise d’où viennent les équations
utilisées. D’abord, une introduction à l’expérience en tant que telle est présentée à la section
2.1, suivie par une description classique de la théorie à la section 2.2. Ensuite, la description
quantique de la spectroscopie Raman est établie ; d’abord au premier ordre à la section 2.3
suivie de l’expansion au deuxième ordre à la section 2.4.
2.1. Introduction à la spectroscopie Raman
Avant d’aborder la théorie de la spectroscopie Raman, il est utile d’introduire le principe
expérimental. La spectroscopie Raman étudie la diffusion inélastique de la lumière dans un
matériau ou sur des molécules en solution. La façon typique de procéder est de pointer une
source de lumière monochromatique et polarisée sur un matériau et de mesurer l’intensité
I(ε) de la lumière diffusée en fonction de son énergie ε. C’est cette fonction de l’intensité
de la lumière diffusée en fonction de l’énergie qu’on appelle le spectre Raman. Ce genre de
spectre comporte toujours un pic central qui domine tous les autres pics à l’énergie de la
lumière incidente ε = εL. Ce pic correspond à de la lumière diffusée élastiquement (sans
perte d’énergie), communément appelée de la diffusion Rayleigh. Tous les autres pics qui ne
sont pas centrés à l’énergie du laser sont des pics de diffusion inélastique. Il est à noter que
chaque pic de diffusion inélastique est doublé : si la lumière incidente est d’énergie εL, alors
il y aura deux pics positionnés en ε± ≡ εL ± ∆ε où ∆ε est appelé le décalage Raman (Raman
shift). On note que ε− est un décalage «Stokes»et ε+ est un décalage «anti-Stokes».
En pratique, l’intensité lumineuse sur les spectres Raman est présentée en unités
arbitraires en fonction du décalage Raman, ce dernier étant usuellement exprimé en nombre
d’onde : en cm-1. Le zéro de l’axe des abscisses correspond à l’énergie de la lumière incidente.
La relation entre les cm-1 et les Joules est 1 cm-1= 100hc × 1 J≈ 2 × 10−23J.
2.1.1. Rapport d’intensité des pics anti-Stokes/Stokes
Le rapport d’intensité des pics Stokes et anti-Stokes dépend de la température. En effet,
pour gagner ou perdre de l’énergie, il est nécessaire que les porteurs de charge dans le matériau
étudié interagissent avec d’autres excitations. Pour que la lumière perde de l’énergie (diffusion
Stokes), ces excitations intermédiaires doivent être créées alors que pour en gagner (anti-
Stokes), les excitations doivent être présentes au préalable. Évidemment, on peut s’attendre
qu’à basse température, peu d’excitations soient déjà présentes dans le matériau et donc que











où Ia est l’intensité du pic anti-Stokes, Is l’intensité du pic Stokes, n(ω) est le facteur de
Bose-Einstein évalué à ω la fréquence associée à l’excitation intermédiaire (~ω ≡ ∆ε), kB
la constante de Boltzman et T la température[53]. En règle générale, on voit de l’équation
(2.1.1) que Ia/Is < 1 et donc que les pics Stokes sont toujours plus intenses que les pics
anti-Stokes. Ainsi, on voudra toujours travailler de ce côté du spectre. Par ailleurs, on peut
voir que si T → 0 alors Ia/Is → 0 et donc que les pics anti-Stokes sont complètement
absents du spectre.
2.1.2. La spectroscopie Raman pour identifier les énergies des phonons
Il est possible d’extraire du spectre Raman expérimental les énergies des modes de pho-
nons optiques du matériau ou de la molécule étudiée si les règles de sélections le permettent.
Combinée avec un étude de diffusion de neutrons et d’une analyse en polarization des pics
d’intensités du spectre Raman, il est possible de caractériser en grande partie la dispersion
des phonons et les symmétries des modes de phonons. Dans le cas de molécules, les pics du
spectre Raman peuvent être identifiés comme étant soit des énergies vibrationnelles, soit
des énergies rotationnelles ou soit une combinaison des deux[53]. Pour analyser le spectre
d’une molécule, il faut donc savoir distinguer les deux types d’excitations. Toutefois, ce qui
va nous intéresser ce sont les spectres pour les cristaux.
Pour un cristal, il n’y a pas d’énergie de rotation, mais seulement de vibration. Or, la
périodicité des cristaux implique que les niveaux d’énergie de vibration sont des bandes,
au contraire des molécules qui ont des niveaux discrets. Ainsi, lors d’une diffusion Raman,
il y a possiblement un continuum d’énergie accessible par les excitations intermédiaires
et cela pourrait techniquement apparaître dans le spectre Raman sous forme de pics très
étendus. En théorie, lorsque la lumière incidente interagit avec le matériau, il peut y avoir
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un nombre arbitrairement grand de diffusions sur ces excitations secondaires. Cependant,
chaque diffusion vient avec une certaine probabilité et plus la chaîne d’évènements s’allonge,
plus la probabilité qu’elle ait lieu diminue. Par conséquent, plus la diffusion est simple, plus
elle a de chance d’apparaître dans le spectre. Au premier ordre, seulement une interaction
impliquant un phonon est permise et, comme il est mentionné à la section 2.2, les pics
correspondants seront placés à des énergies spécifiques. Ces énergies correspondent aux
énergies des phonons optiques qui sont actifs en Raman, visibles selon la configuration
expérimentale et positionnés à Γ dans la zone de Brillouin.
Toutefois, afin de comprendre le spectre Raman observé dans sa totalité, il faut
considérer l’ensemble des diffusions possibles et cela vient compliquer considérablement
l’analyse du spectre. La tâche s’alourdit encore plus si on considère que les excitations
intermédiaires du matériau peuvent avoir différentes origines. Par exemple, en présence de
défauts, il peut y avoir des diffusions Raman d’ordre supérieur qui impliquent à la fois des
défauts et des phonons qui ne se trouvent pas à Γ. C’est le cas du graphène pour qui le pic
G est un pic de premier ordre alors que le pic D est un pic de deuxième ordre impliquant
un phonon et un défaut (voir figure 2.2) [42, 54, 55].
Concernant l’étude au chapitre 3, on veut tester l’hypothèse des modes induits par des
défauts. Pour ce faire, on doit s’attarder aux processus qui sont au moins de deuxième ordre
afin de permettre les diffusions à la fois sur un défaut et un phonon. En effet, sachant que
les diffusions sur un défaut ne permettent pas de transfert d’énergie, il faut absolument
considérer au moins un phonon pour que ces pics apparaissent dans le spectre Raman.
2.2. Théorie classique de la spectroscopie Raman
Cette section présente un point de vue classique de la spectroscopie Raman dans des
cristaux. Les dérivations sont inspirées principalement du livre Symmetry and Spectroscopy
de Harris et Bertolucci [56], du livre Fundamentals of Semiconductors de Yu et Cardona[57]
et des deux premiers tomes de la série Light Scattering in Solids [53, 58].
2.2.1. Polarisation, susceptibilité et tenseur Raman
Avant d’introduire la mécanique quantique dans le calcul du spectre Raman, il peut être
utile de commencer par une description classique du phénomène. Pour la suite de l’analyse,
on considère que la lumière incidente est une onde lumineuse classique monochromatique
cohérente. Cette onde peut être décrite par l’équation du champ électrique incident :
Ei(r, t) = E0ei cos(k · r − ωLt) (2.2.1)
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où k est le vecteur d’onde, ωL est sa fréquence, E0 son amplitude et ei le vecteur de pola-
risation. On représente r comme la position dans l’espace et t comme le temps. Le champ
électrique incident vient polariser les porteurs de charge dans le matériau. La réponse du ma-
tériau vient sous la forme d’une onde de polarisation P (r, t) induite par le champ incident.
L’équation décrivant cette polarisation est
P (r, t) = P (k, ωL) cos(k · r − ωLt). (2.2.2)
On peut approximer que l’amplitude P (k,ωL) de la polarisation est linéairement proportion-
nelle à l’amplitude du champ incident E0 si cette dernière n’est pas trop grande :
P (k, ωL) = E0χ(k,ωL) · ei. (2.2.3)
Le facteur de proportionnalité χ(k,ωL) est le tenseur de susceptibilité du matériau 1. χ est
un tenseur de rang 2 à valeurs complexes. Plus généralement, il peut y avoir un déphasage
entre l’onde de polarisation et l’onde incidente. Pour des fins de simplicités, on n’en ne
considérera pas.
D’un point de vue microscopique, χ dépend de la structure atomique et électronique du
matériau. Ainsi, tout changement dans la structure du matériau va affecter cette quantité.
Par exemple, la présence de phonons va influencer χ. En première approximation, on peut
considérer un phonon de fréquence Ω et de vecteur d’onde q comme étant une onde de
déplacements atomiques : Q(r, t) = Q0(q,Ω) cos(q · r − Ωt). En assumant que Ω  ωL, on
peut faire un développement adiabatique de χ au premier ordre en Q. On obtient ainsi que
chaque élément ij du tenseur χ est décrit par




≡ χ0ij + ∆χij(q,Ω) cos(q · r − Ωt) +O(Q2), (2.2.4)
où χ0 est le tenseur de susceptibilité en absence de phonon[57].
En insérant (2.2.4) dans (2.2.3) puis dans (2.2.2) et en utilisant l’identité trigonométrique
cos(x) cos(y) = 12 [cos(x+ y) + cos(x− y)], on obtient que l’onde de polarisation modifiée par
un phonon est donnée par
1. Pour des molécules, il est commun d’utiliser le terme polarisabilité (polarizability) au lieu de susceptibi-
lité. La susceptibilité d’un cristal correspond à la somme des polarisabilités de ses constituants fondamentaux.
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P (r,t) = E0
(
χ0 cos(k · r − ωLt)+
∆χ




L’électromagnétisme classique nous enseigne qu’un moment dipolaire oscillant à une
certaine fréquence va émettre de la lumière avec cette même fréquence et l’amplitude
du champ électrique résultant sera proportionnelle au produit scalaire du vecteur de
polarisation de la lumière sortante avec le moment dipolaire[57]. Ainsi, l’intensité lumineuse
émise par l’onde de polarisation (2.2.5) aura une amplitude proportionnelle à |es · P |2
où es est la polarisation de la lumière sortante. Cette lumière aura des composantes de
fréquence ωL (diffusion élastique), de fréquence ωL − Ω (diffusion Stokes) et de fréquence
ωL+Ω (diffusion anti-Stokes). Le spectre Raman sera donc composé de ces trois pics distincts.
La conservation de la quantité de mouvement totale du système impose que le photon
sortant possède le même vecteur d’onde que le photon entrant (|kentrant| = |ksortant|). Comme
le vecteur d’onde d’un photon est négligeable pour un cristal réel (k est petit par rapport
aux frontières de la zone de Brillouin), ceci implique que les processus internes de diffusion
dans le matériau ne doivent pas donner ou enlever de la quantité de mouvement au photon
incident. Pour respecter cela, on doit donc avoir que q doit être nul ou doit pouvoir se
rabattre à Γ dans la zone de Brillouin. On conclut que la spectroscopie Raman impliquant
un seul phonon ne peut sonder que les phonons au centre de la zone de Brillouin (à Γ).
Comme on s’intéresse aux pics de diffusions inélastiques et qu’en général, il y a plusieurs




∣∣∣es · R(Qµ) · ei∣∣∣2 δ(ωL − ω ± Ωµ), (2.2.6)
où la somme sur µ est faite sur les branches de phonons à Γ et R(Qµ) est le tenseur Ra-




Qµ ≡ |Qµ|Q̂µ [53, 56, 57]. La fonction δ est présente uniquement pour forcer la conservation
de l’énergie totale du processus de diffusion. En plus du fait que les pics du spectre Raman
correspondent aux énergies des modes de phonons à Γ, on déduit de l’équation (2.2.6) que
l’intensité des modes de phonons dans le spectre peut être prédite dépendamment des sy-
métries de R et de la configuration expérimentale (ei et es mesurés). Bref, la spectroscopie
Raman est sensible à la polarisation de la lumière incidente et sortante.
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2.2.2. Tenseur Raman
Le tenseur Raman est un outil très utile en spectroscopie Raman. En effet, ce tenseur per-
met de calculer les règles de sélection pour cette technique spectroscopique. Dépendamment
du phonon étudié, cet objet adopte une forme spécifique qui doit conserver les symétries du
mode. Ainsi, pour un mode qui est actif en Raman, le tenseur permet de calculer si la diffu-
sion sera visible ou non pour une certaine polarisation d’entrée et de sortie donnée[53, 56, 57].
Comme mentionné à la section 1.3, parmi les 6 modes de phonons qui sont actifs en
Raman dans le phosphore noir volumique, seulement trois sont visibles pour une monocouche
dans la configuration backscattering utilisée pour l’étude au chapitre 3 : A1g, A2g et B2g.
À noter que le spectre Raman observé pour des couches ultraminces de phosphore noir
(≤ 2 couches de phosphorène) comporte un quatrième pic de premier ordre noté Ag(B2u).
Ce pic a été assigné à un mode infrarouge converti en mode Raman via le mécanisme de
Davydov[59] et il n’est pas analysé dans l’étude faite à la section 3.3 puisqu’on s’intéresse
aux modes qui sont visibles peu importe le nombre de couches. Le tenseur Raman des
modes Ag prédit que l’intensité des pics correspondants est maximale si es et ei sont alignés
selon la direction armchair [60]. Il est possible d’utiliser ce genre d’astuce robuste afin de
trouver l’enlignement d’un cristal en cherchant quelle orientation maximise les pics d’intérêts.
En pratique, les éléments du tenseur Raman sont difficiles à calculer ou à mesurer directe-
ment. Toutefois, la symétrie du tenseur peut-être déduite grâce à des mesures de polarisation.
Comme ces symétries sont dictées par les symétries des modes de phonons, il est possible
d’assigner les pics du spectre Raman au mode vibrationnel correspondant en corroborant la
symétrie du pic via une étude de polarisation et en calculant l’énergie du mode d’une certaine
façon (par exemple via des calculs DFT)[57]. Aussi il est possible de mesurer le rapport et
la phase relative entre certains éléments du tenseur. Cela peut être utile pour trouver des
marqueurs de qualité étant donné que la présence de défauts peut venir affecter ces deux
quantités.
2.2.3. Perturbations d’ordre supérieur
La dérivation de l’intensité du spectre Raman de la section 2.2.1 était au premier ordre.
Cela implique qu’il n’y a qu’une seule interaction avec une seule excitation intermédiaire.
Il est possible d’aller plus loin. Pour ce faire, on n’a qu’à développer l’équation (2.2.4) à un
ordre supérieur. Le tenseur Raman des ordres supérieurs aura également un rang supérieur
à celui du premier ordre de sorte qu’il sera possible de le contracter avec un nombre
conséquent de vecteurs de déplacements atomiques.
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Aux ordres supérieurs, n’importe quelle combinaison de phonons serait techniquement
visible dans le spectre si la somme des vecteurs d’onde donne 0 et si les symétries du
tenseur Raman correspondant le permettent. Cela fait donc augmenter considérablement le
spectre des possibilités de diffusion en ajoutant des sommes sur tous les modes q possibles
à l’équation (2.2.6). Comme pour les processus de premier ordre, les pics Raman causés
par des processus d’ordre supérieur contiennent de l’information sur l’énergie des dites
interactions intermédiaires. Par exemple, si deux phonons de fréquence Ω1 et Ω2 sont
impliqués dans une diffusion Raman, le pic correspondant sera positionné à ωL ± Ω1 ± Ω2
et l’assignation des signes dépend de si les phonons ont été créés où détruits. De plus, si les
interactions impliquées sont très proches en énergie (par exemple lorsque les branches de
phonons sont peu dispersives), alors ces pics secondaires peuvent être dissimulés sous le pic
de premier ordre. Il faut alors une bonne résolution expérimentale pour les voir. Considérer
des ordres supérieurs vient complexifier considérablement l’analyse du spectre, mais permet
de comprendre des phénomènes qui ne sont pas expliqués avec la théorie au premier ordre.
Des exemples célèbres de pics de second ordre sont les pics D, D′ et 2D dans le graphène
[61]. Les pics D et D′ sont des pics phonon-défaut 2 où à la fois un phonon ayant un vecteur
d’onde non nul et un défaut sont impliqués dans le processus de diffusion. La caractéristique
d’une diffusion avec un défaut est que le défaut n’induit qu’un transfert de quantité de
mouvement et ne transfert aucune énergie. Quant au pic 2D, c’est un pic provenant de la
diffusion sur deux phonons de même énergie (même énergie que pour le pic D) mais de
quantité de mouvement opposées[62, 63].
Un autre exemple important concerne la découverte des pics phonon-défaut dans le phos-
phorène tel qu’exposé dans les travaux de Favron et coll. Ce sont ces pics de second ordre
qui ont fait l’objet d’une étude théorique présentée au chapitre 3.
2.3. Description quantique de la spectroscopie Raman
La description classique de la section 2.2 est utile pour comprendre les règles de sélection
avec l’aide des symétries du tenseur Raman. En fait, l’électromagnétisme classique indique
qu’un des facteurs de proportionnalité de l’équation (2.2.6) est ω4s . Cependant, cela est
valide uniquement si la lumière incidente ne permet pas de transitions électroniques. S’il y
en a une, la puissance radiée ne va plus en ω4s et une théorie quantique est nécessaire pour
décrire le phénomène[56].
2. Le pic D est parfois libellé G′ car il est proche du pic G qui est un processus de premier ordre
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2.3.1. Hamiltonien
D’un point de vue microscopique, la diffusion Raman est un processus d’interactions entre
des quasi-particules dans un matériau : des paires électron-trou sont générées par la lumière
incidente et interagissent avec des phonons optiques 3. L’hamiltonien général décrivant le
système est
H = He +He−ph +HeR, (2.3.1)
où He est l’hamiltonien du système d’électrons, He−ph est l’hamiltonien de couplage électron-
phonon et HeR est l’hamiltonien de couplage électron-radiation (on traite la lumière de façon
semi-classique). Le processus quantique complet d’une diffusion Raman est décrit comme
suit :
1. Le matériau est initialement dans un état initial |i〉, le photon incident crée une paire
électron-trou en excitant le matériau grâce à HeR, laissant le système dans un état
excité |a〉.
2. La paire électron-trou diffuse vers un autre état |b〉 en créant ou en détruisant un
phonon via l’hamiltonien He−ph.
3. La paire électron-trou dans l’état |b〉 se recombine en émettant un photon, laissant le
système dans un état final |f〉.
Les amplitudes de transitions énumérées ci-dessus peuvent techniquement être dérivées
via la théorie des perturbations généralisée au 3e ordre (si les différents hamiltoniens de
couplages sont faibles comparativement à l’hamiltonien électronique). Une autre méthode
plus imagée permet de dériver ces amplitudes en utilisant l’approche des diagrammes de
Feynman (section 2.3.2). Pour le processus de premier ordre décrit ci-dessus, l’amplitude
de transition sera la somme de tous les diagrammes impliquant une paire électron-trou, un
photon entrant, un photon sortant ainsi qu’un phonon entrant ou sortant. À partir de ce
point, on va considérer qu’on travaille à une température suffisamment basse de sorte qu’il
n’y a aucun phonon optique présent dans le système ; il n’y aura que des interactions Stokes
(création de phonons uniquement).
2.3.2. Amplitude de diffusion via les diagrammes de Feynman
Selon les conditions énumérées à la section 2.3.1, la figure 2.1 trace les six diagrammes
de Feynman possibles. Pour chacun de ces diagrammes, un trait pointillé correspond
à un photon entrant ou sortant, une ligne ondulée représente un phonon, une ligne
3. Les phonons acoustiques peuvent aussi être étudiés, mais on parle alors de diffusion de Brillouin et
cela requiert un montage expérimental complètement différent[64].
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double correspond à une paire électron-trou, un point noir est le vertex d’interaction
lumière-matière et le carré blanc est le vertex d’interaction électron-phonon. La fréquence
du laser incident est représentée par ωL, alors que ω et ω′ représentent les fréquences de
la paire électron-trou avant et après la création du phonon et ωs est la fréquence de la
lumière sortante. La fréquence et le vecteur d’onde du phonon impliqué dans le processus de
diffusion sont respectivement représentés par ν et q. Finalement, |i〉, |a〉, |b〉 et |f〉 décrivent
respectivement les états quantiques du système dans état initial, ses états intermédiaires
et son état final. En mécanique quantique, tous les processus dessinés sur cette figure sont
indistinguables. Ils sont donc tous sommés afin de déterminer l’amplitude totale de diffusion
Raman de premier ordre. Comme chaque diagramme est un nombre complexe, cela peut
engendrer de l’interférence entre les processus.
En utilisant les règles de Feynman, on peut calculer l’amplitude de probabilité pour
chaque diagramme. Chaque ligne vient avec son propagateur : bosonique pour les phonons
et fermionique pour les électrons et les trous, chaque vertex vient avec son élément de
matrice donnant l’amplitude de transition entre deux états via l’hamiltonien de couplage
correspondant et les degrés de liberté internes sont intégrés. En imposant la conservation
de l’énergie et de la quantité de mouvement aux vertex, on obtient l’expression désirée. Par
exemple, pour le diagramme 2.1a, l’amplitude de ce diagramme est
∑
a,b,µ
〈f |HeR(ωL)|b〉 〈b|Hµe−ph(q)|a〉 〈a|HeR(ωs)|i〉
(~ωL − εa)(~ωL − ~ωs − ~ωµq )(~ωL − ~ωµq − εb)
, (2.3.2)
où l’indice µ de Hµe−ph(q) indique la branche de phonon et où ~ωµq est l’énergie du phonon
en question selon cet hamiltonien. Au premier ordre, il n’y a pas de somme sur q, car la
conservation du vecteur d’onde impose que les phonons soient à Γ uniquement.
Selon la conservation de l’énergie totale du système, le terme ~ωL − ~ωs − ~ωµq devrait
toujours être nul, on peut donc l’échanger pour une fonction δ afin de ne sélectionner que les
états qui permettent la conservation de l’énergie à la fin du processus de diffusion[57]. Au
final, en prenant la norme au carré de l’amplitude de ce diagramme, on obtient la probabilité





〈f |HeR|b〉 〈b|Hµe−ph(q)|a〉 〈a|HeR|i〉
(~ωL − εa)(~ωL − ~ωµq − εb)




En procédant de la même manière pour les autres diagrammes, on trouve l’amplitude de
probabilité de diffusion Raman de premier ordre [57, chap. 7, p.385] :
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Figure 2.1. Diagrammes de Feynman pour une diffusion Raman de premier








〈f |HeR(ωs)|b〉 〈b|Hµe−ph(q)|a〉 〈a|HeR(ωL)|i〉
(~ωL − εa)(~ωL − ~ωµq − εb)
+
〈f |Hµe−ph(q)|b〉 〈b|HeR(ωs)|a〉 〈a|HeR(ωL)|i〉
(~ωL − εa)(~ωµq − εb)
+
〈f |HeR(ωL)|b〉 〈b|Hµe−ph(q)|a〉 〈a|HeR(ωs)|i〉
(~ωµq − ~ωL − εa)(−~ωL − εb)
+
〈f |Hµe−ph(q)|b〉 〈b|HeR(ωL)|a〉 〈a|HeR(ωs)|i〉
(~ωµq − ~ωL − εa)(~ωµq − εb)
+
〈f |HeR(ωs)|b〉 〈b|HeR(ωL)|a〉 〈a|Hµe−ph(q)|i〉
(−~ωµq − εa)(~ωL − ~ωµq − εb)
+
〈f |HeR(ωL)|b〉 〈b|HeR(ωs)|a〉 〈a|Hµe−ph(q)|i〉
(−~ωµq − εa)(~ωL − εb)
)





Sachant que l’intensité lumineuse diffusée est proportionnelle à la probabilité que le processus
de diffusion survienne, l’équation (2.3.4) donne une idée de ce à quoi le spectre Raman de
premier ordre devrait ressembler pourvu qu’on soit capable de la calculer ! On peut remarquer
que si les énergies des états intermédiaires (εa,b) sont égales aux énergies des autres particules
en jeux (photons et phonons), certains dénominateurs peuvent tomber à 0 et on parle alors
d’un phénomène de résonance (voir section 2.3.4). Lorsque cela survient, il est suffisant de
ne conserver que les termes dominants de l’équation (2.3.4). Cette équation constitue la base
de l’étude faite au chapitre 3 sur le spectre Raman du phosphorène, plus particulièrement
sa version au deuxième ordre en ne conservant que les termes résonants.
2.3.3. Liens entre la description classique et la description quantique
Il n’est pas évident de voir comment l’équation (2.3.4) est l’équivalent quantique de
l’équation (2.2.6). D’abord, il y a la correspondance directe que Ωµ ≡ ωµq=0. Ensuite, toute
l’information du tenseur Raman est encodée dans les éléments de matrice. Les produits
tensoriels avec les vecteurs de polarisation viennent de HeR. Ces vecteurs pourraient
être factorisés de ces opérateurs pour une correspondance plus directe. Quant aux règles
de sélection des modes, elles sont cachées dans Hµe−ph(q) et dans les états quantiques
intermédiaires |a〉 et |b〉. Ils déterminent si les symétries du mode de phonon correspondant
permettent les transitions d’états du système.
En principe, si on est capable de calculer l’équation (2.3.4), on peut calculer le ten-
seur Raman de premier ordre du système. En pratique, elle est trop difficile à résoudre et
on se rabat sur des modèles ou des approximations numériques pour en tirer de l’information.
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Dans le cas de l’étude sur le phosphorène, les caractères de symétrie des bandes élec-
troniques furent calculées à Γ (voir figure 3.5e). Dans le but de calculer le spectre Raman,
il a donc fallu tenir compte des règles de sélection dipolaires afin d’éviter de traiter des
transitions électroniques interdites. Une transition via un phonon ou un défaut ne permet
pas de transitions électroniques entre deux bandes ayant des caractères différents. On note
que même si le caractère des bandes est uniquement calculé à Γ, on fait l’hypothèse qu’il
varie continûment entre les points de haute symétrie et donc qu’il ne change pas de façon
significative à travers la zone de Brillouin. Nous avons donc négligé les processus de diffusion
qui impliquent un changement de bande pour l’électron ou le trou.
2.3.4. Spectroscopie Raman résonante
Dans le cas d’un matériau isolant, si l’énergie du laser est inférieure à l’énergie du
gap, un électron qui absorbe la lumière incidente ne peut pas faire le saut de la bande
de valence à la bande de conduction. Toutefois, il peut tomber dans un état virtuel :
un état ayant une courte durée de vie, qui n’est pas un état propre du système et
dont l’énergie n’est pas bien définie. Ce genre d’état s’apparente à une superposition
d’états quantiques et l’énergie εa,b de l’équation (2.3.4) serait l’énergie de l’état propre
dans lequel il s’effondre. Le résultat d’une telle transition est que le signal Raman
résultant est relativement faible, car les dénominateurs correspondants ont une valeur
finie. Cela peut devenir problématique pour certains matériaux par exemple pour des
matériaux de basse dimensionnalité ou pour certaines molécules où le signal Raman de
certains modes de phonons est trop faible pour être observé dans les mesures expérimentales.
Un moyen pour augmenter l’intensité des pics de diffusions inélastiques de plusieurs
ordres de grandeur est de faire de la spectroscopie Raman résonante[65]. On définit qu’une
diffusion est résonante si l’énergie de la lumière incidente ou de la lumière sortante est très
proche de l’énergie d’un état propre excité du système. C’est-à-dire lorsque ~ωL = εa et/ou
lorsque ~ωs = εb pour des états propres |a〉 et |b〉 donnés.
Lorsque cela se produit, les termes correspondants au dénominateur de l’équation (2.3.4)
sont nuls et la probabilité de diffusion diverge au sens où elle devient significativement plus
grande. Dans ces conditions, on peut approximer cette équation seulement par son terme
dominant, soit le premier terme, additionné d’un bruit de fond constant (négligé par la suite)










(~ωL − εa − iγa)(~ωL − ~ωµq − εb − iγb)
∣∣∣∣∣∣∣∣∣∣∣∣∣
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δ(ωL − ωs − ωµq ). (2.3.5)
À partir de ce point on approxime également que |i〉 ≈ |f〉 puisque les énergies des
excitations intermédiaires sont généralement négligeables face aux énergies électroniques.
Le phonon créé se perd donc dans le matériau et ce dernier revient très près de son état initial.
Physiquement parlant, il ne peut pas y avoir de divergence pure. Une manière d’éviter
cela mathématiquement est d’introduire un temps de vie aux paires électron-trou en
ajoutant un terme imaginaire iγ aux différents termes au dénominateur. L’ajout des
temps de vie peut être vu comme l’ajout des effets d’interactions entre les électrons. En
comparaison avec la théorie à plusieurs corps, on peut comparer cet ajout à la self énergie
qui agit à titre de correction à l’énergie des états propres non-interagissant [66]. Les facteurs
iγ correspondraient donc à la partie imaginaire de cette self énergie.
2.3.5. Projection dans l’espace des bandes et approximation des bandes rigides
Lorsqu’on considère des matériaux périodiques tels que des cristaux, il est utile de
travailler dans l’espace réciproque. En prévision d’utiliser la DFT pour calculer le spectre
Raman, il est d’abord utile de définir l’approximation des bandes rigides qui sera employée.
Cette approximation suppose que la structure de bande calculée en DFT correspond au
spectre d’énergie de l’état fondamental et des états excités du système (les états inoccupés
font office d’états excités). En réalité ce n’est pas tout à fait le cas, car il faut tenir compte
des interactions électroniques pour les états excités et la DFT n’est qu’une théorie de l’état
fondamental et donc n’est pas valide pour les états excités. Or, pour un semi-conducteur
comme le phosphorène, les dispersions électroniques des bandes inoccupées calculées en
DFT peuvent être considérées comme proches de la réalité de par les faibles interactions
entre les électrons. Cela nous permettra donc d’utiliser la structure de bande calculée en
DFT pour les εa,b. La seule correction à effectuer est la valeur du gap qui est typiquement
sous-estimée par la DFT.
Dans l’espace réciproque et en utilisant cette approximation, l’état initial |i〉 peut être
décrit comme un état |k,v〉 où k est le vecteur d’onde de la paire électron-trou qui sera
impliquée dans le processus de diffusion et v est la bande de valence à partir de laquelle
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l’électron va diffuser. Lorsque l’électron absorbe un photon de façon résonante, l’électron
va atterrir sur une bande de conduction qui est exactement ~ωL plus haute en énergie que
son énergie de départ (transition verticale). L’état intermédiaire est donc |a〉 = |k,c〉 avec
εa = εck − εvk où εck est l’énergie de l’électron dans la bande de conduction c où il atterrit
et εvk est l’énergie du trou laissé derrière dans la bande de valence v. Ensuite, la diffusion
avec un phonon permet à l’électron ou au trou de diffuser dans l’autre état intermédiaire.
Pour un vecteur d’onde de phonon q arbitraire, la diffusion peut se faire soit avec le trou ou
l’électron. Ainsi, comme il est impossible de différencier ces deux processus microscopiques,
les deux peuvent survenir et doivent être sommés. Si c’est l’électron qui diffuse, le 2e état
intermédiaire sera |b〉 = |k − q,c〉 alors que si c’est le trou qui diffuse, on aura |b〉 = |k − q,v〉.
Comme mentionné à la section 2.2.1, dans le cas d’une diffusion de premier ordre, on doit
avoir q = 0 pour conserver la quantité de mouvement totale du système. On aura donc














(~ωL − εck + εvk − iγak)(~ωL − ~ω
µ
q − εck + εvk − iγbk)
+
〈k,c|HeR(ωL)|k,v〉 〈k,v|Hµe−ph(q)|k,v〉 〈k,v|HeR(ωs)|k,c〉
(~ωL − εck + εvk − iγak)(~ωL − ~ω
µ
q − εck + εvk − iγbk)
)





Une diffusion Raman sera donc définie comme résonante si ~ωL − εck + εvk = 0 et/ou si
~ωL − ~ωµq − εck + εvk = 0.
L’équation (2.3.6) constitue l’équivalent au premier ordre des équations de l’intensité
Raman double-résonante de second ordre utilisées dans l’étude au chapitre 3 (équations
(3.3.1), (3.4.1)-(3.4.4)) pour simuler le spectre Raman du phosphorène. Une explication plus
détaillée de comment elles sont employées est donnée à la fin du présent chapitre.
2.4. Spectroscopie Raman de deuxième ordre
La spectroscopie Raman de premier ordre explique à merveille l’apparition des pics
de diffusion inélastique dans le spectre de diffusion. On s’attend à ce que chaque pic soit
positionné à une énergie d’une branche de phonon à Γ qui soit active en Raman. Toutefois,
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la présence de certains pics, par exemple les pics D, D′ et 2D dans le graphène, ne peut pas
être expliquée par la théorie de premier ordre et il faut aller au deuxième ordre.
2.4.1. Exemples de pics de deuxième ordre
La spectroscopie Raman de deuxième ordre est relativement similaire à celle de premier
ordre mis à part qu’il y a deux diffusions comparativement à une seule. Cette deuxième
diffusion permet des excitations intermédiaires avec des vecteurs d’onde non nuls ; tant que
leur somme est nulle. Par exemple, les pics D et D′ du graphène viennent d’un phonon qui
ne se situe pas à Γ (q 6= 0) mais qui vient de la même branche que le pic G. La différence
entre ces deux pics est le vecteur q du phonon impliqué. Pour D′, ce vecteur est plus proche
de Γ que pour celui du pic D, d’où la plus grande proximité de D′ à G dans le spectre.
L’autre excitation permettant de faire respecter la conservation des vecteurs d’onde est une
diffusion via un défaut qui permet à l’électron ou au trou de pouvoir se recombiner après
avoir échangé de la quantité de mouvement avec le phonon. En effet, en regardant la figure
2.2, on peut voir que ces modes sont inexistants dans le graphène sans défaut, mais qu’ils
augmentent en intensité au fur et à mesure que la concentration de défauts augmente. C’est
ce qu’on appelle des modes induits par des défauts (defect induced modes). La présence
de défauts permet un phénomène de double-résonance qui rend les pics correspondants
facilement observables. Cet effet fut expliqué pour la première fois dans le graphite par
Thomsen et Reich [62]. Quant au pic 2D, situé à ∼ 2700 cm-1, ce dernier est présent dans
le graphène sans défauts. Comme il n’existe pas de modes de phonons à Γ possédant cette
énergie, la seule explication est qu’il y a plus d’un phonon impliqué dans le processus. Il
s’avère que ce mode est provoqué par deux phonons qui sont les mêmes que pour le pic D,
d’où l’étiquetage 2D[55, 63].
La dépendance de l’amplitude de ces modes sur la concentration de défauts a permis à
Cançado et coll. d’établir une relation empirique permettant de quantifier la concentration
de défauts dans le graphène à partir du ratio d’intensité des pics G et D[41] ! Ainsi, cela fait
de la spectroscopie Raman un puissant outil de caractérisation de défauts non destructif.
Par conséquent, il devient maintenant possible de déterminer précisément la qualité d’un
échantillon seulement en prélevant son spectre Raman, ce qui peut s’avérer très avantageux
pour des applications industrielles.
Dans le cas du phosphorène, l’idée serait de répéter l’exploit du graphène. Favron et coll.
ont d’abord réussi à observer quatre nouveaux pics induits par des défauts qui sont très
rapprochés des pics de premier ordre A1g et A2g, via de la spectroscopie Raman résonante. Ces
modes secondaires ont une origine similaire au pic D′ du graphène de par leur proximité aux
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Figure 2.2. Spectre Raman du graphène en fonction de la concentration
de défauts. Figure reproduite avec la permission de [67], c©2010 American
Chemical Society.
modes de premier ordre [60]. Il faut ensuite identifier l’origine précise de ces modes et leur
relation avec l’énergie d’excitation.
2.4.2. Dérivation de l’intensité Raman double-résonante
Pour inclure les effets des défauts, on introduit un nouvel Hamiltonien d’interaction
électron-défauts HD qu’on ajoute à (2.3.1). Ainsi, au second ordre, on peut avoir trois
contributions différentes aux diagrammes de Feynman : des diagrammes avec deux termes
en He−ph, deux termes en HD et une combinaison d’un terme en HD et un terme en He−ph.
Comme les défauts ne permettent pas de transfert d’énergie, on peut ignorer les termes en
O(H2D) car ils ne contribueront pas à l’intensité des pics de diffusion inélastiques.
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En considérant toutes les possibilités de diffusion, il est possible de dériver les dia-
grammes de Feynman et les amplitudes correspondantes. La différence par rapport au
premier ordre est qu’il y aura 24 diagrammes au lieu de 6 qui viennent de l’ajout d’un autre
vertex d’interaction. Sans tous les écrire, on va tout de suite s’attarder aux diagrammes
d’intérêt qui influenceront le plus le spectre Raman mesuré, c’est-à-dire les diagrammes
dominants en spectroscopie Raman résonante.
Afin d’obtenir une équation permettant d’estimer l’intensité Raman résonante de
second ordre, on va faire deux approximations importantes similaires à celles utilisées
pour la dérivation de (2.3.5). La première approximation consiste à assumer que la paire
électron-trou est créée de façon résonante avec un laser ayant une énergie suffisamment
grande. Sachant cela, on limite donc les diagrammes de Feynman à ceux dont les vertex
d’interaction avec les phonons ou les défauts se situent temporellement entre les vertex
d’interaction et où la création de la paire électron-trou a lieu en premier dans le processus
de diffusion.
La figure 2.3 trace tous les diagrammes résonants possibles où on peut y décortiquer
si les phonons et les défauts interagissent avec l’électron ou le trou. Au nombre de 16, ce
sont ces diagrammes qui sont intéressants pour calculer le spectre Raman double-résonant
de second ordre. Or, comme ce sont les modes phonon-défaut qui nous intéressent dans le
phosphorène, on va seulement s’attarder aux huit diagrammes de gauche.
Les équations décrivant les amplitudes de diffusion de second ordre sont énumérées dans
l’article de Venezuela et coll.[63] et leur adaptation pour le phosphorène sont à la section
3.4 (équations (3.3.1), (3.4.1)-(3.4.4)). Pour l’étude dans le phosphorène, les diagrammes
où la diffusion a lieu sur un défaut en premier ont été ignorés pour des raisons numériques
(voir section 3.3).
La deuxième approximation est l’hypothèse que la diffusion passe par autant d’états
virtuels que pour du Raman de premier ordre. Ce faisant, on impose que les divergences
dues aux zéros des termes au dénominateur soient du même ordre que pour les modes de
premier ordre (de sorte qu’ils soient visibles dans le spectre Raman). Bref, on impose qu’au
moins une des deux diffusions intermédiaires soit résonante.
2.5. La DFT et la DFPT
Dans le but de faire une simulation du spectre Raman double-résonant du phosphorène,
on a utilisé la théorie de la fonctionnelle de densité (DFT) ainsi que son équivalent
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Figure 2.3. Diagrammes de Feynman double-résonants impliquant (à
gauche) un phonon et un défaut ou (à droite) deux phonons. Les X re-
présentent les vertex d’interaction avec les défauts, les lignes pointillées
sont les phonons, les lignes ondulées sont les photons et les lignes pleines
représentent les paires électron-trou. Reproduit avec la permission de [63],
c©2011 American Physical Society.
perturbatif (DFPT) afin de calculer les énergies εc,vk et ωµq apparaissant dans les équations
des probabilités de diffusion. La DFT est une théorie permettant de calculer exactement
la densité électronique et l’énergie de l’état fondamental d’un système à plusieurs corps.
Sans entrer dans les détails, en DFT, on calcule une densité électronique d’un système à N
corps en solutionnant de manière autocohérente N équations de Kohn et Sham qui sont des
équations de Schrödinger à un corps[68]. Ces équations permettent de passer d’un problème
à N corps à N problèmes à un corps, ce qui est exponentiellement moins difficile !
L’idée de Kohn et Sham est de remplacer les électrons interagissants du système étudié
par un système auxiliaire d’électrons non interagissant plongé dans un potentiel externe
effectif. La contrainte étant que la densité électronique de ce système auxiliaire soit la même
que celle de l’état fondamental. Le théorème de Hohenberg et Kohn permet de calculer une
énergie à partir de cette densité électronique et, en procédant itérativement, on minimise
cette énergie afin de trouver l’état fondamental du système [68, 69, 70].
Résoudre les équations de Kohn et Sham donne un spectre de valeurs propres εk des
électrons du système auxiliaire. Ces valeurs propres sont normalement sommées pour avoir
l’énergie de l’état fondamental, mais prises individuellement, elles n’ont pas d’interprétation
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physique formelle. Or, elles sont couramment utilisées pour tracer la structure de bande de
systèmes réels[70, 71]. Cela est justifiable pour des matériaux peu corrélés (où les interactions
électroniques sont relativement faibles). Dans ces cas-là, l’utilisation du système d’électrons
non-interagissant apparaît comme une bonne approximation du système réel. Cette façon
de faire peut donner une bonne idée de la structure électronique réelle, à l’exception de
la grandeur du gap électronique. En effet, la DFT est reconnue pour sous-estimer cette
quantité. Pour avoir une valeur plus proche des expériences, il est commun de corriger ces
valeurs avec des outils plus avancés basés sur des principes fondamentaux de la théorie à
plusieurs corps. Par exemple, l’approximation GW est souvent utilisée pour cela [72].
Une autre utilité de la DFT est qu’il est possible d’utiliser un algorithme de minimisation
afin de calculer les paramètres de maille des matériaux. Pour ce faire, on minimise l’énergie
totale du système en faisant varier les positions atomiques. Typiquement, les valeurs
des paramètres de maille obtenus en DFT sont à moins de 3% de différence des valeurs
expérimentales[73]. Pour les calculs des fréquences de phonons, il est important d’avoir
une très bonne géométrie pour avoir les bonnes valeurs des fréquences. En effet, si on
imagine qu’un cristal est analogue à un système de masses reliées par des ressorts, les forces
entre les atomes vont varier plus rapidement si les ressorts sont étirés ou comprimés en
raison de la mauvaise géométrie du matériau. En d’autres termes, la courbure de l’énergie
sera plus ou moins prononcée et donc, les fréquences de phonons n’auront pas la bonne valeur.
Pour calculer les fréquences des phonons à partir de la DFT, il faut considérer la version
perturbative : la DFPT. Pour ce faire, on remarque que l’énergie de l’état fondamental
peut être développée au deuxième ordre en fonction des déplacements atomiques. Cela est
représenté par











jb +O(∆τ 3), (2.5.1)
où τ ai représente la position de l’atome i dans la cellule a du cristal qui, elle-même, se trouve
a une position Ra. Les indices en exposant représentent les composantes des vecteurs[74].
On remarque que la première dérivée de l’équation (2.5.1) est absente, car dans une situation
d’équilibre, les forces sont nulles. Comme la structure cristalline est périodique dans l’espace,
on peut prendre la transformée de Fourier de la deuxième dérivée qui apparaît dans cette
équation et en la renormalisant par les masses atomiques des atomes déplacés, on obtient ce












Diagonaliser cette matrice nous donne les vecteurs propres des modes normaux de vibration





j (µ,q) = ωµq eαi (µ,q). (2.5.3)
Dans l’étude sur le phosphorène au chapitre 3, nous avons utilisé le logiciel ABINIT qui
implémente la DFT et la DFPT afin de calculer la structure de bande et les dispersions des
phonons[75]. Les énergies des états inoccupés furent directement utilisées comme énergies
des états excités du système après avoir été translatées à la hausse pour avoir une valeur
de gap similaire à l’expérience. L’imprécision sur la géométrie calculée en DFT fait qu’il
faut parfois corriger manuellement les énergies de phonons en les multipliant par un certain
facteur. C’est ce qui a été fait également pour l’étude au chapitre 3 où un préfacteur a été
appliqué à la structure de phonon afin d’avoir les bonnes énergies pour les modes A1g et A2g. Le
spectre Raman double-résonant du phosphorène fut simulé en utilisant les équations (3.3.1),
(3.4.1)- (3.4.4) où on a corrigé les valeurs propres obtenues en DFT pour les εc,vk en déplaçant
de façon uniforme les énergies des bandes de conduction (voir section 3.3.5). Le calcul des
éléments de matrice fut simplifié considérablement en raison de la difficulté du calcul et du
nombre de termes à calculer. Seules les règles de sélections furent considérées, sans faire les
calculs explicitement. La simulation du spectre s’est donc résumée à faire un histogramme
énergétique des phonons impliqués dans des processus de diffusion doublement résonants
(équation (3.4.5)). La structure électronique et la dispersion des énergies de phonons furent
donc uniquement utilisées afin de trouver les transitions résonantes possibles (section 3.4.2.3),




SPECTROSCOPIE RAMAN DE SECOND ORDRE
DANS UNE MONOCOUCHE DE PHOSPHORE
NOIR
Ce chapitre présente les résultats d’une collaboration expérimentale et théorique à propos
de modes Raman induits par des défauts dans des couches minces de phosphore noir. Le projet
a culminé par un article : Second-Order Raman Scattering in Exfoliated Black Phosphorus
qui fut publié dans Nano Letters et reproduit à la section 3.3. Le fichier d’informations
supplémentaires contenant les détails des calculs du spectre Raman est reproduit à la section
3.4. Les reproductions sont faites avec la permission de [60], c©2018 American Chemical
Society.
3.1. Introduction
Comme mentionné à la section 1.3, une caractéristique du phosphore noir est qu’il se
dégrade rapidement aux conditions ambiantes. Dans le travail exposé dans ce chapitre,
Favron et coll. ont étudié les couches minces de phosphore noir avec de la spectroscopie
Raman résonante et ont identifié quatre nouveaux modes pour la première fois. Ces modes
furent étiquetés D1, D′1, D2 et D′2 et se situent respectivement aux alentours des modes A1g
et A2g. Ils ont été identifiés comme des modes de deuxième ordre induits par des défauts
(voir figure 3.1b et 3.2). Ainsi, dans l’étude publiée à la section 3.3, une grande partie
de l’article concerne l’identification et l’analyse de ces modes. L’autre partie concerne des
simulations du spectre Raman de second ordre doublement résonant afin de corroborer ces
assignations. En supposant des diffusions de second ordre, comme mentionné à la section
2.4, deux scénarios sont envisageables : soit les diffusions responsables de ces pics impliquent
deux phonons ou soit elles impliquent un phonon et un défaut.
3.2. Rôle des différents auteurs
Alexandre Favron s’est chargé de tester l’hypothèse des modes à deux phonons grâce
à des simulations basées sur une structure électronique et une dispersion de phonons
extrapolées à partir d’études existantes (voir section 3.4.2.4). En bref, dans la fenêtre
d’énergie considérée, il n’existe pas de double-résonances possibles impliquant deux phonons
de momentum opposés. Donc, la conclusion est que ces modes D n’impliquent pas de
diffusions à deux phonons. Un autre argument important qui discrédite cette hypothèse est
la forte dépendance de l’intensité de ces modes sur la dégradation du matériau par rapport
aux modes de premier ordre A1g et A2g. En effet, s’il s’agissait véritablement de modes à deux
phonons, on s’attendrait à un comportement similaire au mode 2D du graphène qui est
présent même dans du graphène sans défauts alors que ces pics D sont absents du spectre
en absence de défauts (voir figure 3.13 par exemple). Ainsi, on peut suspecter fortement
que ces pics sont des modes phonons-défauts. Sur la figure 3.3 on peut voir la dépendance
en dégradation du ratio d’intensité des modes, montrant ainsi que ces modes pourraient
éventuellement être utilisés pour quantifier la qualité d’un échantillon, comme l’ont fait
Cançado et coll. pour le graphène[41].
Pour corroborer l’hypothèse des modes induits par des défauts et afin d’identifier
l’origine de ces pics, une étude numérique faite à partir de données ab initio fut réalisée
pour complémenter l’étude expérimentale. Cette étude fut effectuée sous la supervision de
Michel Côté. J’ai combiné des données de structure de bandes électronique et de phonons
afin de simuler le spectre de second ordre double-résonant induit par des défauts. Cela a
permis de constater que les pics D apparaissent naturellement dans le spectre phonon-défaut
(voir les figures 3.5a et 3.5b). Pour ce faire, la structure de bande électronique fut calculée
en DFT par Vincent Gosselin et la dispersion de phonons en DFPT par Julien Groulx
à l’aide du logiciel ABINIT qui implémente ces théories[75]. Les détails des calculs ab
initio sont discutés dans l’article (section 3.3) ainsi que dans le fichier d’informations
supplémentaires (section 3.4). En plus de ces calculs, j’ai participé à l’écriture de l’ar-
ticle en tant que tel en rédigeant les premières versions des parties théoriques dans
l’article principal ainsi que dans le fichier d’informations supplémentaires. Les autres au-
teurs de l’article se sont chargés d’effectuer les mesures expérimentales et d’en faire l’analyse.
L’idée initiale derrière cette étude numérique était de calculer le spectre Raman de
second ordre en résolvant l’équation (3.3.1) avec l’aide de modèles de défauts pour HD. Cette
idée était inspirée de l’étude théorique de Venezuela et coll. [63] pour le graphène qui ont
utilisé un modèle de liaisons fortes pour calculer la structure électronique. Notre approche
se voulait plus ab initio en calculant la structure électronique et la dispersion des phonons
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directement en DFT et en DFPT. Cependant, comme le calcul des éléments de matrices
s’annonçait être une tâche colossale, au lieu de calculer l’équation (3.3.1) directement il a
été décidé de seulement faire l’histogramme des énergies de phonons impliquées dans les
processus doublement résonants. Cette méthode plus simple a permis de déterminer l’origine
des pics D à partir de la dispersion de phonons et ainsi calculer un spectre Raman de second
ordre approximatif. L’exclusion des éléments de matrice a comme conséquence que les
amplitudes et les largeurs des pics de second ordre ne sont pas physiquement significatives.
Néanmoins, on peut être confiant que les prédictions sur l’emplacement et la dispersion des
pics en fonction de l’énergie de la lumière incidente soient correctes si on présume que ces
éléments de matrice ne tombent pas à zéro (voir la discussion sur les caractères de symétrie
à la section 2.3.3).
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3.3. Article : Second-Order Raman Scattering in Exfoliated
Black Phosphorus
Alexandre Favron1, Félix Antoine Goudreault1, Vincent Gosselin1, Julien Groulx1, Michel
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H3C 3J7, Canada.
2. Département de génie physique, École Polytechnique de Montréal, C. P. 6079, Suc-
cursale Centre-ville, Montréal, Québec H3C 3A7, Canada
3. Département de chimie and Regroupement Québécois sur les Matériaux de Pointe,
Université de Montréal, C. P. 6128, Succursale Centre-Ville, Montréal, Québec
H3C 3J7, Canada
3.3.1. Abstract
Second-order Raman scattering has been extensively studied in carbon-based nanoma-
terials, e.g. nanotube and graphene, because it activates normally forbidden Raman modes
that are sensitive to crystal disorder, such as defects, dopants, strain, etc. The sp2-hybridized
carbon systems are, however, the exception among most nanomaterials, where first-order
Raman processes usually dominate. Here we report the identification of four second-order
Raman modes, named D1, D′1, D2 and D′2, in exfoliated black phosphorus (P(black)), an
elemental direct-gap semiconductor exhibiting strong mechanical and electronic anisotro-
pies. Located in close proximity to the A1g and A2g modes, these new modes dominate at an
excitation wavelength of 633 nm. Their evolutions as a function of sample thickness, exci-
tation wavelength, and defect density indicate that they are defect-activated and involve
high-momentum phonons in a doubly-resonant Raman process. Ab initio simulations of a
monolayer reveal that the D′ and D modes occur through intravalley scatterings with split
contributions in the armchair and zigzag directions, respectively. The high sensitivity of
these D modes to disorder helps explaining several discrepancies found in the literature.
3.3.2. Introduction
Raman spectroscopy produces rich signals involving not only first-order Raman scatte-
ring (one phonon processes), but also higher-order processes that can be efficiently exploited
to characterize 2D materials. [76, 77] An intriguing example is the doubly-resonant Raman
(DRR) mode [78], known also as the phonon-defect mode, in which an electron-phonon in-
teraction is activated by an impurity, a localized defect, or an edge, and involves a phonon
with large quasi-momentum, q. As prime examples of the phonon-defect modes (D modes),
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the so-called D and D′ bands in graphene have played an instrumental role in the develop-
ment of graphene because they provided valuable information on the number of layers [42],
the carrier mobility [76], the level of doping [79], the presence of disorder [80], and phonon
dispersion [81]. Under specific wavelengths excitation, few studies only have reported the
presence of phonon-defect modes in other 2D materials and most, if not all, involved dichal-
cogenides, such as MoS2 [78, 82, 83], WS2 [84], WSe2 [85] and ReS2 [86]. Black phosphorus
(P(black)), an elemental semiconductor of P atoms [87, 88], is a particularly interesting case
since it presents some of the key elements found in graphene. Besides its lamellar structure,
band structure calculations of the isolated monolayer of P(black) predict low energy bands
and multiple valleys [89], which can promote, in given conditions, high-order resonances.
More specifically, the electronic band structure of the monolayer exhibits a single valence
band at the center of the Brillouin zone and two valleys in the conduction band, one of
lowest energy centered at Γ and another in the zigzag direction [89]. Compared to gra-
phene, few-layer P(black) is, however, significantly different because a reduction of the layer
thickness increases the bandgap from 0.34 eV for the bulk [90] to ∼1.7 eV for the mono-
layer [91, 92], whereas graphene remains semimetallic irrespective of the number of layers.
Furthermore, P(black) material is anisotropic [93], which makes it particularly interesting
to explore high-order resonances using polarization-resolved Raman spectroscopy.
The monolayer of P(black) is often called phosphorene in the recent literature, but the
name 2D-phosphane is used hereafter to better comply with IUPAC nomenclature. [50] Of
the six Raman-active modes of the bulk P(black), only three are allowed in the backscattering
configuration for all thicknesses down to the monolayer : A1g, B2g and A2g [50, 94, 95, 45].
In Ref. [59], we fully characterized these modes for thin layers with polarization-resolved
Raman spectroscopy and reported a new first-order mode, labeled A2g(B2u), in samples with
a number of atomic layers, n, between 2 and 5. The latter is nearly degenerate with A2g and
was assigned to a Davydov-induced conversion of the B2u infrared (IR) mode. Additional
unexpected Raman features were also observed from pristine and oxidized 2D-phosphane for
thicknesses ranging from n = 1 to 5 : i) relatively intense shoulders or well-resolved peaks
in the close vicinity of A1g and A2g ; ii) a wide band sensitive to degradation located between
B2g and A2g [50, 59] ; and iii) an evolution of the A1g/A2g integrated intensity ratio during
sample oxidation in ambient conditions [50]. Unexpected from a first-order Raman analysis,
these new Raman features have not yet been the subject of a systematic experimental study
and their origins remain largely unexplained.
In this article we present a Raman study of exfoliated P(black) samples with n = 1-7,
9, 12 and 18 layers performed at three excitation wavelengths (λex = 488 nm, 532 nm and
633 nm). The spectra are analyzed and structured according to the explicit trends observed
for the mode frequency and intensity as a function of n and excitation wavelengths. Combined
with polarization-resolved experiments, this procedure leads to the identification of four new
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totally-symmetric modes, labelled D1, D′1 and D2, D′2, which are located very close to the
bulk A1g and A2g modes, respectively. The degradation kinetics of the trilayer (n = 3) 2D-
phosphane indicates that these new Raman modes are sensitive to the presence of defects.
Ab initio calculations of the monolayer electronic and phonon band structures and Raman
spectra simulations support the assignment that these D modes are defect-phonon modes
due to second-order Raman involving high-q phonons with dominant contributions either
along the zigzag (D) or armchair (D′) directions. This assignment is further supported by
the observed dependence of the mode intensities on laser frequency and by the change in
the intensity ratio of the second to the first-order Ag modes with degradation time. Finally,
the properties of all Raman modes are reviewed to explain various behaviors reported in the
literature, such as shifts in mode frequencies with layer thickness and changes in A1g/A2g ratio
with degradation.
3.3.3. Results
Bulk P(black) has a base-centered orthorhombic Bravais lattice, a primitive cell contai-
ning 4 atoms, and a D182h space group symmetry [47]. Although this group yields 6 Raman-
allowed modes, the out-of-plane excitation used in typical backscattering experiments allows
for the observation of only three modes : A1g, A2g and B2g. The Ag Raman tensor is com-
posed of three distinct diagonal elements while that of B2g is composed of two identical
non-diagonal elements. For 2D-phosphane, the factor-group D2h is preserved irrespective of
the sample thickness, which implies that all vibrational modes are non-degenerate and that
the bulk nomenclature for identifying these modes remains valid for all n. Fig. 3.1a presents
typical Raman spectra measured at 300 K from several n-layer 2D-phosphane samples with
an excitation wavelength of λex = 633 nm and in the polarization configuration which maxi-
mizes the Ag intensity (θex. and θmeas. both aligned along the armchair direction). As B2g did
not reveal any behavior not already reported in the literature, the following discussion is li-
mited to the totally-symmetry modes. In contrast with the single vibrational mode expected
from a first-order Raman analysis, excitation at 633 nm leads to rather complex multimode
structures in the close vicinity of both A1g and A2g. The spectra of Fig. 3.1a alone do not
allow resolving the overlapping modes, but, since their relative intensities are sensitive to
the excitation wavelength, an analysis of the Raman responses obtained at three distinct ex-
citation wavelengths (488, 532, and 633 nm) allows discriminating the various contributions
to these multimode structures (see Fig. 3.1b and supplementary, Fig.3.6). For example, the
bilayer multimode structure in the vicinity of A1g is the sum of three contributions at distinct
frequencies : a single mode dominating at 532 nm and two additional and clearly resolved
modes at 633 nm.
The frequency and intensity of all Raman modes identified in Figs. 3.1 and 3.6 are re-
ported in Fig. 3.2 as a function of the number of layer, n, and excitation wavelength. These
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results suggests the presence of 6 Raman modes in these two narrow frequency ranges : D1
and D′1 are found near A1g and D′2 accompanies A2g and A2g(B2u). Several important consi-
derations were used to discriminate the overlapping evolution of these Raman modes with
thickness. First, the spectra measured on thick samples (n > 10) should be dominated by
the well-established first-order bulk P(black) vibrational modes and should not be sensi-
tive to excitation wavelength. Second, the frequency evolution of first-order allowed A2g and
Davydov-induced A2g(B2u) with thickness should be very similar, since they involve nearly
degenerate but out-of-phase atomic motions in the armchair direction [59] and have been
shown to easily couple and mix character [96]. Third, the intensity of D and D′ modes gene-
rally increases with the excitation wavelength, reaching a maximum at 633 nm and making
it easier to discriminate between first-order (A1g, A2g and A2g(B2u)) and D or D′ modes. The
forth consideration involves resonant effects in the mono- and bilayer. At λex = 633 nm (1.96
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Figure 3.1. Raman experiments on 2D-phosphane samples with n = 1-7, 9,
12 and 18 layers deposited on a SiO2/Si substrate and measured at 300 K. a,
Raman spectra taken at λex = 633 nm. b, Zoom of the multimodal structures
in the A1g and A2g regions at λex = 488 nm (blue), 532 nm (green) and 633 nm
(red). In panel a, the spectra are normalized relative to the A2g maximum and
they are vertically shifted and scaled to enhance the weaker A1g regions. Fit
to the multimodal peaks is shown in panel b along with the expected position
of each of the D modes. The spread in frequency of the D modes are roughly
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Figure 3.2. Evolution of the first-order (blue-stripes) and second-order (gray
stripes) Raman peaks as a function of the number of layers, n, and wavelength
excitation in the A1g (a) and A2g (b) regions. The area of the markers is pro-
portional to the integrated intensity relative to each region. The blue stripes
are guides to the eyes for the assignations of the A1g, A2g and A2g(B2u) modes
and the gray stripes are the same for the D1, D′1 and D′2 modes. The widths
of the stripes indicate approximately the spread of the D modes.
eV), the excitation is in near resonance with the optical bandgap of the monolayer (∼1.75
eV) [91, 92]. Similarly, excitation at λex = 532 nm (2.33 eV) is resonant with the transi-
tion between the second valence and second conduction bands of the bilayer. [50, 59, 92]
These resonant conditions singularly enhance the Raman response from first-order modes
and help identify the frequencies of both A1g and A2g in the monolayer and bilayer. Finally,
polarization-resolved Raman experiments on the D modes reveal that the atomic motions in-
volve crystalline vibrations associated to the Ag representation. As a representative example,
the polar dependence of D′1 on a trilayer in a parallel configuration (θex. = θmeas.), shown
in Fig. 3.8f (supplementary), is characteristics of a diagonal Raman tensor composed of two
anisotropic elements (Raa and Rcc). Like the case for bulk Ag modes, the armchair element
dominates (Rcc > Raa) at lambda=532 nm. [59].
These considerations provides the rationale for the mode assignment illustrated by the
colored bands in Fig. 3.2 : the purple and gray stripes represent the evolution with thickness
of first-order (A1g, A2g and A2g(B2u)) and D (D1, D′1, and D′2) modes, respectively. All first-
order vibrational modes soften with increasing layer thickness. This observed trend matches
that calculated from density functional theory [97] and confirms the overall validity of the
mode assignment. Both D′1 and D2 increase in frequency with n, but D′2 appears to exhibit
a non-monotonic dependence. The intensity of D modes fades with n, which is consistent
with bulk-forbidden modes activated through a mechanism that is not of first order. As will
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Figure 3.3. Presentation of the mode D2 along with its polarization proper-
ties and evolution during degradation in ambient conditions. a, Sample with
n = 5 layers at λex = 532 nm after an exposure of 15 minutes to ambient
conditions at T = 300 K. Inset : a polarization plot of the Raman intensity
of the D2 mode in the parallel configuration (θexc=θmes) after 120 minutes in
ambient conditions. b, Spectra of the A1g region normalized with the A2g peak
after 0, 15, 30, and 120 min exposures in ambient conditions. c, Temporal
evolution of integrated intensity of the D2/A2g (green square) and A1g/A2g (red
circle) ratios. d, Polarization plot of the Raman intensity of the A1g and A2g
modes in the parallel configuration after 120 minutes in ambient conditions.
The spectra in a is the sum of all of the parallel polarization spectra.
The results presented above were obtained from pristine samples exfoliated in a controlled
environment (See Methods). However, important clues on the origin of D modes can be
obtained from samples exposed to conditions known to induced degradation [98, 50]. We
discuss next the appearance of a fourth D mode and the change in intensity of D1, D′1, and
D′2, which are found to be much more sensitive to degradation than first-order modes. These
observations suggest that additional scattering mechanisms are activated by defects.
D2 appears when pristine black phosphorus is exposed to ambient light and humidity
conditions. As shown in Fig. 3.3a, a broad band appears underneath B2g and A2g after ex-
posing this 5-layer 2D-phosphane sample to ambient light and atmospheric conditions for
15 minutes. This feature can often be observed in samples of suboptimal quality [50], but it
has never been discussed. Subsequent exposures to ambient conditions lead to the spectra
shown in Fig. 3.7. The ratio of D2 intensity to that of A2g is shown by the green squares in
Fig. 3.3c and shows that the D2 relative intensity grows for the first 15 min of exposure and
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then remains constant for up to 120 min of cumulative exposure. The polarization response
from A1g, A2g and D2 after 120 min are shown in Fig. 3.3a,d. As for the other D modes, the
polarization dependence of D2 is that of a totally symmetric vibrational mode. An analysis
of the Raman tensor elements as a function of exposure time is presented in supplementary,
Fig. 3.8. Note that the polarization-resolved Raman intensities were adjusted with the di-
chroism of n = 3 samples and the birefringence of black phosphorus, following the procedure
described elsewhere [59]. A detailed analysis of D2 is complicated by its large linewidth,
hence we focus next on the other three D modes first presented in Fig. 3.2.
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Figure 3.4. Degradation experiment in ambient conditions on a trilayer 2D-
phosphane at λex = 488 nm (a,b), 532 nm (c,d) and 633 nm (e,f) under a
constant fluence of 400 µW/µm2 . The A1g and A2g regions in panels a, c and
e are normalized to the silicon peak at ∼520 cm−1. Panels b, d and f present
the complete spectra normalized by the A2g intensity.
38
At 532 nm, the integrated intensity ratio of all Raman features in the vicinity of A1g to that
of all those in the vicinity of A2g, i.e. the A1g(all)/A2g(all) ratio, decreases with exposure time
to oxidation in ambient conditions (red circles in Fig. 3.3c), as previously reported [50, 99].
This ratio can be used as a marker for sample quality, but its strong variation is somewhat
unexpected from first-order contributions alone, suggesting again that defect-activated scat-
tering mechanisms are involved. This is further illustrated in Fig. 3.4, where the absolute
Raman signal measured from a trilayer 2D-phosphane is shown as a function of exposure
time to ambient light and humidity conditions and measured at three distinct excitation
wavelengths, 488 nm (panels a,b), 532 nm (panels c,d) and 633 nm (panels e,f). To empha-
size the effect of degradation on relative intensities, spectra normalized to the intensity of
A2g mode are shown in panels b, d, and f . As noted earlier, the intensity of D modes are
enhanced at longer excitation wavelengths. Therefore, the degradation dynamics at 488 nm
(panel a and b) are minimally influenced by D modes, which are overlapping with A1g and A2g
in the trilayer, and mostly determined by first-order contributions. Although a net decrease
in intensity is observed (panel a), the relative intensity of A1g (panel b) barely evolves up
to an exposure time of 135 min, indicating that A1g and A2g are similarly affected by sample
degradation. At 532 nm, the contribution from D modes becomes more important and signi-
ficantly affects the relative intensity of A1g. The intensity evolution observed in Fig. 3.3c can
be explained by the sensitivity of D modes to degradation and the fact that two D modes
are found near A1g against only one near for A2g.
As already illustrated in Fig. 3.2, D′1 and D′2 dominate over first-order modes at an
excitation wavelength of 633 nm (Fig. 3.4e). However, degradation quickly quenches their
intensity, resulting in a significant red-shift and narrowing of the Raman lines. After 135
min, the spectrum is dominated by first-order modes A1g and A2g. Although the intensity of
both A1g and A2g is affected by degradation, their relative ratio is not (panel f), confirming
that bulk-like modes are equally affected by degradation.
Our Raman results unambiguously identify several new bulk-forbidden modes in few-
layers 2D-phosphane : D1, D′1, D2 and D′2. These features add to the other bulk-forbidden
modes discussed so far in the literature for n ≥ 2 samples : i) The Davydov-induced A2g(B2u)
mode [59], already presented above, and ii) the breathing modes identified in the low fre-
quency region of the spectrum (≤ 100 cm−1) [48, 100]. These modes involve first-order
Raman scattering, whereas the present study suggests that the D modes are associated to
higher-order Raman scattering, a mechanism that is not obvious at first sight. Some elements
come, however, in support of a second-order mechanism involving the scattering of a large-q
phonon and a defect. First, the D modes are present even in the case of the monolayer,
which rules out first-order processes such as Davydov-induced modes due to interlayer cou-
pling, Davydov broadening, and other mechanisms related to interlayer interactions. Second,
the Ag symmetry of D′1 and D2, as determined by polarization experiments in the inset of
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Fig. 3.3a (supplementary, Fig. 3.8), indicates that they are crystalline vibrations. Third, the
degradation experiments in Fig. 3.3a,c demonstrate that the presence of defects increases
the relative intensity of the D2 mode. Combined together with the analysis in Fig. 3.4, it
appears that all four D modes share a similar origin.
Inspired by the second-order Raman effects in graphene, namely the phonon-defect (D
band) and the two-phonons (2D band) [76], we have explored theoretically all possible me-
chanisms for D modes in 2D-phosphane. Fig. 3.5e presents the calculated electronic band
structure (see Method) of a monolayer 2D-phosphane, on which we have schematically drawn
a phonon-defect scattering process involving a large-q phonon with a localized defect. The
characters of the bands is also indicated, which shows that intra-valley transitions (e.g. bet-
ween the bands in blue) are active, while inter-valley transitions (mixed coloured bands)
are not possible within the energy window considered [101]. As for the possible phonons,
we have considered processes of both single phonon of momentum q and two phonons of
opposite q and appropriate symmetry. Because the two-phonon condition is matched by a
rather limited number of available phonons, we have calculated all of the most relevant
cases, i.e. the LA+LA, LA+B2u, B2u+B2u, B1g+B1g and B3g+B3g processes, and found no
satisfactory combinations matching the energies of the A1g and A2g regions (supplementary,
section 3.4.2.4). We have also considered other multi-phonon processes [102, 76, 103], iden-
tified in bulk P(black) crystals using Raman [104] and mid-infrared [105] spectroscopies,
but they have also been ruled out. That is, the reported broad responses [90] are incon-
sistent with the sharp signatures of D modes and the most relevant ones with Ag symmetry,
i.e. the B1g + B1g at 386 cm−1, the 2Au − A2g at 353 cm−1, and the B3g + B3g at 444
cm−1 [97, 47, 106, 107, 108, 109], are all off in frequency. The other alternatives, e.g. the
combination of a regular mode and an acoustic phonon of small q, would add an asymmetri-
cal broadening to first-order modes, which is inconsistent with our data. Furthermore, the
thickness dependence involves a crossing in frequency between A1g and D1 and between A2g
and D′2, which is not compatible with the two phonons hypothesis. Considering the calcu-
lated phonon diagram (supplementary, Fig. 3.9a), this analysis suggests that the phonons
related to the A1g and A2g phonon bands located in a region near the center of the zone are
the most likely candidates for D modes.
The phonon-defect scattering mechanism is simulated using material properties obtai-
ned from density functional theory calculations. To highlight second-order processes, we
excluded from the simulation first-order Raman scattering processes and concentrated on
the second-order terms that involve one phonon and one defect. In the context of the rigid
band approximation, where excited states are given by the differences in the single-electron
eigenenergies, the intensity of the second-order Raman scattering mentioned above is given
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δ(εL − ε− ~ωµ−q)[n(ωµ−q) + 1] (3.3.1)
where the Kα represent the different possible processes labeled α. For instance, the process,
illustrated in Fig. 3.5e, where the excited electron is scattered by a phonon and the hole by
a defect (eh) has an amplitude given by :
Keh(k,q,µ) =
〈k,v|HD|k + q,v〉 〈k + q,v|Dout|k + q,c〉 〈k + q,c|∆Hqµ|k,c〉 〈k,c|Din|k,v〉(








(εL − εck + εvk)
(3.3.2)
where v and c stand for valence and conduction bands, respectively, n(ωµ−q) is the Bose-
Einstein distribution, εL is the incoming photon energy, Din and Dout are the electron-photon
coupling operators for the incoming and outgoing photons, respectively, HD is the defect
operator, ∆Hqµ is the electron-phonon coupling operator and |kb〉 represents an electron in
the k state in the b band. All the other equations describing the scattering processes of either
holes or electrons by phonons and defects are given in the supplementary.
A double-resonant process occurs when two of the three terms of the denominators of any
of the Kα in the above equation tend to zero. As depicted in Fig. 3.5e, the physical meaning
of this condition implies that the following are satisfied : i) the laser excites resonantly a band
to band transition ; ii) one of the produced electron or hole is scattered by a phonon with
a quasi-momentum and an energy that matches the electronic band states ; iii) one of the
produced electron or hole is scattered by a defect with a quasi-momentum that matches the
electronic band states. Our goal was to identify the phonon energies of all double-resonant
processes as they will contribute to the Raman spectrum. Furthermore, because we expect
the resonance to be enhanced when the photon energy matches an electronic transition, we
considered only processes that satisfy condition i) and searched for events that satisfy either
condition ii) or iii). In all cases, these events occur such that, after all scatterings, the electron
can recombine with the hole to emit the outgoing photon. More details on the calculations
are provided in the supplementary, section 3.4.2.3.
Fig. 3.5a,b present the simulation results of the phonon-defect process and compare them
with the actual experimental spectra of the monolayer taken at λex = 633 nm and 532 nm
excitations, respectively. The general signature of the calculated phonon-defect process is
the presence of central peaks associated to near-zone-center phonons that are slightly red-
shifted from that of the bulk A1g and A2g modes. These bulk modes are not simulated, but
their positions are indicated in the figure by dotted lines. Interestingly, the simulations
reveal other features nearby these central peaks. In the A1g region, a second peak is resolved
on the low-energy side of the central peak. In addition, we note the presence of a small
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Figure 3.5. Phonon-defect scattering model in a monolayer 2D-phosphane.
a, Calculated phonon-defect modes of a monolayer (black curve) and corres-
ponding Raman spectrum at λex = 633 nm (red curve). b, Calculated phonon-
defect modes of a monolayer (black curve) and corresponding Raman spectrum
at λex = 532 nm (green curve). c,d, Momentum histogram of the phonon in-
volved in the phonon-defect process at λex = 532 nm superposed on top of the
calculated phonon dispersion for the A1g and A2g modes, respectively. e, The
calculated band structure for the monolayer and the symmetry character (on
the right) of the bands at Γ. A sketch of an example of a phonon-defect process
on top of the electronic band structure of the monolayer in which the excited
electron is scattered by a phonon and the hole is scattered by a defect (eh).
A photon is absorbed (upward arrow in green), which promotes the electron-
hole pair in the conduction and valence bands. Here, the sketch depicts that
the double-resonance occurs through the scattering of a high −q phonon (red
dash line) in which the electron scatters to a non-virtual state with momentum
k + q. The hole is scattered by a defect at k + q (black line) and a photon
is emitted when the electron recombines with the hole (downward arrow in
green).
shoulder at λex = 532 nm that is blue shifted relative to the central peak. Changing the
excitation energy leaves the central peak largely unperturbed, but shifts the features on each
side (supplementary, Fig. 3.10a). The simulation of the A2g region is characterized again by a
central dominant peak elongated by a wide shoulder. The shoulder extends in the low energy
side to a position even below the B2g peak. Changing the excitation wavelength accentuates
the shoulder at lower energy and produces two peaks near B2g (supplementary, Fig. 3.10b).
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The comparison with the experimental results highlights important similarities between
theory and experiment. While the spectral overlaps of the central phonon-defect peaks and
bulk-allowed modes cannot be disentangled, calculated D1 and D′2 modes clearly match the
experimentally measured shoulders and peaks found in both the A1g and A2g regions. We
note, however, that the experiments on the monolayer do not exhibit the calculated blue
shifted shoulder near the A1g mode, nor the broad feature between the B2g and A2g modes.
As discussed below, these features are seen, however, in few layers samples.
Considering the approximations made for the evaluations of the matrix elements (see
supplementary), it is noteworthy to mention that the simulations can not reproduce the
relative intensity of these phonon-defect modes. The simulations of the double resonances at
λex = 532 nm can, however, be rationalized using the phonon dispersion curves as a function
of quasi-momentum (qx, qy) shown in Fig. 3.5c,d and superposed on top of the momentum
(electronic) histograms for the A1g and A2g regions, respectively. This superposition highlights,
for instance, the distortion in the phonon dispersions and momentum histograms along the
zigzag direction, which is due to the important crystal anisotropy of P(black). Surprisingly,
the calculations also show a nesting in the resonance profile near Γ along the zigzag direction,
which is visible in the middle of the histogram as two parallel stripes and pointed doughnut-
like shape near q = 0. This nesting is linked to the strong asymmetry of the valence band
dispersion (supplementary, Fig. 3.11) and contributes to the unexpectedly narrow peaks seen
in the simulated spectra. Hence, these second-order contributions appear similar to the D′
modes in graphene, except that the strong anisotropy of P(black) splits the contributions
according to specific lattice directions.
Further analyses of the diagrams in Fig. 3.5c,d show that the red-shifted features relative
to the central peaks emerge mostly from contributions in the zigzag direction, while the blue
shifted features come from the armchair direction. This is visible in the figures by considering
the phonon dispersion, which decreases with q in the zigzag direction and increases in the
armchair direction. These characteristics impose a signature or shape for each of the D
modes. For instance, the feature associated to the D1 modes in Fig. 3.5c is very likely due
to contributions in the zigzag direction because this is the main direction leading to red-
shifted contributions. The strong anisotropy in the dispersion relation was in fact used in
our analysis of D modes to determine the character of the D and D′ families associated
to dominant contributions in the zigzag and armchair directions, respectively. Obviously,
further experiments would be required to provide a more quantitative assignment for each
of the D modes, but this is beyond the scope of the present study. By combining this
model and the observations, the origin of the D modes emerges, nevertheless, as being due
to second-order Raman processes involving intra-valley interactions with near-zone-center
phonons and defects. The simulations show also that the frequency of the D modes shifts
with the excitation wavelength (supplementary Fig. 3.10 and Fig. 3.11), but the behavior is
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rather complex and reflects the anisotropic phonon shifts within the momentum histograms
in armchair and zigzag directions.
The evolution of the Raman response with defect density shown in Figs. 3.3 and 3.4
is consistent with similar simulations of graphene predicting an increase in intensity at
low defect density and then a decrease when the exciton diffusion length gets much longer
than the defect interaction length [80]. According to this model, only the bulk modes (A1g
and A2g) should survive at very large defect density, which is clearly seen in the results of
Fig. 3.4e. Based on our simulations (see more details in the supplementary) and consistent
with the numbers given by the suppliers for our P(black) samples (Methods), we estimate a
concentration of defects of about 0.005% before degradation. Using the trilayer 2D-phosphane
results after 135 min exposure to ambient conditions (Fig. 3.4), we also estimate that a defect
concentration of ∼1% is enough to observe sharp bulk-allowed Raman modes, after which
broadening and intensity loss are expected. Further experiments using calibrated defect
density are required to explore these various regimes.
Because of the nature of the interaction, the Raman intensity of the D modes should
depend on the excitation wavelength, which is also seen in Fig. 3.4. In the case of phonon-
defect modes associated to A1g, the wavelength dependence is predicted to follow [41] :
I(D1 +D′1)
I(A1g)
· E4laser = FD (3.3.3)
where I(A1g) and I(D1+D′1) are the integrated intensities of the first and second-order Raman
modes in the A1g region, respectively. Elaser is the energy of the excitation and FD is a function
with an explicit dependence over the mean distance between defects. The ratio of the Raman
spectra presented in Fig. 3.4 was fitted using a model based on random defect distribution and
the explicit E4laser term for the Raman process. We show in the supplementary, Fig. 3.13, that
the experimental (D1+D′1)/A1g ratio overlaps nicely with the simulated E4laser dependency.
This provides yet another support in favour of a phonon-defect scattering mechanism for D
modes. Another observation is about the intensity of the D modes compared to first order
modes, which is strong here, similar to the D modes in graphene. This behaviour contrasts
with other D modes in dichalcogenides [78, 82, 85, 86], which appear much weaker at the
defect density considered here.
The peculiar behavior of the A1g/A2g ratio at λex = 532 nm with degradation observed in
Fig. 3.3 and 3.4 and reported elsewhere [50] can now be rationalized using the phonon-defect
model. For example, the apparent blue shifted A1g peak in Fig. 3.3b is associated with a
change in intensity of the overlapping A1g and D1, while the broadening of the A2g mode
(supplementary, Fig. 3.7) is associated with a relative increase of the D′2 mode with defect
density. Because of the peak degeneracy in Fig. 3.3, the interplay between bulk-modes and
D modes is difficult to resolve, but this could be addressed by considering the results in
44
Fig. 3.4 at different excitation wavelengths. At λex = 633 nm, the spectra are dominated
by D modes, and hence the A1g/A2g ratio remains constant with oxidation time because of
a loss of the D-mode intensities in both the A1g and A2g regions. The ratio grows only when
the intensity of the bulk-allowed modes dominates due to more extensive oxidation. At
λex = 532 nm, the relative contributions of D modes are similar to that of bulk modes, but
with a bigger contribution of D modes in the A1g than in the A2g regions, resulting in an
overall decrease of the ratio with oxidation. The situation at λex = 488 nm is similar, but
provides lower contributions to the total signal from D modes, which explains the relatively
constant ratio with oxydation. In the light of the results in Fig. 3.4, it becomes apparent
that the situation at λex = 532 nm fits in a narrow window of excitation energy where defect
and bulk mode intensities is well-balanced, giving stronger variations in this ratio for sample
quality assessments. Based on the model, we estimate that the intensity of D modes at
λex = 532 nm represents nearly half the integrated intensity in the A1g region of Fig. 3.4c,d
before degradation and that it decreases much faster than the bulk-allowed A1g and A2g modes.
This is consistent with an A1g/A2g ratio dominated by the phonon-defect modes at low defect
level and by the bulk-allowed modes at higher defect level, which favours lower ratios.
A review of the Raman studies reported so far in the literature on mono-, bi- and few-
layers 2D-phosphane films prepared using different procedures, such as i) mechanical exfo-
liation in inert atmosphere [50, 59, 45, 110] and ii) in ambient conditions [100, 111, 48, 94],
iii) by ultrasounds in aqueous conditions [112] and iv) using plasma treatments in controlled
conditions [113, 95], reveal contradictory results currently undermining the use of Raman
spectroscopy for quantitative analysis. For example, no consensus on the frequency evolution
of A1g from P(black) to monolayer 2D-phosphane has so far emerged : some report no obvious
shift [48, 95] while others report a red-shift[110, 59]. For the bilayer, many have reported
blue-shifts [112, 113, 59, 50], while some have reported a red-shift [45]. We believe that the
influence of the newly characterized D modes with defect density in the A1g region explains
these discrepancies. It is interesting to note that red-shited A1g in both the monolayer and
bilayer measured at λex = 532 nm were obtained from high-quality samples prepared in
environmentally-controlled conditions [59, 45, 110]. As shown in Fig 3.1b, D1, located below
A1g in the monolayer, dominates the Raman spectrum at 532 nm. However, slight level of
degradation induces a fast extinction of D1, which blue shifts of the emission towards that
of A1g. Since D1 appears to be present in the highest quality samples, this defect-activated
mode can be used as an indicator of sample quality. The data shown in Fig. 3.2b indicates
that A1g blue-shifts from the bulk to the monolayer.
Being less affected by the presence of D modes, A2g measured at λex = 532 nm may prove
to be a more useful indicator of sample thickness. Nonetheless, the magnitude of the blue-
shift of A2g reported in the literature for the monolayer varies considerably. For instance,
mechanical exfoliation leads to a blue-shift of about 2.0 ± 0.4 cm−1 [100, 110, 45, 50, 59,
45
48, 94]. Plasma- and ultrasound-based exfoliation in aqueous conditions leads to slightly
larger blue-shifts : 2.2-3.6 cm−1 and 5.0 cm−1, respectively. Our results suggest that shorter
excitation wavelengths would lead to more reliable quantitative analyses of few-layer 2D-
phosphane by suppressing the influence of D modes in high-quality samples.
3.3.4. Conclusions
In conclusion, we have characterized the presence of second-order Raman peaks in the
spectra of n-layer black phosphorus. Based on the trends observed with sample thickness
at three different excitation wavelengths, four new DDR modes, D1, D′1, D2 and D′2, are
identified in the A1g and A2g regions. Using degradation experiments and simulations, we
associate these D modes to bulk-forbidden Raman modes occurring through second-order
scattering. The signatures of the D1, D2 and D′1, D′2 are due to phonon-defect scattering
involving predominantly intra-valley contributions in the zigzag and the armchair directions,
respectively. These assignations, along with the sensitivity of D modes to defects, explain the
evolution of the A1g/A2g intensity ratio during oxidation experiments. Through the use of the
information obtained from D modes in Raman spectroscopy, the present study rationalizes
the discrepancies of Raman peak intensities and frequencies found in the literature and opens
at the same time new ways to explore the properties of exfoliated P(black), such as carrier
mobility, defect density, doping levels as well as chemical reactivity and mechanical stress.
3.3.5. Methods
Two different sources of black phosphorus samples have been used for the study : Smart
Element (99.998% purity) and HQgraphene (99.995% purity). Despite a lower nominal pu-
rity, the second source provides wider mono-crystal (∼1 cm2) and better processability to
make atomically thin layers. The samples were mechanically exfoliated using an adapted
scotch-tape method with polydimethylsiloxane (PDMS) stamps [114]. They were transferred
on a thermally oxidized (290 nm) silicon substrate that was previously cleaned by acid treat-
ments and baked at 300◦C for one hour. The produced thin layers were identified first by
optical microscopy using optical contrast measurements and then measured by AFM (Auto-
Probe CP ThermoMicroscope) to determine the thicknesses before transferring to a Raman
cryostat. The procedures were carried out at all times in a purified nitrogen glovebox.
The Raman measurements were performed in a custom micro-Raman set-up at λex =
488 nm, 532 nm and 633 nm laser excitations. The laser was focused on the sample with
a 50 x (NA 0.5) objective with a resolution approaching the diffraction limit and a fluence
ranging between 200 and 500 µW ·µm−2. The spectra were acquired using a nitrogen cooled
charged-coupled device camera (JY Symphony) mounted on a Jobin-Yvon Triax iHR550
spectrometer (grating 1,800 g·mm−1 blazed at 630 nm) with a precision of 0.2 cm−1. During
laser exposure, the sample was maintained in a homemade cell coupled to a vacuum pump
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providing a residual pressure of < 10−5 Torr. All the spectra were calibrated in energy using
the silicon peak at 520 cm−1.
All material properties were calculated in the framework of density functional theory
(DFT) with a plane wave basis as implemented in the ABINIT code [75]. We used the PBE
functional [115] with a van-der-Waals (vdW) correction [116] and a plane wave cutoff energy
of 30 Ha. The vdW correction is needed to get an accurate spacing between the layers in bulk
P(black) calculations and was kept in the monolayer calculations for consistency. In order to
converge the electronic density, we used k-point grids of 12 × 12 × 1 and 12 × 12 × 12 for the
monolayer and the bulk, respectively. The phonon dispersion was calculated using density
functional perturbation theory [74, 117] with the same converged parameters. The phonon
eigenenergies were computed on 12×12×1 and 6×6×6 q-point grids for the monolayer and
bulk, respectively. For the double resonant Raman intensity calculations, band structures
for both electrons and phonons required much finer grids. The converged electronic density
was used to calculate the electronic band structure on a fine 1000 × 1000 × 1 k-point grid.
The monolayer phonon band structure was interpolated on a fine 500×500×1 q-point grid.
For the sake of comparisons with experimental results, a scissor shift was applied to the
electronic band structure to force the band gap to be the same as seen experimentally.[18]
Also, for the phonon band structure, a scale factor was applied to get the same experimental
phonon eigenenergies at Γ as seen in the Raman spectrum. Details of the electronic structure
results are given in the Supporting Information.
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3.4.1. Abstract
Additional results in support to the main text are presented in this supporting informa-
tion. The model used to compute the Raman spectra is also developed in greater details.
3.4.2. Additional Results
3.4.2.1. Raw Data and Polarization Experiments
The Fig. 3.6 presents the Raman spectra of all of the exfoliated black phosphorus samples
at 300 K taken at three excitation wavelengths in the polarization configuration which maxi-
mizes the Ag signals (θexcitation = θmeasured). Fig. 3.7 presents the spectra of a 5-layer 2D-
phosphane, presented in Fig. 3, in the A1g region near 468 cm−1 after multiple consecutive
exposures to ambient atmosphere and illumination. The D2 modes increases between 0 and
15 minutes. A small broadening of the A2g mode is also observed, which is associated to
contributions from the D′2 mode.
The evolution of the fitted Raman tensor elements of A1g, A2g and D2 as a function
of cumulative degradation is presented in Fig. 3.8. The Raa and Rcc represent the diagonal
elements in the zigzag and armchair directions, respectively. ψac is the relative phase between
the a and c directions. Information on the simulation details are available in Ref. [59]. For
both the A1g and A2g modes, the Raa/Rcc ratios decrease with degradation due to a loss in
anisotropy. In contrast, the ratio is significantly lower for the D2 mode after 20 min exposure
in ambient conditions (Raa/Rcc ∼0.1) and increases by a factor 5 after 120 min degradation.
The Fig.3.8b presents the relative phase ψac, but no trend for D2 can be established. The
Fig. 3.8c-e presents the polarization measurements in perpendicular polarization (θexcitation =
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θmeasured+90), which complement the polarization presented in Fig. 3d, main text. The figure
also presents the polarization measurements on a n = 3 layer 2D-phosphane and focuses on
the D′1 mode for which simulations were performed. The Raa/Rcc were fitted to 0.32±0.04













































































































Figure 3.6. Raman experiments on exfoliated 2D-phosphane with n = 1-7, 9,
12 and 18 layers deposited on a SiO2/Si substrate at 300 K. Raman spectra at
λex = 488 nm (a), 532 nm (b) and 633 nm (c) . For better clarity, the spectra
are normalized relative to the A2g maximum, vertically shifted and scaled to
enhance the weaker A1g regions. Note that a calibrated energy offset (less than
1 cm−1) is applied to the monolayer spectrum at λex = 633 nm (recorded at
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Figure 3.7. Raman spectra of a n = 5 layer 2D-phosphane presented in
Fig. 3.3 after an exposure time of 0, 15, 30 and 120 minutes to ambient condi-
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Figure 3.8. Perpendicular polarization measurements performed on a n = 5
layer 2D-phosphane presented in Fig. 3.3a-c, which are the perpendicular coun-
terparts of the measurements for the A1g, A2g and D2 modes, respectively, as
presented in Fig. 3.3d. The parallel polarization, noted D′1 in f , comes from
a trilayer at λex = 532 nm and T = 300 K, with no exposition to ambient
condition.
and ψac to 119±17◦. The tensor ratio (not shown) is very close to that of A1g, but with a
slightly high relative phase (Raa/Rcc=0.45±0.09 and ψac= 91±12◦).
3.4.2.2. Electronic structure calculations
The relaxed lattice parameters obtained are : for the bulk case along the zigzag atom
arrangement, a1 = 3.324 , along the armchair atom arrangement, a2 = 4.425 and perpendi-
cular to the layers, a3 = 10.470 , and for the monolayer case, a1 = 3.306 and a2 = 4.570 .
These values are less than 1% away from previous calculations and experimental values.[118]
Fig. 3.9a and Fig. 3.9b shows the phonon band structures on a conventional path in
reciprocal space for the monolayer P(black) and bulk P(black), respectively, where branches
labels are shown and interesting regions highlighted in green and red. Few differences are
noted between both diagrams from what is seen in the figures. Since the monolayer band
structure should approach the bulk band structure when adding layers, this gives a good
idea of the phonon band structure for any number of layers.
The calculated phonon energies at Γ for the monolayer is 352.6 cm−1 for the A1g mode
and 455.9 cm−1 for the A1g = 2 mode which are within 3% of the measured values. Note
that the phonon energies have been scaled to the experimental values to ease the compari-
son. Furthermore, the electronic band gap which is known to be underestimated with the
functional used has been corrected to the experimental value to ensure that the appropriate




































































Figure 3.9. a,b, Phonon energy calculated respectively for the monolayer
2D-Phosphane and bulk bulk P(black). The red and green curves in a represent
the phonon range that is involved in the phonon-defect process simulated for
an excitation of λex = 633 nm and 532 nm, respectively.
3.4.2.3. Phonon-defect model
As mentioned in section 3.3.3, main text, we used equation (3.3.1) to compute the double










δ(εL − ε− ~ωµ−q)[n(ωµ−q) + 1]
where all the considered Kα terms are listed below :
Kee(k,q,µ) =
〈k,v|Dout|k,c〉 〈k,c|HD|k + q,c〉 〈k + q,c|∆Hqµ|k,c〉 〈k,c|Din|k,v〉(








(εL − εck + εvk)
(3.4.1)
Keh(k,q,µ) =
〈k,v|HD|k + q,v〉 〈k + q,v|Dout|k + q,c〉 〈k + q,c|∆Hqµ|k,c〉 〈k,c|Din|k,v〉(








(εL − εck + εvk)
(3.4.2)
Khe(k,q,µ) =
〈k,v|∆Hqµ|k − q,v〉 〈k − q,v|Dout|k − q,c〉 〈k − q,c|HD|k,c〉 〈k,c|Din|k,v〉(








(εL − εck + εvk)
(3.4.3)
Khh(k,q,µ) =
〈k,c|Din|k,v〉 〈k,v|∆Hqµ|k − q,v〉 〈k − q,v|HD|k,v〉 〈k,v|Dout|k,c〉(








(εL − εck + εvk)
(3.4.4)
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The sum on α is done over all possible scattering processes. All the considered K are listed
in equations (3.4.1) to (3.4.4) and each of them represents a different scattering process. In
all cases, the represented scattering process starts with the production of an electron-hole
pair by the incoming photon. Before the electron and the hole are recombined, they can
both scatter on a phonon and/or on a defect as long as the scattering process gets them on
the same k-point in the end. Equation (3.4.1) represents a process where both the electron
scatters on a phonon and a defect (ee), equation (3.4.2) represents a diffusion of the electron
by a phonon and the hole by a defect (eh), equation (3.4.3) represents the scattering of the
hole by a phonon and the electron by a defect (he) and, finally, equation (3.4.4) represents a
process where the hole is scattered by both a phonon and a defect (hh). It is noteworthy that,
due to electron-phonon coupling and defect scattering, the electronic eigenstates yield a finite
lifetime which would appear as an imaginary addition to all the terms in the denominator of
equations (3.4.1) to (3.4.4). But, for simplicity, they have been left out as they should only
broaden the simulated peaks.
A double-resonance is defined as a particular event for which the corresponding Kα factor
diverges because two of its three terms in the denominator being close to 0. In other words,
when the difference between the total system energy (the sum of each quasiparticle’s energies)
and the laser energy is zero. Because of numerical discretization (see below) and to make sure
not to miss any resonances, we define that a transition is resonant if this difference is below a
certain threshold a. For all our calculations, we have set a = 0.005 eV, which is large enough
to not miss any double-resonance events and low enough to prevent an excessive broadening
of the resonance line. The same threshold is used for scattering over a phonon or a defect.
Moreover, one could find this threshold of 0.005eV is physically meaningful as it acts like
a lifetime factor of ∼ 100 fs, which is the same order of magnitude of measured relaxation
times in monolayered black phosphorus [119, 120] for visible light excitations.
The calculated Raman spectrum is a histogram of all the phonon energies involved in
a double-resonant process described above. We approximated all matrix elements in the
numerators of the Kα terms to be 1 or 0 depending of whether the process was allowed due




∣∣∣εL − εck+q + εvk − ~ων−q∣∣∣ ≤ a or if ∣∣∣εL − εck + εvk − ~ων−q∣∣∣ ≤ a
0 otherwise or if |εL − εck + εvk| > a
(3.4.5)
Similar rules apply to the other Kα terms for all considered events. The resulting energy
histogram is then convolved using a Gaussian kernel with a 1.8 cm−1 FWHM to smooth the
histogram and replicate the experimental resolution.
As mentioned in the section Method, main text, calculations were done on discrete dense
k-point and q-point grids. This discretization imposed the introduced threshold factor a to
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accommodate the numerical broadening between adjacent points in the grids. In all consi-
dered double-resonance processes, the electron-hole pair always scatters first on a phonon
before scattering on a defect. If we had considered that the pair could scatter first on a defect
(momentum transfer only), it was subject to an almost null scattering in k-space since the
particle could just scatter on a neighbor state with an energy difference of less than a from
the initial state. Thus, this would increase the signal from near Γ phonons by an arbitrarily
factor for no apparent physical reasons. It was then decided not to consider those processes.
Finally, as discussed in the main text, we only considered phonon transitions using A1g
and A2g branches. The A2g phonon dispersion had to be corrected manually to preserve the
band character throughout the whole Brillouin zone because the calculated eigenvalues are
given by the software in ascending order, preventing any crossing between branches. Also,
electronic transitions to the second conduction valley in the armchair direction are forbidden
due to the symmetries of the wavefunction (see main text). To prevent such transitions to
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Figure 3.10. Simulations of the phonon-defect process. a,b, Simulated Ra-
man spectra of phonon-defect modes for a monolayer excited at energies bet-
ween 1.9 and 2.4 eV in the A1g and A2g mode regions, respectively. c,d, Si-
mulated momentum histogram of the phonons involved in the phonon-defect
process at λex = 633 nm in the mode A1g and A2g mode regions, respectively.
For comparison, the colored line show the region that can participate to the
momentum histograms are also shown for excitation energies between 1.9 and
2.4 eV.
3.4.2.4. Double-phonon simulations
A model based on the scattering of two phonons of opposite momenta, q, was investigated
for the monolayer using equation (3.3.1), main text, with the same assumptions than for
the phonon-defect mode. As possible candidates, we retain every combinations that can be
considered as plausible prospects due to the total energy of the sum compared to the A1g and
A2g energies at some point in the Brillouin zone.
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In addition, we consider for the double resonance only two-phonons having specific mo-
menta that could contribute to the Raman process. The momenta that are not accessible,
which are delimited in the Fig. 3.5c,d for the n = 1 layer 2D-phosphane are avoided. Based
on the polarization experiments, the final transition should have the Ag symmetry. With this
in hand, only four possibilities remain in the 363 cm−1 region (LA+LA, LA+B2u, B2u+B2u






























































































































































Figure 3.11. Simulation details of the phonon-defect process. a,b, Simulated
momentum histograms of the phonon involved in the phonon-defect process
at λex = 633 nm in the A1g and A2g mode regions, respectively. c,d, Momentum
histograms of the phonons distributed following the contribution of the path
where the phonons are emitted in the conduction band and in the valence
band, respectively. A nesting is clearly seen in a,b,d in the middle of the
histograms as two narrow stripes in the zigzag direction.
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Figure 3.12. Simulation of different combinations of double-phonon reso-
nances at four excitation energies (1.9, 2.1 2.3 and 2.5 eV) for n = 1 layer
2D-Phosphane. a − d, The combination of double-phonon candidates expec-
ted to appear around 363 cm−1 : LA+LA, LA+B2u, B2u+B2u and B1g+B1g.
e − f , The two combinations of double-phonon candidates expected to appear
around 468 cm−1 : B3g+B3g and A1g+LA. The dash line marks the position of
the A1g and A2g modes.
The simulation over these six candidates of two-phonon modes for n = 1 layer 2D-
phosphane is presented in Fig. 3.12 for different excitation wavelengths. In general, the
FWHMs are too high and the simulated frequencies are completely off. In addition, the
simulation predicts a large shift of the peaks between λex = 532 nm and 633 nm, which is
not observed in our experiments. The two-phonon mode simulated cannot, however, produce
sharp modes with Raman shift comparable to A1g or A2g modes, nor that they can they the
trend seen with excitation energy.
3.4.2.5. Defect:phonon ratio
There is no calibration in our experiments of the density of defects with exposure time,
but this number can be inferred in the limits of the experiments performed on the sample
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degradation. We first considered similar experiments on graphene that have shown that the
Raman signatures (e.g. the G band) is weakly affected with defects, even when the concen-
tration reaches 1:2 (defect:C atoms) [80]. Although black phosphorus is more reactice [121],
it is expected that its Raman characteristics with disorder exhibit a similar behavior than
graphene : i.e. we expect a gradual increase of the FWHM of the Raman modes with defect
density. As for the G band of graphene, the FWHM of the bulk modes should roughly remain
constant up to a disorder level of ∼1%. Interestingly, the FWHMs of the A1g and A2g modes
remain constant in Fig. 3.4e. Hence, we estimate that an exposition of 135 minutes for the
n = 3 layer 2D-phosphane, which is the upper limit of degradation considered here, induces
a defect density that is most likely lower than 1%. Assuming a defect density proportional
to exposition time, the density of defects should therefore be limited to ∼ 6 · 1010 cm−2 per
minute.
In the pristine state, few-layer 2D-phosphane cannot have a lower defect density than
the nominal purity of the exfoliated black phosphorus, which is for some samples ∼ 0.005 %,
giving a surface density of ∼ 3.5 · 1010 cm−2. While we did not know the initial degradation
state of the n=3 layer 2D-phosphane, it is clear therefore that it is most likely higher than
3.5 · 1010 cm−2 in the initial state right after the exfoliation of the sample. Moreover, we
estimate a degradation rate of 5 · 1010 cm−2min−1 for the n = 3 layer 2D-phosphane, which
gives an initial density of defects of 5 · 1010 cm−2. The simulation in Fig.3.13 presents the
dependence of (D1 + D′1)/A1g ratio for three different wavelengths with the mean distance
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Figure 3.13. D modes in A1g to A1g ratio versus the estimated mean distance
between defects (LD) at λex = 488 nm, 532 nm and 633 nm. a,b, are respecti-
vely the direct (D1+D′1)/A1g ratio and the ratio multiplied by the fourth power
of the excitation energy. Note that the first Raman spectrum at λex = 633 nm
is excluded from the analysis and added by a red star in panel a. The dash




Au chapitre 2, la théorie de la spectroscopie Raman fut présentée et les conditions de
résonances ont été définies. En étant basé sur ces développements théoriques, le spectre
Raman double-résonant de second ordre d’une monocouche de phosphore noir fut calculé
numériquement en combinant la structure de bande et la dispersion des phonons obtenues
de manière ab initio. Les résultats furent présentés conjointement à une étude expérimentale
des modes Raman induits par des défauts et l’article découlant de cette collaboration fut
reproduit au chapitre 3.
Le fait que les modes phonon-défauts apparaissent naturellement dans les spectres
Raman théoriques permet de confirmer que les quatre nouveaux modes D observés sont
effectivement causés par des défauts. De plus, cette étude suggère que l’origine principale de
ces modes est liée au fait que les transitions électroniques des différents processus Raman
s’accumulent (nested) à l’intérieur de la première vallée électronique. C’est-à-dire que les
électrons restent dans les alentours du minimum de la première bande de conduction et
que les trous restent aux alentours du maximum de la dernière bande de valence. Cette
caractéristique est une conséquence de la structure électronique particulière du phosphore
noir. De plus, nous avons été en mesure de tirer avantage de ce fait afin d’accélérer les
calculs et l’analyse des spectres théoriques.
L’étude a permis d’établir que la limite où les électrons et les trous peuvent se rendre
dans la zone de Brillouin est entièrement déterminée par l’énergie du laser utilisée. On
note que cela n’est vrai que pour de la lumière ayant une énergie suffisamment basse afin
d’empêcher les électrons ou les trous de sortir de la première vallée, comme c’est le cas des
lasers utilisés dans l’étude expérimentale. Cette limite énergétique détermine ensuite les
modes de phonons possibles qui respectent les conditions de double-résonances définies à la
section 2.4.2. Ces modes et leurs limites sont cartographiés sur les figures 3.10c et d. Les
histogrammes des vecteurs d’onde q des phonons correspondants permettent de comprendre
comment se comportent les pics D en fonction de l’énergie du laser incident (figures 3.10a
et b). En effet, la superposition des histogrammes et des courbes énergétiques des branches
de phonon considérées permet d’expliquer intuitivement la dispersion de ces pics.
La confirmation des modes phonon-défaut ouvre la porte à une analyse plus précise de
ces pics afin d’être en mesure de caractériser précisément de minces couches de phosphore
noir. À la manière de ce qui a été réalisé pour le graphène, les particularités des pics D
du phosphore noir pourraient être calibrées pour obtenir des informations précises sur le
matériau. Cela permettra de caractériser des échantillons de phosphorène de manière non
destructive seulement en mesurant le spectre Raman dans les fenêtres énergétiques d’intérêt.
Sachant qu’à ce jour, le mécanisme de dégradation du phosphore noir n’est pas tout à
fait clair[122], il pourrait être intéressant de pousser plus loin les conclusions de ce projet.
Entre autres, comme l’ont fait Venezuela et coll. pour le graphène, on pourrait déterminer
quels types de défauts influencent le plus les pics D [63]. Pour ce faire, il faudrait délaisser
l’approximation des histogrammes (équation (3.4.5)) en calculant l’équation (3.3.1) dans son
intégralité. Il faut aussi se doter d’un ou plusieurs modèles pour l’hamiltonien de couplage
avec les défauts HD à insérer dans l’équation (2.3.1) et calculer les éléments de matrice
correspondants. Il sera ainsi possible de comparer directement les intensités des pics des
spectres théoriques avec celles des spectres expérimentaux. De cette manière, on pourra dis-
tinguer quels types de défauts contribuent le plus aux intensités Raman. De plus, on espère
être en mesure d’atténuer les pics présents dans les spectres théoriques qui n’apparaissent
pas dans les spectres mesurés comme la large épaule dans la région A2g (figures 3.5a et b).
Dans ce même ordre d’idée, il est toujours possible d’ajouter d’autres types d’interactions
via des termes supplémentaires dans l’hamiltonien (2.3.1). Ces ajouts pourraient permettre
aux paires électron-trou de diffuser dans des états autrement inaccessibles via des phonons
en raison des règles de sélections et des dispersions énergétiques qui seraient différentes pour
ces excitations. Donc, contrairement aux défauts qui ne permettent pas d’échanges d’énergie,
les diffusions électroniques via d’autres types d’interactions pourraient se traduire par de
nouveaux pics dans le spectre Raman. Ces nouveaux pics, comme pour les pics Raman dus
aux phonons, correspondraient aux énergies de ces excitations ou de la combinaison des
énergies des différentes excitations si la diffusion est d’ordre supérieur.
Toutefois, s’aventurer sur cette avenue est une lourde tâche en soi. On note que
l’approximation des histogrammes était utile dans le but d’éviter de calculer les éléments de
matrices. Afin d’avoir une résolution suffisamment grande pour calculer les spectres Raman,
il a fallu calculer la structure électronique et la dispersion des phonons sur des grilles très
fines (voir les sections 3.3.5, 3.4.2.2 et 3.4.2.3). Sachant que le nombre d’éléments de matrice
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à calculer dépend du nombre de points de chacune des grilles et du nombre de combinaisons
possibles de ces points, cela implique que le nombre de termes à calculer devient rapidement
très grand. En effet, pour chaque point k de la structure de bande, il faut calculer toutes
les transitions possibles avec tous les vecteurs d’ondes de phonons q possibles. Une idée
permettant d’alléger cette tâche serait de ne considérer que les transitions doublement
résonantes qui ont été déterminées dans le cadre de ce projet. Ainsi, on restreint consi-
dérablement le nombre de termes à calculer, ce qui serait un départ intéressant sur cette voie.
D’un autre côté, il serait aussi intéressant de calculer les spectres Raman pour de plus
grands nombres de couches de phosphorène. Ce faisant, cela permettrait de comprendre les
dispersions des pics D en fonction du nombre de couches tel qu’illustré sur la figure 3.2.
Dans le cadre de ce projet, des calculs pour la bicouche de phosphorène ont été entrepris
en ce sens. Pour la bicouche, comme le nombre d’atomes dans la cellule primitive double
par rapport à la monocouche, le nombre de bandes électroniques et de branches de phonons
double aussi. Mis à part de la plus grande exigence en ressources computationnelles pour
les calculs DFT (la DFT va en O(N3) où N est le nombre d’électrons), ce dédoublement de
bandes rend l’analyse plus complexe. En effet, les valeurs propres utilisées pour construire
la structure de bande sont classées en ordre croissant par les logiciels de calcul de structure
électronique. Il y a donc un travail supplémentaire à effectuer afin de démêler les bandes
qui se croisent avant de pouvoir calculer les spectres Raman, dans le but de faire respecter
artificiellement les règles de sélection. Pour la monocouche, cela était relativement aisé, car
toutes les diffusions Raman étaient restreintes à la vallée électronique centrale, on avait
ainsi qu’à appliquer un masque pour empêcher les paires électron-trou de changer de vallée.
Dans le cas de la bicouche, les résultats obtenus en utilisant la même technique que pour la
monocouche étaient peu convaincants : un pic imposant était présent dans les alentours du
mode B2g qui n’apparaît pas sur les spectres mesurés. Ainsi, une analyse plus minutieuse
serait de mise par rapport à la monocouche. On note que le calcul des éléments de matrice
permettrait de se départir de ce problème, car les symétries des fonctions d’ondes seraient
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