Acoustic dampers are efficient and cost-effective means for suppressing thermoacoustic instabilities in combustion chambers. However, their design and the choice of their purging air mass flow is a challenging task, when one aims at ensuring thermoacoustic stability after their implementation. In the present experimental and theoretical study, Helmholtz (HH) and Quarter-Wave (QW) dampers are considered. A model for their acoustic impedance is derived and experimentally validated. In a second part, a thermoacoustic instability is mimicked by an electro-acoustic feedback loop in a rectangular cavity, to which the dampers are added. The length of the dampers can be adjusted, so that the system can be studied for tuned and detuned conditions. The stability of the coupled system is investigated experimentally and then analytically, which shows that for tuned dampers, the best stabilization is achieved at the exceptional point. The stabilization capabilities of HH and QW dampers are compared for given damper volume and purge mass flow.
Introduction
In order to achieve efficient and clean combustion, there is a dire need for robust control strategies to prevent thermoacoustic instabilities. The use of passive damping devices such as Helmholtz (HH) or Quarter-Wave (QW) dampers is a cost-effective option to prevent these combustion instabilities [1, 2] . In the seventies, thermoacoustic instabilities in rocket engines were the topic of several studies, where different acoustic damping enhancement strategies were compared: for example baffles, HH and cylindrical liners in [3] , HH, QW and Quincke resonator in [4] . A more recent study dealing with the comparison of absorption coefficients of half-wave, QW and HH is proposed in [5] . Keller [6] stated that the QW has a narrower bandwidth than the HH, but it is less influenced by nonlinearities [7] . Although up until two decades ago, the studies on damping device design for rocket engine combustion instabilities still dealt with QW as well as HH [8] , nowadays most of the available literature concentrates on QW resonator rings [9] : in [10] , the influence of the resonator length on the frequency of the engine acoustic modes is studied and [11] presents a graphical method based on a low-order network model to determine the stability of the system. The influence of such a QW resonator ring on the shape of the longitudinal and transversal [12] as well as azimuthal [13] modes, and on the stability margin of the engine [14] has also been studied.
On the contrary, the literature on QW applications in aeroengines is sparse (e.g. [15] and [16] with QW tubes installed upstream of the premixers), whereas one can find many papers about acoustic liners, behaving as matrices of HH resonators [17, 18, 19] . HH and QW are also used to hinder thermoacoustic instabilities in the combustors of land-based gas turbines for power generation [20] . Over the last two decades most publications deal with the use of HH dampers, either conventional [21] (with a detailed model derived in [22] and design principles given in [23] ), or featuring multiple volumes, i.e. having several interconnected inner cavities [24, 25] . Overall, the choice of using HH or QW dampers to suppress thermoaocustic instabilities in combustion chambers is often guided by field-specific trends or past experience of the manufacturers. The present study provides a detailed comparison of the damping capabilities of HH and QW resonators. Another aspect of the present work is to investigate the stabilizing capabilities of flow-purged dampers on self-sustained oscillations. A large number of investigations dealing with modal damping enhancement using acoustic dampers generally focus on linearly stable configurations where there is no through-flow in the damper: for instance, in [26, 27] , the optimal damping is determined for a configuration where acoustic and structural modes are coupled; In [28, 29] , the authors underline that the optimal damping depends on whether one wants to achieve minimum narrow-band or broad-band response or minimum reverberation time. The influence of the detuning of the damper has been studied in [30, 31] while the effect of multiple dampers is scrutinized in [32] . Several experimental and analytical studies deal with methods to find the optimum number of dampers and their best positioning in the combustion chamber, e.g. [33, 34] . A recent work proposes to automatize the damper design process by using computationally-cheap adjoint-based optimization [35] .
In the specific case of gas turbine combustors, dampers and perforated liners are connected to the combustion chamber. Their neck interfaces the hot combustion products, and the dampers are usually air-purged (e.g. [23, 36] ), in order to adjust their acoustic resistance, and to prevent hot gas ingestion, which could not only damage them, but also detune them. A few studies deal with the influence of the associated density discontinuity on the impedance of Helmholtz dampers [37, 38] . Another recent work [39] investigates how the impedance of a HH damper nonlinearly depends on the amplitude of the acoustic level in the combustion chamber, which induces, beyond a certain threshold, periodic hot gas ingestion. In this context, the goal of the present experimental and analytical study is to build on the work proposed in [40] and investigate the potential of air-purged HH and QW dampers to increase modal damping in combustion chambers. This investigation focuses on the linear stability of the coupled system "dampers-combustion chamber", and the reader can refer to [41] for the complementary study dealing with the associated nonlinear dynamics. In the first part, the impedance of standalone HH and QW dampers is modeled and experimentally validated for a range of purge mass flows and damper volumes. In practice, the available ranges for these two parameters are bounded by technical constraints: i) the available volume for damper implementation is usually limited and the size of the dampers must be adjusted accordingly; ii) the amount of purge air must be as low as possible, but sufficiently large to provide required damping performance. In fact, regarding ii), the following conflicting constraints must be satisfied: bypassing compressed air from the combustion process to supply the dampers has a negative impact on the performance and emissions of the combustor and it should therefore be minimized; however, it should be large enough such that the risk of hot gas ingestion is properly mitigated.
In the second part of the paper, the dampers are connected to a chamber in order to stabilize selfsustained acoustic oscillations. For the experimental investigation, one uses an electro-acoustic feedback in an enclosure in order to mimic thermoacoustic instabilities in combustion chambers.
This is a pre-print version. Accepted in the Journal of Sound and Vibration This experimental set-up is more flexible than a combustion experiment and gives full control on the parameters governing the self-sustained acoustic oscillations. A theoretical model of the coupled system "chamber-damper" is derived and successfully compared against experimental data.
In the last part of this work, one investigates the existence of acoustic exceptional points in chambers which are equipped with dissipative resonators. Exceptional points (EP) pertain to systems exhibiting a special eigenvalue degeneracy, for which not only the eigenvalues, but also the eigenvectors coalesce when one of the governing parameters is adjusted. Investigation of EPs in quantum mechanics, optics, electronics, mechanics or acoustics is the subject of intense ongoing research [42] , e.g. [43] for damping of friction-induced instabilities, [44] for unidirectional invisibility in an acoustic waveguide, [45] for exciton-polaritons in semiconductor microcavities, [46] for coupled lasers, [47, 48] for the design of acoustic metamaterials, [49] for the transient dynamics in the vicinity of EPs, or [50] for the intriguing acoustical properties of coupled cavities. Their importance in the understanding of thermoacoustic instabilities has been highlighted in [51] . In the present study, it will be shown that the best stabilization of the acoustic mode is achieved when the resonance frequency and the damping of the HH or QW resonators are fine-tuned at the EP of the coupled system.
Damper modelling

Impedance model
In this section second order harmonic oscillator models are introduced for the impedance of HH and QW dampers. In the remainder of the article, (·) H refers to quantities related to the HH resonator, while (·) Q refers to those related to the QW resonator. Both resonators considered in the present study are axisymmetric.
Helmholtz resonator (H)
The HH resonator is sketched in Fig. 1b and Fig. 3b . Assuming plane wave propagation in the back volume of length L and in the neck of effective length l = l p + l cor (with end corrections on both sides), one can write the following expression for the damper reactance at the neck:
with Z H the damper impedance, ρ and c the air density and the speed of sound in the damper, ω the angular frequency, a the neck cross-section and A the back-volume cross-section. Considering compact neck and volume length with respect to the resonance wavelength (tan ωL/c ωL/c and tan ωl/c ωl/c), and the fact that the area ratio between neck and volume is small (a A), Eq. 1 can be simplified to:
where ω H = c a/ALl the damper's resonance frequency. In the present work, it is assumed that coherent vortex shedding at the HH resonator mouth is the main dissipation mechanism [52] and that the resistance of the damper can be written as:
with ζ H a pressure loss coefficient depending on the neck geometry and position,ū the mean velocity through the HH neck, andṁ the mean mass flow through the neck, which is a critical parameter in real turbomachinery applications. This expression is obtained by linearizing the Bernoulli equation across the neck (e.g. [53] ). Please note that should the acoustic amplitude become high, the resistance would not be proportional toū but to |ū + u |, with u the acoustic velocity in the neck. Using a purely linear dissipation term is justified for the present study, which focuses on the linear stability limits. The reader can refer to [41] where the nonlinear problem is investigated. Eq. 3 does not depend on the resonance frequency, and the pressure loss coefficient ζ H gives the energy transfer from the acoustically-driven incompressible potential flow through the neck to the vortices that are periodically shed from the rim of the neck outlet. One can refer to [54] for a detailed investigation on the modeling of orifice impedance for a broad range of geometries and Strouhal numbers. Combining (2) and (3), one obtains the HH resonator impedance:
with s = iω the Laplace variable, which is the classical (l−ζ) model, where l stands for the effective length of the inertial mass of air in the orifice and ζ for the pressure loss coefficient defining the acoustic resistance against the oscillation of air in the orifice. It was discussed for example by Morse and Ingard [55] at page 760, or in [22, 53] .
Quarter-wave resonator (Q)
The QW resonator is sketched in Fig. 1a and Fig. 3c . Assuming plane wave propagation in the resonator with an effective length L = L p + L cor (including an end correction at the outlet), one gets the following expression for the damper reactance:
At resonance frequency, ω Q L/c = π/2. For angular frequencies ω that are close to the resonance frequency, one can use the following approximation: which is illustrated in Fig. 2 and leads to:
with ω Q = πc/2L the QW resonance frequency. Using this approximation is quite uncommon in the literature, although it provides an explicit formulation of the QW resonator impedance as a second order harmonic oscillator. Regarding dissipation, the resistive term in the QW case is composed of two contributions: one of them is the vortex shedding at the damper mouth as for the HH resonator:
The second contribution comes from the losses in the acoustic boundary layer [55, 56] , with the following expression for the viscous and thermal power loss per wall unit area:
whereû rms andp rms are the root mean square amplitude of the acoustic velocity and pressure in the tube, δ ν = 2ν/ω the acoustic boundary layer thickness with ν the kinematic viscosity equal to 1.5 · 10 −5 m 2 /s in air at ambient condition. γ is the specific heat ratio, with γp = ρc 2 , and P r is the Prandtl number equal to 0.71 for air. Using the acoustic velocity and pressure distribution along the tube:û
using |p max | = ρc|û max |, multiplying by the perimeter 2πr and integrating over the physical length L p with respect to x gives the total boundary layer power losses for the QW damper:
Resistance [kg. Note that the viscous losses are about twice as high as the thermal losses. Hence, in the absence of mean flow, the acoustic resistance per unit area associated with the above power loss is:
Since R bl is proportional to √ ω one approximates a constant value around the resonance frequency of the damper. The total resistive term is then:
and the QW damper impedance:
Using the impedance equations and accounting for the interface area (a for HH, A for QW), one can get the resistance, mass and stiffness of the equivalent mechanical oscillators given in Table 1 . Note that the equivalent stiffness of the QW K Q is slightly higher than the one K ac associated with the bulk compression of an air column of length L:
withp is the ambient pressure.
Reflection coefficient measurements and model tuning
A HH damper and a QW damper were used for the experimental investigations. A piston allows variation of their volume such that their resonance frequency can be adjusted between 200 and 500 Hz. The HH damper neck has a diameter of 16 mm and a length of 45 mm. At the frequency of interest in the second part of the paper (287 Hz), the back-volume of the HH is 64 mm long, with a diameter of 50 mm (see Fig. 3b ), and the length of the QW is 288 mm with a diameter of 24 mm (see Fig. 3c ). For the reflection coefficients measurements, the mass flowṁ is varied between 0.5 and 7 g/s.
The impedances of the HH and QW dampers given in Eqs 4 and 14 feature two parameters that are empirically estimated in the present work: the length corrections (l cor and L cor respectively) and the pressure loss terms (ζ H and ζ Q respectively). The end corrections are determined using the Helmholtz solver AVSP for a configuration where the dampers are connected to an impedance tube with a 62×62 mm 2 cross-section. AVSP solves the Helmholtz equation as an eigenvalue problem in quiescent domains with possible non-uniform temperature distribution [57] . The solver gives the first eigenfrequency and the end corrections are obtained using the expressions ω H = c a/ALl and ω Q = πc/2L. This gives l cor = 13.2 mm and L cor = 4.2 mm. For the determination of the pressure loss coefficients ζ H and ζ Q , reflection coefficients measurements were performed with an impedance tube of section S IT =62×62 mm 2 (see Fig. 3a ) using the Multi-Microphone-Method (MMM) [58] . For each mass flow, the value of the acoustic resistance is empirically adjusted so that the best fit between experimental and theoretical reflection coefficient R = (Z − ρc)/(Z + ρc) is achieved. Here, the analytical expression for the impedance Z is obtained by dividing Eq. 4 for the HH (resp. Eq. 14 for the QW) by the area ratio σ H = a/S IT (resp. σ Q = A/S IT ), such that it can be quantitatively compared to the experiments. An example of comparison between the HH damper model with tuned parameter R H and the measurements for a selected mass flowṁ = 1.5 g/s is given in Fig. 3d and 3e . One can note that there is a small drift of the eigenfrequency of the HH damper as a function of the purge mass flow, which means that the latter has an influence on the end correction, and that the HH damper is more prone to detuning than the QW damper when the velocity in the neck changes. A linear regression is then used in both cases to determine the optimum values of ζ H and ζ Q from the fitted resistive terms. This is shown in Fig. 5 and one obtains ζ H = 1.78 and ζ Q = 1.64. The mass flowṁ 0 for which the reflection coefficient vanishes, which corresponds to an anechoic condition in the impedance tube, can be easily determined by matching the impedance at the plane where the damper is connected to the characteristic impedance of air. This mass flow depends on the cross-section of the impedance tube used for the measurement and is not an intrinsic property of the damper. At the resonance frequency, the reactive part of Z H and Z Q is zero. The condition giving no reflection is then: R H /σ H = ρc and R Q /σ Q = ρc. Using c = 343 m/s and ρ = 1.14 kg.m -3 (the measurements were done at 500m above sea level) givesṁ 0,H = 2.6 g/s which is in good agreement with the experiments, andṁ 0,Q = 11.3 g/s. For the HH damper this is also consistent with the findings of Scarpato et al. [59] who state that, at the anechoic condition, the Mach number divided by the porosity increases monotonically from 0.5 for low Strouhal number to 2/π for high Strouhal number. In the present work, the Strouhal number based on the opening diameter (St = ω H 2 a/π/ū) ranges from 3 to 15, which correspond to a "high Strouhal" regime. Therefore, applying the condition proposed in [59] :
givesṁ 0,H = 2.9 g/s, which is in good agreement with the experimental value. √ ω Q θ b + ζ Qṁ A . For the QW damper, the acoustic boundary layer losses do not depend on the mass flow, which is why the red line does not cross the origin.
Coupled damper-cavity experiments
The problem of dampers that are connected to a combustion chamber is now considered. This is a classical acoustic problem of coupled cavities (e.g. [55] , Chap. 10.4), in the specific situation where one of the cavities, the combustion chamber, has a volume that is much larger than the one of the secondary cavities, namely the dampers. In that particular situation, the shapes of the first eigenmodes in the main cavity are usually not significantly altered by the implementation of the dampers, but the latter can strongly impact the stability of these modes. In the present work, an electroacoustic feedback in a 0.2 m 3 chamber is used to mimic the thermoacoustic coupling occurring in combustion chambers. This experimental set-up allows for a precise control of the linear stability of one of the eigenmodes, with and without dampers. It is sketched in Fig. 6 .
Stand-alone cavity characterization
The experimental setup is composed of: 1) a rectangular metal box (500×700×600 mm
3 ) with stiffening ribs on the outer side of the walls to prevent strong vibro-acoustic feedback; 2) a set of eight G.R.A.S. 46BD 1/4" CCP microphones distributed on 2 of the faces of the cavity; 3) two Pioneer TS-1001I loudspeakers placed inside the cavity; 4) an electro-acoustic feedback loop, which consists in band-pass filtering, delaying and amplifying the signal from one of the microphones and delivering the output signal to one of the loudspeakers. By varying the amplification and the delay in the feedback loop, it is possible to vary the linear stability of one of the acoustic modes of the main cavity. The second loudspeaker serves as external excitation for forced experiments. The coordinates of the different elements are given in Fig. 6 . The microphones are calibrated using the Norsonic Nor1251 calibrator, giving an output of 114dB at 1000Hz. The acoustic eigenmode considered in the following sections of the paper is the first transversal mode (see Fig. 6 ). The natural damping α of this mode, without damper and without electroacoustic feedback, is obtained by imposing a ten-second linear sweep excitation from 200 to 400Hz using the second loudspeaker. A 2 nd order transfer function is then fitted to the experimental transfer function between one of the microphone signals and the excitation signal in order to determine the eigenfrequency and the corresponding damping rate. This procedure is illustrated in Fig. 7c and 7d and it provides the natural damping α = −4.8 rad/s, which is also indicated as the central black dot in Fig. 7a . The main contribution to the damping of the eigenmode is attributed in the present situation to one-way acoustic-structure interaction. In the following part of this work, a QW or HH damper is mounted on the cavity and a small hole in one of the walls of the cavity serves as exhaust for the damper purge air that is injected into the cavity (see Fig. 6 ). Damping rate measurements were performed in order to identify the effect of an air flow through this exhaust orifice on the natural damping of this eigenmode. These tests showed that the corresponding additional damping does not exceeds 0.4 rad/s (α comprised between -4.8 and -5.2 rad/s) over the entire range of purge mass flows considered, which is negligible compared to the damping rate variations induced by the electro-acoustic feedback loop and/or the HH and QW dampers. The signal of the microphone used in the feedback loop is filtered, delayed, amplified to supply the loudspeaker as it was done in e.g. [40, 60] . This real-time signal processing is done using a NI cRIO-9066 board. The filter is necessary to ensure that the feedback loop only acts on the first transversal acoustic mode of the cavity at a frequency of about 287 Hz. The filter is a bandpass with cut-off frequencies at 260 and 320 Hz. When the gain and the time delay in the feedback loop lead to a linearly unstable situation, there is an exponential growth of the amplitude of the Figure 6 : Sketch of the experimental setup and coordinates of the elements in mm first transversal mode. A nonlinear cubic term is implemented in the feedback loop such that the exponentially growing oscillations saturate on a limit cycle, with the dynamics of a Van der Pol oscillator. One can therefore express the amplitude η of the first transversal mode of the electro-acoustic system as:η
with ν wod its linear growth/decay rate without damper, ω 0 its natural angular frequency and κ the saturation coefficient. The linear growth rate ν wod results from the contribution of the linear damping α and the linear gain of the electro-acoustic feedback loop β, such that ν wod = β − α. The input of the loudspeaker is proportional to c 1 U (t + τ ) + c 2 U 3 (t + τ ), where U is the output voltage of the band-pass filtered microphone signal, c 1 and c 2 are the linear amplification and the saturation coefficients, and τ the feedback delay. The latter three parameters can be specified in the real-time feedback algorithm. As a first approximation, β ∝ c 1 cos(ω 0 τ ) and the linear growth rate ν wod is positive when β > α, which can be achieved for a range of delays τ and amplification factor c 1 . Fig. 7a shows the measurements of the eigenfrequency and growth/decay rate of the first transversal mode when the electroacoustic feedback is active, for different feedback delays τ and for fixed c 1 and c 2 . When the electroacoustic system is linearly unstable (red background), growth rate measurements were performed by fitting exponential curves on the transient growth of the acoustic amplitude (Fig. 7b ) and do the average over 10 realizations. The standard deviation to mean ratio of such growth rate measurements can be seen Fig. 8b for different values of c 1 , which shows very good accuracy. For the linearly stable cases (green background), the measurement technique is the same as for measuring the natural damping of the mode (Fig. 7c and 7d) , namely performing sweep measurements. The accuracy of the sweep measurements was checked using decay rate measurements: the second loudspeaker is used to excite the system at its resonance frequency, and when the excitation is stopped the transient decay of the acoustic amplitude is fitted with an exponential curve. These decay rate measurements are averaged over 10 realizations and gives similar accuracy as the growth rate measurements. The decay rates ν wod obtained from the sweep measurement was always within one standard deviation compared to the one obtained from decay rate measurement. In the remainder of this paper, the delay τ = 2.2 ms, which gives the most constructive feedback, and the saturation coefficient c 2 are kept constant. The linear growth rate ν wod of the system without dampers is varied by adjusting c 1 , according to the linear regression shown in Fig. 8a . The effective saturation constant κ can be deduced from the square root evolution of the oscillation amplitude when ν wod is varied. Indeed, the theoretical limit cycle amplitude of eq. (17) is A η = −8ν wod /κ (see [60] ), and κ = −0.08 s -1 Pa -2 was deduced from these measurements.
Addition of dampers
A HH or QW damper can be connected to the cavity and fed with a purge flow as shown in Fig.  6 . For the stability measurements, the mass flowṁ is varied between 0 and 2 g/s for the HH, and between 0 and 5 g/s for the QW. Without damper, the stability of the first transversal mode depends on the sign of ν wod : if it is positive, the mode is linearly unstable, if it is negative, the mode is linearly stable. With damper, the damping of the system is increased, and the stability limits change. These stability limits depend on the feedback loop gain c 1 and on the mass flow of the purge air going through the damper. The determination of these new limits is done as follows: for each tuned damper (HH and QW) and each mass flow, the gain c 1 is slowly ramped down, starting from a value where the system with dampers is linearly unstable and is on a limit cycle. The linear growth rate ν wod is a linear function of c 1 as shown in Fig. 8a , and the ramping down of c 1 is equivalent to a 1 rad/s decrease of ν wod in 30 second. The decrease of the bifurcation parameter ν wod is therefore quasi-steady and one can fit the corresponding acoustic envelope using a function that is proportional to √ ν wod . The origin of that fit is the bifurcation point, which defines the stability limit. The results of three of those measurements and the respective fits can be seen in Fig. 8c . The error was estimated by doing a fit on the truncated acoustic envelope curve, starting from the part with the highest amplitude. As shown in Fig. 8c , the confidence intervals are very small compared to the variation caused by mass flow variation. The length of the back-volume of the HH and the length of the QW are then shortened to obtain a detuning δ = (ω H,Q −ω 0 )/ω 0 = −0.7 and −2.1 %, and the measurements are repeated. The stability limits obtained by employing this procedure, for tuned and detuned dampers, are presented in Fig.  9 . As expected the zone of stability shrinks when the damper is detuned. Those results will be compared with the model later on. The feedback gain c 1 is now fixed such that ν wod = 7 rad/s. The eigenvalues of the first transversal mode of the chamber-damper coupled system are determined as function of the purge mass flow going through the damper. Since all of those measurements take place inside the stable zone, the eigenvalues are obtained using sweep measurements as done in Fig. 7c and d . When a damper with low damping is added to the cavity, mode splitting occurs. This was demonstrated experimentally in e.g. [27, 28, 32, 61] . In the detuned case, one mode is much closer to the stability limit than the other one, and dominates the frequency response of the transfer function.
In that case, a 2 nd order transfer function fit yields satisfactory results. In the tuned case however, both modes should have equal decay rates but different frequencies for low purge mass flow. This means that the experimental transfer function should be fitted by a 4 th order transfer function to capture both modes correctly. In practice, however, since the mass flow through the damper also influences the end correction and thus the detuning of the damper, symmetric mode splitting can only be achieved at one particular mass flow as one can see in Fig. 10 for the tuned QW. This is even worse for the HH, since it is much more prone to mass flow-induced detuning (see Fig. 4a ). Therefore, only a 2 nd order transfer function is used to determine the poles of the transfer function in a systematic manner, accepting that this technique might lead to small errors around the mass flow for which symmetric mode splitting occurs. The results of this fit compared with the predictions from the analytical model (which will be described in the next section) are shown in Fig 11 for both dampers, either tuned or slightly detuned (δ = −0.7 %). As expected, the model is not accurate for the HH damper at low mass flows: a nonlinear dissipation term would be needed to capture its behavior at low mass flow. The agreement between theory and experiments is otherwise good. Comparing HH and QW resonator, the HH damper achieves better stabilization for low mass flow than the QW for similar damper volume. The mass flow needed to achieve best stabilization is higher for the QW than for the HH. Even if both are used at their best mass flow condition, the HH damper achieves slightly better stabilization than the QW (which is also predicted by the model). 
Analytical model and optimal damping
Analytical model
The derivation of the model used for comparison with the experiments in Figs. 10 and 11 can be found in A based on the work of [40] . With a single dominant mode, the pressure in the chamber can be approximated by p(t, x) = η(t)ψ(x) with ψ(x) the acoustic eigenmode and η(t) its amplitude. The transfer function of the chamber-damper coupled system (Fig. 12b) can be written in the HH case as follows:
withQ N (s) the noise component of the acoustic source in the chamber volume, ω 0 the natural angular frequency of the dominant mode, ν wod its growth/decay rate, ω H the angular frequency of the damper and its damping α H = R H /2ρ d l and R H the resistive term from Eq. 3. ε H is the damping efficiency factor defined as:
with V H = AL the volume of one damper, V the chamber volume, Λ the norm of the mode and 
with u the acoustic velocity in the damper neck. This system of two coupled ODEs can be expressed (a) (b) Figure 12 : Block diagram representation of the system (a) without and (b) with HH dampers as in [40] .
Optimal damping and exceptional points
The analytical model presented in 4.1 is now used to determine the linear stability of the coupled system "chamber-damper", which was experimentally investigated in section 3. To that end, one uses the geometrical and flow parameters which characterize the acoustic mode, the dampers and the coupling efficiency in this experimental configuration:
• The first transversal mode of the cavity is considered, with ω 0 1803 rad/s, f 0 = ω 0 /2π 287 Hz. The electro-acoustic feedback allows to set ν wod up to 35 rad/s.
• The experimentally-identified linear relationships R H (ṁ) and R Q (ṁ) presented in Fig. 5 are used for the evaluation of the damping 2α H (ṁ) = R H /ρl and 2α Q (ṁ) = R Q /ρL. The effective lengths l = l p + l cor and L = L p + L cor , for dampers connected to the large chamber, are not the same as in section 2.2 where they were connected to a duct. Therefore, the end corrections are determined again using the Helmholtz solver AVSP, for the "chamberdamper" arrangement, which gives l cor = 15.9 mm and L cor = 10.3 mm. The physical length L is used for the tuning of the natural resonance frequency of the dampers ω H and ω Q .
• The damping efficiency factors ε H and ε Q depend on the damper-to-chamber volume ratio, on the modal amplitude at the damper location and on the mode normalization factor. In the present configuration, Λ = 1/2 and ψ = 0.95 (see Fig. 6 ).
The stability of the coupled system is obtained from Eq. (18) for the range of purge mass flowṁ and linear growth rate ν wod which were used in the experiments. In the perfectly tuned case with ω 0 = ω H , the stability limits of the coupled system for the HH damper case are explicitly obtained from the Routh-Hurwitz criterion:
The Routh-Hurwitz criterion can be easily translated as follows: the damping of the damper needs to be higher than the growth rate of the unstable mode, and the ratio weighting the feedback in the block diagram (Fig. 12b) needs to be greater than 1. For the QW damper case, the RouthHurwitz criterion is the same, replacing α H by α Q and ε H by ε Q . For the detuned case, there is no analytical expression giving the linear stability boundaries. The stability limit is numerically determined by computing the poles of Eq. (18), and searching the change of sign of the real part of the least stable of these poles. The theoretical stability limits for tuned and detuned Helmholtz and Quarter-Wave dampers are presented in Fig. 13 and are in good agreement with the ones measured experimentally (see Fig. 9 ). The comparison between the theoretical stability limits of the tuned HH and tuned QW (having quasi-identical volume) are shown in Fig. 14. Fig. 15 shows the influence of increasing purge mass flowṁ on the magnitude and on the poles of the transfer function characterizing the coupled system "chamber-damper" for fixed ν wod = 7 rad/s. In both cases, the inset shows the coordinates (ν wod ;ṁ) in the stability diagram, which are considered for this analysis. For situations where the damper is tuned to the eigenfrequency of the system without dampers (ω 0 = ω H or ω 0 = ω Q ), the pair of eigenvalues of the system with damper merge at a so-called exceptional point (EP) [62] , when a critical purge mass flowṁ EP through the damper is reached. Forṁ <ṁ EP , the poles of the system with the damper symmetrically split, with identical linear growth rate ν wd and different frequencies f wd = f 0 ± ∆f . The associated transient dynamics is a decay of the oscillation amplitude with time constant 1/ν wd , which is accompanied with a low-frequency amplitude beating of period 1/∆f [49] . Forṁ >ṁ EP , the pair of eigenvalues originating from the exceptional point exhibit the same frequency as the natural eigenfrequency of the system without damper (ω wd = ω 0 ), but one of these eigenvalues has a larger linear growth rate ν wd than the other and than the one at the EP, i.e. the associated eigenmode is less stable. By increasing the purge mass flow, the best stabilization of the mode is therefore achieved when the eigenvalues and associated eigenmodes of the coupled system coalesce at the EP. This can be verified by computing the eigenvalues and eigenvectors of M in Eq. 21: the scalar product between the normalized eigenvectors e 1 and e 2 corresponding to positive frequency can be seen in Fig. 16e . At the EP, the scalar product is 1, meaning that they coalesce. If one further increases the purge mass flow, the eigenvalues split into two separate modes at same frequency but different decay rates, one of them being stabilized and the other one destabilized by a further increase of the mass flow. Note that the mass flow giving the best mode stabilization is higher than the one minimizing the infinite norm of the frequency response. In the situation where the dampers are not well tuned (Fig. 15b and 15d) , there is an avoided crossing of the eigenvalues and the system does not exhibit any EP when the purge mass flow is varied. In the present configuration, a detuning of 0.7 % leads to a substantial root loci deviation and to an avoided crossing compared to the tuned damper scenario. The theoretical behavior presented in Fig. 15 is again in good agreement with the experimental measurements shown in Fig. 10 and Fig. 11 . To complement this analysis, the eigenvalues λ = ν wd + iω wd of the coupled system "chamberdamper" are presented in the form of Riemann sheets as function of the damper detuning δ and of the damper purge mass flowṁ in Fig. 16 for ν wod = 7 rad/s. In Fig. 16c , one can see that the EP is the point where the real part of the double root of the quartic polynomial [63] (denominator of Eq. (18)) is minimum. When ω H = ω 0 (tuned damper), one can explicitly deduce the associated HH resonator damping:
Klaus and co-workers [29] recently drawn a similar result in the context of room acoustics. In that study, dissipative resonators are employed to minimize reverberation time, which means that, in contrast with the present work, the acoustic enclosure is already linearly stable before the implementation of the damper, which are used to further stabilize it. Here, the damping coefficient is linearly related to the mass flow through the damper and Eq. (23) corresponds tȯ
A similar expression can be derived for the QW damper and includes the acoustic boundary layer losses. The location of the EP in the linear stability diagram is shown in Fig. 17 as a dashed red line. The mass flow giving the best stabilization for detuned dampers is obtained numerically, and the results are shown in Fig. 18 . One can see that the slope of the lines indicating the maximum damping does not depend on the detuning. For configurations with only one type of dampers, which can be a practical requirement in order to avoid having to manufacture, test and validate several geometries of dampers, the present work shows that the optimum damping is reached when the purge mass flow is adjusted close to the EP of the coupled system chamber-dampers. Combining dampers of different geometries, which address the same dominant acoustic mode, is also possible. In that case, the number of parameters in the system increases and the simple analytical expression given in eq. (24) damper mass flow cannot be used. Still, a numerical optimization could be performed to find the mass flows for each of the dampers, which lead to the optimum modal damping. Note that exceptional points exhibit an extreme sensitivity to parameter variation, which can be showed analytically. Let us note D(s, δ, α H ) the polynomial corresponding to the denominator of Eq. 18, whose roots λ are the eigenvalues of the chamber-damper coupled system.
At the EP, the eigenvalues are 2 complex conjugate double roots λ EP = ν wd,EP ± i ω wd,EP . One
with α H,EP from Eq. 23, giving
Using Eqs. (25) and (26), one can show that the partial derivative of D with respect to s vanishes at the EP, i.e. ∂ s D = 0 for s = λ EP , δ = 0, α H = α H,EP . One can also get analytical expressions of the other partial derivatives around the EP as function of ω 0 , ν wod and ε H . This gives the following Taylor expansion for a root λ of the polynomial D around the EP:
With δ = 0 the following approximation can be derived for a root λ around the EP:
Similarly, if α H = α H,EP the following approximation can be derived for a root λ around the EP:
Eqs. 28 and 29 are Puiseux series [64, 65] . For Eq. 29, the sensitivity dλ/dδ ∝ 1/ √ δ, which tends to infinity when δ → 0. A similar dependency can be found when α H → α H,EP , thus showing the infinite sensitivity to parameter variation around the EP. 
Conclusion
The optimization of the damper purge mass flow has been done in two different setups throughout this paper: either for minimizing the reflection coefficient at resonance in an impedance tube (section 2.2) or for achieving the best stabilization of an unstable eigenmode when the damper is coupled to a chamber (section 4.2). These two problems are very different as illustrated in Fig. 19 : Problem A consists in maximizing acoustic absorption per unit area, as was done in [18, 66, 67] . When identical dampers are distributed over a surface, the ideal purge mass flow per damper for best normal-incidence absorption depends on the number of dampers per unit area. When this purge mass flow is set, the acoustic resistance of the surface matches the characteristic impedance of the medium. In Fig. 19a and 19c , which give the absolute value of the normal incidence reflection coefficient as in Fig. 4 , one can see that the optimum mass flow that leads to anechoic condition, is not the same whether 4 or 9 geometrically identical dampers are distributed over the same surface. Problem B deals with the stabilization of an unstable mode in a chamber using damped resonators. The ideal mass flow for achieving the best stability margin does not depend on the density of dampers over the surface enclosing the cavity, but on the volume ratio between the cavity and the dampers. In 19b and 19d, the EP obtained by the connection of a tuned HH resonator to a cavity is not obtained at the same mass flow, when the cavity-to-damper volume ratio is changed. Note also that, although the HH dampers considered for this illustration feature the same geometry as the ones used to clarify Problem A, these mass flow differ from the ones giving anechoic condition in 19a and 19c. This is due to the fact that the optimization problem is not the same in the two cases: in the first one, one tries to minimize the reflection coefficient of a surface; in the second one, one tries to minimize the real part of the eigenvalues of the coupled system "chamber-damper".
In this paper, the damping properties of HH and QW resonators have been investigated. A new linear model for the QW damper impedance has been derived and validated using reflection coefficient measurements. A coupled chamber-damper experiment was set up in order to measure the stability limits of the coupled system for both types of dampers. The damping capabilities of these dampers have been compared theoretically and experimentally: for comparable volume, the QW damper requires a higher mass flow both for minimizing the reflection coefficient (for which it provides damping in a narrower frequency band as the HH) and for optimizing the stabilization of an acoustic eigenmode. The HH damper is more prone to detuning but also provides better stabilization at very low purge mass flows than a QW damper featuring the same volume. The experiments also allowed the validation of the analytical model describing the coupled system. It was demonstrated that the best damping is achieved at the exceptional point of the coupled system, obtained for tuned dampers and for a critical mass flow whose expression is given as function of the key parameters of the system.
A. Derivation of the analytical model
The problem of coupled cavities has been the topic of numerous studies, which are based on the model given in chapter 10.4 of the book of Morse and Ingard [55] . In the present case, one of the cavities (the chamber) is much larger than the others (the dissipative resonators). One can for instance refer to the work of Fahy and Schofield [68] , who derived a model to predict the increase of modal damping induced by a single damper. Cummings [69] and Li and Cheng [70] adapted the model to a dissipative resonator array. Doria [71] studied the effect of the damper on the mode shape and the influence of different volume ratios between chamber and damper. Subsequent studies extended the use of the model to cavities exhibiting linearly unstable thermoacoustic modes [72, 40] . Following the same approach, the pressure in the chamber is expressed as a Galerkin expansion using the orthonormal basis ψ composed of the natural acoustic eigenmodes:
with ψ i (x) the natural eigenmodes and η i (t) their amplitude. Assuming that the chamber is equipped with dampers and that, under the effect of a field dependent volumetric source, the pressure field is dominated by one of these modes, the contribution from the other modes can be neglected and one can express the amplitude of that mode in the frequency domain as [40] : 
In this formula, ρ c is the air density in the chamber, c c the speed of sound in the chamber, γ the heat capacity ratio, V the volume of the chamber, ω 0 the natural angular frequency of the dominant mode ψ and Λ its norm defined as
Q C is the coherent component of the volumetric source, in the sense that it depends on the acoustic field and therefore onη, whileQ N is the noisy component of the volumetric source which does not depend on the acoustic field, and which acts as a broadband acoustic forcing; S d is the area of the chamber walls which is equipped with dampers; Z d (x, s) =η(s)ψ(x)/û(s) is the impedance of the dampers and Z(x, s) is the impedance of the chamber walls. In combustion chambers, thermoacoustic instabilities result from the constructive interaction between the coherent component of the unsteady heat release rate of the flames Q C , and the acoustic field η. When the acoustic energy produced by the coherent volumetric source exceeds the dissipation at the boundaries, the thermoacoustic system is linearly unstable. Considering Eq. 
where the subscript "wod" stands for "without dampers", and wherê
is the normalized broadband component of volumetric forcing weighted by the mode shape. ν wod = β − α is the linear growth/decay rate of the thermoacoustic system that results from the balance between the linear contribution of the source term β (which depends on the gain and delay between coherent component of the volumetric source Q C and pressureη [73] ) and the natural linear damping of the mode α, which results from the impedance at the boundary (last integral in Eq. (31)). The case where n identical HH dampers are coupled to this chamber is now considered.
Assuming that the neck of the dampers is compact with respect to the wavelength 2πc c /ω 0 , the second integral in Eq. 31 can be rewritten as
where a is the cross-section of the neck of the dampers and x k is the location of the k th damper. With Ψ d = n k=1 ψ 2 (x k ) and with the expression of the HH damper impedance
= nV H /V Λ where one clearly sees the ratio between overall damping volume nV H and chamber volume V . It shows that large ε H are achieved for large damping volume, with dampers at antinodes. In the case of the addition of n identical QW dampers, replacing a by A and Z H by Z Q from Eq. 14 and multiplying numerator and denominator by L · 4/π 2 yields the same transfer function as Eq. (18) with subscripts "H" replaced by "Q", with 2α Q = 2R Q /ρL (R Q is the QW damper resistance given at Eq. (13)) and with
where V Q = AL p . The transfer function of the system without (Eq. (33)) and with (Eq. (18)) dampers are represented as block diagrams in Fig. 12 .
