The solvation of simple ions in water is studied using molecular dynamics simulations with a polarizable force field. Previous simulations using this potential demonstrated that anions are more favorably solvated in water than cations. The present work is an attempt to explain this result by examining the effects of ions on the surrounding water structure, with particular focus on the first solvation shell and its interactions with the surrounding water. We conclude that while the first solvation shell surrounding cations is frustrated by competition between ion-water and water-water interactions, solvation of anions is compatible with good water-water interactions.
I. INTRODUCTION
The solvation of ions is of great importance in biological and physical chemistry. In particular, understanding ion solvation is critical to elucidating the mechanism by which ion channels distinguish between different ionic species. Viewed simply, alkali and halide ions are perfectly symmetric spheres distinguished only by their charge, size, and polarizability. While these differences can be quite small, they underlie the remarkable selectivity of biological ion channels. For example, although K ϩ and Na ϩ differ in size by only a few tenths of an angstrom, potassium channels such as KcsA transport K ϩ 10 000 times faster. 1, 2 Moreover, the fluctuations in the KcsA selectivity filter are significantly larger than the size difference between the ions, so the differentiation is not accomplished by simple steric incompatibility between the ion and the protein. 3 Rather, it is the thermodynamics of solvation which dictates selectivity. The solvation of the sodium ion in the channel is not as favorable as solvation in bulk water, resulting in a free energy barrier which slows its transfer. Thus, in order to understand the molecular mechanism of ion selectivity, we must first understand ionic hydration.
Significant efforts have been made to explore the physical properties of hydrated ions using a variety of experimental techniques, including x-ray and neutron diffraction and scattering, nuclear magnetic resonance, and vibrational spectroscopy. 4, 5 However, these experiments are complicated by a number of factors, one of the most important of which is the requirement for electroneutrality. Specifically, electroneutrality means that it is not possible to study a given ionic species in solution at equilibrium without including neutralizing counterions. Thus, while the solvation thermodynamics of a neutral salt can be measured directly, it is impossible experimentally to separate them into contributions from the individual anion and cation. Instead, an additional assumption must be introduced to perform this separation. For example, one could choose a reference salt and make the assumption that the solvation free energies of the cation and anion are equal. [6] [7] [8] Once the solvation free energy for a single ionic species is known unambiguously, all of the others can be determined using the principle of additivity and the data for the thermodynamics of neutral salts. Alternatively, one could perform the separation by making assumptions about the solvation of H 3 O ϩ and OH Ϫ to establish the solvation free energy of the proton, 9 or by extrapolating bulk solvation free energies from thermodynamic data on small water-ion cluster. 10 Unfortunately, the single ion solvation values obtained by these separations are very sensitive to the assumptions used to make the separation. As a result, there is considerable controversy as to the true solvation thermodynamics of individual ionic species with different tabulations in the literature disagreeing by as much as 15 kcal/mol. 6, [9] [10] [11] [12] [13] [14] [15] [16] Molecular dynamics computer calculations can potentially resolve many of these issues. In contrast to the experiments, simulations can treat a single ion in solvation without difficulty, and as such can be used to compute single ion thermodynamics unambiguously. Moreover, molecular dynamics simulations contain a wealth of structural information which can be used to characterize the results. However, in order to perform these simulations, one must first choose repulsion-dispersion parameters for the ions. This has most commonly been done by choosing parameters which reproduce single ion solvation free energies. [17] [18] [19] Unfortunately, this process is complicated by the inconsistencies in the literature tabulations of single ion thermodynamic values, as discussed above, 6, 9, 10 which introduces large uncertainties into the parametrization process. As a result, the various ionic parameter sets have very different thermodynamic and structural properties when used in solution. 11, 20 A better approach would be to parametrize using data which does not suffer from the ambiguities introduced by the requirement for electroneutrality. For example, ab initio calculations 21, 22 and mass spectroscopy experiments 23 involving small water-ion clusters in the gas phase can provide the kind of detailed structural and thermodynamic information required for parametrization. However, standard force fields use fixed partial charges and represent electronic polarization implicitly, which means that parameters chosen for the gas phase are not appropriate for liquid simulations. For example, the dipole moment for water in gas phase is 1.85 D, while in liquid it is greater than 2.6 D; 24 using a rigid nonpolarizable water model intended for the bulk to fit gas phase ion-water interactions would produce ion parameters which overestimate the effective size of the ion in liquid. Moreover, previous work demonstrated that ion-water dimers computed using a standard nonpolarizable water model and ion parameters intended to reproduce bulk solvation to overestimate both the effective size of the ion and the water-ion dimer interaction energy in gas phase. 11 By contrast, fitting ion parameters to the ion-water dimer using the polarizable AMOEBA ͑atomic multipole optimized energizers for biomolecular applications͒ force field produces single ion solvation free energies which, when summed, correctly reproduce the experimental free energies for neutral salts to within 1 kcal/mol in multiple solvents. 11 By contrast, simulations using other force fields do not reproduce the salt values, erring by at least 5 kcal/mol.
One of the oldest and simplest models for the free energy of solvation for an ion is the Born equation
where ⌬A is the free energy, q is the charge, R is the effective radius of the ion, and ⑀ is the dielectric constant of the medium. This simple model makes several specific predictions regarding relative ionic solvation free energies: ͑i͒ smaller ions should have more favorable solvation free energies; ͑ii͒ the free energy to transfer an ion to a more polar phase should always be negative; and ͑iii͒ the sign of the ion's charge does not matter. Although many groups have suggested improvements to the Born equation 16,26 -29 these basic predictions are intrinsic to continuum theory.
These predictions are not consistent with our previous results. 11 We found that Cl Ϫ , though clearly larger than K ϩ , had an aqueous solvation free energy that was 12 kcal/mol more favorable. Moreover, Cl Ϫ is more favorably solvated in water ͑⑀Ϸ80͒ than in formamide ͑⑀Ϸ110͒. Several recent theoretical works have produced analogous results for aqueous solvation. For example, the favorable solvation of Cl Ϫ is also predicted by a recent extension to the Born equation which takes into account the contribution of favorable dispersion interactions. 30 Moreover, Hummer et al. performed a series of Monte Carlo simulations, where they found that the free energy to charge a van der Waals ͑vdW͒ sphere was approximately the size of a methane molecule to Ϯe, with the anion being more favorably solvated by more than 40 kcal/mol. 31 The authors hypothesized that the overly favorable anion solvation is in part an artifact of the absence of a vdW term between the water hydrogens and the ions, which allows the hydrogens to pack very close to the anions. However, this is not the case for the results of Grossfield et al., 11 since the AMOEBA water model includes repulsiondispersion terms on water hydrogens. 32 The present work will explain the solvation free energies of ions in water by examining their effects on solvent structure, using molecular dynamics simulations with the polarizable AMOEBA force field. By comparing the solvent structure around a series of cations, anions, and neutral particles, we will distinguish the effect of the ions' size and charge, and explain the observed deviations from the Born equation at a molecular level.
II. METHODS
Molecular dynamics simulations were performed on systems consisting of a single ion and 216 water molecules embedded in a periodic cubic box 18.643 Å on a side. The AMOEBA force field was used for all calculations. 24, 33 This potential uses a sophisticated electrostatics model involving permanent partial charges, dipoles, and quadrupoles on each atom, with electronic polarization represented via induced dipoles. Long range electrostatics are accounted for using Ewald summation, 33, 34 with the real space cutoff set to 9 Å, the Ewald coefficient set to 0.42 Å Ϫ1 , and ''tin-foil'' boundary conditions. Repulsion-dispersion or vdW interactions are represented using a buffered 14-7 potential, 35 and were smoothly truncated at 12 Å. Previous work has shown that this force field accurately reproduces the properties of liquid water under both ambient conditions 24 and at extremes of temperature and pressure, 36 and is able to accurately predict the solvation free energies of neutral salts in multiple solvents. 11 The parameters for the water model are those given by Ren and Ponder, 24 while the ion parameters are shown in Table I .
The equations of motion were integrated using the Beeman variant of the velocity Verlet integrater, using a 1 fs time step. 37 Coordinates were saved every 0.1 ps. The temperature was set to 300 K using the Berendsen weak coupling method. 38 Induced dipoles were iterated until no dipole changed by more than 0.01 D upon successive iterations. Each simulation was run for 200 ps, with the first 50 ps discarded as equilibration. All simulations were run using version 3.9 of the TINKER simulation package, with local modifications. 39 Analysis was performed using various programs from the TINKER package or locally written programs and scripts.
Simulations were performed examining the solvation of four naturally occurring ionic species: K ϩ , Na ϩ , Cl Ϫ , and Br Ϫ . In addition, a second set of simulations was performed for K Ϫ , Na Ϫ , Cl ϩ , and Br ϩ ; for these simulations, the charge on the ion was inverted, while the vdW and polarizability parameters were left unchanged. Similarly, two more sets of simulations were performed for these species with their charges set to zero: one with the polarizability set the same as for the naturally occurring species and one with the polarizability set to zero.
The electrostatic potential at the neutral ''ions'' was estimated as
where U(q) is the system's potential energy with a test charge q placed on the ion. The potentials were computed with qϭ0.0001e, although care was taken to verify that the same answer was obtained across a range of q values, which means that O(q 2 ) terms due to the Born self-energy, finite size corrections, and polarization due to the test charge could be safely neglected. 31, [40] [41] [42] [43] When analyzing solvent structure, a water-water hydrogen bond was defined to be an interaction where the O-H distance was less than 2.8 Å, and the O-H-O angle was greater than 120°. This specific definition is reasonable but somewhat arbitrary, in that a different choice would slightly alter the number of hydrogen bonds we would find. This is not particularly important, as we are mostly concerned with variations in the hydrogen bonding patterns around different ionic species. The statistical uncertainty in the number of hydrogen bonds was computed using Monte Carlo bootstrap error analysis. 11, 44 For a time series with N data points, a bootstrap trial consisted of selecting N points randomly from the time series, allowing duplication, and computing the average for that sample. We performed 1000 bootstrap trials and computed the statistical uncertainty as the standard deviation of the averages from the trials.
The lifetime of water structure in the first solvation shell was computed from the autocorrelation function of the instantaneous ionic coordination number. The coordination number was computed as the number of waters with oxygens within the effective ionic radius, which we defined to be the distance to the first minimum of the ion-O radial distribution function ͑see Tables II and III͒ . We then computed the autocorrelation function of this time series as
where N c (t) is the coordination number for the ion at time t, (N c ) is the variance, and angle brackets indicate the thermodynamic average. For all of the ions studied, the correlation function was not well described as a single exponential, but did fit well to a sum of two exponentials
At long time intervals, the correlation function became noisy due to poor sampling. To prevent this from influencing the fit, only the first 10 ps of the autocorrelation function was used. Because we only recorded coordinate sets every 0.1 ps, we cannot detect events occurring on a faster time scale. As a result, if a water molecule were to leave the first solvation shell and be replaced within 0.1 ps, the event would not be accounted for.
III. RESULTS

A. Solvent structure around ions
The primary theoretical tool for examining molecular structure in solution is the radial distribution function ͑RDF͒. Figure 1 shows the radial distribution functions for water TABLE II. Effective radii for the ions, measured as the distance to the first minimum of the ion-oxygen radial distribution function. ''Positive'' and ''negative'' refer to the ions with ϩ1e and Ϫ1e charges. ''Neutral'' refers to the species with charge and polarizability set to zero, although the results for polarizable uncharged species were virtually identical. 
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Dependence of ion hydration on the sign of the ion's charge J. Chem. Phys. 122, 024506 (2005) oxygens around the naturally occurring ionic species. The results in Fig. 1͑a͒ are completely as expected: as the ions get larger, the first peak moves outward and becomes less pronounced. In Fig. 1͑b͒ , the direct effects of ion size are removed from the plots by shifting the RDFs such that their first peaks are in the same position. We can see that the location of the first minimum and second peak relative to the first peak are largely unaffected by the ion size with the exception of Na ϩ , where both appear to be shifted slightly outward. Moreover, the larger the ion, the less structured the solvent appears to be, as evidenced by the decreased depths of the first minimum and height of the second peak. However, these data alone do not allow us to directly separate the effects of ionic size and charge on solvent structure because both variables are changed simultaneously.
We approach this problem by examining simulations of several unphysical ions, such as Na Ϫ and Cl ϩ , which we model by inverting the ionic charge while leaving the vdW and polarizability parameters unchanged. Although these ions do not represent realistic physical entities, the resulting calculations cleanly distinguish the effects of ionic size and charge.
With this in mind, Fig. 2 shows the distribution of water oxygens around potassium as a function of the ion's charge. The first peaks for K ϩ and K Ϫ have virtually identical heights, with the latter shifted outward by roughly 0.2 Å. By contrast, the first minimum is in virtually the same place in both curves. The oxygen peak shifts because the water oxygen directly solvates the cation, while the anion is solvated by the water hydrogen. This may also account for the fact that the RDF about the anion appears slightly more structured, with a deeper first minimum and higher second peak.
The RDF for water around the nonpolarizable and uncharged K 0 is shown as well. It is qualitatively different from that of the two charged species; the first peak is much lower and broader and is located much farther out. This is to be expected, since eliminating the charge allows unfavorable vdW interactions between the ion and the first solvation shell to relax. Moreover, the vdW interactions the neutral particles can make are not sufficiently favorable to compete with water-water hydrogen bonding interactions. The RDFs produced when K 0 was assigned the same polarizability as K ϩ were indistinguishable from the nonpolarizable case ͑data not shown͒. Although Fig. 2 only shows the RDFs for potassium, the other elements behave similarly. These results make it clear that the ion's charge can in principle have a significant effect on the its apparent size in solution. In estimating the ions' size, we choose to define the effective radius as the location of the first minimum of the ion-O RDF. Physically, this corresponds to including the first solvation shell around the ion in our definition of its size. Table II shows the effective radii for all of the ions simulated. For each of the four elements, the charged species have similar effective radii regardless of the charge sign, while the radii of the uncharged species are roughly 1.5 Å larger. This does not imply, however, that the solvent packing around the ions is independent of charge. Rather, the coordination number for the ions, computed as the average number of water oxygens located within the first solvation shell of the ion, varies dramatically with the ions' sign. Table III summarizes these results: for ions with identical vdW potentials, the cation is coordinated by roughly one more water molecule than the equivalent anion. The coordination numbers computed here are somewhat larger than those computed via quantum molecular dynamics and quasichemical theory. 45, 46 However, the values produced by the two ab initio methods differ somewhat, and it is not entirely clear that the optimum coordination number as defined by quasichemical theory should be equal to that produced by analyzing the radial distribution function. The ion coordination number typically shows fluctuations of more than one water molecule, indicating that ion-coordination involves a number of different first shell conformations.
Table IV characterizes the ion-O RDFs for the various species in terms of the heights of the first peak and minimum. As before, when the ions get bigger, the degree of structure in the waters around them diminishes, demonstrated by the lower peak heights and higher minima. Again, the RDFs for each element do not appear to be particularly sensitive to the sign of the charge on the ion. This trend is not obeyed by the solvation of the neutral species, where the peak heights and well depths are constant. Indeed, if the RDFs for the neutral particles are shifted such that the loca- tion of the first peaks are equivalent, they superpose almost perfectly, which would appear to indicate that the basic solvation mechanism is maintained across a range of particle sizes.
Another measure of the solvent ordering around a solute is the electrostatic potential. By definition, the electrostatic potential is on average constant everywhere in an isotropic solution. However, the presence of a solute breaks the symmetry, and if the waters surrounding a solute are ordered, a net electrostatic potential can be induced, even when the solute makes no electrostatic interactions of its own. When we computed the electrostatic potential at the center of the neutral particles using Eq. ͑2͒, we found that the potential was positive for all species. Figure 3 shows the electrostatic potential plotted as a function of the effective radius of the neutral species. These results are qualitatively consistent with those obtained by Ashbaugh. 47 It has been argued that the electrostatic potential at the neutral particle ought to make a roughly linear contribution to the charging free energy for the ion. 31, 47 This would amount to a difference of Ϸ10 kcal/mol between the solvation free energies of otherwise equivalent anions and cations, which is similar to the difference in solvation free energies for K ϩ and Cl Ϫ computed previously.
11 Figure 3 also compares the electrostatic potentials computed for ions with and without explicit polarizability. The curves differ significantly, in that the potential is initially smaller for the polarizable species but drops more slowly at the particles get bigger. This is interesting, because the water oxygen RDFs appear to be independent of the presence of polarizability on the ion. The effect is likely due to subtle adjustments in the hydrogen packing, which are not readily visible in the ion-oxygen RDFs.
B. Solvent structure around the first solvation shell
Because of the strong interactions between the ion and the immediately surrounding water, one can effectively consider the first solvation shell to be a part of the ion and examine the solvation of the whole ion-water complex. This is analogous to the logic behind quasichemical calculations of ion solvation. 45,46,48 -51 In this case, we ask the question, how do the water-water interactions made by the waters immediately surrounding an ion depend on the ion's charge and size?
We define the first solvation shell geometrically as all the waters with oxygens within the effective radius of the ion, as listed in Table II . It should be noted that other definitions are also reasonable; for example, when using quasichemical theory the coordination number and first solvation shell are defined thermodynamically. 15 In order to directly examine the solvent structure about the waters in the first solvation shell, we computed oxygenoxygen RDFs which included only pairs of oxygens where at least one water molecule was in the first shell. The results are shown in Fig. 4 . Figure 4͑a͒ contains the RDFs for the first shells around cations, while Fig. 4͑b͒ shows the same for the anions. For comparison purposes, the equivalent O-O RDF from a neat water solution is included in both plots.
In analyzing Fig. 4 , we begin with the assumption that the bulk water RDF represents the minimum free energy distribution. It then follows that any uncompensated perturbation to that distribution is thermodynamically unfavorable. In  Fig. 4͑a͒ , all of the cations diminish the height of the first peak to roughly the same degree, with the larger ions having a slightly lesser effect. Moreover, the smaller ions, especially 
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Dependence of ion hydration on the sign of the ion's charge J. Chem. Phys. 122, 024506 (2005) Na ϩ , eliminate the first minimum. The reduction in the first peak is due to volume excluded by the ion, while the diminished minimum indicates that while the first shell waters do have other waters packed around them, they are not part of the typical water-hydrogen bonding network. The differences from the bulk water RDF decrease with increasing effective ionic radius, implying that as the ion-water interactions grow weaker, the water-water interactions become more dominant. This tradeoff between optimizing ion-water and water-water interactions indicates a degree of frustration in the solvation of small cations.
By contrast, the RDFs for the anions, shown in Fig. 4͑b͒ , are very similar to the bulk water curve, aside from the fact that the height of the first peak is diminished. With the exception of the smallest anion Na Ϫ , the first minimum and long range solvent structure are virtually identical to that for bulk water. This indicates that the presence of the anions does not disrupt the waters' hydrogen bonding network the way cations do.
This dependence on the charge sign is not reflected in the number of hydrogen bonds made by waters in the first solvation shell. As shown in Table V , the total number of hydrogen bonds per water molecule is almost independent of the ionic charge and size. There is a slight shift from hydrogen bonds to bulk waters to hydrogen bonding within the first solvation shell as the ions get larger. Moreover, the increase in intrashell hydrogen bonding is more pronounced for the anions. These trends, while small, do appear to be statistically significant; using Monte Carlo bootstrap error analysis, we estimate that the statistical uncertainties in Table  V range from 0.005 to 0.01.
In order to characterize the structure of the first solvation shell in greater detail, we examined the angles between the waters and the ion. Specifically, we computed the probability distribution for the cosine of the angle between the oxygenion vector and the permanent dipole moment of the water. The permanent dipole moment of the water is essentially parallel to the bisector of the H-O-H angle; there are small deviations due to fluctuations in the O-H bond lengths. We use the cosine rather than the angle itself because the cosine would have a uniform distribution in the absence of any interactions.
The results are shown in Fig. 5 . Figure 5͑a͒ shows the distributions for the cations. The most probable water orientation around the smaller cations is around cos͑͒ϭ1, corresponding to a structure with the oxygen pointing directly at the ion. However, the distributions are broad, and even for Na ϩ all orientations are seen. As the ions get bigger, the distribution becomes broader, and the maximum moves away from the parallel orientation; Cl ϩ and Br ϩ have maxima around cos͑͒ϭ0.75 or Ϸ40°.
It is interesting to note that the probability distributions for all four cations intersect at cos͑͒ϭ0.45 or about 65°. One could speculate that the angle distributions are composed of two distinct basins of attraction, where one is dominated by ion-water interactions and the other by water-water interactions. If the relative probability of orienting a water molecule with an angle of 65°was the same in both basins, one would expect to see the probability of this angle remain constant even as the ions became larger and the relative importance of ion-water and water-water interactions shifted.
The distribution functions for the anions, shown in Fig.  5͑b͒ , are quite different. For all four elements, the distributions are strongly peaked around cos͑͒ϭϪ0.6 corresponding to Ϸ125°. The complement of this angle, 55°, is almost exactly half of the H-O-H angle, indicating that water primarily points one hydrogen toward the anion. The peaks are broader for the larger anions, but their location does not shift.
The qualitative difference between water structure around cations and anions is indicative of the competition between making strong electrostatic interactions with the ion and maintaining favorable water-water interactions. In the case of the cation, these goals appear to be at odds, with the result that the as the ions grow larger, the distribution shifts away from the conformation which optimizes ion-water electrostatics. By contrast, the anion distribution remains centered around the same basic orientation for all of the elements. The weaker electrostatic interactions made by larger ions result in broadening the distribution, but there is no evidence of a competing alternative conformation. Given the strong electrostatic field surrounding an ion, it is interesting to note that angle probability distribution functions computed using the total dipole moment vector, where the effects of polarization are included, are very similar to those using the permanent dipole ͑data not shown͒. The only exception is Na Ϫ , where the peak shifts to cos͑͒ϭ0.72 or Ϸ44°. However, this does not mean that the ionic electric field completely dominates the water's interactions. For the rest of the ions considered, the angle between the induced dipole on the water and the ion-O vector follows roughly the same distribution as the permanent dipole, and even in the case of Na Ϫ the induced dipole does not typically point directly at the ion.
Furthermore, these electric fields are not as a rule larger in magnitude than those seen in bulk water if one uses the magnitude of the total dipole moment per molecule as the metric. With the AMOEBA water model, bulk water has an average dipole moment of 2.77 D under the conditions simulated here. Waters in the first solvation shell around all of the cations had a slightly smaller dipole moment around 2.72 D. Similar behavior was seen for waters around Cl Ϫ and Br Ϫ , where the average dipole moment was 2.74 D. Only the smaller anions caused the overall dipole moment to increase, K Ϫ with 2.81 D and Na Ϫ with 3.11 D. We also examined the kinetics of waters in the first solvation shell. Specifically, we examined the fluctuations in the coordination numbers for different ionic species. As described in Sec. II, we computed the autocorrelation function for the coordination number and fit it to a sum of two exponentials. The results are shown in Table VI. In general, there is a fast component to the decay with a time constant 2 of 0.1 ps, which accounts for roughly half of the decay, and a slower phase with a time constant 1 around 1 ps, which accounts for the rest. However, there is significant variation which is not easily explained by simple trends in size or charge. For Na and K, the behavior is mostly independent of the ionic charge, while for the larger ions the cations and anions behave differently. Cl Ϫ and Br Ϫ have longer 1 values than the equivalent cations ͑roughly 2 ps instead of 1 ps͒. However, the slow component accounts for less of the overall decay, where the other ions weight the two components roughly equally.
Physically, we interpret 1 to be the time scale for rearrangement of the first solvation shell, while 2 most likely represents an artifactual ''flickering'' as water molecules repeatedly move outside the ion's effective radius without actually leaving the general vicinity of the ion. Thus, we interpret the drop in 1 from Na to K as indicating that the larger K species bind their first solvation shell less tightly. By contrast, the longer 1 for the larger anions most likely has a different physical origin. We believe it is further indication of the lack of frustration in the first solvation shell's interaction with the bulk.
IV. DISCUSSION
A. Charge sign dependence of ion solvation
In a prior paper, 11 we computed the solvation free energies of several ions and observed an interesting phenomenon: the solvation free energy for Cl Ϫ in water was more favorable than that for K ϩ by roughly 12 kcal/mol and only 5 kcal/mol less favorable than that for Na ϩ . This is in contradiction to what one would expect from a naive application of continuum theory, which would predict that the solvation free energy should increase monotonically with ionic radius, regardless of the sign of the ion's charge. Since the expected behavior was seen in analogous simulations in formamide, we believe this result points to something interesting about the properties of water as a solvent. The primary goal of the present work has been to explain these results by analyzing the effects of ions on water structure as a function of the ions' size and charge.
It has long been common to classify ions into kosmotropes ͑structure forming͒ and chaotropes ͑structure breakers͒, according to their presumed effects on water structure. 52 However, in the present simulations we see little or no evidence for a global effect of the ions on solvent structure. Rather, the structural properties of waters outside the first solvation shell around the ion are indistinguishable from those seen in simulations of bulk water ͑data not shown͒. This is in accordance with recent vibrational spectroscopy experiments, which also reject the notion of ionic effects on global water structure. 53, 54 There are a variety of hypotheses one could attempt to use to explain the surprisingly favorable solvation free energy for Cl Ϫ . For example, one could hypothesize that its effective radius is somehow much smaller that what one would expect based on its crystal radius. However, as shown in Table II , the spacing of waters around chloride follows the expected chemical trend. Moreover, there is no evidence that the ion's charge significantly alters the effective radius. The same is true when the peak heights and well depths are examined in Table IV . Given the importance of hydrogen bonding in driving water structure, it is reasonable to look at the effect of ions on the number of hydrogen bonds formed by waters in their immediate vicinity. A recent set of calculations using a stylized water model simulated in two dimensions concluded that anions greatly reduce the number of hydrogen bonds made within the first solvation shell, and that the number of intrashell hydrogen bonds increases with ionic radius, regardless of the charge sign. 55 As seen in Table V , the present simulations confirm the latter result; going from the smallest ͑Na͒ to largest ͑Br͒ ions increases the number of intrashell hydrogen bonds per water molecule by roughly 0.4. However, anions and cations show very similar behavior, which leads us to believe that this is a size effect driven by packing rather than an effect of the ion's charge. Moreover, the total number of hydrogen bonds made by first shell waters remains virtually constant across all of the ions simulated, which makes the observed variation an unlikely candidate to explain the large differences in solvation free energy.
Based on the evidence presented above, we believe that the physical origin of favorable anion solvation is the elimination of frustration in the interactions between the first solvation shell and the bulk water. We base this belief primarily on the evidence from the RDFs computed for these waters ͑see Fig. 4͒ ; while the water-water structure is disrupted around cations, the water-water RDF for the first shell around anions looks almost identical to that for bulk water.
The behavior of water around an uncharged sphere is consistent with this explanation. Because a van der Waals sphere cannot make interactions strong enough to favorably compete with water-water hydrogen bonds, it acts as a probe of what the water ''wants'' to do, as opposed to what it is ''forced'' to do by electrostatic interactions with the ion. As shown in Fig. 3 , the water induces a positive electrostatic potential at the center of a neutral sphere. While it is clear that adding a charge changes the water structure ͑see Fig. 2͒ , this does seem to indicate a greater overall compatibility of water structure for anions over cations.
This behavior can also be seen in Fig. 5 . Where all of the anions show a single peak in the angle between the water permanent dipole and water around ϭ125°, there is a clear trend in the cation simulations. Waters around Na ϩ are most likely to orient their dipoles directly at the ion, but this tendency diminishes as the cations get bigger. This is a direct evidence of competition between water-water and watercation interactions, which appears to be absent with anions. It also points out the naivety of assuming that the water-ion interaction is simply due to charge-dipole interactions. Indeed, a model which does so will mispredict the angle distribution, as well as the resulting water-water packing around the ion. 55 By contrast, angle distributions from all-atom simulations appear very similar to those presented here. 45, 46, 72, 75 and highly simplified models. 30, 55, 76 Each approach has its advantages and disadvantages. Very simple models tend to make for very inexpensive calculations, so that obtaining sufficient sampling or system size need not be an issue. Moreover, a model with very few terms can make it easy to directly attribute which properties of the simulation are due to which components of the model. However, almost by definition these models involve drastic approximations, and it is not always clear which results are due to the approximations as opposed to the features of the system modeled.
At the other end of the spectrum are fully quantum mechanical calculations. In principle, these methods represent the system with great fidelity. However, they are very expensive computationally, with the result that the systems must be quite small and the sampling very limited; for example, Heuft and Meijer recently used quantum molecular dynamics to simulate a system of 64 waters and one anion for a total of 17 ps. 75 Similarly, Rempe and Pratt simulated Na ϩ solvated by 32 water molecules for 12 ps. 45 Such simulations typically use small basis sets and either density functional theory or Hartree-Fock theory, both of which neglect attractive dispersion interactions. Still, it is clear that some phenomena, such as solvation of the proton in water, are primarily quantum mechanical in nature and cannot be captured easily without using ab initio methods.
Purely classical calculations and QM/MM simulations fall somewhere in between these two extremes, both in terms of expense and accuracy. If one is to use a classical force field, several groups have demonstrated the importance of including explicit electronic polarization in order to accurately describe ionic solvation, especially anions and ions near interfaces, to obtain quantitative accuracy. 11, 56, 63, 67, 77, 78 However, other groups have shown that it is possible to obtain qualitatively interesting results while only including polarization implicitly. 58 QM/MM simulations clearly capture electronic polarization at least in the quantum mechanical part of the simulation, and in principle everywhere if a polarizable force field is used for the molecular mechanics part, and while they are significantly more expensive than the equivalent classical calculation, they are efficient enough to allow reasonable system sizes and sampling times. However, like the purely quantum mechanical calculations, they typically use theories which do not contain dispersion interactions. The interface with classical models requires that these interactions be included using empirical potentials. 74, 79, 80 In principle, this could introduce significant uncertainty into the calculation; in practice, it is not yet clear how sensitive these simulations are to a specific choice of dispersion parameters. 80, 81 Quasichemical theory provides another framework for combining ab initio and classical methods. 49 In this ap-proach, a superion consisting of the ion and a number of inner-shell water molecules are modeled using quantum mechanical methods in gas phase, then transferred into bulk solution using either continuum electrostatics or molecular modeling techniques. Because only a single ab initio optimization is performed for each superion cluster ͑although several cluster sizes must be considered to determine the optimal coordination number͒, the remainder of the calculation is performed classically, which reduces their computational cost. While this theory correctly accounts for the statistical mechanics of ion transfer, its usual implementation neglects packing and dispersion interactions between the superion and the bulk, 46, 51, 82 which diminishes the quantitative accuracy of the method. The method also assumes that the fluctuations of the first solvation shell are accurately represented by harmonic fluctuations about the gas phase minimum energy structure for each inner shell coordination number. This approach is analogous to the application of the inherent structures formalism to the interpretation of the behavior of bulk liquids. 83 Moreover, as with other QM/MM methods it is not always clear how to model the interactions between the classical and quantum mechanical portions of the system. Still, this technique has been used to produce a number of interesting results, including calculations of ion solvation free energies and coordination numbers, 45, 46, 48, 50, 51, 84 and it does provide a clear framework from which one can examine ion solvation.
V. CONCLUSION
We have presented molecular dynamics simulations using a polarizable force field which explains the differences in solvation between cations and anions. Specifically, the waters in the first solvation shell around an anion are able to maintain water-water interactions which greatly resemble those formed in the bulk liquid, while the waters around smaller cations cannot. However, the present simulations have only treated monovalent atomic ions, and it would be interesting to see if this behavior is retained for more complicated ions such as Ca ϩ2 , SO 4 Ϫ2 , or ClO 4 Ϫ . Similarly, the effects of ions on water structure near macromolecular assemblies, such as nucleic acids, protein, and lipid bilayers, are of both biological and physical interest.
