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Abstract
Recent applications in computer vision have come to
heavily rely on superpixel over-segmentation as a pre-
processing step for higher level vision tasks, such as object
recognition, image labelling or image segmentation. Here
we present a new superpixel algorithm called Hierarchi-
cal Piecewise-Constant Super-regions (HPCS), which not
only obtains superpixels comparable to the state-of-the-art,
but can also be applied hierarchically to form what we call
n-th order super-regions. In essence, a Markov Random
Field (MRF)-based anisotropic denoising formulation over
the quantized feature space is adopted to form piecewise-
constant image regions, which are then combined with a
graph-based split & merge post-processing step to form su-
perpixels. The graph and quantized feature based formu-
lation of the problem allows us to generalize it hierarchi-
cally to preserve boundary adherence with fewer superpix-
els. Experimental results show that, despite the simplicity of
our framework, it is able to provide high quality superpix-
els, and to hierarchically apply them to form layers of over-
segmentation, each with a decreasing number of superpix-
els, while maintaining the same desired properties (such as
adherence to strong image edges). The algorithm is also
memory efficient and has a low computational cost.
Keywords— superpixels, super-regions, hierarchy, seg-
mentation, image
1. Introduction
There is an increasing trend to use superpixels as build-
ing blocks for many computer vision applications such as
image segmentation [15], image parsing [20] or semantic la-
belling [9] and object tracking [25]. Superpixel algorithms
group pixels into perceptually meaningful regions, which
are more aligned with the human visual cognition system.
They not only reduce the redundancy and noise effects in
the standard individual pixel grid, but also are especially
Figure 1. Overview of the Hierarchical Piecewise-Constant Super-
regions (HPCS). The output of each layer is used as an input for
the next one, yielding increasingly larger regions while preserving
image’s strong edges.
useful for high computational cost problems, as operating
in a superpixel graph reduces dimensionality of the problem
(and thus the computational complexity) by several orders
of magnitude with respect to the full pixel grid. To enable
this reduction in resolution to be helpful, there are some un-
derstood properties that a superpixel algorithm should of-
fer in order provide quality end results in the subsequent
higher-level applications:
1. Superpixels should adhere to image boundaries.
2. Each superpixel should be contained in a unique higher
level object. This is, a superpixel should not overlap
more than one object in the image.
3. In most applications superpixels are used as a prepro-
cessing step; therefore they should be fast to compute
and memory efficient.
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The existing superpixel algorithms [1][12][21][11][10]
efficiently meet the needs of the different computer vision
problems. The more superpixels that are extracted from an
image, the higher quality they get, and thus, the better the
results of the subsequent higher level applications become.
It is then desired to find a balance between the quality and
the dimensionality of the image representation. However,
for high-dimensional images such as High Definition 4K
images or 3D biomedical volumes, the amount of superpix-
els needed to maintain the boundary adherence increases
rapidly with the size of the dataset. This introduces a new
problem: while a small amount of large, traditional super-
pixels wouldn’t have enough boundary adherence to ensure
good results in later processing, a large number of small
superpixels would start to lose their interesting perceptual
characteristics as they would describe only a small local re-
gion, and there may be too many of them to be of practical
use.
To address this problem, we present a hierarchical over-
segmentation framework, Hierarchical Piecewise-Constant
“Super-regions” (HPCS), that allows us to generalize
the superpixel over-segmentation as a hierarchical process
where each layer of the hierarchy outputs a decreasing
amount of superpixels, while maintaining the desired qual-
ity (such as boundary adherence). We name the hierarchical
process as a nth-order super-region hierarchy, with the orig-
inal image being the 0th-order super-region and the standard
superpixel segmentation the 1st-order super-region. Further
orders (layers) in the hierarchy tend to produce larger re-
gions that maintain the strong boundaries from the previous
layer. Figure 1 overviews this process.
1.1. Contributions
Our work has two main contributions:
1. A new superpixel over-segmentation algorithm, for-
mulated as a global anisotropic denoising-based en-
ergy minimization framework. Our algorithm, despite
its simple form, generally performs as well or better
than most state-of-the art algorithms, and is quick to
compute and memory efficient.
2. A new hierarchical over-segmentation generalization
that allows us to create hierarchical layers of over-
segmentations with decreasing number of superpixels
while maintaining desired superpixel properties.
We qualitatively and quantitatively demonstrate the em-
pirical validity of our algorithm, both to create state-of-
the-art superpixels and to reduce the number of superpixels
needed to describe an image. We also show the validity of
our hierarchical framework as a post-processing step to re-
duce the number of superpixels of other over-segmentation
methods. And last, but not least, we discuss the applicabil-
ity of this hierarchical formulation in the trending inclusion
of Higher Order potentials for MRF problems [8][9], such
as the recent Associative Hierarchical Random Fields [17],
which is of particular interest.
2. Related work
As [1] and [21] we split the previous existing algorithms
into three different categories: superpixels from a graph for-
mulation by gradually adding cuts, superpixels grown from
initialized centers, and superpixels extracted by moving a
predefined set of boundaries.
Graph-based methods represent the image as a graph of
pixels in a 4 or 8-neighbouring system and calculate sim-
ilarities between adjacent pixels. For example, Normal-
ized Cuts [18] globally minimizes an objective function by
recursively finding the optimal partition in the normalized
Laplacian graph. While giving good results, the algorithm
is computationally expensive. An alternative approach is
an agglomerative clustering algorithm from Felzenszwalb
and Huttenlocher [7] which is faster than Normalized Cuts.
However, it can produce superpixels with very irregular
shapes and sizes which is not always desirable. Moore et
al. introduced Superpixel Lattices (SL) [14] that find opti-
mal horizontal and vertical paths in a graph from a boundary
map. Recently, Topology Preserving Regular superpixels
(TPR) [19] improve SL by finding shortest paths. SL and
TPR, however, both depend on a precomputed boundary
map and the quality of it directly reflects their performance.
Veksler and Boykov [23] managed to generate superpixels
by placing overlapped patches over the image and assign-
ing each pixel to one of them. They formulate the problem
in a MRF framework whose solution is inferred with Graph
Cuts [4]. In 2011, Liu et al. [12] introduced Entropy Rate
superpixels (ERS), a graph-based clustering method of the
entropy rate of a random walk, balanced by an energy that
encourages superpixels of similar size. ERS superpixels are
one of the most powerful, and they are able to detect bound-
aries that other superpixels tend to smooth.
Region growing methods start by using a predefined set
of seed points to grow superpixels using different tech-
niques. Perhaps a classic example of this is watershed seg-
mentation [24]. Using the gradient image, superpixels are
created by flooding from the seed points in the gradient
plane. An alternative approach would be QuickShift [22],
which is itself a fast approximation of MeanShift [6] and are
both mode seeking algorithms. While their results achieve
good boundary adherence, they are quite computationally
expensive. Another seed-based approach is Turpopixels
(TP) [10] which grows geometric flows from seeds until su-
perpixels are created. Recently introduced by Achanta et al.
is Simple Linear Iterative Clustering (SLIC) [1], perhaps
one of the most widely known superpixel algorithm due
to its simple yet powerful formulation, which performs a
fast variation of k-means clustering in superpixel windows.
Another recent introduction is the SEEDS algorithm [21],
which extracts superpixels by moving a predefined set of
pixel boundaries in an energy maximization framework that
encourages color homogeneity and shape regularity. Last, a
new introduction from last year, Linear Spectral Clustering
(LSC) [11] has been proven extremely powerful and yet ef-
ficient by exceeding most of the state-of-the-art algorithm
results in common benchmarks by adopting the normalized
cuts formulation and approximating the similarity metric by
a kernel function, leading to an explicit mapping of the pix-
els into a high dimensional feature space. The most related
superpixel algorithm to the work in this paper is that of Vek-
sler and Boykov [23], as they also formulate the superpixel
over-segmentation approach in a MRF framework. Their
formulation, however, relies in sampled patches and uses
only gray-scale information (to make it efficient). Our algo-
rithm, as shown in section 4, produces less compact super-
pixels, but achieves much better boundary adherence while
being more efficient.
Superpixel algorithms are usually formulated as con-
strained frameworks where the number of superpixels N
plays an important role in the final output. As seen above,
this constraint is introduced into the problem by different
approaches such as initializing a grid of N uniform super-
pixels,N seed points,N uniform patches or as stopping cri-
terion when the solution reachesN connected regions. Here
however, we will formulate the image over-segmentation
problem as an unconstrained optimization algorithm (in the
number of superpixels), where the number of superpixels
is later enforced as a post-processing split & merge step.
This allows us to provide a more general framework with
applications to other computer vision problems such as in-
teractive ND-image segmentation or hierarchical semantic
labelling by exploiting their inherent hierarchical nature.
3. HPCSuper-regions
In this section we will present our super-region segmen-
tation algorithm, which not only produces high quality su-
perpixels, but can also be generalized as a powerful hier-
archical over-segmentation framework. The HPCS algo-
rithm is based on the widely studied anisotropic denoising
methods [3], which are an essential pre-processing step in
many computer vision applications, and provide piecewise-
smooth images preserving strong edges. By combining
anisotropic denoising methods with the current belief that
a few quantized features can encode enough discriminative
information to classify whole datasets (widely used in bag-
of-word feature models, for example), we will formulate
the image over-segmentation as a graph-based piecewise-
constant denoising in the quantized feature space and solve
it in an energy minimization framework. The following sec-
tions will be structured as follows: section 3.2 reviews the
first layer of the over-segmentation framework, applied to
Figure 2. Sample result of our superpixel algorithm. The left part
of each image is constrained to 200 superpixels, the right side
shows the same quality with much fewer superpixels.
extract superpixels from a given image, then section 3.4 will
generalize the framework to further layers in the hierarchy.
3.1. Preliminaries
Markov Random Fields (MRF) have been widely ap-
plied in computer vision problems, as many of them can
be stated as labelling problems. Given an undirected graph
G = (V, E), where V are the vertex (or nodes) and E is the
edge set, and a finite set of labels L, the task is to assign
the optimal label l ∈ L to each v ∈ V . The general form
of a 2nd order MRF enforces unary ψp and pairwise ψpq
constrains to the set of nodes and edges,
E(l) =
∑
p∈V
ψp(lp) + λ
∑
p,q∈E
wpq · ψpq(lp, lq) (1)
where wpq is a weighting coefficient, ψp(lp) express how
likely a node p is to be labelled as lp and ψpq(lp, lq) ex-
press how likely two neighbouring nodes p and q are to be
labelled as lp and lq . Minimizing E yields the optimal la-
belling l∗.
Graph Cut[4] and the recently published QPBO-I[16]
are fast exact solvers for the Maximum A Posteriori (MAP)
of a binary MRF problem (L = {0, 1}), as long as the en-
ergy terms have a submodular form, i.e. every pairwise
term ψpq satisfies
ψpq(0, 0) + ψpq(1, 1) ≤ ψpq(0, 1) + ψpq(1, 0). (2)
αβ-swap and α-expansion[5] are iterative multi-label op-
timization schemes that approximate problems of the form
of equation 1 by iteratively minimizing binary MRFs with
Graph Cuts or QPBO-I.
Anisotropic denoising of a gray-scale image I can be
formulated as a MRF-based pixel labelling problem by set-
ting the set of labels L to [0, 255] for all the possible gray
values, the unary potentials ψp(lp) = (Ip − lp)2 to enforce
the denoised image to be similar to the original image, the
pairwise potentialsψpq(lp, lq) = |lp−lq| to enforce smooth-
ness between adjacent pixels by encouraging adjacent pix-
els to have similar labels, and the weight wpq inversely pro-
portional to the gradient magnitude between Ip and Iq to
avoid over-smoothing near the edges (ie. controls anisotrop-
icity). Rewriting the MRF equation 1 for denoising yields
E(l) =
∑
p∈V
(Ip − lp)2 + λ
∑
p,q∈E
wpq|lp − lq|. (3)
Here, the graph’s nodes correspond to image pixels, edges
correspond to 4-connected or 8-connected neighbours and
λ controls the strength of the denoising, as higher values
of lambda produce higher denoising effects. The energy
defined for the MRF-based denoising is submodular, and
thus, can be efficiently solved with αβ-swap or α-expansion
methods.
3.2. Piecewise-Constant Superpixels
The MRF formulation of color-image denoising can be
easily extended from the gray-scale version. However, the
computational cost of the fast approximate solvers quickly
increases with the number of labels. MRF-based gray-scale
denoising with |L| = 256 labels is already computationally
expensive; adapting it for a color image with |L| = 2563
labels is in practice infeasible for a superpixel application.
It is known that a reduced set of a few quantized colors
in the L*a*b space is sufficient to represent an image with-
out confusing human visual perception. A more general ap-
plication of feature quantization, namely the bag-of-words
model, is currently widely applied in computer vision prob-
lems where a set of K quantized features (with K = 100
or K = 200) over the whole dataset have enough discrim-
inative power to create histogram features for classification
and labelling.
Here we formulate the superpixel over-segmentation as a
piece-wise constant denoising process in the quantized fea-
ture space. Given a color image I with n pixels, its feature
representationX = {x1,xi, . . . ,xn} and a set of K quan-
tized features Θ = {θ1,θi, . . . ,θk} from X , the set of
labels is defined as L = {1, i, . . . ,K} and the unary and
pairwise potentials are defined as
ψp(lp) =
∥∥xp − θlp∥∥22 , (4)
ψpq(lp, lq) =
∥∥θlp − θlq∥∥1 , (5)
wpq = exp(−γ ‖xp − xq‖22), (6)
where lp ∈ L is the label of the pixel p with 1 ≤ lp ≤ K.
Here, the unary potential ψp enforces similarity between the
pixel feature xp and the assigned quantized feature θlp while
pairwise potential ψpq encourages similar adjacent pixels to
have the same label. Our feature-denoising scheme can then
be rewritten by introducing potentials from equations 4 and
5 in the general MRF formulation of equation 1 as
E(l) =
∑
p∈V
∥∥xp − θlp∥∥22 + λ ∑
p,q∈E
wpq
∥∥θlp − θlq∥∥1 (7)
Note that for a gray-scale image I, by setting K = 256,
l ∈ L = {1, . . . ,K} for 256 gray-scale levels, X = I
and Θ = L we recover the original gray-scale denoising
formulation from equation 3.
To extract superpixels from color images, we set the fea-
ture vector X as the 3-feature color vector in the normal-
ized1 L*a*b space where xi = [Li, ai, bi]. To extract the K
quantized features, M features are sampled from X with-
out replacement and feed to a k-means algorithm that is ini-
tialized 10 times using the k-means++ [2] algorithm, from
which results of the best initialization are taken (in terms
of inertia). The K cluster centers of the k-means cluster-
ing are chosen as the Θ quantized features (K quantized
L*a*b colors). Following a bag-of-words study [26] we set
M = 10000 random samples without replacement in our
experiments, and K is set to 16 color features as 16 colors
were sufficient in practice.
The energy from 7 is submodular and we approxi-
mate the globally optimal solution using α-expansion with
QPBO-I [16].
3.2.1 Extracting superpixels
The output of our feature denoising algorithm is a piece-
wise constant graph, as neighbouring nodes are encouraged
to have the same label l ∈ L (which corresponds to a quan-
tized L*a*b color). By post-processing the result with a
connected components algorithms that assigns neighbour-
ing nodes with the same label to the same component, we
are able to extract N connected components which stand,
in this case, for N superpixels. This can be done very effi-
ciently using a breadth-first search algorithm, which is sim-
ilar to the post-processing applied in SLIC [1] or LSC [11],
where small superpixels are also merged to their neigh-
bours.
3.2.2 Enforcing number of superpixels
We enforce the number of superpixels in our solutions as
a constrained post-processing step. For S = W × H the
number of pixels in an image, and N the number of de-
sired superpixels, we define s = S/N as the average size
of the desired superpixels and s- = s/5 and s+ = s · 2 as
the minimum and maximum size of the desired superpixels
respectively. The previous post-processing is then replaced
with a two step split & merge.
1The image in L*a*b color space is rescaled to the [0,1] range.
Figure 3. Comparison of segmentation algorithms with their cor-
responding boundary maps, with 400/200 superpixels. (a) SLIC,
(b) Turbopixels, (c) SEEDS, (d) ERS, (e) LSC, (f) EneOpt1, (g)
Ours (HPCS) and (h) Ours without enforcing the maximum size
s+ of superpixels (yielding fewer superpixels)
The first step is a breadth-first search that finds connected
components (connected sets of pixels with the same label)
with a maximum size s+ constraint. The search finishes
the component when it reaches the maximum size and con-
tinues to the next one, splitting big segments in the pro-
cess. The output of this one-pass step is a Region Adja-
cency Graph R = (Vsp, Esp) (RAG or graph of adjacent
connected regions) where the nodes are |V| = T connected
regions (T superpixels) and edges connect neighbouring su-
perpixels. Superpixels p ∈ Vsp are described by the con-
stant label of its pixels fp ∈ L and their size sp ∈ S with
sp ≤ s+ (number of pixels that form it).
For the second step all nodes p ∈ Vsp with sp < s-
are merged to their most similar neighbour in the quantized
label space. That is, a small node p is merged with its neigh-
bour q such as
argmin
q∈N (p)
ψpq(fp, fq) (8)
where fp and fq stand for the label of the superpixel p and
its neighbour q respectively. The merging of nodes p and q
implies the following update steps,
sq = sq + sp,
Vsp = Vsp − {p},
Esp = Esp − {(p, w) | ∀w ∈ N (p), w 6= q},
Esp = Esp ∪ {(q, w) | ∀w ∈ N (p), w 6= q},
(9)
where N (p) refers to the neighbours of p. Node p is re-
moved from the graph and neighbours of p are therefore
relinked to q. The size of q is updated accordingly with the
size of p and the merging step is iterated until no node is
left with sp ≤ s-. We obtain the optimal merge by ordering
the edges (p, q) ∈ Esp by their similarity ψpq(fp, fq) and
iteratively merging the most similar nodes p and q if either
sp < s
- or sq < s-.
At the end of the two-step split & merge post-processing,
the RAG R maps each of the pixels from the image to a
superpixel sp ∈ Vsp where small nodes from Vsp have been
merged yielding |Vsp| ' N . Here N stands for the desired
number of superpixels.
As our algorithm doesn’t rely on the number of super-
pixels as an important parameter initially, its computational
cost is the same for any number of superpixels, as the post-
processing step takes only around 1% of the total compu-
tational time. By setting s+ = S and s- = 0 we recover
the standard connected components post-processing from
the section 3.2.1 (where size and number of superpixel con-
straints are ignored) as none of the steps above neither split
nor merge any superpixel. This simple post-processing al-
lows us to generalize the superpixel algorithm to other ap-
plications where the number of superpixels is not relevant.
It can be seen that while setting s+ = s · 2 provides state
of the art compact results (results and discussion in section
4), ignoring the maximum size constrain will give visually
more appealing and non-compact results similar to the ones
of the widely used mean-shift [6] or Felzenwalb’s efficient
graph-based segmentation [7]. Thus, our algorithm can be
easily set up to provide different kinds of superpixels, as
required by the target application.
Figure 2 shows an example results from our algorithm in
the BSD500 dataset [13], while figure 3 shows results of our
superpixel algorithm in a sample image, with and without
the maximum size constrain, compared to the top state of
the art algorithms.
3.3. Piecewise-Constant Supervoxels
Supervoxel formulation is straight forward as all the
steps of our algorithm are formulated as a graph-based
framework. The only consideration need to made is whether
to use 6/18/26-neighbour system in 3D instead of the stan-
dard 4/8-neighbour system in 2D images.
3.4. Hierarchical super-region generalization
Recently published work by L. Ladicky et al. [17] show
that hierarchically generalized associative MRFs improve
considerably the results in image semantic labelling by
adding hierarchical contextual information. In their formu-
lation, they create a MRF hierarchy by adding Higher Order
potentials based on superpixels and what they term super-
segments (superpixels of superpixels). They obtain super-
pixels by means of the Meanshift algorithm [6], and apply
Meanshift again over the obtained superpixels to obtain su-
persegments. However, it is known [1] that the Meanshift
algorithm for superpixel generation is quite slow, and re-
cent state of the art algorithms can obtain considerably bet-
Figure 4. (a) our HPCS algorithm generating 200 superpixels (1st-
order super-regions), (b) our HPCS over-segmentation over (a)
with 17 resulting 2nd-order super-regions, (c) SLIC superpixel
over-segmentation with 200 superpixels and (d) our HPCS over-
segmentation over (c) resulting in 22 2nd-order super-regions. By
applying our algorithm as a post-processing step the image can be
represented with less superpixels.
ter results. Additionally, other superpixel algorithms can’t
be easily generalized hierarchically as they rely on the num-
ber of superpixels and some compactness constrain.
Here we generalize the superpixel and supersegments
terms into what we call “super-regions”. Being super-
regions hierarchically obtained from a ground set of pixels,
we see the superpixels as a 1st-order super-regions, while
the supersegments from [17] as a 2nd-order super-regions.
Here we will show that our algorithm can be generalized in
a n-th-order super-region framework.
For an i-th-step in the hierarchy, the region adjacency
graph from the previous iteration is taken as an input graph
Gi and the input featuresXi are set to be the mean color of
each region from the (i− 1)-th iteration’s output, yielding
Gi = Ri−1 and Xi = µi−1sp , (10)
and enforcing Ki ≤ Ki−1. We have the particular case of
the 0-th layer’s output (corresponding to the input of the 1st
layer, our superpixel algorithm in section 3.2)
R0 = G0 and µ0sp = I, (11)
where I is the input image and G0 is the graph of 4/8-
neighbour system over the image I.
It can be seen that the generalization is straight-forward,
as the output of our algorithm (a RAG and the mean color
of each super-region) serve as input for the next hierar-
chy level, where features are again quantized using k-means
(if needed), and the feature-denoising and post-processing
steps can again be applied, yielding this time larger super-
regions and another RAG Ri, that can be used for further
iterations.
The number of super-regions (or maximum and mini-
mum size of the super-regions) and the λ parameter that
controls the denoising strength can be set up for every hier-
archy level independently.
Figure 4 shows an example of our algorithm in a 2nd
level hierarchy (computed twice recursively over the pixel
grid) and an example of our algorithm as a post-processing
step for reducing the number of superpixels (while keeping
its properties) for other superpixel algorithms. In the exam-
ple, the output of the SLIC superpixels is set as the input
for our 2nd-order super-regions by extracting a RAG from
SLIC superpixels R1, and assigning to each superpixel its
mean color in the L*a*b as a feature µsp.
4. Experiments
We perform two experiments to evaluate qualitatively
and quantitatively our super-region over-segmentation
framework. In the first experiment, we compare our HPCS
algorithm as a superpixel method to other state of the art su-
perpixels algorithms in the BSD500 dataset [13]. In the sec-
ond experiment, we use our algorithm as a post-processing
to reduce the amount of superpixels of results generated
by the state of the art methods and we show that by do-
ing so, we are able to represent an image with less super-
pixels, while potentially improving an algorithms’ perfor-
mance with lower amount of superpixels.
4.1. Evaluation of HPCS as a superpixel algorithm
We compare 1st-order HPCS super-regions (that is, su-
perpixels) to seven state-of-the-art superpixel algorithms:
SLIC [1], Turbopixels [10], SEEDS [21], EneOpt0 and
EneOpt1 [23], ERS [12] and LSC [11]. For all the al-
gorithms, we use the implementation publicly available in
the author’s web pages. We perform the experiments using
the Berkeley Segmentation Dataset (BSD500) consisting of
500 images split into 200/100/200 training, validation and
testing sets respectively, all with at least 4-5 manually seg-
mented ground truth boundaries. We use the training set
to empirically choose a default parameter for λ (in all our
experiments we use λ = 0.1), and we use the 200 images
of the test set to calculate benchmarks and compare our al-
gorithm to the others. We compare the quality of the su-
perpixels by the commonly used three evaluation metrics:
corrected under-segmentation error (CUE), boundary recall
(BR) and achievable segmentation accuracy (ASA). Here,
CUE measures the error of superpixels overlapping more
than one ground truth object. Lower CUE indicates that
fewer superpixels overlap more than one ground truth ob-
ject. ASA measures the maximum achievable segmentation
accuracy when using superpixels as units by assigning each
superpixel to the object that it most overlaps. High values
of ASA indicate that the over-segmentation matches well
higher level objects. BR measures the fraction of ground
truth boundaries that match superpixel boundaries. It is
measured as the percentage of true boundary pixels that are
within 2 pixels from at least one superpixel boundary point.
Here we adopt the definition of CUE used in [21] and BR
and ASA from [12][1].
Figure 5. Quantitative evaluation our HPCS method as a superpixel algorithm.
Figure 5 shows the experimental results which are aver-
aged over the 200 images in the test partition of the BSD500
dataset. Despite its simple formulation, it can be seen that
our algorithm is in general as good or better than most state
of the art algorithms, especially with lower numbers of su-
perpixels. It is however, slightly more slower that some
of the algorithms. Our algorithm takes 2-3 seconds us-
ing a standard i3 desktop computer for each image in the
BSD500 dataset, which is slower than SEEDS, SLIC and
LSC that take less than a second, but is still as fast as ERS
(which takes around 3 seconds) and faster than Turbopixels
and eneOpt0-1 (on average >5 seconds). Despite eneOpt0-
1 being also formulated in a MRF framework, its gray-scale
formulation (to make it efficient) makes it worse in terms
of boundary adherence. This is probably due to the loss of
the discriminative information that the color provides. Our
algorithm, as with LSC and ERS, obtains superpixels in a
global formulation as an approximation to the global opti-
mal solution from equation 7 and our post-processing step.
This can be seen in the benchmark as they obtain sightly
better results than SEEDS and SLIC, which rely on local
features, although the results are close.
In all the above benchmarks, as different runs of our al-
gorithm might obtain sightly different results due to the ini-
tial k-means feature quantization, we ran our algorithm 5
times per image and averaged the scores. We found, how-
ever, that as for each image we quantize the features by run-
ning 10 k-means with k-means++ and keep the best solu-
tion, the difference between initializations is minimal and
all of the end results preserve the same strong object bound-
aries. Figure 6 shows qualitative comparison of 5 selected
superpixel algorithms for N = 400 superpixels.
4.2. Evaluation of hierachical HPCS applications
To evaluate our hierarchical super-region formulation,
we obtain 2nd-order super-regions and calculate the same
evaluation metrics BR, CUE and ASA as in the pre-
vious section. We empirically show that, by applying
our algorithm over a previously obtained superpixel over-
segmentation, we are able to reduce the number of super-
Num SP BR CUE ASA
SLIC50 40 0.643 0.124 0.876
SLIC400 + HPCS 26 0.650 0.126 0.875
Table 1. Quantitative evaluation of 2nd-layer oversegmentation.
pixels while maintaining higher level objects. It is difficult
to evaluate the high level generalization properties of our
algorithm, as ground truth boundaries from BSD500 come
from different users and vary a lot in the higher level de-
tail of the delineated objects (i.e. some manual ground truth
boundaries would contain a whole car as an object, while
other ground truth boundaries split a car in several parts).
Thus, we empirically demonstrate the effectiveness of our
method by obtaining SLIC superpixel over-segmentations
with N = 400 superpixels and use them as an input to ap-
ply our 2nd-order HPCS over them to reduce the amount of
superpixels to an average of 26. We show that, by doing
this, we obtain 26 super-regions that obtain same or better
results than the original algorithm with N = 50 superpix-
els.
Table 1 shows quantitative results by applying the above
procedure over the 200 images of the BSD500 test dataset
and obtaining the mean BR, CUE and ASA while fig-
ure 7 shows qualitative results of our algorithm as a post-
processing step for state of the art algorithms (including
ours recursively). This second layer step is much faster than
the superpixel generation, as the optimization is made over
the superpixel graph, and thus, takes less than half a second
per image.
5. Conclusions
In this paper we have presented a new superpixel for-
mulation in an energy minimization framework that can
be applied both hierarchically to obtain higher-level seg-
mentations, and as a post-processing step for other super-
pixel methods. Our algorithm tends to form big superpixels
where the is no characterizing texture (like ground or sky ar-
eas), and will create more superpixels in areas that require
more attention to detail. We believe this has some interest-
Figure 6. Visual comparison of superpixels over-segmentation results for N = 400 superpixels.
Figure 7. Qualitative comparison of over-segmentations in 3 different images from the BSD500 dataset. Each image is shown in 2 conse-
qutive rows (the first one contains the superpixel result, while the next its corresponding boundary map). In the left side, for each image a
random algorithm from the literature is chosen. The first 2 columns show segmentation results with the selected algorithm for 400 and 50
superpixels respectively. The 3rd column shows ∼ 30 2nd-order super-regions by using the selected algorithm (with 400 superpixels) as
an input for the second-layer of our HPCS algorithm. Right side of the figure shows the same procedure by applying twice recursively our
HPCS super-regions. Numbers indicate the exact amount of super-regions in the image.
ing implications, as further layers in the hierarchy can de-
lineate higher level objects. This however, requires further
study and we plan to examine its application to hierarchical
semantic segmentation [17] and in high dimensional im-
age segmentation. Furthermore, for fast superpixel/super-
region generation we only use color and mean color fea-
tures; however, as the algorithm is formulated in a quan-
tized feature space, any potential dense feature (such as
hitograms, SIFT or filter banks) could be used with mi-
nor modifications. Experimental results validate our frame-
work, both quantitatively and qualitatively.
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