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Abstract 
Facial feature extraction has become an important issue in automatic recognition of human faces. Thermal images have the 
advantage over visual images because of its illumination invariant property. But locating facial feature in thermal image is a 
difficult task due to less important texture information. In this paper, Harris interest point detector is used to locate the thermal 
facial features. Harris interest point detector is based on intensity and computes the presence of interest point directly from the 
grey values. Experiment result shows that Harris operator can detect good number of interest points even in illumination 
variation, rotation, and scaling condition. 
© 2013 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Face recognition is one of the most successful and widely used applications of biometric techniques. Face 
recognition in visual images are considered to be the best in some cases like extracting and locating facial features 
easily. But face recognition in the thermal spectrum offers some distinct advantages over that in the visible 
spectrum. Thermal Images are receiving greater attention lately due to the appearance of cheaper sensors and the 
wide range of applications of such imagery. These applications include surveillance and security, medical imaging, 
biometrics, detection of deceit and military research [1]. Face recognition in the visible spectrum may not work 
properly in low lighting conditions. Thermal imagery is less sensitive to the variations in face appearance caused by 
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illumination changes. This is due to the fact that thermal infrared (IR) sensor measures the heat energy radiation 
emitted by the face rather than the reflected light [2]. Thermal images are represented by heat patterns emitted from 
an object. Objects emit different amounts of IR (Infrared) energy according to their temperature and characteristics. 
A thermal sensor generates imaging features that reveal thermal characteristics of the face pattern. Another 
advantage of thermal infrared imaging in face recognition is that thermal face recognition utilizes anatomical 
information of the human face such as vasculature which is unique to each individual that can be measured at a 
distance using passive IR sensors [3]. However, using thermal images for facial analysis has some significant 
drawbacks. Most of the images contain less important texture information, especially over the eyes and mouth 
region [4], extracting object boundaries in thermal images is a challenging task because of the amorphous nature and 
lack of sharp boundaries in images [5]. The major problem of thermal image is that with the change in ambient or 
body temperature, the characteristic of thermal object also gets changed significantly. In this paper, the main 
contribution of the work is to detect feature points such as eyes, nose, mouth of thermal face image in different 
conditions i.e. in illumination variation, rotation and scaling. For this purpose, Harris interest point detector is used 
and this type of feature detector is commonly referred to as interest point operator.  
The organization of the rest of this paper is as follows. In section 2, the relative work is discussed. In section 3, 
the overview of the system is discussed, and in section 4, experiment results are given. Finally, section 5 concludes 
this work. 
2. Related Works  
There are many researchers who are focusing on extracting facial features from thermal face images. Yuan-Tsung 
and Ming-Shi [6] proposed thermogram analysis for human face to extract several features such as temperature 
distribution statistics, perimeter of the face contour, length/width ratio of face rectangle and the triangle formed from 
the three lowest temperature points of the two cheeks and the chin, respectively. Brais et al. [7] presented an 
automatic method for detecting eyes and nostrils using Haar and the Gentle Boost algorithm in facial thermal 
imagery. Farah et al. [8] proposed a method to track a facial region of interest (ROI) related to respiration by the 
determining the warmest and coldest facial points of the human face. Leonardo et al. [4] proposed a Local and 
Global feature extraction paradigm by computing interest point locations from local, low-level features and combine 
the localization of facial features with the holistic approach. 
3. System Overview  
Most of the interest point detector contains the following two basic components: (i) assigning interest strength to 
each image point and (ii) Selecting best candidates [9].In this paper, for assigning interest strength Harris interest 
point detector is used which is based on intensity and compute the presence of interest point directly from the grey 
values. After interest strength of each pixel is computed, non-maximum suppression is applied for selecting best 
interest points. This method is popular because it has been used in many applications in image processing and 
computer vision for its simplicity and efficiency [10]. 
3.1. Method of Extracting Feature Points 
Facial feature extraction has become an important issue in automatic recognition of human faces. Detecting the 
basic feature such as eyes, nose and mouth is necessary for most face recognition methods [11]. Feature extraction 
provides effective information for distinguishing faces of different persons and stable with respect to the geometrical 
and photometrical variations. 
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Fig. 1. Block diagram of the system 
In order to perceive and recognize human faces, we must extract the prominent features of the faces like eyes, 
nose and mouth etc. However, using thermal images for facial feature analysis has some limitation. In thermal 
images, facial texture is localized around facial features and locating these features such as eyes, nose and mouth 
positions using a novel technique of interest point extraction. 
3.2. Interest Point Detection 
An interest point can be defined as a point in an image which has a distinct position and can be robustly detected. 
Interest point detection has a wide range of applications, such as image retrieval and object recognition. By “interest 
point” we simply mean any point in the image for which the signal or intensity changes two-dimensionally [12]. 
Corners can also be defined as points for which there are two dominant and different edge directions in a local 
neighborhood of the point. Most of the corner detectors fall into this interest point category, although interest point 
corner detection algorithms differ on how the corner operator makes the corner measurement. 
3.3. Harris Interest Point Detector 
Harris corner detector was proposed by Chris and Mike [13]. Harris operator is an improvement of a basic 
technique proposed by Moravec [14]. Moravec corner detector is one of the earliest corner detection algorithms and 
it defines interest points as points where there is a large intensity variation in every direction. The algorithm tests 
each pixel in the image to see if a corner is present. Moravec [14] proposed measuring the intensity variation by 
placing a small square window and then shifting this window by one pixel in each of the eight principle directions 
such as two horizontal, two vertical and four diagonal directions. The intensity variation for a given shift is 
calculated by taking the sum of squares of intensity differences of corresponding pixels in these two windows. The 
average change on intensity, E (u, v), produced by a shift [u, v] can be defined as:- 
2( , ) ( , )[ ( , ) ( , )]
x y
E u v w x y I x u y v I x y   ¦¦  (1) 
Where w(x, y) specifies a spatial averaging mask, I(x+u , y+v) specifies shifted intensity and I(x,y) specifies 
original intensity. But in Moravec detector has some limitation such as (i) Operator is not rotationally invariant (ii) 
the response is noisy due to the use of a binary rectangular window (iii) the detector responds too strong for edges. 
Harris operator is the combined corner and edge detector [13]. Harris operator differs from the Moravec operator in 
how the measurement of local intensity variation is estimated. This method is a popular technique due to its strong 
invariance to rotation, scale, illumination variation, and image noise [10]. Harris operator addresses the limitations 
of Moravec operator by removing the shortcomings. 
Detect Interest Point using 
Harris Operator 
Perform Non-Maximum Suppression 
for selecting best interest point 
Detect Facial Features 
Input Thermal Image 
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x Removing anisotropic response: Harris operator performed an analytic expansion of the Moravec operator to 
derive such function. It approximates the gradient of an image. The gradient of an image measures how it is 
changing. The gradient of an image is based on obtaining the partial derivatives δf/δx and δf/δy at every pixel 
location of an image f(x, y). 
x Removing the noisy response: To remove the noisy response of the Moravec operator due to binary window 
addressed by using a Gaussian window. Measuring local intensity variation can be further improved by placing 
more weight on the intensity differences of the pixel pairs near the center of the window using Gaussian function. 
2 2( )/2( , )
2x yw x y e
V    (2) 
where σ is the standard deviation of Gaussian distribution. We know, Mathematical analysis of the Taylor series 
expansion of a real function f(x, y) about a point (u, v) is given by [15] 
( , ) ( , ) [ ( , ) ( , )] _x yy xf x u y v f x y x x y y x y higher order
G G
G G       (3) 
For small shift i.e. small values of u and v, by using Taylor series of expansion theorem, changes of intensity can 
be written as [15] 
( , ) ( , ) I II x u y v I x y u vx y
G GG G  |     (4) 
So equation (1) can be written as 
2( , ) ( , )[ ( , ) ( , )]I IE u v w x y I x y u v I x yx yx y
G GG G   ¦¦  
2 2 2 2( , ) ( , )[ ( ) 2 ( ) ]I I I Ix x y yE u v w x y u uv vx y
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G G G G  ¦¦  (5) 
2 2 2 2( , ) [ 2 ]E u v A u Cuv B v     (6) 
Where A=(δI/δx)2w, C= (δI/δx)( δI/δy) w, B=(δI/δy)2 w 
Equation (6) can be written as a vector-matrix form [16]: 
( , ) [ , ] [ ]u
v
E u v u v M   (7) 
Where M= ( A C
C B
). M is a 2×2 symmetric matrix which contains all the differential operators describing the 
geometry of the image surface at a given point (x, y) [13]. This detector first computes the Harris matrix M for each 
pixel in an image and then computes its eigenvalues λ1and λ2. The eigenvalues of M will be proportional to the 
principle curvatures of the local auto-correlation function and form a rotationally invariant description of M [17]. 
In Harris detector, the interest strength or cornerness measure of each pixel is defined to be the summation of 
eigenvalues of M which contains local information related to the neighbourhood structure [16]. To avoid the 
expensive eigenvalue calculation and save the computational time, Harris and Stephens proposed to assign to each 
pixel in the image the following value for corner response: 
2( , ) ( ) ( ( ))R x y Det M K trace M    (8) 
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Where Det (M) =determinant (M) = λ1. λ2= AB – C2, trace (M) = λ 1+ λ 2=A + B , K= Constant 
2 2( , ) ( )R x y AB C K A B      (9) 
Using this formulation, R(x, y) can express in terms of elements A, B and C and has advantage of not having to 
compute the eigenvalues directly for each displacement of the window. The following three rules are applied for 
justification [17] 
x If R is small, the pixel is in a uniform intensity region. 
x For if R<0, the pixel is on edge. 
x If R> 0, the pixel is a corner 
3.4. Non-Maximum Suppression 
Non-maximum suppression is important for many computer vision tasks, e.g., edge detection and corner 
detection. Non-maximum suppression is a popular method for selecting good candidates in existing detectors. 
Assume each image point has been assigned interest strength. Non-maximum suppression resets the strength of a 
point to zero, if it is not a local maximum [9]. 
4. Experiment results and Discussions 
The set of training images are obtained from the IRIS (Imaging, Robotics and Intelligent System) Dataset in the 
OCTBVS (Object Tracking and Classification Beyond Visible Spectrum) database [4]. In the IRIS (Imaging, 
Robotics and Intelligent System) database unregistered thermal and visible face images are acquired simultaneously 
under variable illuminations, expressions, and poses. Total no. of 30 individuals’ image types is available with three 
different facial expressions. Each image is 320 x 240 pixels in bitmap RGB format. In order to extract feature points 
from thermal face images, we have performed the following experiments. At First frontal full illuminated face 
images of a subject with neutral expression are taken. Input image is converted into gray scale image and 
convolution with Gaussian filter. Then gradient of an image is approximated using X-direction and Y-direction 
mask [-1 0 1] and [-1 0 1]T. Harris matrix is computed for each pixel in an image and detects interest point in the 
eyes, mouth and nose region. Fig. 2 shows that Harris operator can detect good number of interest point on the 
image with change in illumination variation. Fig. 2 also shows that Harris operator can detect good number of 
interest point over the eyes and nose region even if the image is rotated with 30 degree and can also detect large 
number of interest point over the entire face if the image is shrink with scale factor 0.5. 
5. Conclusion 
Thermal facial images are invariant to illumination changes and facial expression. But thermal face recognition 
techniques present difficulties in locating facial features such as eyes, nose, mouth etc. The main objective of the 
paper is to detect feature points of thermal IR (Infrared) face. In this paper interest point detector is used to detect 
facial features. Harris interest point detector is used to locate facial features which are invariant to rotation, scale, 
illumination variation, and image noise. Experimental result shows that it can detect large number of interest point 
over eyes, nose and mouth region. This method is an efficient and accurate in extracting feature points of human 
face. 
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Fig. 2. Interest point detected face with illumination variation (e) Light On (f) Dark (g) rotation and (h) scaling of corresponding thermal images 
(a),(b),(c) and (d) respectively. 
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