Abstract Many real-world applications require the simultaneous prediction of multiple target attributes. The techniques currently available for these problems either employ a global model that simultaneously predicts all target attributes or rely on the aggregation of individual models, each predicting one target. This paper introduces a novel solution. Our approach employs an iterative classification strategy to exploit the relationships among multiple target attributes to achieve higher accuracy. The computation scheme is developed as a wrapper in which many standard single-target classification algorithms can be simply "plugged-in" to simultaneously predict multiple targets. An empirical evaluation using eight data sets shows that the proposed method outperforms (1) an approach that constructs independent classifiers for each target, (2) a multitask neural network method, and (3) ensembles of multi-objective decision trees in terms of simultaneously predicting all target attributes correctly.
Introduction
In contrast to focusing on predicting a value of a single-target attribute (either singlelabel or multi-label classification tasks), many classification applications involve n (n > 1) target attributes (Zenko and Dzeroski 2008) and require simultaneously determining the correct n target attributes for each instance. Such multi-target learning problems are common in many data mining applications. For instance, in medical applications one often needs to simultaneously settle on several symptoms in order to associate a patient with a certain disease (Lipkin et al. 1969; Gaag et al. 2001) . Similarly, the models used to construct characters in computer-based animations have to determine several body characteristics such as shape, size, and pose (Xi et al. 2007) .
The above multi-target problems can be very challenging for two reasons. First, the solution space, which is exponential in the number of target attributes, becomes enormous even with a limited number of target attributes. Second, the relationships between the target attributes can add a level of complexity that needs to be taken into account. To illustrate, let us consider an intelligent lighting system aiming to automate the control of lights in an open space office environment. We depict a simple case in Fig. 1 . The data mining task in this system is to use measured luminances on occupants' desks in a room to classify the correct dimming levels for all lights on the ceiling (the predicted dimming levels will be sent to the automation system to dim the lights). In this case, each light is a target attribute. The size of the solution space is given by m n where n is the number of lights and m the number of distinct dimming levels. Finding an adequate solution within such a large space is going to be difficult even for limited numbers of lights and dimming levels. Importantly, the target attributes are also correlated since all lights contribute (at least to some degree) to the luminance observed across the room. Even an error on a single light could affect the luminance on all desks in the room and therefore result in dissatisfaction of all occupants.
A straightforward approach of learning and applying an independent classifier for each target attribute would be efficient. However, the overall accuracy is likely to suffer; because the classifiers are being developed independently, one is likely to observe a multiplicative effect of the errors from the individual classifiers, which would be detrimental even with a limited number of reasonably good classifiers. To guarantee success, the modeling needs to be able to account for the relationships among the targets. This paper proposes a new approach to take such relationships into account, thus improving the simultaneous prediction of multiple target attributes.
Our method was motivated by the following observations. Let us revisit the abovementioned lighting example, as illustrated in Fig. 1 . In this example, knowing the dimming levels of Lights b and c does not benefit the predictions for Light a, but information about the dimming level of Light a helps improve the predictions of the dimming levels of Lights b and c. This observation suggests that the predictions for Fig. 1 An intelligent lighting system. The classification task here is to use the four descriptive features (namely the luminance levels on the four desks) to predict the three target attributes (i.e., the dimming levels of the three lights on the ceiling) Light a are less affected by the target values of Lights b and c. In other words, in an iterative classification procedure, the predictions for Light a will be insensitive to the estimated values for Lights b and c. Thus, the predictions for Light a can be iteratively used to help improve the estimates for Lights b and c through an iterative classification process.
Motivated by the above observations, our proposed approach first constructs independent classifiers for each target attribute. Next, it iteratively augments the classifiers against the "hard to learn" targets by expanding the initial instance's features with the predicted values of related targets. The computation scheme is developed as a wrapper in which many single-target classification algorithms can be simply "plugged-in" to simultaneously predict multiple target attributes. An empirical evaluation using eight data sets shows that the proposed method outperforms two benchmarking multi-task (-target) learning approaches, namely the multi-task neural networks (Caruana 1997 ) and the ensembles of multi-objective decision trees (Kocev et al. 2007) , as well as the approach that constructs independent single-target classifiers for each target attribute. Interestingly, our results also suggest that the iterative classification process improves the simultaneous prediction of the collection of independent classifiers by forcing these classifiers to make correct classifications on common instances instead of boosting their individual accuracies.
The paper is organized as follows. Section 2 introduces related work. Section 3 presents the proposed strategy in detail. Section 4 offers an experimental evaluation. Finally, Section 5 concludes the paper and outlines our future work.
Related work
Related literature can be categorized into three groups: multi-task learning, iterative classification, and multi-label learning.
Multi-task learning
Multitask learning (MTL) simultaneously learns multiple related tasks so that the tasks can benefit from each other (Caruana 1997; Xue et al. 2007) . Some theoretical work (Baxter 2000; Ben-David and Schuller 2003) have been conducted to help better understand the advantages of multitask learning. For instance, Baxter (2000) introduced the notion of the "extended VC dimension" to define the generalization bounds of the average error of the multiple tasks. Also, instead of focusing average error among tasks as considered by Baxter (2000) , Ben-David and Schuller (2003) derive error bounds on each related task.
In addition, many traditional learning approaches have been extended to deal with multitask applications. A technique often used in such extensions is to introduce common parameters among the multiple tasks so that related information can be shared. For example, Caruana and Baxter allow multiple tasks to share hidden nodes when training a neural networks (Caruana 1997; Baxter 2000) . Fang et al. introduce a set of relevance parameters to control the degree to which the data from other tasks are used in the expectation-maximization (EM) algorithm's parameters estimation (Fang et al. 2008) . Also, some research adds a common prior in Bayesian modeling to capture the relations and similarities between the different tasks (Bakker and Heskes 2003) . Others allow Gaussian processes to share parameters (Yu et al. 2005) or allow tasks to share a common structure on the predictor space (Ando and Zhang 2005; Guo et al. 2011) .
Continuing in the same trend, Evgeniou et al. extend existing kernel based learning methods for single task learning to tackle MTL problems (Evgeniou and Pontil 2004) . They assume that true models for the multiple tasks are all close to some existing ones. Also, van der Gaag and de Waal (2006) extends a Bayesian Network to model applications with more than one class. In their approach, the network structures over the features has bounded tree width. In addition, the set of feature variables connects with the set of class variables through a bi-partite directed graph. Following the same line of research, Suzuki et al. (2001) extended a decision tree to simultaneously explain multiple labels; Last (2004) presented a Multi-objective Info-Fuzzy Network.
Predictive clustering (Blockeel et al. 1998 ) has also been introduced to address multitask problems. With this approach, examples are first clustered into subsets based on the target variables. Next, each cluster is associated with a predictive model using the descriptive attributes. These predictive models are then integrated and used to predict the values of the target variables. For example, Blockeel et al. (1998) developed the Multi-objective decision trees (MODTs) approach for predicting examples with multiple target attributes at once. Their strategy extends an inductive tree learning algorithm. A decision tree is viewed as a hierarchy of clusters, each containing a subset of the instances. While constructing the trees, the sum of the entropies of the set of target variables is used to partition the examples for classification tasks. Following the same line of research but focusing on the well-known CN2 algorithm (Clark and Niblett 1989) , Zenko and Dzeroski (2008) proposed the Predictive Clustering Rules (PCRs) method for multitask problems. Inspired by the success of ensemble models, Kocev et al. (2007) introduce the ensembles of multi-objective decision trees.
Instead of extending traditional learning algorithms, this paper attempts to establish a general framework for simultaneously predicting multiple target attributes. As a result, many state-of-the-art single-target learning techniques such as Decision Trees (Quinlan 1993) and Neural Networks (Bishop 1996) can be directly integrated into the computational scheme and applied to multi-target applications.
Iterative classification
This research is also inspired by the iterative classification and inference strategies proposed for structured (relational) data (Chakrabarti et al. 1998; Lu and Getoor 2003; Neville and Jensen 2000; Oh et al. 2000; Taskar et al. 2001) . In structured data, objects are assumed to be interconnected, such that, updating the category of one object can influence the inference about the classes of its related objects. For example, Chakrabarti et al. (1998) employed an iterative approach to improve the predictive performance of a probabilistic model for hypertext categorization. Their method uses both local text in a document and the distribution of the estimated classes of neighboring documents to iteratively boost the classification accuracy. Similarly, Oh et al. (2000) proposed a method for classifying a collection of encyclopedia articles. Their approach uses both links and incrementally available class information through an iterative labeling process. In recent years, iterative inference has also been employed in collective classification algorithms to exploit the correlation among a set of related instances in relational data (Lu and Getoor 2003; Neville and Jensen 2000; Taskar et al. 2001; Macskassy and Provost 2003) . In these applications, the iterative classification algorithm is used to update the class labels or class conditional probabilities of some unseen instances, which are subsequently employed to derive information to help estimate the labels of other related instances.
This paper also employs an iterative classification technique, but our iterative method aims to exploit the interplays between multiple target attributes of the same instance, rather than exploring relationships among multiple related single-target instances, as is the case with relational data. Consequently, a novel ordering strategy for the iterative process has been devised. In addition, the iterative approaches for relational data assume that nodes with unknown labels are linked to some nodes with known labels in a graph. The prior knowledge about these known labels is used as a starting point for the iterative inference procedure to infer the unknown label nodes. In our proposed method, the values of all target attributes for an instance are unknown. We use target attributes that are insensitive to other targets to initiate the iterative process.
Multi-label learning
Another line of research that relates to our proposed strategy is the multi-label learning. Multi-label learning is referred to as learning problems where each object is assigned a subset of one pre-defined label set (Tsoumakas and Katakis 2007; Ueda and Saito 2006) . Two major categories of approaches have been proposed: problem transformation and algorithm adaptation.
The first family of methods convert the presented task into multiple single-label classification problems, so that conventional single label learning algorithms can be applied. Many data transformation methods have been proposed. For example, the Label Powerset (LP) method regards each unique set of labels in the provided multi-label training data as a single-label binary classification task (Tsoumakas et al. 2010) . To deal with challenge of generating a very large number of single-label classification task, the PPT method (Read 2008 ) extends the LP strategy by pruning label sets that occur less frequent. Following the same line of though, the RAkEL method (Tsoumakas and Vlahavas 2007) trains each LP binary classifier with different subset of the set of labels; other methods, such as the RPC , CLR , and INSDIF (Zhang and Zhou 2007b) algorithms also tackle multi-label problems through transforming the provided data set. After the data transformation, a commonly used method for multi-label problems is to construct a binary classifier for each class independently. Subsequently, a test object is classified into the classes for which the corresponding classifier says "yes" or that rank above a threshold (Tsoumakas and Katakis 2007) . Some other methods leverage the relationship between multiple labels in the same label set. For example, approaches to find a low-dimensional subspace shared among multiple labels have been studied Yang 2001) .
The second important category of multi-label strategies extends exist traditional single-label learning methods through taking multiple labels associated with each instance into account. For example, Zhang and Zhou (2006) propose the Multi-label Neural Networks for multi-label learning. Through employing a novel error function to a back-propagation neural network, their approach aims to rank labels belonging to an instance higher than that of no associating with the instance. Elisseeff and Weston (2001) extends an SVM algorithm through minimizing the ranking loss when dealing with multi-label data. Ghamrawi and McCallum (2005) adapts a conditional random field classification model for multi-label learning. Other algorithms such as the MMP (Crammer and Singer 2003) , ML-KNN (Zhang and Zhou 2007a) , and MMAC (Thabtah et al. 2004 ) methods also fall in this family.
Using estimated labels to augment the feature space has also been studied in the multi-label literature. For instance, to tackle multi-label text classification problems, Godbole and Sarawagi (2004) introduce a two-layer stacked method. In the first layer, classifiers are trained using text tokens only. In the meta layer, classifiers are trained using both the original features along with the classification outputs from the first layer. Continuing in the same trend, Read et al. (2009) present a classifier chains strategy for multi-label classification. In their approach, features are augmented by prior binary relevance predictions in the classifier chain. Unlike the method proposed by Godbole and Sarawagi, where predicted labels from all other classifiers are available, the classifier chains strategy allows a classifier take into account predicted labels generated only by previous classifiers in the chain. Hence, the number of features for each classifier in the chain is different.
In contrast to using predicted labels that will not be updated after generated, as is the case with the two above-mentioned multi-label approaches, our strategy keeps updating the estimated labels and augmenting the testing process with the refined label values through an iterative inference component. Specifically, in each iteration, the current target attribute estimates, resulting from the previous iteration, are used to enhance the learning models. In other words, in our approach, the predictions made by other classifiers are dynamically modified and refined in each iteration of the iterative inference process.
In general, multi-label classification copes with data being associated with only one label set. On the contrary, this paper deals with data with multiple label sets, where each instance associates with one label from each of the set of labels.
Iterative inference for multi-target classification

Problem definition and evaluation metrics
The objective of a single-label classification task is to learn a hypothesis function F(x), which maps each instance x to a single-label y from a disjoint label set Y (y ∈ Y). In a multi-label learning problem, each instance belongs to a subset of labels L from the pre-defined label set Y(L ⊂ Y), where |L| is unknown beforehand. In contrast to the above single-target problems, this paper considers classification problems with multiple target attributes. That is, each such instance is assigned to n target attributes y = {y 1 , y 2 , · · · , y n } (with n > 1), and the objective is to correctly determine all of the n target attributes simultaneously.
In such applications, correctly classifying all target variables of an instance is required. We, therefore, consider a classifier has classified an instance correctly only if all target variables of that instance are correctly determined (i.e., "exact match"). Thus, the overall accuracy in this paper refers to the "exact match" accuracy. The task aims to achieve higher "exact match" accuracy through learning a function F that maps each instance to a vector:
The proposed algorithm
The proposed Iterative Approach for Multi-target Classification problems (IAMC) includes two phases: training and inference. The training stage constructs two collections of single-target classifiers, while the inference stage aims at exploiting the relationships among target attributes through these constructed classifiers.
The IAMC method firstly constructs two collections of classifiers: one utilizes the descriptive attributes only while the other is augmented with provided target attributes in the training data. Next, these two collections of classifiers are used for iterative inference, as follows. The first collection is used to initiate the iterative process, where all values of the target attributes in the test data set are unknown. The second one is then deployed to continue the inference procedure until the process stops. In each iteration, the current target attribute estimates, resulting from the previous iteration, are used to enhance the learning models. The details of the IAMC approach are discussed next.
Training phase
At this stage, the IAMC method constructs two collections of single-target classifiers: intrinsic classifiers and relational classifiers. We will discuss these learning processes next.
Intrinsic learners The first collection of classifiers are trained using only the descriptive attributes, the so-called intrinsic features. Each classifier in this collection is constructed for one target attribute. That is, we build a set of functions
where i stands for the ith target attribute. This collection of classifiers are used to infer the values of the target attributes of an instance when no class values about these target attributes are provided, which is the case in unseen data (i.e., the test data).
Example 1 To help describe the algorithm, let us consider the intelligent lighting application illustrated in Fig. 1 . Recall that there are three (3) lights and four (4) desks (occupants) in the office. The inputs to the intelligent lighting system are the measured luminances on occupants' desks (noted x 1 , x 2 , x 3 , x 4 ), while the outputs correspond to the dimming levels of the light sources (noted y 1 , y 2 , y 3 ). For simplicity, we assume that each light has the same three dimming levels. Figure 2 depicts the application. The nine (9) circles on the right side of Fig. 2 show 9 of the 27 possible outputs. Within each circle, we denote three dots, each representing a light. The color of each dot indicates the dimming level for the corresponding light. Considering this simple scenario, this stage of the process will build three singletarget classifiers, one for each light source. Also, we note that each classifier f s i is constructed using only the input attributes x 1 , x 2 , x 3 , x 4 . We denote these classifiers as intrinsic learners. Relational learners The second collection of classifiers also includes a classifier for each target attribute. However, each of these classifiers is built using information from both the descriptive attributes and the related target attributes. Precisely, we have
Accordingly, these classifiers are not only able to exploit the relations between the input features and the target attributes to be determined but also the information among related target attributes. Since the classifiers here leverage the information among the related target attributes, i.e., the so-called relational attributes (Getoor and Taskar 2007) , we denote these classifiers as relational learners to indicate their relational learning context.
Example 2 Continuing with the example shown in Fig. 2 , at this stage we would build three classifiers, as follows: using inputs
, and using inputs {x 1 ,
In summary, the training phase generates two collections of single-target classifiers: one using descriptive attributes only and another being augmented by related target attributes. Each classifier in the collections focuses on one of the target attributes. After training, the IAMC algorithm starts the iterative inference process, as will be discussed next.
Testing phase
This stage includes an iterative inference process and an ordering strategy. We will discuss these two components next.
Iterative inference The inference classification process aims to exploit the relationships among the multiple target attributes through the trained relational classifiers discussed above. Recall that the relational classifiers take into account not only the descriptive attributes of a test instance, but also the information from its target attributes. Obviously, in the real world, the new observations come without the true class values for the target attributes. However, these class values can be approximated by the IAMC algorithm at the inference time through an iterative classification process, as follows.
In the first iteration, class values for all target attributes of the test data are obtained using the trained intrinsic learners. This is due to the fact that, at this stage, the only available information for classification is the descriptive attributes. In other words, the IAMC approach applies the collections of classifiers f s i to predict the ith target attribute for the test instances. As a result, the intrinsic learners provide the currently estimated values for each target attribute of the testing instance, which in turn enables further inferences by the relational learners, which is discussed next.
After obtaining the initial estimated values for the target attributes of an instance, the trained relational classifiers are able to further infer the multiple target attributes of the instance, utilizing both the descriptive attributes and the currently estimated target attributes. That is, learner f r i will be applied to determine the ith target attribute for each test instance. Following the second iteration, the relational learners iteratively infer all target attributes for an instance using the currently estimated values of the target attributes obtained in the previous iteration. By utilizing the best estimated target attributes currently available and leveraging the interdependence between those target attributes, the relational classifiers aim to augment their predictive performance iteratively.
Example 4 Running a second iteration through our example, we notice that the IAMC method uses x 1 , x 2 , x 3 , x 4 and the estimated target attribute values resulting from the 1st iteration, namely y The above iterative process repeats until values for all target attributes have stabilized or a pre-set number of iterations has been reached. As stated in Algorithm 1, the IAMC outputs the estimated target values of the last iteration.
Ordering strategy In the above iterative process, which target attribute should be estimated first when processing a test instance? Clearly, this choice could have a significant impact on the performance of the IAMC strategy since the results of the previous iteration are used in the step immediately following it. That is, incorrect Fig. 3 An example of iterative inference in the IAMC approach information from misclassification on a target attribute could directly propagate to related targets, leading to incorrect predictions on other target attributes.
The IAMC strategy orders the target attributes based on the increase in accuracy between the corresponding intrinsic and relational learners. That is, the IAMC approach first computes the accuracy improvements between f r i and f s i for each target attribute i. Next, it orders these values in a descending order and then proceeds from the beginning of the list. In this way, the target attribute for which maximal improvement has been obtained is processed first. In other words, through using target attributes that are less sensitive to other targets, the iterative process first attempts to improve the target attribute whose accuracy is much lower without than with the knowledge of other target attributes.
The rationale for the IAMC method's ordering strategy is as follows. Firstly, by using targets that are less sensitive to other targets to start the inference process, the IAMC strategy aims to use inferences made with high confidence to infer subsequent inferences of related target attributes. When a target attribute is less sensitive to related target attributes, one may consider that the predicted values made to this target are more reliable in an iterative classification process, because these predictions are less affected by the uncertainties introduced by the estimated values of other target attributes. The IAMC algorithm aims to repeatedly use these confident predictions to infer other related targets.
Secondly, to first infer targets that benefit most from the knowledge of related targets helps reduce the error propagation of the inference procedure. The IAMC strategy intends to improve the target attribute with worse accuracy first so that the improved predictions then can provide more accurate information for inferring other targets. In addition, a model that does not improve much by the addition of the extra knowledge (about its related target attributes) can be seen as a strong model that is less likely to be influenced by potential noise that may be introduced by the inference procedure. By keeping strong models at the end of the iterative process, the IAMC's cautious ordering strategy tends to minimize error propagations.
Experimental study
Methodology
We implemented the IAMC algorithm using Weka (Witten and Frank 2000) . In our experiments, two single-target learning methods-J48 decision trees (Witten and Frank 2000) and Artificial Neural Networks (Bishop 1996 )-were used in order to evaluate the impact of different single-target learning approaches on the IAMC framework. The decision tree learner was used due to its de facto standard for empirical comparisons. In addition, Artificial Neural Networks were chosen because they have been proved surprisingly successful in many real-world knowledge discovery applications (Mitchell 1996) .
We compared the overall performance of the IAMC method with three benchmarking algorithms developed for multitask and multi-target problems. The Multitask Neural Networks (MANNs) (Caruana 1997 ) is probably the most influential work in this area. The algorithm trains a multilayer perceptrons (MLP) neural network with multiple output nodes, each focusing on learning a different target. The multiple tasks share inter-task information through a shared hidden layer trained in parallel on all the tasks.
The second tested method is a state-of-the-art multi-target classification system, namely the ensembles of Multi-Objective Decision Trees (Kocev et al. 2007 ). Kocev et al. (2007) study the performance of the popular Multi-Objective Decision Trees (MODTs) algorithm and conclude that ensembles of MODTs improve the predictive accuracy of the MODTs method. We obtained the settings of the ensembles of MODTs from their authors. That is, in our experiments, a random forest strategy was applied to combine 100 individual multi-objective decision trees.
In addition, we compared the IAMC strategy with an algorithm that trains independent classifiers for each target attribute and then combines the results. That is, this approach treats the target attributes for each instance as mutually independent. For description purpose, we note this method as ExcLa.
All the results discussed were obtained through 10-fold cross validation with the default settings of Weka on a 2.93 GHz PC with 64 bit Windows Vista installed. In addition, the maximal number of iterations for the inference process of the IAMC approach was set to 20 in all experiments.
Data sets
In order to empirically evaluate the performance of the IAMC algorithm, we used eight data sets from various application domains: a multi-target application data set, six publically available data sets, which can be regarded as multiple target problems, and a synthetic data set where target attributes have different numbers of class values. The details of the data sets are as follows.
The Light dataset has been collected to experiment with the development of an intelligent lighting system as described in introduction. This application data used here is composed of six descriptive attributes corresponding to the luminances on six desks and four target attributes corresponding to four light sources in an open-space office. The learning task (denoted as "Light") is to predict the dimming levels (low, median, or high) for all four target attributes, given the luminance values on the six desks.
The "Emotions" data (Wieczorkowska et al. 2006 ) consists of six target attributes, 72 descriptive attributes, and 593 instances. The classes indicate whether a piece of music is associated with a certain emotion group. The "Scene" data describes a problem of semantic scene classification (Boutell et al. 2004) . In this application, each still image may be associated with multiple target attributes. The data set consists of 2,407 images, each described by 294 attributes and associated with six target attributes. The "Yeast" data set relates to protein classification (Elisseeff and Weston 2001) . The data consists of 103 attributes and 14 target attributes. The Monks problems are based on an artificial robots domain (Thrun et al. 1991) . Each example is a robot described with six attributes. Each of the three monks' tasks is a binary classification task with three target attributes. The Opt-digits data is from the application of optical recognition of handwritten digits (Alimoglu and Alpaydin 1997) . The dataset consists of 10 tasks: the two class classification problems for hand-written digits. The CAESAR 1 data set was created by an international anthropometric project. In our experiment, we used all of the residents from Italy and the Netherlands, forming a total of 2,064 subjects. The learning task is to use a subject's stature and weight to simultaneously predict the subject's nationality and gender.
In order to obtain a data set where target attributes have different numbers of classes, we create a new data set from the Mediamill data (Snoek et al. 2006) , as follows. The original Mediamill data describe a challenge that aims to label 85 hr of video data with 101 labels, each representing a binary classification problem. We consider 10 label intervals as one multi-target attribute, and its value is the number of classes the instance is associated with within the interval. The transformed data set therefore consists of nine target attributes where each has 10 class values and one target attribute that contains 11 class values. Table 1 summarizes these eight data sets. For each data set, it lists the number of instances, descriptive attributes, target attributes, and the number of classes in each target attribute, along with the application domain of the data set.
Experimental results
In this section, we evaluate the performance of the four tested algorithms, namely the IAMC, ExcLa, MANNs, and ensembles of MODTs (we denote this algorithm as En-MODTs in this paper) methods, in terms of accuracy and execution time. We also empirically study the IAMC method's convergence properties.
" Exact match" accuracy obtained
We present the overall predictive accuracy over all target attributes, namely the "exact match" accuracy, obtained by the four tested methods for each of the eight learning tasks, in Table 2 . In this table, DTrees and ANNs respectively denote the J48 Decision Trees method and the Neural Networks approach as the singletarget learning algorithm of the IAMC and ExcLa methods. Also, the signs " †" and "−" respectively denote a statistically significant improvement or degradation of the IAMC algorithm, when compared to the ExcLa, MANNs, and En-MODTs strategies, with a paired t-test with a significance level of 0.05. The best accuracy achieved for each data sets is highlighted in bold.
The predictive performance results obtained show that the IAMC algorithm appears to consistently improve the accuracy in most of the test cases when com- pared with the ExcLa, En-MODTs, and MANNs approaches. Statistically significant performance improvements, as indicated by the " †" sign in Table 2 , were observed regardless of the single-target learning methods used. When compared with the ExcLa method, the IAMC algorithm appears to consistently improve the accuracy for all of the 16 test cases. Also, in 12 of the 16 cases, the prediction improvements were statistically significant with 95 % confidence. In particular, in many cases, we observed a very large accuracy improvement. For examples, the IAMC strategies improved the accuracy by 22.64 %, 10.66 %, and 7.20 % against the Light, Scene, and Yeast data sets respectively when ANNs methods were applied. In addition, the results also show that large improvements were achieved when decision trees were deployed as single-target learners. For example, against the Scene, Light, Emotions, Yeast, and Opt-digits data sets, we notice accuracy improvements of 13.05 %, 7.90 %, 7.24 %, 6.9 %, and 3.84 %, respectively.
When considering the comparison with the En-MODTs method, we notice that the IAMC algorithm was also able to increase the accuracy for all of the 16 cases, regardless of the single-target learning method for the IAMC approach. Amongst the 16 tested cases, 12 of them were statistically significant. In addition, the results also show that large accuracy improvements were achieved by the IAMC method when compared with the En-MODTs algorithm. For example, against the Monks, Opt-digits , Scene, and Mediamill data sets, the larger (of the J48 and ANNs as singletarget learners) error rate reductions were 42.17 %, 10.64 %, 10.03 %, and 3.78 %, respectively. Promising outcomes have also been observed when comparing the IAMC method with the MANNs approach. For example, as shown in Table 2 , the IAMC method improved the accuracy in 15 of the 16 tested cases. The only exception was against the Opt-digits data set with J48 as single-target learners. In particular, when compared with the MANNs methods, large accuracy improvements have been achieved by the IAMC methods. For example, for the Monks, Light, Scene, Yeast, Caesar, and Emotions data sets, accuracy improvements obtained by the IAMC method were 35.44 %, 29.92 %, 9.86 %, 5.17 %, 3.53 %, and 3.21 % respectively.
In addition to the paired t-test, we also conducted the Friedman (1937 Friedman ( , 1940 ) test with the corresponding post-hoc tests. These tests aim to further validate the statistical differences of the four tested approaches. Friedman tests enable the evaluation of statistical differences of multiple classifiers when considering their performances on multiple data sets as a whole (Demšar 2006) . In our experiments, each method's predictive accuracy was obtained by averaging the accuracies of the 10 folds. Also, the Wilcoxon-Nemenyi-McDonald-Thompson test (Hollander and Wolfe 1999) was employed as the post-hoc tests. The p-values of the Friedman test as well as the corresponding post-hoc tests on the eight learning tasks are provided in Tables 3 and 4. Table 3 depicts the Friedman test results of the IAMC_DTrees, En_MODTs, ExcLa_DTrees, and MANNs methods, while Table 4 presents the results of the IAMC_ANNs, En_MODTs, ExcLa_ANNs, and MANNs strategies. Here, _DTrees and _ANNs respectively denote the J48 Decision Trees method and the Neural Networks approach as the single-target learning method of the IAMC and ExcLa algorithms.
When comparing the IAMC_DTrees method with the other three tested approaches, namely the En_MODTs, ExcLa_DTrees, and MANNs algorithms, the results shown in the first row of Table 3 indicated that the p-value of the Friedman test was 0.0002. This number implied a statistically significant difference between at least two of the four tested methods. Our subsequent post-hoc tests results, depicted in Table 3 , show that the pairwise p-values between the IAMC_DTrees and the other three tested methods, namely the En_MODTs, ExcLa_DTrees, and MANNs, were 0.0100, 0.0003, and 0.5274, respectively (highlighted in bold in Table 3 ). These results suggest that, when considering the predictive performance on all the eight data sets, the IAMC strategy with decision trees as base learner significantly outperformed the other tested methods with a significance level of 0.05, except for the MANNs approach.
When considering the comparison of the IAMC_ANNs, En_MODTs, ExcLa_ANNs, and MANNs algorithms on all the eight data sets (as a whole), the Friedman test resulted in a p-value of 0.0015, as shown in Table 4 . This low p-value implies that at least one of the classifier significantly differs from at least one other classifier (Siegel and Castellan 1988) . Further post-hoc test results, as depicted in Table 4 , confirmed that the IAMC_ANNs method statistically outperformed the En_MODTs and MANNs algorithms with a significance level of 0.05, and was borderline significant when against the ExcLa_ANNs approach. As shown in Table 4 , the resulting pairwise p-values between the IAMC_ANNs and the En_MODTs, ExcLa_ANNs, and MANNs algorithms were 0.0007, 0.0550, and 0.0427, respectively (highlighted in bold in Table 4 ).
These results imply that the IAMC strategy can meaningfully improve the simultaneous prediction accuracy on multi-target problems when compared with the multitask neural network, the ensembles of multi-objective decision trees, and the approach that constructs independent classifiers for each target attribute.
Convergence property
To examine the convergence properties of the inference process of the IAMC strategy, we display in Fig. 4 the "exact match" accuracy obtained over the first 10 iterations for the 8 datasets: each depicted in a sub-figure. In this figure, − − and −♦− denote the IAMC approaches with Neural Networks and Decision Trees as single-target learning methods, respectively.
The graphs presented in Fig. 4 show that the accuracy of the IAMC algorithm steadily increased and then stabilized in just a few iterations for all of the eight data sets. For example, for the Yeast data set, the IAMC method with ANNs applied needed only three iterations to achieve the best accuracy improvement and stability, as depicted in the top-left subfigure of Fig. 4 . With the ANNs as the single-target classifier, we notice impressive improvements over the first few iterations: from 11.33 % to 17.74 % and then to 18.53 %. Similarly, against the same data set, the predictive accuracy of the IAMC approach with decision trees applied improved from 6.82 % to 13.61 % during the first two iterations and then stabilized. The graphs in Fig. 4 also show that similar performances were achieved with the other seven data sets, regardless of the base learner applied. In particular, our further analysis indicates that, on all the eight data sets, the iteration process stopped in just a few iterations because the predicted values for all the target attributes converged. That is, the iteration stopped before reaching the maximum number of iterations pre-set for these experiments.
These results suggest that the iteration process employed in the IAMC approach was very effective and enabled the learning method to converge quickly. accuracy (%) iteration number accuracy (%) iteration number 
Why does iterative inference benef it the IAMC algorithm?
In order to better understand the benefits of the iterative inference to the IAMC algorithm, we study why the IAMC approach improves over the collection of independent classifiers, namely the collection of intrinsic classifiers (equivalently, the collection of classifiers in the ExcLa algorithm). We examine the IAMC and ExcLa learning methods' predictions for each target attribute (we denote this accuracy as "per-target" accuracy since it measures the accuracy against individual target variable). We present the results against the Yeast and Opt-digits data sets in Figs. 5 and 6, respectively. These two data sets were chosen because they contain more target attributes than other tested data.
In Fig. 5 , the left subfigures describe the per-target accuracy against each of the 14 target attributes of the Yeast data, obtained by the IAMC and ExcLa methods using decision trees and neural networks as single-target learners respectively. In the right subfigures among the instances that were correctly classified by a single-target learner, we measure what percentage of these instances was also correctly determined by all other single-target learners in the classifier collection (for description purpose, we denote this measurement as HitScore). In other words, the HitScore for an individual classifier k is calculated by the number of instances correctly classified by all classifiers divided by the total number of instances correctly classified by the learner k. The HitScore aims to indicate how useful a single-target learner's accuracy is in terms of simultaneous prediction of all target attributes. For the Opt-digits data, the accuracies and HitScores for the 10 individual target attributes were presented in Fig. 6 . The left images in Figs. 5 and 6 show that all individual targets are predicted equally well for the two tested methods, namely obtaining similar "per-target" accuracy, but the right subfigures clearly show that all individual learners in our proposed method make more correct classifications on the same set of instances, resulting in higher "exact match" accuracy.
For the Yeast data, when considering using decision trees as single-target learners, the results as presented in the top-left subfigure of top-right boxplot subfigure show that the HitScores of the individual learners in the IAMC collection were higher than that in the ExcLa collection. The results indicate that even the lowest HitScore in the IAMC collection was higher than the highest HitScore in the ExcLa collection. These results imply that the iterative classification approach employed in the IAMC method allowed all individual learners to focus on correctly predicting the same set of instances, resulting in higher individual HitScore values. Interestingly, this goal may be achieved through degrading the predictions against some individual target attributes. For example, as shown in the top left subfigure, against target attribute 2, the prediction of the IAMC approach was lower than that of the ExcLa method. Similar results can also be observed in the bottom two subfigures of Fig. 5 , where neural networks were used as the single-target learners in the IAMC and ExcLa methods when against the Yeast data. Against the Opt-digits data, results as presented in Fig. 6 confirmed the above observations. That is, although the individual predictive performance of the learners in the IAMC collection was very similar with that in the ExcLa collection, the individual learners in the IAMC collection made more useful correct classifications, in terms of simultaneous predictions of all target attributes correctly, than that of the learners in the ExcLa collection.
These experimental results suggest that for the Yeast and Opt-digits data sets, although the per-target accuracy, i.e., accuracy against individual target variable, is high for the ExcLa algorithms, the "exact match" accuracy is low. This is because individual learners make correct classifications on different instances of the test set.
On the other hand, the iterative inference strategy may not improve the individual learners' predictive accuracy, i.e., the per-target accuracy, but it was able to encourage all individual classifiers to make correct classifications on common instances, thus improving the simultaneous predictions of the multiple target attributes.
Execution time required
To evaluate the performance of the four tested strategies in terms of run time, we provide the average one-fold running time needed (in seconds) for each of the eight data sets in Tables 5 and 6 . Table 5 depicts the comparison of the tree-based methods, and Table 6 focuses on the ANNs-based approaches.
Results from Table 5 show that the IAMC method with decision trees as singletarget learners was two or three times slower than the En-MODTs approach, and about two times slower than the ExcLa_DTrees method. As expected, the IAMC strategy was slower because the IAMC algorithm consists of two collections of singletarget learners. When considering the comparison of ANNs-based methods, results as shown in Table 6 imply similar conclusions: the MANNs was the fastest and the IAMC_ANNs was about two times slower than the ExcLa_ANNs method. In addition, as expected, the results shown in Tables 5 and 6 indicate that the IAMC method with neural networks as single-target learners required longer execution time when compared to using decision trees as single-target learners.
However, the time required for inference in the IAMC method is much smaller than its training time. For example, the inference time required for the IAMC method with decision trees as single-target learners was less than 0.16 s, except for the Mediamill data set, where the IAMC method required 1.7 s for the inference process. Efficient inferences were also obtained when neural networks were used as base learners. These observations suggest that parallel learning can be applied to the training of the IAMC strategy (because all individual intrinsic and relational models can be constructed simultaneously) to potentially significantly speed up the overall running of the IAMC method.
Conclusions and future work
Many real-world applications record data with multiple related target attributes and require simultaneously determining all the target attributes correctly. This paper proposed a novel solution, which employs an iterative classification strategy to exploit the relationships among multiple targets, to achieve higher accuracy. We evaluated the proposed method using eight data sets. Experiments show that the strategy outperforms (1) an approach that constructs independent classifiers for each target, (2) a multitask neural network method, and (3) ensembles of multiobjective decision trees in terms of simultaneously predicting all target attributes correctly. A key advantage of the proposed method is that it allows many state-ofthe-art single-target learning techniques to be directly "plugged" into the proposed scheme to resolve multi-target classification problems.
Future directions of this work include investigating alternative ordering techniques, studying the error bounds of the IAMC strategy, further researching the convergence properties of the IAMC method, and investigating the applicability of aggregated features (Guo and Viktor 2006) for targets attributes when these targets have the same label set.
