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This paper proposes a method to estimate the pos-
terior distribution of a Boltzmann Machine. Due to
high feature extraction ability, a Boltzmann Machine
is often used for both of supervised and unsupervised
learning. It is expected to be suitable for multimodal
data because of its bi-directional connection property.
However, it needs a sampling method to estimate the
posterior distribution, which becomes a problem dur-
ing an inference period because of the computation
time and instability. Therefore, it is usually converted
to feedforward Neural Networks, which means to lose
its bi-directional property. To deal with these prob-
lems, this paper proposes a method to estimate the
posterior distribution of a Boltzmann Machine fast
and stably without converting it to feedforward Neural
Networks. The key idea of the proposed method is to
estimate the posterior distribution using a Simulated
Annealing on non-uniform temperature distribution.
The advantage of the proposed method against Gibbs
sampling and conventional Simulated Annealing is
shown through experiments with artificial dataset and
MNIST. Furthermore, this paper also gives the math-
ematical analysis of Boltzmann Machine’s behaviour
with regard to temperature distribution.
Keywords: Machine Learning, Boltzmann Machine,
Simulated Annealing, Markov Chain Monte Carlo, Boltz-
mann Distribution
1. Introduction
Recently, techniques using Neural Networks have been
successfully applied to many problems which have been
considered difficult to solve in the past. Convolutional
Neural Networks (CNN) [1] have been applied to pattern
recognition successfully, and Recurrent Neural Networks
(RNN) [2] also have been applied to various sequence
data like text data.
Although a Boltzmann Machine (BM) [3][4][5] is also
one of Neural Networks, only it has bi-directional connec-
tion between units while the other Neural Networks have
directional connection. This feature is expected to be suit-
able for multimodal data [6]. Due to its high feature ex-
traction ability, BM is widely used for both of supervised
and unsupervised learning. This ability is derived from
a Boltzmann distribution and a probabilistic theory more
strictly than other Neural Networks. This background en-
ables to examine the behaviour/structure of BM by math-
ematical analysis precisely, which gives a potential to for-
mulate a new theory on BM.
One of the BM ’s drawbacks is that it needs a sam-
pling method to estimate its posterior distribution. It be-
comes a problem during an inference period because of
the computation time and instability. Although a Varia-
tional Inference (VI) is used to overcome this difficulty
[4], VI also needs iterations to make its state converge.
To avoid iteration required for estimating posterior dis-
tribution, BM is usually converted to feedforward Neu-
ral Networks. However, it means to lose a bi-directional
property, which is unique to BM as mentioned above. Fur-
thermore, the needs of different methods depending on the
periods of inference and learning makes an implementa-
tion complex and lose generality, which is not suitable
to a custom hardware such as Field Programmable Gate
Array (FPGA) and Applicateion Specific Integrated Cir-
cuit (ASIC). A Simulated Annealing (SA) [7] is known
as a global optimization method for any objective func-
tion on multidimensional variable. Because the theory of
this method is based on the Boltzmann Distribution, it is
considered to have a high compatibility to BM. However,
to the best of our knowledge, applying SA to BM has
not yet been studied enough. Actually, the performance
of conventional SA is not better than Gibbs sampling [8]
(which will be shown in Sec. 4). To deal with the prob-
lems BM has, this paper proposes a method to estimate
the posterior distribution of BM fast and stably without
changing its original form. The key idea of the proposed
method is to estimate the posterior distribution using SA
on a non-uniform temperature distribution. The advantage
of the proposed method against Gibbs sampling and con-
ventional SA is shown through experiments (Sec. 4) with
artificial dataset and MNIST [1]. The importance of em-
ploying non-uniform temperature distribution is shown by
demonstrating that uniform temperature distribution (used
by conventional SA) has no effect to improve the infer-
ence accuracy.
Furthermore, this paper discusses the information flow
when a non-uniform temperature distribution is applied to
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BM based on mathematical analysis. This paper is an ex-
tended version of a paper presented at MEDES 2018 [9]
by adding experiments on various temperature distribu-
tions and refining the whole explanation.
2. Related Works and Representations
In this section, the mathematical representations used
in this paper is defined at first. Then the related works
of a Boltzmann Distribution, BM, SA and Floating Zone
method are introduced.
2.1. Representations
For sets A and B, the representation A \ B means a
set difference and A×B means a direct product between
A and B. For the direct product of the same set A, the
exponential notation like A2 is used. The representation
of |A| means the number of elements in A and ∅ means
an empty set.
This paper employs index-based notation [10] for ran-
dom variables to simplify representations and make the
analysis on a probabilistic theory strict. Previous stud-
ies [4][11][12][6] usually use vector notation to deal with
random variables and model parameters. However, we
think it loses generality and includes ambiguity, which
makes mathematical analysis difficult.
A D-dimensional random variable x =
(xλ1 , . . . ,xλD) is represented by an indices set
Λ = {λ1, λ2, . . . , λD} as xΛ = (xλ|λ ∈ Λ)(Indices
are not restricted to numbers but can be denoted by
characters like x, y, z as used in physics for each axis of
3-dimensional space). A random variable in the subspace
defined by the indices set M ⊂ Λ is represented as
xM = (xλ|λ ∈ M). For λ ∈ Λ, a representation like xλ
means one dimensional variable belongs to the sub space
defined by λ.
Any random variables with different characters on the
same indices set Λ such like aΛ ,bΛ , cΛ belong to the
same probability space and state space, regardless of the
characters of those variables. Namely, aΛ ,bΛ , cΛ ∈ XΛ ,
where XΛ is a state space of these random variable de-
fined by Λ. In the conventional notation, a = b ⇒
p (a) = p (b) does not hold generally because the dis-
tributions of a and b are different generally. On the con-
trast, under the notation used in this paper, aλ = bλ ⇒
p (aλ) = p (bλ) holds.
Using the rules explained above, the conditional dis-
tribution of xM given xΛ\M on the probability space





. According to a convention in the field
of Machine Learning [4][13], for a random variable xΛ ,
this paper uses a representation
∑
xΛ
to denote the sum-





yΛp (yΛ) holds without any
special notation, although it does not in the conventional
notation rule generally.
Because of convenience when we change only the






Λ Indices set for all variables in a model
Γ Indices set for visible variable
W Indices set for weight coefficients
B Indices set for biases
M Indices set for training data set with contin-
uous value
XA State space for a random variable defined by
indices set A
X (data)M Training data set
X (n)M Batch set depends on n
K Number of layers
Tk Temperature of k-th layer
Vk Indices set for each unit in k-th layer
c(i, j) Mapping from Λ × Λ to indices set W
wc(i,j) Weight coefficient
d(i, j) Mapping from Λ to indices set B
bd(i) Biases
fσ(x) Sigmoid function: x 7→ 1/(1 + exp (−x))
N (train)pre Number of pre-sampling at training
N (infer)pre Number of pre-sampling at inference
N (train)exp Number of expectation sampling at training
N (infer)exp Number of expectation sampling at infer-
ence
Nbatch Interval of learning steps to change the batch
set X (n)M
probability distribution of random variables, we employ
the rule that if the character of probability function is dif-
ferent, those probability distribution is regarded as differ-
ent. Namely, (p = q) ∧ (aλ = bλ) ⇒ p (aλ) = q (bλ)
holds.
For more detail usage of this notation, please see the
derivation example of equations in APPENDIX.
Table 1 shows the list of symbols mainly used in this
paper.
2.2. Boltzmann Distribution
A Boltzmann distribution is important in this paper be-
cause both of BM and SA are based on this distribution.
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Fig. 1. Example of 4-layer Boltzmann Machine. The num-
bers in each unit denote its index.
A Boltzmann distribution is defined as Eq. (1). Where
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ϕ (xΛ) is called an energy function. k is the Boltzmann
constant and T is temperature.
2.3. Boltzmann Machine
The distribution of BM is derived from Eq. (1) with
T = 1 and k = 1. Because the difference of T and k
is absorbed in the parameters during learning, these are
set to 1 in the previous studies [4][5][11]. The energy
function ϕ (xΛ) for BM are defined by Eq. (3).














where K is the number of layers, and Vk ⊂ Λ is an
indices set of k-th layer. c : Λ2 → W, c (i, j) =
c (j, i) , ∀i, j ∈ Λ is the mapping from direct product
set Λ2 to indices set of weights W . d : Λ → B is
the mapping from Λ to indices set of biases B. These
mappings are introduced to make formulas consistent on
the index-based notation when the parameters are also re-
garded as random variables as used in Bayesian Inference
[13]. In the example of a Boltzmann Machine described
in Fig. 1, these indices set are given as V0 = ∅,V1 =
{1, 2, 3, 4} ,V2 = {5, 6, 7} ,V3 = {8, 9, 10} ,V4 =
{11, 12, 13} ,
∪K
k=1 Vk = Λ. This paper considers a
Bernoulli Boltzmann Machine [4]: state space of xΛ is
XΛ = {0, 1}|Λ|.
To learn the parameters, the log likelihood function is
employed as an objective function. The Gradient Descent
method [4] can be applied using its derivative by the pa-
rameters.
With the indices set Γ (⊂ Λ) for the visible units, the








 , . . . (4)
where q (xΓ ) is the empirical distribution defined as
Eq. (5) with the set of training data X (data)Γ (⊂ {0, 1}
|Γ |
)
q (xΓ ) =

1∣∣∣X (data)Γ ∣∣∣ , xΓ ∈ X (data)Γ
0 , xΓ /∈ X (data)Γ
. . (5)
Literature [11] proposed to use a Bernoulli distribution
to represent a non-discrete value data set. Its formulation
of the empirical distribution is given as Eq. (6), where M
is the indices set of µM
(
∈ {0, 1}|M |
)
and m : Γ → M
is the mapping from Γ to M .












The gradient of Eq. (4) with respect to
wc(i,j) (i ∈ Vk, j ∈ Vk−1) is given as Eq. (7). Note
that the gradient by bd(i) can be obtained in the same












−xixjp (xΛ)} . (7)
To estimate the expectation of xixj on




, a Variational Inference is used
in literature [4]. The Persistent Contrastive Divergence
(PCD) is the most successful method [11] to approximate
the expectation on p (xΛ).
Given the gradient of the log likelihood function, the




















where τ is the step number of iterations, λ is the coef-
ficient of weight decay [12], ξ is momentum coefficient,
and ϵτ is the learning rate at step τ .
Because PCD uses Gibbs sampling (which belongs to
the subclass of a Markov Chain Monte Carlo (MCMC)




given as Eq. (9) needs to be estimated for all i(∈ Λ). In
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j∈Vk−1∪Vk+1 wc(i,j)xj + bd(i)
) . (9)
MCMC method needs pre-sampling to get equilibrium
distribution of a target distribution before estimating an
expectation.
Batch learning is used to reduce the computational
cost, in which Eq. (6) is approximated from q (xΓ ) to
q̃(n) (xΓ ) as Eq. (10).



















and n is the index of current batch set.
PCD does not need pre-sampling if there is no change
in the state of the visible units. It assumes that the dis-
tribution will not change so widely if changes of model
parameters are little after update. BMs are duplicated to
improve the performance on parallel computing [4] and
those are usually prepared for each state of the visible
units composing the empirical distribution. In this way,
the input state of each duplicated BM does not change
while using the same Batch set. The expectations used in
Eq. (7) is estimated by averaging the states of those dupli-
cated BM. The timing to change X (n)M affects to the learn-





will change significantly at this time. The pre-sampling is
needed to get equilibrium distribution when the batch set
is changed. Therefore, N (train)pre becomes a non-zero value
only when the batch set is changed.
2.4. Simulated Annealing
Simulated Annealing (SA) [7] is a method that employs
the same concept as annealing in the domain of Materials
Science and Engineering. In this domain, annealing is
the key method to create high-performance alloys. The
crystal structure of materials with less lacks is obtained
by controlling its temperature. If the temperature falls
quickly from high temperature (this is called Quenching),
many different structure crystals appear, and the material
becomes hard and weak. If temperature falls slowly, crys-
tals have enough time to grow big and the material be-
comes flexible and tough. SA aims to make use of this
phenomenon to optimization problems. In the case of SA,
the crystal structure of materials corresponds to the state
of distribution.
For any objective (energy) function ϕ (xΛ) on the mul-






Fig. 2. Concept image of FZ method. It is possible to get a
single crystal by moving the melting zone from seed crystal
side to feed rod side.
Time
Fig. 3. Concept image of moving particles when FZ method
is applied. Yellow particles denote high temperature ones.
x
(∗)
Λ or close to them can be obtained by decreasing tem-
perature of Eq. (1) gradually until it becomes 0 while us-
ing MCMC method. It is explained as follows. When
XΛ (∗) is a set of optimal solutions, Eq. (11) holds.
ϕ (yΛ)− ϕ (xΛ) < 0,
∀xΛ /∈ XΛ (∗),yΛ ∈ XΛ (∗). (11)






1∣∣∣XΛ (∗)∣∣∣ , xΛ ∈ XΛ (∗)
0 , xΛ /∈ XΛ (∗)
. (12)
It is intractable to sample an optimal solution directly
from Eq. (12): by using MCMC method with decreasing
temperature gradually, the limit distribution is approxi-
mated. It is known there exists a decreasing schedule of
temperature which gives global optimal solution.
2.5. Floating Zone Method
The Floating Zone (FZ) method [15] is one of the meth-
ods used to get single crystal structured silicon in the do-
main of Materials Science and Engineering. Fig. 2 is the
concept image of FZ method. While annealing uses uni-
form temperature distribution to decrease lacks in crys-
tals, FZ method creates a single crystal by moving melt-
ing zone (high temperature zone) from seed crystal side
to feed rod side. If the temperature decreases uniformly,
atoms or molecules of Melting material are arranged to
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extend the crystal structure close to them when they solid-
ify under enough time, as described in Fig. 3. FZ method
makes use of this phenomenon continuously. If there is
no seed crystal around melted material, crystals with in-
dependent structure begin to grow.
3. Proposed Method
BM has many equilibrium distributions after learning,
which correspond to a class of input data, such as “1”, “2”,
“3” or cat and dog. This paper considers each of them has
a crystal structure determined from its distribution. Based
on this analogy, this paper proposes to apply the concept
of FZ method to Simulated Annealing. Is it expected that
crystal structure distribution determined from input data
(seed crystal) is obtained by decreasing temperature from
input side. If temperature decreases uniformly when mak-
ing crystals of materials, many different crystal structures
can appear depending on the initial state. Similarly, it is
supposed that conventional SA cannot obtain single crys-
tal structure distribution and high inference accuracy.
Instead of conventional form of Boltzmann Machines’
probability distribution, which is defined by Eq. (1) with
T = 1, k = 1 and energy function Eq. (4), the proposed













, . . (13)
where K is the number of layers and ϕk (xΛ) is the
energy function of k-th layer given as Eq. (14).











The proposed method applies variable temperature dis-
tribution only during an inference period. During a learn-
ing period, all Tk, k ∈ {1, 2, . . . ,K} are set to 1.
The conditional distribution of xi given xΛ\{i} derived
from Eq. (13) and Eq. (14) is given as Eq. (15). The


















where fσ (x) = 1/ (1 + exp (−x)) is sigmoid func-
tion, ϕi,k−1 (xΛ) ,where i ∈ Vk denotes the input from
the (k − 1)-th layer to i-th unit and ϕi,k+1 (xΛ) denotes
the input from the (k + 1)-th layer to i-th unit. These are




xjwc(i,j). . . . . . . . . (16)




. . . . . . . . . . . (17)
When Tk−1 is small compared with Tk and Tk+1, the
effect of ϕi,k−1 (xΛ) becomes dominant in Eq. (15) since
the value of 1/Tk− 12 becomes high. Namely, information
is expected to flow from lower temperature units to higher
temperature units. As a result, the information flow can be
controlled by temperature distribution.
During an inference period, the posterior distribution
of output units must be estimated. However, it is unstable
because those are far from inputs. Units far from input can
create crystals with independent structure from the input
state. This phenomenon is also observed in real materials
as explained in Sec. 2.5. FZ method is used to remove
this phenomenon. According to the discussion in terms of
Eq. (15), it is expected that the same effect as FZ method
can be applied to any class of a Boltzmann distribution. If
the temperature distribution is controlled to decrease from
input side, the information flows only from input side to
output side as mentioned above. Therefore, the distribu-
tion (crystal structure) of k-th layer’s units is determined
only by the status of (k−1)-th layer’s units. Recursively,
the distribution of output units is determined by input data
(seed crystal): as a result, the instability is expected to be
removed.
This paper uses the temperature distribution described
as Eq. (18). Where t denotes the progress ratio of SA
and t = 0 and 1 respectively mean start and end. l cor-
responds to an index number of each layer. TH and TL
are the maximum and minimum temperature respectively.
r (∈ [1,K]) is the peak point of the temperature distribu-
tion.






















T ∗ is defined by Eq. (19).











where fσ is sigmoid function. c1 = 2 (K − 1) ln(1−
α), c2 = 2c3/c1 and c3 = ln ((1− β2)/β2).
α (∈ (0, 1)) is a parameter to determine the speed of tem-
perature decreasing. β2 is a parameter for making fσ be-
come β2 at (x, t) = (1, 1) and 1− β2 at (x, t) = (0, 0).
β1 is used to avoid 0 division at y = 0 while satisfying
∀y, t ∈ [0, 1], T ∗(t, y, y) = T ∗(t, 1 − y, 1 − y). In this
paper β1 = 10−8 and β2 = 0.01 are used constantly.
Fig. 4 shows the distribution given by Eq. (18) with
K = 6, TH = 1, TL = 0.25, (r − 1) / (K − 1) = 1,
and α ∈ {0.995, 0.5, 0.1} Horizontal axis corresponds
to the index of each layer.
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l[−] : α = 0.1
t=0 t=0.1 t=0.2 t=0.3 t=0.4 t=0.5
t=0.6 t=0.7 t=0.8 t=0.9 t=1
Fig. 4. Example of the curve of Eq. (18) on the condition of







































l[−] : (r − 1)/(K − 1) = 0
t=0 t=0.1 t=0.2 t=0.3 t=0.4 t=0.5
t=0.6 t=0.7 t=0.8 t=0.9 t=1
Fig. 5. Example of the curve of Eq. (18) on the condition of














1 2 3 4 5 6
Fig. 6. Example of the time transition of the temperature
on each layer given by Eq. (18) on the condition of K =
6, TH = 1, TL = 0.25, (r − 1)/(K − 1) = 1. Each number
in the legend corresponds to the layer number l.
Fig. 5 describes another case of the distribution given
by Eq. (18), of which the parameters are given as
K = 6, α = 0.995, TH = 1, TL = 0.25, and
(r − 1) / (K − 1) ∈ {0.75, 0.25, 0}.
Fig. 6 shows the time transition of the temperature on
each layer, of which the parameters are the same as Fig. 5
and K = 6, α = 0.995, TH = 1, TL = 0.25, and
(r − 1) / (K − 1) = 1.
For more complex networks like multimodal data
model [6] or Markov random field [16], differential equa-
tion such as advection-diffusion equation and its numeri-
cal solution methods [17] can be used to create a temper-
ature distribution.
In the experiment of Sec. 4.3.1, a temperature distribu-
tion that increases temperature linearly, which is defined




(l − 1) + TL. . . . . . . (20)
Temperature is determined regardless of progress ratio
t in this formula. It is used to examine whether the accu-
racy is improved only by restricting the information flow
by temperature distribution from the input to output side
without decreasing it.
4. Experiments
Experiments using two datasets, an artificial dataset
and MNIST are conducted. After introducing those
datasets and commonly used conditions on both experi-
ments, the results on both datasets are shown.
4.1. Datasets
4.1.1. Artificial Datasets
The empirical distribution of the artificial dataset used
in this paper is defined as Eq. (21).
X (data)M = {(δ1j, δ2j, δ3j, δ4j, δ1j, δ2j, δ3j, δ4j) |
j ∈ {1, 2, 3, 4}} , (21)
where δkl is the Kronecker-delta which takes 1 at k = l
and 0 otherwise. Fig. 7 describes the BM used in the
experiments on this dataset. The indices set Γ for visi-
ble units corresponds to the numbers described in Fig. 7.
In the experiments using this artificial dataset, the num-
ber of units in all hidden layers are set to 16: |Vk| =
16,where k = 2, 3, . . . ,K − 1. The number of units in
the first and the last layer is 4: |V1| = 4, |VK | = 4.
4.1.2. MNIST
MNIST [1] is a dataset of handwritten digits images. It
consists of 28× 28 [pixel] images and labels correspond-
ing to each image. As there are figures of 0 to 9, the BM
has 10 output units.
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L1 LK
L2 LK-1
Fig. 7. Boltzmann machine used in the experiment on the
artificial dataset defined by Eq. (21). Each number in this

















Fig. 8. Results with K = 5. GS: Gibbs sampling, CSA:
proposed method.
4.2. Common Conditions
Weight decay coefficient λ = 0.001 and momen-
tum coefficient ξ = 0.9 in Eq. (8) is used. Batch size∣∣∣X (n)M ∣∣∣ = 8 for all n. N (train)pre = 20, N (train)exp =
10, N (infer)pre = 40, N
(infer)
exp = 5, Nbatch = 50. At the
learning period, persistent CD is used and BMs are du-
plicated for each state of input units composing the em-
pirical distribution. For estimating the second term of
Eq. (7), the same number of duplicated BMs as for em-
pirical distribution are prepared. In total there are 2
∣∣∣X (n)M ∣∣∣
duplicated BMs. At the inference period, only one BM is
used; there is no duplicated BM and the initial state of
units is set randomly. All points of accuracy curves of re-
sults are drawn using simple moving average âi among 8







āi−j. . . . . . . . . . . . . (22)
For all i, āi is produced by averaging the results of 200
trials. Mersenne Twister [18] is used as a pseudorandom
number generator.
When the sampling number csamp = 1, 2, . . . , N (infer)pre







. . . . . . . . . . . . (23)
As a learning rate is generally changed during a learn-

















Fig. 9. Results with K = 6. GS: Gibbs sampling CSA:
proposed method. SA: ordinal Simulated Annealing. PGS:

















GS CSA PGS SA
Fig. 10. Results with K = 6. GS: Gibbs sampling CSA:
proposed method. SA: ordinal Simulated Annealing. PGS:
normal method on N (infer)pre = 120andN
(infer)
exp = 15.
portional to it, the accumulated value of a learning rate is
supposed to be suitable indicator of the progress of learn-
ing. Therefore, a learning curve is drawn with using the
accumulated value of learning rate, which is defined by




ϵi, . . . . . . . . . . . (24)
where ϵi is the learning rate at step i and τ is the current
step. ϵi is determined by Eq. (25).
ϵi = ϵ0 exp (γi) , . . . . . . . . . . . (25)
where γ is time constant. For example, if γ =
N−1 lnA is chosen, ϵN becomes ϵ0A−1. In the all ex-
periments, γ = 10−3 ln 10 and ϵ0 = 0.01 are used.
4.3. Results
4.3.1. Results on Artificial Dataset
At first, the comparison of accuracy with different num-
ber of layers is shown. The results using Gibbs sam-
pling is labelled as GS and that using the temperature dis-
tribution defined by Eq. (18) is labelled as CSA (Crys-
talizing Simulated Annealing), of which parameters are
(r − 1) / (K − 1) = 1, TH = 1, TL = 0.25, α =
0.995.
Fig. 8, Fig. 9 and Fig. 10 are the results when K is
4, 5, 6 respectively. In Fig. 10, the result of the following
methods are also shown.
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0.2 0.4 0.5 0.6 0.8 0.995
Fig. 12. Comparison of CSA with different α(K = 6).
Each number in the legends corresponds to the value of α
used in CSA.
PGS : Precise Gibbs Sampling with N (infer)pre = 160 and
N (infer)exp = 20.
SA : conventional SA with decreasing the temperature
from TH to TL time linearly and space uniformly.
The results of Fig. 8, Fig. 9 and Fig. 10 show that CSA
outperforms GS. In particular, the more layers the BM
has, the bigger difference appears. Fig. 10 shows SA is
inferior even to GS, as mentioned in Sec. 1.
The comparison with various temperature distribution
is shown in Fig. 11. The parameters commonly used in
this result are TL = 0.25, TH = 1 (except SA4), and α =
0.995. In this figure, the curves labelled as CSA0.5 and
CSA0 use the parameter of (r − 1) /(K−1) = 0.5, 0 re-
spectively. For comparison purpose, the following meth-
ods are also shown in the figure.
L : CSA with linear temperature distribution defined as
Eq. (20).
IL : CSA with inverted temperature distribution, where
the argument of Eq. (20) is substituted with l = K+
1− l.
SA4 : SA with TH = 4.
Comparison of L with IL shows that high accuracy is
achieved by setting the temperature of the input side low,
which restricts information flow from the input to output















1 0.8 0.6 0.5 0.4 0.2 0.01
Fig. 13. Comparison of CSA with different TL(K = 6).
Each number in the legends corresponds to the value of TL
used in CSA.
from output side, do not achieve high accuracy as ex-
pected. SA4 does not achieve so high accuracy, which
means using high temperature is not enough and temper-
ature distribution is important. Therefore, it is supposed
that CSA has the same effect as FZ method to prevent a
distribution of status units (crystal structure) from grow-
ing independently of the distribution of the input units.
Fig. 12 shows the effect of α. It draws the re-
sults of CSA with α ∈ {0.2, 0.4, 0.5, 0.6, 0.8, 0.995},
(r − 1) / (K − 1) = 1, TH = 1 and TL = 0.25. These
are labelled by the value of α. If α is too small, the tem-
perature distribution gets close to SA ’s one as shown in
Fig. 4. Therefore, it is supposed the crystalizing effect
will disappear and the performance is close to GS.
Fig. 13 shows the results of CSA with different TL ∈
{1.0, 0.8.0.6, 0.5, 0.4, 0.2, 0.01}, in which TH is set to 1.
It shows a tendency that higher accuracy can be achieved
by setting TL low. Although it is not clear whether this
tendency is generally observed or not for any distribution,
this results are supposed to be caused by the same prop-
erty as SA, which generates optimal solution or close to
them by decreasing temperature until it becomes 0.
Fig. 14 shows the results of CSA with different TH ∈
{1, 1.2, 1.4, 2, 4, 8} and TL = 1. it is supposed that high
accuracy can be achieved by setting TH high, however,
there is saturation point of accuracy by this way. It is
supposed that setting TL low is more important to get high
accuracy.
4.3.2. Results on MNIST
This section shows the results of proposed method
(CSA) on MNIST. Commonly used parameters in this ex-
periment are TH = 1, TL = 0.25, α = 0.995, TH = 1,
(r − 1) /(K − 1) = 1. Although the result of Fig. 12
shows TL = 0.01 achieves the best performance in the
artificial dataset, preliminary experiments showed the re-
sult with TL = 0.25 outperforms that with TL = 0.01.
Therefore, this experiment uses these parameters.
Fig. 15 is the results with |V1| = 28 × 28, |V2| =
400, |V3| = 10 and K = 3.
Fig. 16 is the results with |V1| = 28 × 28, |V2| =
400, |V3| = 100, |V4| = 10 and K = 4.
Fig. 17 is the results with |V1| = 28 × 28, |V2| =
400, |V3| = 100, |V4| = 64, |V5| = 10 and K = 5.
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Fig. 14. Comparison of CSA with different TH(K = 6).



















Fig. 15. Results of Gibbs sampling (GS) and proposed
method (CSA) on the conditions with |V2| = 400,K = 3
on MNIST described by accuracy-learning time curve.
Note that although these results of GS and CSA is not
so good compared with state-of-the-art methods, the pro-
pose of this experiment is not to achieve a high accuracy
but to show the effect of temperature distribution when
estimating the posterior distribution of BM.
These results on MNIST also show that CSA outper-
forms GS. The more layers the BM has, the bigger differ-
ence appears. These results correspond to those using the
artificial dataset.
5. Conclusion
This paper proposed to use non-uniform temperature
distribution for a Simulated Annealing (SA) to estimate
the posterior distribution of a Boltzmann Machine (BM).
It is based on the concept of Floating Zone (FZ) method,
which is used to create a single crystal silicon. Exper-
imental results showed that on the same conditions, the
proposed method outperformed Gibbs sampling on the ar-
tificial dataset and MNIST. This results indicates that the
proposed method allows to use the same method (sam-
pling) at both the inference and learning period, which is
suitable to a custom hardware.
This paper also showed the mathematical analysis that
information flow among the units of BM is restricted
from lower temperature ones to higher temperature ones.
This property is supposed to improve the inference per-


















Fig. 16. Results of Gibbs sampling (GS) and pro-
posed method (CSA) on the conditions with |V2| =





















Fig. 17. Results of Gibbs sampling (GS) and proposed
method (CSA) on the conditions with |V2| = 400, |V3| =
100, |V3| = 64,K = 5 on MNIST described by accuracy-
learning time curve.
bution from being independent of the state of the input
units, as with the phenomenon used in FZ method.
The results on various temperature distribution showed
that only the temperature distribution emulating on the
basis of FZ method achieved high accuracy. Especially,
conventional SA did not improve the performance. These
results give a theoretical validity of the proposed method.
For the future works, we will try to formulate a learning
method using non-uniform temperature distribution. It is
examined whether a phase sift temperature (like a melting
point) exists or not in BM by observing its entropy. The
applicability of the proposed method to directional proba-
bilistic model (Bayesian networks) and the Markov Ran-
dom Field is also investigated. While this paper showed
the experiment on stacked networks, we think the pro-
posed method has an advantage rather for more complex
networks like that of multimodal data model and Markov
random field. Furthermore, more detailed analysis of pa-
rameter settings will lead to deep understanding of a crys-
talizing effect of SA.
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Appendix A. Derivation of Eq. (7)



















































































By substituting Eq. (3) and u = wc(i,j) in Eq. (26),
Eq. (7) is obtained. The gradient of l (θ) on the bias bd(i)
is also obtained by substituting u = bd(i).
Appendix B. Derivation of Eq. (15)
The derivation of Eq. (15) is given as following.
Assuming that V0 = VK+1 = ∅, T0 = 1, TK+1 = 1,
the argument of an exponential function of Eq. (13) can
































Using the symmetric property of c as noted in Sec. 2.3,
























From the multiplication theorem of probability [13],
















) . . . . (29)
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By substituting Eq. (28) and Eq. (13) in Eq. (29) and
reducing terms commonly appearing in both numerator


















)) , . (30)
where A is defined as Eq. (31). Note that i ∈ Vk as























= 0 in Eq. (30), the probability of xi = 1
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