An extension of Watanabe's theorem for the Isaacs–Horimoto–Watanabe corresponding blocks  by Harris, Morton E. & Koshitani, Shigeo
Journal of Algebra 296 (2006) 96–109
www.elsevier.com/locate/jalgebra
An extension of Watanabe’s theorem for the
Isaacs–Horimoto–Watanabe corresponding blocks
Morton E. Harris a, Shigeo Koshitani b,∗
a Department of Mathematics, University of Illinois at Chicago, Chicago, IL 60607-7045, USA
b Department of Mathematics, Faculty of Science, Chiba University, Yayoi-cho, Chiba 263-8522, Japan
Received 23 September 2004
Communicated by Michel Broué
1. Introduction
Let G be a finite group, and let A be a subgroup of the automorphism group Aut(G) of
G such that the orders |G| and |A| of G and A, respectively, are coprime. Set C = CG(A).
We denote by Irr(G) = IrrK(G) (K is defined below) the set of all irreducible ordinary
characters (K-characters) of G, and by Irr(G)A the set of all A-invariant (A-stable) charac-
ters χ in Irr(G), namely, Irr(G)A = {χ ∈ Irr(G) | χa = χ, ∀a ∈ A}. Then, G. Glauberman
and I.M. Isaacs define a natural bijection
π(G,A) : Irr(G)A → Irr(C)
in [6,14], respectively, where the correspondence is called the Glauberman correspondence
when A is solvable and it is called the Isaacs correspondence when G is of odd order (so
that G is solvable by the theorem of Feit–Thompson). Note that these correspondences
coincide if A is solvable and G has odd order, due to T. Wolf [26].
The study of these correspondences from block-theoretical point of view, began from
the interesting paper [23] of A. Watanabe. Let us fix a prime p. She proves there that if a
defect group P of an A-invariant p-block B of G is contained in C, then all irreducible
ordinary characters in B are A-invariant in both the Glauberman and Isaacs correspondence
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and moreover, the Glauberman correspondence π(G,A) induces a p-block b of C, which
has also P as its defect group and there exist perfect isometries and even isotypies between
B and b (see [3] for perfect isometries and isotypies). We call b the Glauberman–Watanabe
correspondent of B . The study of Glauberman–Watanabe corresponding blocks has been
developed further by several authors in [8,10,13,15].
On the other hand, H. Horimoto proves in [12] that, as in [23], similar things happen
in the Isaacs correspondence case, too. Then, again A. Watanabe generalizes this in [24].
That is, she proves there that the Isaacs correspondence induces a perfect isometry and
also an isotypy between the blocks B and b, which correspond each other via the Isaacs
correspondence. In her recent paper [25], A. Watanabe proves that, if blocks B and b
correspond via the Isaacs correspondence, then B and b are Morita equivalent.
The main result of this paper is:
Theorem. We use the notation G, A, C and π(G,A) as above. Let B be a block alge-
bra (block) of OG with defect group P , and assume that B is A-invariant (A-stable) and
that P ⊆ C = CG(A). Denote by b the block algebra of OC corresponding to B via the
Isaacs correspondence π(G,A). (Hence, b has P as defect group by Horimoto [12, The-
orem 1], see also Watanabe [24, Theorem 3.6].) Then, there is a (B,b)-bimodule M with
the following properties:
(1) BMb realizes a Morita equivalence between B and b (so that BMb is indecomposable).
(2) As a right O[G×C]-module, MG×C has ∆P as a vertex.
(3) As a rightO[G×C]-module, MG×C has a source W∆P which is an endo-permutation
right O[∆P ]-module.
(4) The bijection between Irr(B) = IrrK(G,B) → Irr(b) = IrrK(C,b) given by χ →
χ ⊗KG (MK) is, precisely, the Isaacs correspondence π(G,A)↓(Irr(B) = Irr(B)A)
(the definition of MK is given below).
(5) If B is the principal block algebra ofOG, then b is the principal block algebra ofOC,
the Isaacs correspondence π(G,A) for χ ∈ Irr(B) is given by the restriction, namely,
[π(G,A)](χ) = χ↓C , the block algebras B and b are naturally Morita equivalent of
degree one (see [11, Theorem 4.1]), that is, b ∼= B = 1B ·b = b ·1B via β → β ·1B and
the isomorphism is of O-algebras, of interior P -algebras, and the isomorphism also
gives a Puig equivalence between B and b, namely, the Morita equivalence between
B and b is induced by the bimodule BBb = B(1B · b)b | (O∆P↑G×C).
Let (O,K, k) be a splitting p-modular system for all subgroups of the semi-direct prod-
uct G  A, that is, O is a complete discrete valuation ring of rank one with its quotient
field K of characteristic zero and with its residue field k of characteristic p, and K and k
are both splitting fields for all subgroups of GA.
We mean by a module a finitely generated right module unless stated otherwise. Let
G and H be finite groups. By definition an OG-lattice is an OG-module that is free of
finite rank as an O-module. For an OG-lattice M , let MK = M ⊗O K, so that MK is a
KG-module.
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Y is an (OG,OH)-bimodule, we write OGYOH . For such Y , we denote by YG×H , too,
since Y can be considered as a rightO[G×H ]-module via the action of G×H defined by
y · (g,h) = g−1yh for y ∈ Y , g ∈ G and h ∈ H . We set ∆G = {(g, g) ∈ G×G | g ∈ G}.
When W is a right OG-lattice, we denote by W∨ the O-dual of W , namely, W∨ =
HomO(W,O), so that W∨ canonically becomes a left OG-lattice via the action (g ·
ϕ)(w) = ϕ(wg) for g ∈ G, ϕ ∈ W∨ and w ∈ W . We write GO and OG, respectively, for
the left and right trivial OG-modules. For a ring R we denote by R× the set of all units
(invertible elements) of R, and by 1R the unit element of R. For R-modules X and Y we
write Y | X or more precisely YR | XR when Y is (isomorphic) to a direct summand of X
as an R-module.
For other notation and terminology, see the books of Nagao–Tsushima [19] and Théve-
naz [22].
2. Preliminaries
In this section we present several results that are required in our proof of our main
results in the final section.
The first lemma is apparently well-known and we omit a proof.
2.1. Lemma [19, Chapter 5, Theorem 8.8]. Let H be a normal p′-subgroup of G, and let
G¯ = G/H . Let π :OG →OG¯ be the epimorphism ofO-algebras induced by the canonical
group-epimorphism G G¯, g → gH . Assume that B¯ is a block algebra of OG¯. Then, we
get the following.
(i) There exists a unique block algebra B of OG with π(1B) = 1B¯ and π(B) = B¯ (we
say that B is the “inflation” of B¯).
(ii) π↓B :B  π(B) = B¯ is an isomorphism of O-algebras. Moreover, if we consider
B¯ as an (OG,OG)-bimodule via π↓B , then π↓B is an isomorphism of (OG,OG)-
bimodules.
(iii) If P is a defect group of B , then π(P ) = PH/H(∼= P) is a defect group of B¯ .
(iv) By (ii) and (iii), we can view B and B¯ as interior G-algebras. In this sense, π↓B
is an isomorphism of interior G-algebras, and moreover B and B¯ are Puig equiv-
alent which is induced by the bimodule BB¯B¯ (and also by BBB¯ ), namely, B and B¯
are Morita equivalent via a (B, B¯)-bimodule M such that MG×G¯ is a p-permutation
(trivial source) module with vertex ∆P where we identify P and π(P ), see [21, Re-
mark 7.5].
The next result of Hida and the second author will be used several times.
2.2. Lemma (cf. [11, Theorem 4.1]). Let G be a finite group, and let H be a subgroup
of G. Let B and b be block algebras ofOG andOH , respectively. If B and b are naturally
Morita equivalent of degree one, then B = 1B ·b, and B and b are Puig equivalent, namely,
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(O∆P↑G×H ).
The next lemma is well known, see for instance the papers of Marcus [17] and Linckel-
mann [16].
2.3. Lemma ([17, p. 378, (3.3a) and (3.3b)] and [16, line 4 of p. 466]). Let U be an
(OG,OG)-bimodule, and let V be a right O[∆G]-module. Then, a map
φ :U ⊗OG
(
V∆G↑G×G
)→ U ⊗O V
defined by
u⊗OG
(
v ⊗O[∆G] (g1, g2)
) → ug1−1g2 ⊗ vg2
for u ∈ U , v ∈ V and g1, g2 ∈ G, is an isomorphism of (OG,OG)-bimodules; and also a
map
ψ :U ⊗O V → U ⊗OG
(
V∆G↑G×G
)= U ⊗OG
(
V ⊗O[∆G] O[G×G]
)
given by
u⊗ v → u⊗OG
(
v ⊗O[∆G] (1,1)
)
for u ∈ U and v ∈ V , is an isomorphism of (OG,OG)-bimodules, and, in fact, ψ ◦
φ = id and φ ◦ ψ = id, where we can consider V∆G↑G×G as an (OG,OG)-bimodule
via g(v ⊗O[∆G] (g1, g2))g′ = v ⊗O[∆G] (g1g−1, g2g′) and U ⊗O V as an (OG,OG)-
bimodule via g(u⊗O v)g′ = gug′ ⊗O vg′ for all u ∈ U , v ∈ V and g,g′, g1, g2 ∈ G.
The following lemma is definitely known.
2.4. Lemma. Let B and b respectively be block algebras of OG and OH of finite groups
G and H , such that B and b have a common defect group P (so that P ⊆ G∩H ). Assume
that a (B,b)-bimodule M induces a Morita equivalence between B and b, and that MG×H
is relatively ∆P -projective. Then, M has ∆P as its vertex.
Proof. By the hypothesis, there is a vertex Y of MG×H with Y ∆P . Assume Y ∆P .
Then, we can write Y = ∆Q for a subgroup Q of P with Q P . Let V∆Q be an O[∆Q]-
module which is a source of MG×H , so that MG×H | V∆Q↑G×H . Now, take any right
B-module X. Then, we have
(X ⊗B M)b | X ⊗B
(
V∆Q↑G×H
)
= X ⊗OG
(OG⊗OQ V∆Q↑Q×Q ⊗OQ OH
)
OH
∼= (X↓G ⊗OQ V∆Q↑Q×Q
)⊗OQ OHOHQ
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)⊗OQ OHOH by Lemma 2.3
= (X↓GQ ⊗O VOQ
)↑HQ.
Hence, (X ⊗B M)b is relatively Q-projective. Since any module in mod-b is isomorphic
to a module of the form (X ⊗B M)b for a right B-module X, the above argument implies
that a defect group of b is contained in Q. This is a contradiction since Q P . 
2.5. Proposition. Let P be a common p-subgroup of finite groups G, H and L. Let
OGMOH and OHNOL be (OG,OH)- and (OH,OL)-bimodules, respectively, such that
OGMOH , OHNOL and OG(M ⊗OH N)OL are all indecomposable bimodules, and both
MG×H and NH×L have ∆P as their vertices. Let ∆PV be a left O[∆P ]-module which is
a source of G×HM and W∆P a right O[∆P ]-module which is a source of NH×L. Then,
we have the following:
(i) There is an element h ∈ H such that (M ⊗OH N)G×L is relatively (h,1) ·
∆(P ∩ h−1Ph) · (h−1,1)-projective.
(ii) If a vertex of (M ⊗OH N)G×L has order |P |, then there is an element h ∈ NH(P )
such that (h,1) ·∆P · (h−1,1) is a vertex of (M ⊗OH N)G×L.
(iii) If H G, then (M ⊗OH N)G×L is relatively ∆(P ∩ h−1Ph)-projective for an ele-
ment h ∈ H .
(iv) Assume furthermore that H G and that (M ⊗OH N)G×L has a vertex of order |P |.
Then, ∆P is a vertex of (M ⊗OH N)G×L, and a source of (M ⊗OH N)G×L is an
indecomposable direct summand of a right O[∆P ]-module (V h)∆P ⊗OW∆P , for an
element h ∈ NH(P ) ⊆ NG(P ), where we consider that V h = V as O-lattices and
for v ∈ V h and u ∈ P we define the action by v(u,u) = (h−1u−1h,h−1u−1h)v, and
hence (V h)∆P ⊗O W∆P is a right O[∆P ]-module.
Proof. (i) By the hypothesis, we have
G×HM | ↑G×H (∆PV ) and NH×L | W∆P↑H×L.
Hence,
OG(M ⊗OH N)OL | ↑G×H (∆PV )⊗OH W∆P↑H×L
= (O[G×H ] ⊗O[∆P ] V
)⊗OH
(
W ⊗O[∆P ] O[H ×L]
)
= (O[G×H ] ⊗O[P×P ] O[P × P ] ⊗O[∆P ] V
)
⊗OH
(
W ⊗O[∆P ] O[P × P ] ⊗O[P×P ] O[H ×L]
)
= [OG⊗OP
(↑P×P (∆PV )
)⊗OP OH
]
⊗OH
[OH ⊗OP
(
W∆P↑P×P
)⊗OP OL
]
.
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X = [OP
(↑P×P (∆PV )
)⊗OP OH
]⊗OH
[OH ⊗OP
(
W∆P↑P×P
)
OP
]
.
Then,
X = OP
(↑P×P (∆PV )
)⊗OP OH ⊗OP
(
W∆P↑P×P
)
OP
=
⊕
h∈[P \H/P ]
OP
[(↑P×P (∆PV )
)⊗OP O[PhP ] ⊗OP
(
W∆P↑P×P
)]
OP ,
by [19, Chapter 5, Lemma 10.9(iii)]. Since OG(M ⊗OH N)OL is an indecomposable
(OG,OL)-bimodule, there exists an element h ∈ H such that OG(M ⊗OH N)OL is a
direct summand of
OG⊗OP
[(↑P×P (∆PV )
)⊗OP O[PhP ] ⊗OP
(
W∆P↑P×P
)]⊗OPOL.
Next, set
Y = OP
[(↑P×P (∆PV )
)⊗OP O[PhP ] ⊗OP
(
W∆P↑P×P
)]
OP .
Thus,
Y ∼= OP
(
V ⊗O O[PhP ]
)⊗OP W∆P↑P×P by Lemma 2.3
∼= OP
(
V ⊗O O[PhP ]
)
OP ⊗O W[∆P ] by Lemma 2.3
∼= (OP VOP )⊗O
(
OPO[PhP ]OP
)⊗O (OPWOP ),
as (OP,OP)-bimodules. Set (P × P)h = {(u,h−1uh) ∈ P × P | u ∈ P ∩ hPh−1} =
{(huh−1, u) ∈ P ×P | u ∈ P ∩h−1Ph} = (h,1) ·∆(P ∩h−1Ph) ·(h−1,1). Then, it follows
from [1, Lemma 13.7, pp. 98–99] or [19, Chapter 5, Lemma 10.9] that O[PhP ]O[P×P ] ∼=
O(P×P)h↑P×P as right O[P × P ]-modules. Therefore,
Y ∼= (OP VOP )⊗O O(P×P)h↑P×P ⊗O (OPWOP )
= VP×P ⊗O O(P×P)h↑P×P ⊗O WP×P
where we consider V as a rightO[P ×P ]-module via v(u1, u2) = u1−1v = (u1−1, u1−1)v
for v ∈ V and u1, u2 ∈ P since V is a left O[∆P ]-module, and we consider W as a right
O[P × P ]-module via w(u1, u2) = wu2 = w(u2, u2) for w ∈ W and u1, u2 ∈ P since W
is a right O[∆P ]-module. Thus,
Y = (VP×P ⊗O O(P×P)h↑P×P
)⊗O WP×P
∼= ((V↓P×P(P×P)h ⊗O O(P×P)h
)↑P×P )⊗O WP×P
as right O[P × P ]-modules
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= (V↓P×P(P×P)h
)↑P×P⊗OWP×P
= ((V↓P×P(P×P)h
)⊗O
(
W↓P×P(P×P)h
))↑P×P
by Frobenius reciprocity [19, Chapter 3, Lemma 1.15(ii)]
= ((VP×P ⊗O WP×P )↓P×P(P×P)h
)↑P×P .
(ii) By (i), there is an element h ∈ H such that a vertex of (M ⊗OH N)G×L is contained
in (h,1) ·∆(P ∩ h−1Ph) · (h−1,1). Clearly, |(h,1) ·∆(P ∩ h−1Ph) · (h−1,1)| = |∆(P ∩
h−1Ph)| = |P ∩ h−1Ph| |P |. Hence, by the assumption, P ∩ h−1Ph = P , that is, h ∈
NH(P ) and (h,1) ·∆P · (h−1,1) is a vertex of (M ⊗OH N)G×L.
(iii) is immediate from (i).
(iv) It follows from (ii) and (iii) that there is an element h ∈ NH(P ) such that ∆P is a
vertex of (M ⊗OH N)G×L. Now, by the proof of (i), we know that
(M ⊗OH N)G×L |
((
V↓P×P(P×P)h
)⊗O
(
W↓P×P(P×P)h
))↑G×L(P×P)h
= ((V↓P×P
(h,1)·∆(P )·(h−1,1)
)⊗O
(
W↓P×P
(h,1)·∆(P )·(h−1,1)
))↑P×P
(h,1)·∆(P )·(h−1,1).
Hence, (M ⊗OH N)G×L has a vertex (h,1) ·∆(P ) · (h−1,1), and there is an indecompos-
able direct summand X of the right O[(h,1) ·∆(P ) · (h−1,1)]-module
(
V↓P×P
(h,1)·∆(P )·(h−1,1)
)⊗O
(
W↓P×P
(h,1)·∆(P )·(h−1,1)
)
such that X is a source of (M ⊗OH N)G×L. Now, since (h,1) ∈ H × L  G × L by
the assumption, X(h,1) is an indecomposable direct summand of a right O[∆P ]-module
V (h,1)↓P×P∆P ⊗O W(h,1)↓P×P∆P such that X(h,1) is a source of (M ⊗OH N)G×L. Since V is
a leftO[∆P ]-module and W is a rightO[∆P ]-module, we get that V (h,1)↓P×P∆P = ∆P (V h)
and W(h,1)↓P×P∆P = W∆P . So, we obtain the assertion. 
2.6. Remark. There is a manuscript of the first author [7] where related topics are dis-
cussed.
3. Proof of the Theorem
3.1. Notation and assumption
In this section, we concentrate on the case of the Isaacs correspondence. So, let G be a
finite group of odd order (so that G is solvable by Feit–Thompson), let A be a subgroup of
Aut(G) with (|G|, |A|) = 1, and let C = CG(A). Then, as in the introduction, we have the
Isaacs correspondence
π(G,A) : Irr(G)A → Irr(C).
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there is a unique block algebra b of OC such that
Irr(b) = {[π(G,A)](χ) | χ ∈ Irr(B)}
(note that Irr(B) ⊆ Irr(G)A by [23, Proposition 1]). In such a situation, we say that b is the
Isaacs (or Isaacs–Horimoto–Watanabe) correspondent block of B .
We are now in a position to establish our main result Theorem (see the introduction).
Proof of the Theorem. First we prove that (5) holds. Let 1G and 1C respectively be the
trivial characters of G and C. Then, 1G↓C = 1C . Hence, b is the principal block algebra by
the definition of the Isaacs correspondent block in [12, Theorem 1(a)]. Let N = Op′(G).
Since G is solvable by the Theorem of Feit–Thompson and since P is a Sylow p-subgroup
of G, it follows from [10, Proposition 4.3(ii)] that G = NC. Therefore, for any χ ∈ Irr(B),
χ↓C is irreducible since N =
⋂
χ∈Irr(B) Ker(χ). This shows that χ → χ↓C gives a bijec-
tion Irr(B) → Irr(b) by [12, Theorem 1(a)]. Thus, B and b are naturally Morita equivalent
of degree one by [11, Theorem 4.1]. The rest of (5) is easy to get by Lemma 2.2. This
finishes the proof of (5).
Next, we prove (1)–(4) by induction on |G| and we follow the proof of [25, Theorem 1].
Let H be an A-invariant normal p′-subgroup of G. Take any η ∈ Irr(CH (A)) covered
by b. Set ζ = [π(H,A)]−1(η) ∈ Irr(H)A, so that B covers ζ by [27, 2.5 Lemma(a)] since
b covers η. Let T = TG(ζ ), the inertial subgroup of ζ in G. Here T is A-invariant.
It is well known that, by Fong’s 1st reduction theorem (a theorem of Fong–Reynolds)
(see [19, Chapter 5, Theorem 5.10]), there is a unique block algebra B˜ of OT such that B˜
is A-invariant, B˜ covers ζ , B = B˜G (block induction), each defect group of B˜ is a defect
group of B , and a map Irr(B˜) → Irr(B) defined by χ˜ → χ˜↑G is a bijection, B˜ and B have
the same p-decomposition matrix and the same Cartan matrix, and B˜ and B are Morita
equivalent (see [10, §5, Remark 5.2] and [9, Proposition 3.1(i) and (ii), and its proof]).
Let M ′ = 1B ·OG · 1B˜ . Then, it follows by a theorem of Broué [2, (0.2) Théorème] that
M ′ induces the above Morita equivalence between B and B˜ . Moreover, M ′, as a right
O[G×T ]-module, has ∆P as a vertex and hasO∆P as a source since M ′G×T |O∆P↑G×T
(see [19, Chapter 5, Proof of Theorem 10.8]).
Now, the argument by A. Watanabe, namely, the second paragraph of [25, Proof of
Theorem 1] shows that there is a defect group P˜ of B˜ with P˜ ⊆ C. Thus, we may assume
P˜ = P .
Set C˜ = CT (A). Let b˜ be a block algebra ofOC˜ which is the Isaacs correspondent of B˜ .
Now, it follows from [27, 2.5 Lemma(b)] that, for any χ˜ ∈ Irr(B˜),
[
π(G,A)
](
χ˜↑G)= ([π(T ,A)](χ˜))↑C, (∗)
and that TC(η) = T ∩ C = C˜. Hence, it follows that ψ˜↑C ∈ Irr(b) for any ψ˜ ∈ Irr(b˜).
Thus, we get by [27, 2.5 Lemma(a)] that b˜ covers η. Therefore, again from Fong’s 1st
reduction theorem, we know that the Isaacs corresponding block b˜ of B˜ is a block of C˜
such that b and b˜ correspond each other via the Morita equivalence occurring by Fong’s
1st reduction theorem. That is, the (b˜, b)-bimodule N = 1 ˜ · OC · 1b realizes a Moritab
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vertex and has O∆P as a source.
Suppose that T = G. Then, we conclude, by induction, that there is a (B˜, b˜)-bimodule
M˜ such that all conditions (1)–(4) for B˜ and b˜ are satisfied. Let W˜∆P be a source of
M˜
T×C˜ . Set MG×C = B ⊗B˜ M˜ ⊗b˜ b. Clearly, MG×C satisfies condition (1), ∆P is a vertex
of MG×C and W˜∆P is a ∆P -source of MG×C . So MG×C satisfies conditions (2) and (3).
B
Fong−Reynolds
G
π(G,A)
C = CG(A) b
Fong−Reynolds
B˜
cover
T
π(T ,A)
C˜ = CT (A) b˜
cover
ζ H
π(H,A)
CH (A) η
Take any χ ∈ Irr(B). Then, there exists a unique χ˜ ∈ Irr(B˜) such that χ = χ˜↑G. Let X˜
be an OT -lattice that affords χ˜ , so that X = X˜ ⊗
B˜
B is an OG-lattice that affords χ .
Similarly, let Y˜ be an OC˜-lattice that affords [π(T ,A)](χ˜), and hence we know from (∗)
that Y= Y˜⊗
b˜
b is an OC-lattice that affords [π(G,A)](χ). Therefore, we have
X⊗B M =X⊗B B ⊗B˜ M˜ ⊗b˜ b = (X˜⊗B˜ B)⊗B˜ M˜ ⊗b˜ b
= X˜⊗
B˜
M˜ ⊗
b˜
b since
B˜
B
B˜
= 1
B˜
·B · 1
B˜
= B˜
= Y˜⊗
b˜
b since (4) holds for M˜
=Y.
Hence, M satisfies condition (4).
Therefore, we may assume G = T for all A-invariant normal p′-subgroups H of G.
Hence, by applying the previous argument to the case that H = Op′(G), we know from a
theorem of Morita and Fong [20, (10.20) Theorem] (see also [18, Theorem 2] and [5]) that
P is a Sylow p-subgroup of G and C.
Let K = [G,A] as in the third paragraph of [25, Proof of Theorem 1]. Then, it follows
from the third and the fourth paragraphs of [25, Proof of Theorem 1] that K is an A-
invariant normal p′-subgroup of G and G = KC.
If G = C, then the Isaacs correspondence π(G,A) is the trivial (identity) map, so that
we can assume that C G, which implies K = 1. Let Γ = GA, the semi-direct product
of G by A, and let L and X = LC be the same as in the fifth paragraph of [25, Proof
of Theorem 1]. Then, X  G, X is A-invariant and CX(A) = C since C ⊆ X. By [26,
4.3 Corollary and 4.7 Corollary], there is a bijection σX : Irr(G)A → Irr(X)A such that
π(X,A) ◦ σX = π(G,A) and that σX(χ) is a unique A-invariant irreducible constituent α
of χ↓X such that (χ↓X,α)X is odd for each χ ∈ Irr(G)A. Take any χ0 ∈ Irr(A). Note that
Irr(B) ⊆ Irr(G)A by a result of Watanabe [23, Proposition 1]. Set α0 = σX(χ0) ∈ Irr(X)A,
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is A-invariant. As P ⊆ C ⊆ X and CX(A) = C, we can define the Isaacs correspondent
block of BX in C by [12, Theorem 1(a)]. This implies that b is the Isaacs correspondent of
BX as in the fifth paragraph of [25, Proof of Theorem 1]. Then, P is a defect group of BX
as well by [12, Theorem 1] since P ⊆ C = C ∩X = CX(A).
χ0
σX
B G

π(G,A)
σX
C = CG(A) b
α0 BX X
π(X,A)
C = C ∩X = CX(A)
Recall that X G. Hence, by induction hypothesis, we have an (OX,OC)-bimodule MX
such that MX satisfies all conditions (1)–(4) for BX and b. Therefore, since X G, from
Proposition 2.5(iv) it suffices to show that there exists an (OG,OX)-bimodule M such that
M⊗OX MX satisfies all conditions (1)–(4). Let K⊥ be the same as in the sixth paragraph
of [25, Proof of Theorem 1] (as defined by Isaacs in [14]), so that we have K⊥ = K or
K⊥ = L.
Suppose, first of all, that K⊥ = K . Then, it follows by the seventh paragraph of [25,
Proof of Theorem 1] and a result of Hida and the second author [11, Theorem 4.1] that
B and BX are isomorphic via restriction, that is to say, B and BX are naturally Morita
equivalent of degree one. Thus, Lemma 2.2 implies that there is an (OG,OX)-bimodule
M such that M has ∆P as a vertex and M is, as a rightO[G×X]-module, a p-permutation
module, namely, M hasO∆P as a source. In fact, M= 1B ·OG · 1BX = 1B ·OG · 1B = B ,
and B and BX are Puig equivalent. Hence, it follows by Lemma 2.5(iv) that M⊗OX MX
satisfies conditions (1)–(3). Now, since we have a bijection Irr(B) → Irr(BX) given by
χ → χ↓X from the definition (property) of “natural Morita equivalence of degree one”
(see [11, §4]), we know that σX(χ) = χ↓X for each χ ∈ Irr(B) from the definition of σX
(see [26, 4.3 Corollary]). Take any χ ∈ Irr(B). As before, let X be an OG-lattice that
affords χ . Thus, Z =X⊗B M is an OX-lattice that affords σX(χ). Similarly, let Y be an
OC-lattice that affords [π(G,A)](χ). Therefore, we have
X⊗B (M⊗BX MX) = Z⊗BX MX which affords
[
π(X,A)
](
σX(χ)
)
=Y
since (4) holds for MX . Thus, M⊗OX MX satisfies condition (4) as well.
Finally assume that K⊥ = L. Let the notation θ , φ, U , X, Gˆ, Z, Kˆ , Uˆ , Lˆ, χ0, α0,
θˆ , φˆ, λ, G¯, U¯ and η¯0 be the same as in the eighth and ninth paragraphs of [25, Proof
of Theorem 1]. We can assume that X = U as in the eighth paragraph of [25, Proof of
Theorem 1]. Let us use the notation Bˆ , BˆU , B¯ and B¯U , as in [25, Proof of Theorem 1].
Namely, Bˆ and BˆU are inflation of B and BU to Gˆ and Uˆ , respectively, see Lemma 2.1;
and B¯ and B¯U are block algebras of OG¯ and OU¯ , respectively, such that Bˆ and BˆU cover
λ−1 and such that
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{
φˆζ¯ | ζ¯ ∈ Irr(B¯U )
}
G = KU

K U

L
Gˆ = KˆUˆ

Kˆ Uˆ

Lˆ
Then, we can consider B¯ = B¯U via the natural isomorphism G¯ = Gˆ/Kˆ ∼= Uˆ/Lˆ = U¯ as in
the ninth paragraph of [25, Proof of Theorem 1]
1 Z Gˆ G 1
1 Z Uˆ U 1
Now, we get by Lemma 2.1 that B ∼= Bˆ as O-algebras via inflation induced by Gˆ/Z ∼= G.
Moreover, it follows from Fong’s 2nd reduction theorem that
Bˆ ∼=OKeθ ⊗O B¯
asO-algebras. Actually, the isomorphism is of interior P -algebras just as in [10, .10–.11
in p. 3445]. The same thing happens for BU and BˆU . Namely, BU ∼= BˆU as O-algebras via
inflation induced by Uˆ/Z ∼= U and
BˆU ∼=OLeφ ⊗O B¯U
as O-algebras and also as interior P -algebras.
Now, for our goal, we may assume that B = Bˆ and BU = BˆU by making use of
Lemma 2.1. Therefore,
B ∼=OKeθ ⊗O B¯ and BU ∼=OLeφ ⊗O B¯U
as interior P -algebras. Just as in [10, p. 3449, .11 ∼ .−4; and p. 3441, 3.6] it follows
thatOKeθ = EndO(U) andOLeφ = EndO(V) for freeO-modules U and V of finite ranks
of prime to p such that U and V are right OP -modules via group-homomorphisms σ :
P → EndO(U)× and τ :P → EndO(V)×, respectively, since OKeθ and OLeφ are both
O-simple algebras. Then, as in [10, p. 3449, .16], set
MG×U = OGMOU = BMB =
(U∨ ⊗O B¯
)⊗ ¯∼ ¯ (B¯U ⊗O V),U B=BU
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MG×U ∼= U∨ ⊗O B¯U ⊗O V (∗∗)
and that the bimodule BMBU realizes a Morita equivalence between B and BU . Now, we
want to show that MG×U has ∆P as a vertex, and also has a source W∆P such that W∆P
is an endo-permutation right OP -module. We demonstrate this in detail for completeness
though the procedure is the same as in [10, p. 3449, .11 ∼].
As in [10, .12 of p. 3445 and .−17 ∼ .−16 of p. 3449] (see [22, (21.5) Proposition])
we know that p  rankOU and p  rankOV . We can identify P and P¯ where P¯ = Pˆ Kˆ/Kˆ ⊆
Gˆ/Kˆ = G¯ and Pˆ is a Sylow p-subgroup of Gˆ with (Pˆ × Z)/Z = P . Then, it follows
by (∗∗), [19, Chapter 5, Lemma 10.9] or [1, Lemma 13.7, pp. 98–99] that
M↓G×UP×P = U∨∆P ⊗O B¯U↓U¯×U¯P×P ⊗O V∆P | U∨∆P ⊗O (OU¯ )↓U¯×U¯P×P ⊗O V∆P
=
⊕
y¯∈[P \U¯/P ]
(U∨∆P ⊗O O[P y¯P ] ⊗O V∆P
)
∼=
⊕
y¯∈[P \U¯/P ]
(U∨∆P ⊗O
(O(P×P)y¯↑P×P
)⊗O V∆P
)
∼=
⊕
y¯∈[P \U¯/P ]
(U∨↓P×P(P×P)y¯ ⊗O O(P×P)y¯ ⊗O V↓P×P(P×P)y¯
)↑P×P(P×P)y¯
=
⊕
y¯∈[P \U¯/P ]
(U∨↓P×P(P×P)y¯ ⊗O V↓P×P(P×P)y¯
)↑P×P(P×P)y¯
where we set (P ×P)y¯ = {(u, y¯−1uy¯) ∈ P ×P | u ∈ P ∩ y¯P y¯−1} = ∆(P ∩ y¯P y¯−1)(1,y¯),
the last isomorphism above is obtained by Frobenius reciprocity [4, III Theorem 2.5], and
U∆P is considered as an (OP,OP)-bimodule by making use of the trivial action from the
left-hand side and the action induced by P ∼= ∆P from the right-hand side, and similar
for V . Since P is a Sylow p-subgroup of G, MG×U is relatively (P × P)-projective, so
that M | (M↓G×UP×P ↑G×U). Thus, by the above, there is an element y¯ ∈ U¯ such that
M | (U∨↓P×P
(P×P)y¯ ⊗O V↓P×P(P×P)y¯
)↑G×U
(P×P)y¯ .
Thus, MG×U is relatively ∆(P ∩ y¯P y¯−1)(1,y¯)-projective. By the identification of P and P¯ ,
there is an element y ∈ U such that y−1uy = y¯−1uy¯ for all u ∈ P since U¯ = Uˆ/Lˆ ∼=
Gˆ/Kˆ = G¯ and U = Uˆ/Z. That is, MG×U is relatively ∆(P ∩ yPy−1)(1,y)-projective, so
that MG×U is relatively ∆(P ∩ yPy−1)-projective since (1, y) ∈ G × U . This means that
MG×U is relatively ∆P -projective. Since MG×U realizes a Morita equivalence between B
and BU and since B and BU both have P as their defect groups, we get from Lemma 2.4
that ∆P is a vertex of MG×U . This implies that y ∈ NU(P ) since ∆P = ∆(P ∩ yPy−1).
Hence, as in the proof of Proposition 2.5(iv), we get from the above formula that
MG×U |
(U∨ ⊗O
(Vy) )↑G×U . (∗∗∗)∆P ∆P ∆P
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of U ⊗O Vy with a vertex ∆P , so that p  rankOW . As in [10, p. 3445, .13], we know
also that UOP and VyOP are both endo-permutation modules, which implies that WOP
is an endo-permutation module by [22, (28.2) Proposition, (d) and (b)]. This means that
statements (1)–(3) for B and BU are satisfied. Set M = B(M ⊗BX MX)b = OG(M ⊗OX
MX)OC . Since we can put X = U and since X  G, we get by Proposition 2.5(iv) that
M satisfies conditions (1)–(3). Therefore, the proof is completed if we can show that M
satisfies (4).
It follows from the ninth paragraph of [25] that
χ0 = θˆ η¯0 and α0 = φˆη¯0.
Thus, just as in [10, .−3 of p. 3449 ∼ .−19 of p. 3950], the bimodule (MK)G×U realizes
the bijection σU : Irr(B) → Irr(BU) at the level of characters. This means that statement (4)
is proved. This completes the proof of the theorem. 
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