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A HIERARCHICAL MEAN FIELD MODEL OF INTERACTING SPINS
PAOLO DAI PRA, MARCO FORMENTIN, AND GUGLIELMO PELINO
Abstract. We consider a system of hierarchical interacting spins under dynamics of spin-flip
type with a ferromagnetic mean field interaction, scaling with the hierarchical distance, cou-
pled with a system of linearly interacting hierarchical diffusions of Ornstein-Uhlenbeck type.
In particular, the diffusive variables enter in the spin-flip rates, effectively acting as dynamical
magnetic fields. In absence of the diffusions, the spin-flip dynamics can be thought of as a
modification of the Curie–Weiss model. We study the mean field and the two-level hierarchical
model, in the latter case restricting to a subcritical regime, corresponding to high tempera-
tures, obtaining macroscopic limits at different spatio-temporal scales and studying the phase
transitions in the system. We also formulate a generalization of our results to the k-th level
hierarchical case, for any k finite, in the subcritical regime. We finally address the supercritical
regime, in the zero-temperature limit, for the two-level hierarchical case, proceeding heuristically
with the support of numerics.
1. Motivation
Hierarchical models are often employed in the literature for applications in population dynamics
and genetics, where individuals naturally dispose in groups with a hierarchical structure (families,
clans, villages, colonies, populations and so on). A series of papers from the ’90s - ’00s (initiated
with [8] and [9] among others), nicely reviewed in [17], deals with different types of hierarchical
mean field linearly interacting diffusions (the prototype being linear Wright-Fisher diffusions),
where in most cases the macroscopic limits are retrieved at every spatio-temporal scale, and
a renormalization map can be defined, allowing one to pass from one hierarchical level to the
other. Moreover, the study of the fixed points of the renormalization map is in some cases fully
worked out. Two crucial ingredients which allow for an iterative renormalization procedure are
the linearity of the interactions, which in the above works is realized by considering linear drifts,
of imitative type, which scale with the hierarchical distance, and some ergodicity properties of the
individual dynamics. The motivation for focusing on diffusive dynamics as building blocks for the
hierarchical models stems from the fact that, with their choices, each individual non-interacting
dynamics can itself be obtained as a continuum limit of a corresponding finite state space model of
interacting particles: for example, the discrete prelimit counterpart of the Wright-Fisher diffusion
is the Voter model (see e.g. [6]).
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2 A HIERARCHICAL MEAN FIELD MODEL OF INTERACTING SPINS
When working directly on finite state models fewer results are known, due to the non-linearity
of the microscopic interactions. Hierarchical Ising-type models for spin systems were introduced
in [10]. Since then, a literature on the hierarchical group and renormalization theory for spin
systems was developed (e.g. [2], [11], [12], [16], [18]), but always studying equilibrium models. On
the finite state space dynamics, we acknowledge the work [1], which studies contact processes on
the hierarchical group, with a focus on deriving sufficient conditions on the speed of decay of the
infection rates for obtaining a phase transition between extinction and survival.
Here we study a model of non-Markovian interacting spins with a hierarchical mean field struc-
ture; at the individual level, the full Markovian state is indeed given by a pair of variables: the spin
and a continuous variable which evolves in a diffusive way, modeling some aggregated remaining
characteristics of the individual. The main goal of our study is to obtain macroscopic limits at
various spatio-temporal scales for both the mean field and the two-level hierarchical formulation of
the model, analyzing the presence of phase transitions in the system. Note that in our model the
interaction between the spins is highly non-linear. However, as we shall see, the linear diffusions
drive the system of spins, eventually allowing for a separation of spatio-temporal scales for the
spin dynamics as well.
The rest of the paper is organized as follows: in Section 2 we formulate the dynamics for a
general interaction graph, which we then specify to the two contexts of our interest: the mean
field case - analyzed in Section 3, and the two-level hierarchical case - analyzed in Section 4. In
particular, in Section 3 we derive the macroscopic limit at the two characteristic timescales of
the model for any value of the parameters, highlighting the presence of a phase transition, and
studying the resulting effects on the dynamics at each timescale. In Section 4, we study the
macroscopic limits at the three different timescales of the two-level hierarchical model, restricting
ourselves to a range of interaction parameters which we refer to as subcritical, corresponding to
a high temperature regime. We also formulate a generalization of these results to the k-level
hierarchical version of the model, for any k ∈ N finite (Section 4.5). In the supercritical region
we focus on the zero-temperature limit (Section 4.6), where we give a description of the limit
dynamics supported by numerics and heuristic arguments, allowing for a comparison with the
mean field scenario.
2. Introducing the model
Consider a set V (possibly countably infinite), indexing individuals in a population. Each
individual r ∈ V is identified with a pair of variables (µr, xr): a spin variable µr ∈ {−1, 1}, and
a continuous one xr ∈ R, modeling some summary statistics of the remaining characteristics of
the individual, and thus being naturally normally distributed by a central limit theorem. The
interaction between each pair of spin variables µr, µs ∈ V is encoded in a (possibly random)
variable Jrs ∈ R. Analogously, xr and xs interact with a strength proportional to some variables
J ′rs ∈ R. The particles (µr, xr)r∈V follow stochastic dynamics given by
(1)
{
µr 7→ −µr, with rate 1 + tanh
[−µr∑s∈V Jrs(µs + xs)] ,
dxr = −
∑
s∈V J
′
rs(xr − xs)dt+ σdWr(t),
where Wr(t)’s are |V | independent Brownian motions, and σ > 0 is the diffusion coefficient. The
choice of the rate function 1+tanh(·) in (1) might seem unusual. Note that it is alternative to the
more common choice e−µr
∑
s∈V Jrs(µs+xs). As the latter, in the case without diffusions, it defines
a Glauber-type spin-flip dynamics with respect to which the Gibbs measure
pi(µ) ∝ 1 + tanh
 ∑
r,s∈V
Jrsµrµs

is reversible. The reason for the alternative choice 1 + tanh(·) is technical, as the boundedness
of the transition rates is convenient for the proofs, even though we believe it is not an essential
ingredient.
We focus on two different choices for V and (deterministic) interaction parameters Jrs and J ′rs:
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• Ferromagnetic mean field case:
(2)
V := {1, . . . , N} ,
Jrs =
β
N
,
J ′rs =
α
N
,
with α, β ≥ 0.
• Ferromagnetic two-level hierarchical case:
(3)
V := {1, . . . , N} × {1, . . . , N} ,{
Jrs = β1N , J ′rs =
α1
N , if |r − s| ≤ 1,
Jrs = β2N2 , J ′rs =
α2
N3 , if |r − s| = 2,
with α1, α2, β1, β2 ≥ 0, where the distance | · | between r := (i, j) and s := (k, l) is defined
by
(4) |r − s| :=

0, if i = k, j = l
1, if i 6= k, j = l
2, otherwise.
The two-level hierarchical case can be thought of as a model for a collection of N interacting
populations, each of which is itself a mean field interacting particle system with N particles. In
the definition (4) of the hierarchical distance |r − s|, the first index i refers to the individual,
while the index j identifies the j-th population. Two individuals r = (i, j) and s = (k, l) are
thus said to be at distance 1 if j = l (i.e. they belong to the same population); otherwise, they
are at distance 2. The choices in (3) are such that the strength of the interaction decays with
the hierarchical distance. This construction can be reiterated a finite number of times to define
a k-level hierarchical model, where V := {1, . . . , N}k, Jrs ∝ 1N l , J ′rs ∝ 1N2l−1 for |r − s| = l,
with l = 1, . . . , k. See Section 4.5 for details. The main goal of this paper is to obtain a limit
description of both the mean field and the two-level hierarchical formulation of dynamics (1) at
different spatio-temporal scales, analyzing the possible presence of phase transitions in the system.
3. The mean field model
In this section we study the mean field version of the model, i.e. the case of a single population
of N individuals with a mean field type interaction. We denote by (µ,x) := (µj , xj)j=1,...,N ∈
({−1, 1} ×R)N a configuration of the entire population. In the following, we interchangeably use
the coordinates (µi, λi) and (µi, xi), where λi := µi+xi is the total local field of the i-th individua.
Let
mN (t) := 1
N
N∑
i=1
µi(t)
be the magnetization of the spin variables at time t, and xN (t) (resp. λN (t)) the analogous quantity
for the xi(t)’s (resp. λi(t)’s). The dynamics is such that, at time t, the i-th spin flips with rate
µi 7→ −µi, with rate 1 + tanh(−βµi(t)λN (t)),
where λN (t) and xN (t) satisfy, substituting the mean field coupling constants (2) in the general
dynamics (1),
(5)
{
dλN (t) = dmN (t) + dxN (t),
dxN (t) = σ√
N
dWN (t),
where WN := 1√
N
∑N
i=1Wi is a Brownian motion and σ > 0 the diffusion coefficient. We stress
that the law of WN does not depend on N , but we keep the notation WN to refer to the specific
Brownian motion obtained by the aggregation of the single Wi’s.
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From the definition of the spin-flip rates, we obtain the transition rates at time t for the order
parameter mN
(6)
mN 7→ mN + 2
N
, with rate N 1−m
N (t)
2
[
1 + tanh(βλN (t))
]
mN 7→ mN − 2
N
, with rate N 1 +m
N (t)
2
[
1− tanh(βλN (t))] .
We assume i.i.d. initial data for the single variables xi(0) ∼ N
(
x0, σ
2), and µi(0) ∼ Ber(p), for
some p ∈ [0, 1].
The infinitesimal generator associated to the dynamics (5) and (6), applied to a function f :
R× [−1, 1]→ R, is given by
(7)
LNf(λ,m) = N 1−m2 [1 + tanh(βλ)]
[
f
(
λ+ 2
N
,m+ 2
N
)
− f(λ,m)
]
+N 1 +m2 [1− tanh(βλ)]
[
f
(
λ− 2
N
,m− 2
N
)
− f(λ,m)
]
+ σ
2
2N
∂2
∂λ2
f(λ,m).
The rest of this section on the mean field case is organized as follows. In the next two subsections
we motivate the expected limit behavior at the two different timescales characterizing the model:
in Section 3.1 we deduce the order 1 timescale deterministic limit dynamics for N → +∞, while
in Section 3.2 we introduce the problem of studying the accelerated dynamics at a timescale of
order N . We finally address rigorously the convergence problem in the so-called subcritical regime
in Section 3.3, and in the supercritical regime in Section 3.4.
3.1. Deterministic mean field limit. At times of order 1, where the fluctuations terms (i.e.
the terms which tend to 0 for N → +∞ in the generator (7)) become negligible for N  0, the
dynamics of the system is well approximated by the following system of two ODEs
(8)

λ˙(t) = 2 tanh(βλ(t))− 2m(t)
m˙(t) = 2 tanh(βλ(t))− 2m(t)
λ(0) = λ0 ∈ R,
m(0) = m0 ∈ [−1, 1],
which represents the mean field limit of the dynamics introduced at the beginning. Sys. (8) is
easily derived by observing that the generator (7) uniformly converges to
(9) Lf(λ,m) = (2 tanh(βλ)− 2m)
[
∂
∂λ
f(λ,m) + ∂
∂m
f(λ,m)
]
.
From the uniform convergence of the generators we obtain the weak convergence of the stochastic
processes (λN (t),mN (t))t∈[0,T ] satisfying dynamics (5) and (6) to the limit deterministic process
(λ(t),m(t))t∈[0,T ], for which Sys. (8) holds (see [14] for a classic reference). Note that if we choose
initial conditions such that λ0 = m0, the above system restricts to the Curie–Weiss model for
m(t) ≡ λ(t), except for a missing multiplicative term in the vector field which does not modify the
qualitative behavior of the dynamics. System (8) is such that its equilibria form a one-dimensional
curve of fixed points, given by
m = tanh βλ,
corresponding to the points (λ,m) for which (λ˙, m˙) = (0, 0). By studying the sign of the two-
dimensional vector field in (8), which has a constant slope of 1 since its components are equal,
one can get convinced that the equilibrium curve is a global attractor for the dynamics. However,
we can distinguish two regimes, depending on the value of the parameter β.
Fig. 1 and 2 should highlight the qualitative behavior of the dynamics: for β < 1, when the
slope of the invariant curve is always smaller than the one of the vector field, the whole curve is a
stable manifold; for β > 1 instead, the curve is stable in the two disjoint external intervals where
the slope is less than 1, while it shows an unstable behavior in the internal interval where the
slope of the curve is greater than 1. For β > 1, we denote the critical points where the curve has
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Figure 1. Invariant manifold for different values of β.
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Figure 2. Qualitative behavior for β > 1.
a slope equal to 1 as (±λa(β),±ma(β)), where
(10)
λa(β) =
1
β
arctanh
(√
1− 1
β
)
,
ma(β) =
√
1− 1
β
.
Thus, for some initial conditions close enough to the critical points, the dynamics will be
soon attracted to the other branch of the curve, as shown in Fig. 2, where the vector field lines
are also drawn in red. Consequently one can expect that, at the larger timescales where the
diffusive smaller order terms are not negligible, the corresponding N -particle system might show
an oscillating behavior between the two stable intervals, where the diffusion plays a role in driving
the order parameters close enough to the endpoints of the stable intervals, thus determining a
sudden change in the macroscopic variables.
3.2. Accelerated dynamics at times of order N . In order to rigorously understand the dif-
fusive behavior with jumps which we qualitatively described in the previous section, we are led
to study the accelerated N -particle dynamics and its relation with the order 1 deterministic limit
(8), at a timescale where the diffusive smaller order terms are not negligible anymore in the limit
N → +∞. In the following, for ease of notation, we still denote as (λN (t),mN (t))t≥0 the accel-
erated dynamics at a timescale of order N , i.e. (λN (t),mN (t)) := (λN (Nt),mN (Nt)), with the
latter being the original process at a timescale of order 1 (and the same notation (xN (t),mN (t))
for the alternative variables). To motivate the presence of a limiting diffusive behavior at the ac-
celerated timescale, we develop the jump terms in the generator (7) at the second order, without
considering the remainder terms of higher orders, yielding
(11)
LNf(λ,m) ≈ (2 tanh(βλ)− 2m)
[
∂
∂λ
f(λ,m) + ∂
∂m
f(λ,m)
]
+ 1
N
(2− 2m tanh(βλ))
[
2 ∂
2
∂m∂λ
f(λ,m) + ∂
2
∂λ2
f(λ,m) + ∂
2
∂m2
f(λ,m)
]
+ σ
2
2N
∂2
∂λ2
f(λ,m).
The corresponding approximate dynamics features a strong drift, associated to the first order term
in (11), which grows with N in both variables, and a bidimensional diffusion term which is of order
1. The first fastly attracts the dynamics towards the curve m = tanh(βλ), on which the diffusive
part then acts on a larger timescale. In the limit N → +∞, at an order N timescale, one is
then expecting to see an effective one-dimensional diffusive motion onto the curve m = tanh(βλ).
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Because of the difference in the stability properties for different values of the parameters, additional
care must be put in the case β > 1, where one should retrieve a diffusive motion on the two stable
intervals of the curve, (−∞,−λa(β)) and (λa(β),+∞) (with λa(β) as in (10)), with jumps from
one to the other component when the dynamics hits the critical points. Moreover, as we prove
below, the arrival points of the jumps are also deterministic, and they are given by the intersection
of the invariant curve with the tangent line passing through the critical points (see Fig. 2).
An easy computation shows that our intuition is indeed correct: the acceleratedN -particle exact
dynamics (λN (t),mN (t))t≥0 contracts the distance between m and the invariant curve tanh(βλ),
but only in the stable intervals (−∞,−λa(β)) and (λa(β),+∞) when β > 1. Specifically, if we
denote
(12) yN (t) := mN (t)− tanh(βλN (t)),
we have the following
Proposition 3.1. Let yN (t) be as in (12). Then, for any T > 0, k > 0, β < 1,
(13) E
[
sup
t∈[0,T ]
|yN (t)|k
]
N→+∞−−−−−→ 0.
Proof. If we apply the generator (7) in the accelerated timescale to any power k of the distance
|yN (t)|, we obtain
NLN |yN (t)|k = NLN |mN (t)− tanh(βλN (t))|k
≤ −2kN(mN (t)− tanh(βλN (t)))|mN (t)− tanh(βλN (t))|k−1×
× sign(mN (t)− tanh(βλN (t)))
[
− d
dλ
(tanh(βλN (t))) + 1
]
+O(1)
= −2kN |mN (t)− tanh(βλN (t))|k [−β(1− tanh2(βλN (t))) + 1]+O(1),
where in the equality we have used x · sign(x) = |x|. The O(1) terms are estimated by exploiting
the diffusive approximation (11). Observing that, for β < 1, the function 1 − β(1 − tanh2(βλ))
has a global minimum in 0 given by 1− β, we have found
(14) NLN |yN (t)|k ≤ −C(β, k)N |yN (t)|k +O(1),
with C(β, k) := 2k(1− β) > 0. By definition of LN , (14) implies
d
dt
E
[
|yN (t)|k
]
≤ −C(β, k)NE
[
|yN (t)|k
]
+O(1),
which, integrating both sides gives
E
[
|yN (t)|k
]
≤ e−C1NtE
[
|yN (0)|k
]
− C2
N
e−C1Nt + C2
N
.
Thus, supt≥0 E
[
|yN (t)|k
]
≤ E
[
|yN (0)|k
]
+ CN . Note that by the assumptions on the initial data
we have by a LLN that E
[
|yN (0)|k
]
N→+∞−−−−−→ 0. For getting the stronger convergence (13) we refer
to Section 4 of [4] for the diffusive case and to the Appendix of [5] for a general proof for jump
processes, where their results imply here that, for any δ > 0,
P
[
sup
t∈[0,T ]
|yN (t)|k > δ
]
N→+∞−−−−−→ 0.
Since |yN (t)|k is uniformly bounded (13) follows. 
Remark 1. For β > 1, when ddλ (tanh(βλ)) < 1 we can repeat the previous arguments to ob-
tain an estimate as (14). To be more precise, for any δ > 0 we can find an ε > 0 such that
d
dλ [tanh(β(λa(β) + δ))] =
d
dλ [tanh(−β(λa(β) + δ))] = 1 − ε, and ddλ [tanh(βλ)] < 1 − ε for any
λ ∈ (−∞,−λa(β)− δ)∪ (λa(β) + δ,+∞). Then, for any (λ,m) satisfying the above conditions we
have, denoting y := m− tanh(βλ),
(15) NLN |y|k ≤ −C(δ, β, k, ε)N |y|k +O(1),
with C(δ, β, k, ε) > 0 if and only if λ ∈ (−∞,−λa(β)− δ) ∪ (λa(β) + δ,+∞).
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3.3. The subcritical case: β < 1. In this section we employ the result of Proposition 3.1 to
obtain the convergence of the sequence of the accelerated processes (λN (t),mN (t))t≥0 to some
limit random process (λ(t),m(t))t≥0 in the subcritical case β < 1. For convenience and coherence
with the further analyses, we state the main result of the section (Proposition 3.2) for the variables
(xN (t),mN (t))t≥0, whose infinitesimal accelerated generator can be obtained from (7) through a
change of coordinates and a multiplication by N . To be precise, (xN (t))t≥0 satisfies
(16)
{
dxN (t) = σdWN (t),
xN (0) ∼ N (x0, 1N σ2) ,
with WN the Brownian motion WN (t) := 1√
N
∑N
i=1Wi(t), while (mN (t))t≥0 is given as in (6) but
with rates multiplied by N , i.e.
(17)
{
mN (t) 7→mN (t)± 2N rate N2 1∓m
N (t)
2
(
1± tanh(β(xN (t) +mN (t)))) ,
mN (0) = 1NBin(N, p).
We show below that the limit process for the sequence (xN (t),mN (t))t≥0 is given by
(18)

m(t) = tanh(β(x(t) +m(t))),
dx(t) = σdW (t),
m(0) = m0 ∈ [−1, 1],
x(0) = x0 ∈ R,
withm0 = 2p−1 andW a Brownian motion. In the subcritical case, Eq. (18) is well-posed. Indeed,
for β < 1, the relation m(t) = tanh(β(x(t) +m(t))) can be made explicit so that m(t) = ϕ(x(t))
for some function ϕ : R→ [−1, 1] (see also Proposition 3.3 below).
Proposition 3.2 (Subcritical order N mean field limit dynamics). Let T > 0 and β < 1. Then,
(xN (t),mN (t))t∈[0,T ] converges for N → +∞, in the sense of weak convergence of stochastic
processes, to (x(t),m(t))t∈[0,T ], the solution to (18).
Proof. We plug in the definition (16) of xN (t) the same Brownian motion W (t) appearing in the
definition (18) of x(t). We then prove, for the resulting processes
E
[
sup
t∈[0,T ]
|mN (t)−m(t)|
]
N→+∞−−−−−→ 0,(19)
E
[
sup
t∈[0,T ]
|xN (t)− x(t)|
]
N→+∞−−−−−→ 0.(20)
Since WN D= W for every N , as they are both Brownian motions, (19) and (20) imply the desired
convergence in distribution between the processes. Limit (20) is trivial, since the dynamics of
xN (t) in the accelerated scale is
xN (t) = xN (0) + σ
∫ t
0
dW (t),
and xN (0)→ x(0) by a LLN. For (19), we estimate
E
[
sup
t∈[0,T ]
∣∣∣mN (t)−m(t)∣∣∣] ≤ E[ sup
t∈[0,T ]
∣∣∣mN (t)− tanh(β(xN (t) +mN (t)))∣∣∣]
+ E
[
sup
t∈[0,T ]
∣∣∣ tanh(β(xN (t) +mN (t)))−m(t)∣∣∣] .
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The first term in the right hand side tends to 0 thanks to (13) for k = 1. For the second term,
using Eq. (18) for m(t), we have
E
[
sup
t∈[0,T ]
∣∣∣ tanh(β(xN (t) +mN (t)))−m(t)∣∣∣]
= E
[
sup
t∈[0,T ]
∣∣∣ tanh(β(xN (t) +mN (t)))− tanh(β(x(t) +m(t)))∣∣∣]
≤ βE
[
sup
t∈[0,T ]
|xN (t)− x(t)|
]
+ βE
[
sup
t∈[0,T ]
|mN (t)−m(t)|
]
,
where in the inequality we have used the global Lipschitz continuity of tanh(·). Thus, recollecting
the above estimates
(1− β)E
[
sup
t∈[0,T ]
|mN (t)−m(t)|
]
≤ βE
[
sup
t∈[0,T ]
|xN (t)− x(t)|
]
N→+∞−−−−−→ 0.

We conclude this section by noting that, in the subcritical regime β < 1, we can furthermore
obtain an explicit one-dimensional description of the limit process m(t). Indeed, in the dynamics
(18), the only randomness is due to the diffusion x(t), while m(t) is slaved to be onto the invariant
curve. A standard application of Itô’s formula shows that
Proposition 3.3 (Limit diffusion). The process (m(t))t≥0 defined in (18) is a strong solution to
(21)
{
dm(t) = −β
2σ2m(t)(1−m2(t))
(1−β(1−m2(t)))3 dt+
σβ(1−m2(t))
1−β(1−m2(t))dW (t),
m(0) = m0 ∈ [−1, 1].
Proof. By Eq. (18), m(t) can be written as an explicit function of x(t), and thus its dynamics
must be of the form
dm(t) = a(t,m(t))dt+ b(t,m(t))dW (t)
for some functions a, b : [0,∞) × [−1, 1] → R to be determined, and W (t) is the same Brownian
motion appearing in the dynamics of x(t). By applying Itô’s formula to the function tanh(β(x(t)+
m(t)), we find
dm(t) = d {tanh β(x(t) +m(t))}
= β[1− tanh2 β(x(t) +m(t))](dx(t) + dm(t))
− β2 tanh β(x(t) +m(t))[1− tanh2 β(x(t) +m(t))](b(t,m(t)) + σ)2dt
=
[
β(1−m2(t))a(t,m(t))− β2m(t)(1−m2(t))(b(t,m(t)) + σ)2]dt
+ β(1−m2(t))[σ + b(t,m(t))]dW (t).
By reading the diffusion coefficient from the last line, we must have
b(t,m(t)) = β(1−m2(t))[σ + b(t,m(t))],
and thus
b(t,m(t)) = b(m(t)) = σβ(1−m
2(t))
1− β(1−m2(t)) .
For the drift term instead
a(t,m(t)) = β(1−m2(t))a(t,m(t))− β2m(t)(1−m2(t))[(b(t,m(t)) + σ)2].(22)
Using the expression found for b(t,m(t)), we have that
(b(t,m(t)) + σ)2 = b2(t,m(t)) + σ2 + 2σb(t,m(t)) = σ
2
(1− β(1−m2(t)))2 ,
and thus, reading from (22),
a(t,m(t))(1− β(1−m2(t))) = −β2m(t)(1−m2(t)) σ
2
(1− β(1−m2(t)))2 ,
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so that we can conclude. 
Remark 2. For β < 1, the SDE (21) is well-posed. Existence follows by Proposition 3.3. Unique-
ness follows by the Lipschitz properties of the drift and diffusion functions in [−1, 1]. Indeed, note
that Eq. (21) defines a dynamics in [−1, 1], due to the sign of the drift at the borders of (−1, 1)
and to the fact that the diffusion is zero at the borders of (−1, 1).
3.4. The supercritical case: β > 1. In this section we deal with the analysis of the supercritical
case β > 1. The main result is the following convergence theorem:
Theorem 3.4 (Supercritical order N mean field limit dynamics). Fix T > 0, β > 1, and let
(xN (t),mN (t))t∈[0,T ] be the accelerated processes defined in (16) and (17), with xN (0)
D→ x0 >
λa(β)−ma(β) and mN (0) D→ m0 > ma(β), or xN (0) D→ x0 < ma(β)− λa(β) and mN (0) D→ m0 <
−ma(β), with (λa(β),ma(β)) as in (10). Then, the accelerated sequence of processes (mN (t))t∈[0,T ]
converges weakly in the sense of stochastic processes, for N → +∞, to the process which solves
the following SDE
dm(t) = 1|m(t)|>ma
(
−β
2σ2m(t)
(
1−m2(t))
(1− β(1−m2(t)))3 dt+
σβ(1−m2(t))
1− β(1−m2(t))dW (t)
)
(23)
+ (mb +ma)1m(t)=−ma − (mb +ma)1m(t)=ma ,
with m(0) = m0, and mb := mb(β) is the solution in y to
(24) g(y) := 2βy − 2β(ma(β)− λa(β))− log(1 + y) + log(1− y) = 0.
We want to derive a limit one-dimensional diffusion for each variable, which also contains the
jump components illustrated in Fig. 2 for β > 1. As highlighted in Remark 1, in this case the N -
particle dynamics is contractive only in the union of the two intervals where 1−β(1−tanh2(βλ)) >
0, i.e. for λ > λa(β) or λ < −λa(β), which we refer to as the stable components of the invariant
curve. As long as the dynamics does not hit the critical points, we expect the limit evolution to
be the same as for the subcritical case in Proposition 3.3. Note that both the drift and diffusion
coefficients explode at the critical points of the invariant curve. In fact, when the dynamics hits
the critical points, we expect to see an instantaneous jump to the point given by the intersection
between the vector field line passing through the critical point and the invariant curve.
Denoting with c(·) the drift function and with √g(·) the diffusion coefficient, we get that the
global limiting accelerated one-dimensional dynamics, written in either of the two variables m(t)
or λ(t), should be of the form
(25) dX(t) = 1|X(t)|>a
(√
g(X(t))dW (t) + c(X(t))dt
)
+ (b+ a)1X(t)=−a − (b+ a)1X(t)=a,
where the point a = a(β) is the critical (positive) point on the invariant curve, and the point
b = b(β) (resp. −b) is the intersection between the curve and the vector field line passing through
−a (resp. a).
Remark 3 (Limit case β →∞). When β →∞, the limit dynamics for the accelerated magnetiza-
tion (m(t))t≥0 is expected to be a spin-valued jump process m(t) ∈ {−1, 1} with non-exponentially
distributed random interarrival jump times, with their distribution being the one of the hitting times
of a Brownian motion with diffusion coefficient σ > 0. Indeed, the critical points (see Eq. (10))
tend to ±1 in the m-variable, and to 0 in the λ-variable, while the diagonal line x(t) = λ(t)−m(t),
determining when the process jumps, still evolves according to a Brownian motion with diffusion
coefficient σ > 0.
3.4.1. The convergence argument. We now address the full proof of convergence to the limit dy-
namics for β > 1, given in Theorem 3.4. As we did above for the subcritical case, we consider
the dynamics in the alternative variables (xN ,mN ). Recall that the variable xN , the intersection
between the diagonal line (at 45 degrees) passing through the point (λN ,mN ) and the λ-axis,
follows a Brownian motion, while mN is a jump process depending on xN : if we think of the
latter as being deterministic and fixed, such motion is a unidimensional continuous-time Markov
chain on the diagonal line parametrized by the fixed value xN = x, which is attractive towards
the invariant curve. The limit dynamics is thus the projection of the combination of these two
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motions on the invariant curve. We divide the proof of Theorem 3.4 in three lemmas. In the
following proofs we assume that x0 > λa −ma and m0 > ma. For the symmetry of the problem
the case x0 < ma − λa and m0 < −ma is analogous.
Lemma 3.5. Set
(26) T εma := inf
{
t ≥ 0 : xN (t) = λa −ma − ε
}
,
for ε ∈ R. Then,
(27) P(T εma <∞) = 1.
Proof. Recall that xN evolves as in (16). For the proof, we assume for simplicity that xN (0) = x0
(otherwise, we just add an additional term in the variance at time t, accounting for the initial
variance - which is small in N).We thus have that xN (t) ∼ N (0, σ2t), and we can get explicitly
the distribution of T εma in a classic way, using the reflection principle for the Brownian motion.
Indeed, we have that for any t ≥ 0,
P(T εma ≤ t) = P( inf0≤s≤tx
N (s) ≤ λa −ma − ε) = 2P(xN (t) ≤ λa −ma − ε)
= 2√
2piσ2t
∫ λa−ma−ε
−∞
e−
(x−x0)2
2σ2t dx =
[
z = x− x0√
t
]
= 2√
2piσ2
∫ λa−ma−ε−x0√
t
−∞
e−
z2
2σ2 dz.
By taking the derivative with respect to t of the previous expression we get that T εma has density
fT εma (t) =
(λa −ma − ε− x0)√
2piσ2
1
t3/2
e−
(λa−ma−ε−x0)2
2σ2t ,
and, as one can check
P(T εma <∞) =
∫ ∞
0
fT εma (t)dt = 1,
so that (27) is verified. 
Lemma 3.5 tells us that, almost surely, the process (xN (t))t≥0 reaches in a finite time the point
λa −ma − ε, which corresponds - up to an ε error - to the critical point on the invariant curve
we discussed in the previous section. The following two lemmas respectively describe the limit
equation for the times preceding and following the hitting time T εma . For t < T
−δ
ma , for some δ > 0,
we can proceed similarly as in Propositions 3.2 and 3.3 since the contraction estimates of Remark
1 are holding, while for t > T εma for some ε > 0 we capture the jumps via a direct estimate. We
then conclude by the continuity with respect to ε and δ of the hitting times distributions T εma ,
T−δma .
Lemma 3.6. Fix T, δ > 0. Set T−δma := inf
{
t ≥ 0 : xN (t) = λa −ma + δ
}
, and let
(
mN (t ∧
T−δma)
)
t∈[0,T ]
denote the accelerated stopped process, with initial conditions as in Theorem 3.4.
Then,
(
mN (t ∧ T−δma)
)
t∈[0,T ]
converges weakly in the sense of stochastic processes, for N → +∞,
to
(
m(t ∧ T−δma)
)
t∈[0,T ]
, with (m(t))t≥0 the solution to (21) with the same initial conditions as in
Theorem 3.4, and
(
m(t ∧ T−δma)
)
t∈[0,T ]
its stopped version.
Proof. As in the proof of Proposition 3.2, we plug in the definition (16) of xN (t) the same Brownian
motion W (t) appearing in the definition (18) of x(t). Let T−δma be the resulting stopping time: we
prove,
(28) E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)−m(t ∧ T−δma)∣∣∣
]
N→+∞−−−−−→ 0,
which implies the result in distribution by reasoning as in Proposition 3.2. When t < T−δma we have
that xN (t) > λa −ma + δ. Thus, we are in the stable component of the invariant curve.
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From (20), it follows that
(29) E
[
sup
t∈[0,T ]
∣∣∣xN (t ∧ T−δma)− x(t ∧ T−δma)∣∣∣
]
N→+∞−−−−−→ 0.
For (28), denoting the event A :=
{
mint∈[0,T ] λN (t ∧ T−δma) > λa + δ
}
, we estimate,
E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)−m(t ∧ T−δma)∣∣∣
]
= E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)−m(t ∧ T−δma)∣∣∣1A
]
(30)
+ E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)−m(t ∧ T−δma)∣∣∣1∃t∈[0,T ]:λN (t∧T−δma )<λa+δ
]
≤ E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)− tanh(β(xN (t ∧ T−δma) +mN (t ∧ T−δma)))∣∣∣1A
]
+ E
[
sup
t∈[0,T ]
∣∣∣ tanh(β(xN (t ∧ T−δma) +mN (t ∧ T−δma)))−m(t ∧ T−δma)∣∣∣1A
]
.
+ 2P
(
∃t ∈ [0, T ] : λN (t ∧ T−δma) < λa + δ
)
,
where in the last line we have used the boundedness of the integrands. The first term in the right
hand side of the above inequality tends to 0 thanks to estimate (15) of Remark 1 for k = 1, which
can be applied for any λ > λa + δ, and to the same argument used for the proof of Proposition
3.1. For the second term in the right hand side of inequality (30), using Eq. (18) for m(t ∧ T−δma),
we have
E
[
sup
t∈[0,T ]
∣∣∣ tanh(β(xN (t ∧ T−δma) +mN (t ∧ T−δma)))−m(t ∧ T−δma)∣∣∣1A
]
= E
[
sup
t∈[0,T ]
∣∣∣ tanh(β(xN (t ∧ T−δma) +mN (t ∧ T−δma)))− tanh(β(x(t ∧ T−δma) +m(t ∧ T−δma)))∣∣∣1A
]
≤ (1− ε)E
[
sup
t∈[0,T ]
∣∣∣xN (t ∧ T−δma)− x(t ∧ T−δma)∣∣∣
]
+ (1− ε)E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)−m(t ∧ T−δma)∣∣∣
]
,
where in the first inequality we have used that, by the properties of tanh(·) and by definition of
λa, there exists an ε > 0 such that ddλ tanh(βλ) < 1 − ε for every λ > λa + δ. Finally, the third
term in the right hand side of (30) can be estimated as follows
2P
(
∃t ∈ [0, T ] : λN (t ∧ T−δma) < λa + δ
)
= 2P
(
∃t ∈ [0, T ] : xN (t ∧ T−δma) +mN (t ∧ T−δma) < λa + δ
)(31)
= 2P
(
∃t ∈ [0, T ] : xN (t ∧ T−δma) < λa −mN (t ∧ T−δma) + δ
)
≤ 2P
(
∃t ∈ [0, T ] : mN (t ∧ T−δma) < ma
)
,
where the inequality follows by the definition of T−δma . To bound the latter, we introduce an
auxiliary process (m˜N (t))t∈[0,T ], coupled with (xN (t),mN (t))t∈[0,T ], with dynamics{
m˜N (t) 7→m˜N (t)± 2N rate N2 1∓m˜
N (t)
2
(
1± tanh(β(λa −ma + δ + m˜N (t)))) ,
m˜N (0) = mN (0),
and consider its stopped version
(
m˜N (t ∧ T−δma)
)
t∈[0,T ]
. Since, by definition of T−δma , it holds
xN (t ∧ T−δma) ≥ λa −ma + δ, we have that the rate of increase of mN (t ∧ T−δma) is bigger than the
rate of increase of m˜N (t ∧ T−δma); symmetrically, the rate of decrease of mN (t ∧ T−δma) is smaller
than the rate of decrease of m˜N (t ∧ T−δma). We thus have, for any t ∈ [0, T ], N ∈ N, m ∈ [−1, 1],
(32) P
(
mN (t ∧ T−δma) < m
)
≤ P
(
m˜N (t ∧ T−δma) < m
)
.
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Moreover, note that m˜N (t∧ T−δma) is a jump process with rates independent of xN , starting above
ma with probability tending to 1 for N → +∞, and that it gets fastly attracted, for N → +∞,
to the point m∗ on the invariant curve identified by{
x = λa −ma + δ,
m = tanh(β(x+m)),
for which it holds by construction ma < m∗. Thus P
(
∃t ∈ [0, T ] : m˜N (t ∧ T−δma) < ma
)
≤ C(N),
with C(N) N→+∞−−−−−→ 0. By the above observation (32), this implies the same bound for mN in the
last line of the right hand side of (31). Finally, recollecting the above estimates from (30),
E
[
sup
t∈[0,T ]
∣∣∣mN (t ∧ T−δma)−m(t ∧ T−δma)∣∣∣
]
≤ (1− ε)
ε
E
[
sup
t∈[0,T ]
∣∣∣xN (t ∧ T−δma)− x(t ∧ T−δma)∣∣∣
]
+ C(N) ≤ C(N)
ε
N→+∞−−−−−→ 0.

The next lemma deals with the times which follow the hitting time T εma . Using the strong
Markov’s property, we can restart the dynamics from the point reached at the hitting time,
assuming that we are above the invariant curve.
Lemma 3.7. Fix ε > 0 such that λa − ε > 0. Let (xN (t),mN (t))t≥0 be the accelerated pro-
cesses, with initial data (xN (0),mN (0)) = (x0,m0), such that x0 = λa − ma − ε and m0 >
tanh β(x0 +ma). Let
Tε/2 := inf
{
t > 0 : xN (t) = λa −ma − ε2
}
, Tmb := inf
{
t > 0 : mN (t) ≤ mb
}
,
with mb as in (24). Then,
(33) lim
N→∞
P(Tmb < Tε/2) = 1.
Proof. The proof makes extensive use of (νN (t))t≥0, an auxiliary CTMC - coupled with (mN (t))t≥0
- with the same initial datum m0, whose transition rates are given by
νN 7→ νN + 2
N
with rate N2 1− ν
N (t)
2
[
1 + tanh(β(νN (t) + λa −ma − ε/2))
]
(34)
νN 7→ νN − 2
N
with rate N2 1 + ν
N (t)
2
[
1− tanh(β(νN (t) + λa −ma − ε/2))
]
.
Note that (νN (t))t≥0 is independent of (xN (t))t≥0. Setting T˜mb := inf
{
t > 0 : νN (t) ≤ mb
}
, we
have
(35) P(Tmb < Tε/2) ≥ P(T˜mb < Tε/2).
Indeed, it is easy to check that for t ≤ Tε/2, for which xN (t) ≤ λa−ma− ε/2, the rate of increase
in the dynamics of νN (t) is greater than that of mN (t), while the opposite is true for the rate of
decrease. Since mb < m0, (35) follows. Consider now the slowed version of the process νN (t), i.e.
ν˜N (t) := νN (tN−1), whose generator is
LNf(ν˜) := N 1 + ν˜2 [1− tanh(β(ν˜ + λa −ma − ε/2))]
[
f
(
ν˜ − 2
N
)
− f(ν˜)
]
+N 1− ν˜2 [1 + tanh(β(ν˜ + λa −ma − ε/2))]
[
f
(
ν˜ + 2
N
)
− f(ν˜)
]
.
Expanding it to the first order, we find, up to terms of order O
( 1
N
)
,
LNf(ν˜) ≈ [−2ν˜ + 2 tanh(β(ν˜ + λa −ma − ε/2))] f ′(ν˜).
This implies that, in the limit N → +∞, the process (ν˜N (t))t≥0 weakly converges to the solution
of the following ODE
(36)
{
d
dtm(t) = v(m) = −2m(t) + 2 tanh(β(m(t) + λa −ma − ε/2))
m(0) = m0.
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The vector field v(m) in (36) is positive if and only if
(37) f(m) := 2βm− 2β(ma − λa)− log(1 +m) + log(1−m)− βε > 0.
Indeed, v(m) is positive if and only if m < tanh(β(m+ λa −ma − ε/2)), which is equivalent to
1
β
arctanh(m) < m+ λa −ma − ε/2.
By using the identity arctanh(m) = 12 log
(
1+m
1−m
)
we get the desired inequality (37). Analogous
steps motivate the expression for g given in Theorem 3.4, obtained for ε = 0, which we recall for
the ease of the reader
g(y) := 2βy − 2β(ma(β)− λa(β))− log(1 + y) + log(1− y) = 0.
Recall that by our choice m0 > 0. First of all, it is easy to see that f(m) < 0 whenever m ≥ 0.
Indeed, f(0) < 0, f has a local maximum inm = ma =
√
1− 1β for which f
(√
1− 1β
)
= −βε < 0,
and f(m)→ −∞ for m→ +1. Moreover, we have that f(m) = g(m)− βε, so that f(m) < g(m)
for all m ∈ [−1, 1]. Since f ′(m) = g′(m) = 2β − 11+m − 11−m we have that g has a local maximum
at m = ma, for which we have g(ma) = 0, while g(m) < 0 for all m > 0, m 6= ma. We also
observe that:
• ∃! m∗f,b such that f(m∗f,b) = 0;
• g(mb) = 0 and g(m) 6= 0 ∀m 6= ma,mb;
• g(m) > 0 if m < mb, g(m) < 0 if m > mb;
• f(m) > 0 if m < m∗f,b, f(m) < 0 if m > m∗f,b;
• m∗f,b < mb;
• mb → −1 when β →∞.
In order to check the claims, we note that, when m ≤ 0,
f ′(m) = g′(m) > 0 iff m < −ma = −
√
1− 1
β
,
and −ma is a local minimum, for which f(−ma), g(−ma) < 0. Moreover, f(m), g(m)→ +∞ for
m→ −1. Combining these with the above considerations form ≥ 0, we deduce the first four bullet
points. For the fact that f(m) < g(m) we get the fifth claim, while for the last it is sufficient to
observe thatmb < −
√
1− 1β → −1 for β →∞. The above facts and the convergence of (ν˜N (t))t≥0
to the deterministic process (m(t))t≥0 imply that, if we define T¯mb := inf
{
t > 0 : ν˜N (t) ≤ mb
}
and T¯m∗
f,b
:= inf
{
t > 0 : ν˜N (t) ≤ m∗f,b
}
, there exists a C > 0, independent of N , such that
(38) P(T¯mb ≤ C) ≥ P(T¯m∗f,b ≤ C)
N→+∞−−−−−→ 1.
Indeed, for the deterministic process m(t) the arrival time in m∗f,b (which is greater than the one
for arriving in mb) is for sure limited by a constant, because of the sign of the vector field of (36).
If we now consider the original auxiliary process (νN (t))t≥0, i.e. the sped up version of ν˜N (t), we
get that, defining T˜m∗
f,b
:= inf
{
t > 0 : νN (t) ≤ m∗f,b
}
,
(39) P(T˜mb ≤ C(N)) ≥ P(T˜m∗f,b ≤ C(N))
N→+∞−−−−−→ 1,
with C(N) N→+∞−−−−−→ 0, by means of (38).
We can finally conclude the proof of (33), by estimating
P(Tmb < Tε/2) ≥ P(T˜mb < Tε/2) ≥ P(T˜m∗f,b < Tε/2)→ 1,
asN → +∞. The last limit is deduced by (39) and by the fact that Tε/2 has an explicit distribution
- independent of N - which can be found through the reflection principle for the Brownian motion,
in the same way we did in Lemma 3.5, for which we have P(Tε/2 ≤ δ) δ→0−−−→ 0. 
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(a) (xN (t),mN (t)) sub-
critical case.
(b) (xN (t),mN (t)) su-
percritical case.
Figure 3. Simulation of the finite N dynamics, for N = 2000, σ = 2, β = 0.5
(left), and β = 2 (right).
Proof of Theorem 3.4. Apply Lemmas 3.5, 3.6 and 3.7 to (xN (t),mN (t))t∈[0,T ] for fixed ε, δ > 0.
Observe that the density of Tε/2 is smooth with respect to ε, and of course Tε/2 → 0 for ε → 0.
Indeed, repeating analogous computations as in Lemma 3.5, we find, for t ≥ 0,
P(Tε/2 ≤ t) = ε2
√
2piσ2
1
t3/2
e−
ε2
8σ2t .
The same is true for both T εma , T
−δ
ma → T 0ma , when ε, δ → 0. Sending first N → +∞ and then
ε, δ → 0, we get the convergence in distribution for all the times t ≤ Tmb . Once we are in mb,
we can restart the dynamics by the strong Markov property and repeat the arguments above for
the symmetric negative component of the invariant curve. Inductively, we can find a sequence
of almost surely finite stopping times (Tk)k∈N (the alternate arrival times in the two symmetric
critical points), such that [0, T ] = ∪k {[Tk, Tk+1] ∩ [0, T ]}. This is enough to deduce the weak
convergence of (mN (t))t∈[0,T ] to the process with instantaneous deterministic jumps described by
SDE (23). 
In Fig. 3 we show a comparison between two prelimit trajectories in the subcritical and su-
percritical case for the same initial conditions, where we used the coordinates (x,m) instead of
(λ,m), which were instead employed in Fig. 1 and 2. These plots will come useful for a qualitative
comparison with the two-level hierarchical case.
4. The hierarchical model
In this section we study the two-level hierarchical version of the previous model. We consider
N interacting populations, each of which consists of N mean field interacting particles. We denote
with a subscript (i, j) the i-th individual in the j-th population, for i, j = 1, . . . , N . The collective
state is identified by N2 pairs of variables (xij , µij) (equivalently (λij , µij), with λij := µij+xij the
total local field), where the µij ’s are the spins, and the xij ’s represent the aggregated remaining
characteristics of the individual. As above, we define
mNj (t) :=
1
N
N∑
i=1
µij(t),
the magnetization of the j-th population, and the analogous definition for xNj (t) and λNj (t).
Moreover, we define the two-level magnetization as
MN (t) := 1
N2
N∑
i,j=1
µij(t) =
1
N
N∑
j=1
mNj (t),
and the analogous quantities XN (t) := 1N2
∑
ij xij(t) = 1N
∑N
j=1 x
N
j (t) (resp. ΛN (t)) for the x
(resp. λ) variables. Ideally, we want to describe the dynamics at the different hierarchical levels
as a projection of a diffusion process onto an invariant curve, as we did for the one population
scenario.
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With the choices specified in (3), the stochastic dynamics (1) becomes
(40)

µij 7→ −µij rate 1+ tanh
[−β1µij(t)(xNj (t) +mNj (t))− β2µij(t)(XN (t) +MN (t))] ,
dxij(t) = σdWij(t)− α1
[
xij(t)− xNj (t)
]
dt− α2N
[
xij(t)−XN (t)
]
dt,
µij(0) ∼ Ber(p),
xij(0) ∼ N (0, 1),
for β1, β2, σ, α1, α2 > 0, with the Wij(t)’s being N2 independent one-dimensional Brownian mo-
tions. In terms of the alternative variables (µij , λij) and their corresponding macroscopic quanti-
ties, the above can be rewritten as
µij 7→ −µij with rate 1 + tanh
[−β1µij(t)λNj (t)− β2µij(t)ΛN (t)] ,
dλij(t) = dµij(t) + σdWij(t)− α1
[
(λij(t)− µij(t))−
(
λNj (t)−mNj (t)
)]
dt
−α2N
[
(λij(t)− µij(t))−
(
ΛN (t)−MN (t))] dt,
µij(0) ∼ Ber(p),
λij(0) ∼ Ber(p) ∗ N (0, 1),
where the ∗ denotes the convolution between the two distributions. Thanks to the linearity of the
dynamics for the xij ’s, it follows directly from (40) that
(41)
{
dxNj (t) = −α2N
[
xNj (t)−XN (t)
]
dt+ σ√
N
dWNj (t),
xNj (0) ∼ N
(
0, 1N
)
.
{
dXN (t) = σN dWN (t),
XN (0) ∼ N (0, 1N2 ) ,
where WNj := 1√N
∑N
i=1Wij are N independent Brownian motions, and WN := 1√N
∑N
j=1W
N
j is
another Brownian motion. Note that the laws of (WNj (t))t≥0 and (WN (t))t≥0 are independent of
N , but we keep the dependency on N in the notation to refer to the specific Brownian motions.
As we did for the mean field case, we describe each population through the order parameters
(mNj (t), xNj (t))t≥0. The collective behavior of the system can be studied in terms of the infinites-
imal generator of the dynamics applied to a function f = f ((m1, x1), (m2, x2), . . . , (mN , xN )) =:
f(m,x), f : [−1, 1]N × RN → R, which is given by
(42)
LNf(m,x)
:=
N∑
j=1
{
N
1 +mj
2
(
1− tanh[β1(xj +mj) + β2(XN +MN )]) [f(xj ,mj − 2
N
)
−f(xj ,mj)
]
+N 1−mj2
(
1 + tanh
[
β1(xj +mj) + β2(XN +MN )
]) [
f
(
xj ,mj +
2
N
)
− f(xj ,mj)
]
+ 12N σ
2 ∂
2
∂x2j
f (xj ,mj)− α2
N
(
xj −XN
) ∂
∂xj
f (xj ,mj)
}
.
The rest of the paper is organized as follows: in Section 4.1 we develop some heuristics to present
the expected limit behaviors; in Section 4.2 we study the convergence at times of order 1; we then
restrict to the subcritical regime for studying rigorously the convergence to the limit dynamics
at times of order N and N2 (respectively addressed in Sections 4.3 and 4.4); in Section 4.5 we
generalize the results giving a conjecture on the k-level hierarchical case, for any k finite; finally,
in Section 4.6 we study heuristically, with the help of numerics, the zero-temperature limit case
β1 = β2 = +∞, highlighting the presence of a phase transition tuned by the diffusion parameters.
4.1. Heuristics. At the first hierarchical level we are interested in describing the limit behavior of
the order parameters of each population, i.e. the convergence of the sequences (mNj (t), xNj (t))t≥0,
both at a timescale of order 1 and N . At times of order 1, by (41) it follows that dxNj (t) → 0
and thus xNj (t) → 0, that is the mean of the initial condition. The same holds for the sequence
XN (t) → 0. Expanding the generator (42) at the first order in the variables mj ’s, similarly to
what we did for the one population case, we find that mNj (0) → m(0) = 2p − 1, mNj (t) → m(t),
16 A HIERARCHICAL MEAN FIELD MODEL OF INTERACTING SPINS
and MN (t)→ m(t) for N → +∞, where (m(t), x(t))t≥0 solves the ODE
(43)

m˙(t) = 2 tanh((β1 + β2)m(t))− 2m(t),
x˙(t) = 0,
m(0) = 2p− 1,
x(0) = 0.
Eq. (43) is the mean field equation for the Curie–Weiss model with inverse temperature parameter
β1 + β2, i.e. the corresponding two-level hierarchical version of the deterministic mean field limit
Eq. (8). The equilibria of the above ODE are either just one (m = 0), when β1 + β2 ≤ 1, or
three when β1 + β2 > 1: two stable (the polarized ones) and one unstable (the disordered one),
where the asymptotic one is one of the two polarized states, determined by the sign of the initial
magnetization.
At times of order N , the diffusions xNj ’s are now subject to non-trivial dynamics. Indeed,
denoting again - with an abuse of notation - the sped up processes as xNj (t) := xNj (Nt), XN (t) :=
XN (Nt), equations (41) become
(44)
{
dxNj (t) = −α2
[
xNj (t)−XN (t)
]
dt+ σdWNj (t),
xNj (0) ∼ N
(
0, σ22α2
1
N
)
.
dX
N (t) = σ√
N
dWN (t),
XN (0) ∼ N
(
0, σ22α2
1
N2
)
,
where the initial data are given by the long-time limit of the diffusions at the timescale of order
1. In this timescale we thus find xNj (t) → x(t), XN (t) → 0, where x(t) follows the Ornstein-
Uhlenbeck dynamics {
dx(t) = −α2x(t)dt+ σdW (t),
x(0) = 0,
with W a Brownian motion. As in the mean field case, the accelerated approximate diffusive
generator can give us intuition on the limit dynamics for the magnetization processes at a timescale
of order N . Indeed, expanding up to the second order the jump terms of the dynamics in mj in
(42), we get
(45)
NLNf (mj , xj) ≈ N
[
2 tanh(β1(xj +mj) + β2(XN +MN ))− 2mj
] ∂
∂mj
f(mj , xj)
+
[
2− 2mj tanh(β1(xj +mj) + β2(XN +MN ))
] ∂2
∂m2j
f(xj ,mj)
+ σ
2
2
∂2
∂x2j
f (xj ,mj)− α2
(
xj −XN
) ∂
∂xj
f (xj ,mj) .
Assuming that a propagation of chaos property holds, the presence of the strong drift in the
above generator should be such that the limit of the magnetizations processes mNj (t)’s is a (mean
field) process laying on the curve m = tanh(β1(x+m)) + β2M), where the dynamics is driven by
the evolution of the Ornstein-Uhlenbeck limit process x(t). Moreover, the limit mean field M(t)
should be proved to be the mean of m(t) with respect to the distribution of x(t). Specifically,
denoting with µt(dx) the distribution of the O-U process at time t, we should find that each pair
of accelerated processes (xNj (t),mNj (t))t≥0, for j = 1, . . . , N , at times of order N , converges to
(46)

m(t) := m(t)(x(t)),
dx(t) = σdW (t)− α2x(t)dt,
m(0) = 2p− 1,
x(0) = 0,
M(t) =
∫
Rm(t)(x)µt(dx),
wherem(t)(x) := tanh[β1(x+m(t)(x))+β2M(t)]. The study of (46) is hard to perform for general
choices of the parameters. Indeed, the behavior of the dynamics can drastically change, depending
on β1, β2, α2, σ and the initial conditions. By analogy with the mean field case, one can expect
to recognize a radical difference between the case where one has uniqueness of the equilibrium for
the dynamics at order 1 (43), and the case where multiple equilibria appear.
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At the second hierarchical level, we write the infinitesimal generator for a function f(M,X) by
averaging over the different populations,
LN f(M,X) =
N
N∑
j=1
1 +mj
2 (1− tanh [β1(xj +mj) + β2(X +M)])
[
f
(
M − 2
N2
, X
)
− f(M,X)
]
+N
N∑
j=1
1−mj
2 (1 + tanh [β1(xj +mj) + β2(X +M)])
[
f
(
M + 2
N2
, X
)
− f(M,X)
]
+ 12
σ2
N2
∂2
∂X2
f(M,X).
With analogous expansions as above for the jump components, we find
LN f(M,X) ≈ 1
N
N∑
j=1
[
2 tanh [β1(xj +mj) + β2(X +M)]− 2mj
] ∂
∂M
f(M,X)
+ 1
N3
N∑
j=1
[
2− 2mj tanh [β1(xj +mj) + β2(X +M)]
] ∂2
∂M2
f(M,X)
+ 12N2σ
2 ∂
2
∂X2
f(M,X).
In the drift component we can recognize the empirical average of the drifts of the single magneti-
zations. It is reasonable to ask for a description of the limit dynamics of MN (t) at any timescale.
As we already motivated heuristically, at a timescale of order 1 the limit M(t) of the macroscopic
magnetization is the same as the magnetization of each population, which follows a Curie–Weiss
ODE. For long times (but still of order 1), the value of MN (t) should converge to the stable
equilibrium of the C–W ODE, which, depending on the value of β1 +β2 may be the disordered or
a polarized state. Once we consider a scale of order N , we expect the single magnetizations to be
close to their invariant curves. However, the evolution of MN (t) can change drastically depending
on the interaction and diffusion parameters. We expect to find a regime of the parameters for
which MN (t) does not move much from the equilibrium reached at times of order 1, eventually
starting to move only at a scale of order N2, when the macroscopic diffusion XN (t) starts to
evolve non-trivially. At least in this regime, we expect the N2 accelerated second-level process
MN (t), conditionally on XN (t) ≈ X, to converge, for every fixed t ≥ 0, to the deterministic value
(47)
{
M(t) =
∫
R tanh(β1(x+m(t)(x)) + β2(X +M(t)))µ∞(dx;X),
M(0) = 2p− 1,
where µ∞(dx;X) is the stationary distribution of the process
dx(ξ) = −α2(x(ξ)−X)dξ + σdW (ξ),
where X enters as a parameter (it must be intended as the current fixed value of X(t)), and
m(t)(x) is the solution to
m(t)(x) = tanh(β1(x+m(t)(x)) + β2(X +M(t))).
In turns, the limit process X(t), XN (t)→ X(t), evolves as
(48)
{
dX(t) = σdB(t),
X(0) = 0,
where B is a Brownian motion. In order to obtain a full description of the law of the limit process
M(t), one then needs to consider a combination of the conditional dynamics (47) and (48), which
takes into account the diffusive motion of X(t) (see Section 4.4 for details).
For a rigorous treatment (Sections 4.2-4.4) we restrict to the subcritical case β1+β2 < 1 (except
for the order 1 timescale, analyzed in Section 4.2, where the argument works for any choice of the
parameters), while we give solid heuristics and numerics for the supercritical zero-temperature
limit regime β1 = β2 → +∞, analyzing the relevance of the diffusion parameters α2 and σ for
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obtaining a phase transition already at a timescale of order N (see Section 4.6 below). Moreover,
in Section 4.5 we conjecture a generalization of the results on the subcritical regime to the k-level
hierarchical version of the model.
4.2. Propagation of chaos at times of order 1. In this section we prove the convergence of the
empirical processes (mNj (t), xNj (t))j=1,...,N to the deterministic limit dynamics given by (43), for
any choice of the parameters. Our proof works as well for random i.i.d. initial data xNj (0) ∼ µ(dx),
when µ(dx) is a normal distribution N (0, (σ∗)2) (in our particular case we have σ∗ = 1√
N
, so that
randomness is deleted in the limit), with the resulting modification of the limit dynamics,
(49)

m˙(t)(x) = 2 tanh(β1(x+m(t)(x)) +β2M(t))− 2m(t)(x),
m(0)(x) ≡ 2p− 1,
M(t) =
∫
Rm(t)(x)µ(dx).
Considering random initial data also for the limit dynamics will be useful for the analyses of the
longer timescales. For clarity we recall the dynamics of the empirical processes (xNj (t),mNj (t))t≥0,
(50)

mNj 7→mNj ± 2N rate N
1∓mNj (t)
2
(
1± tanh[β1(xNj (t)+mNj (t))+ β2(XN (t)+MN (t))]) ,
mNj (0) = mj ∼ 1NBin(N, p),
dxNj (t) = −α2N
[
xNj (t)−XN (t)
]
dt+ σ√
N
dWNj (t),
xNj (0) = xj ∼ N
(
0, (σ∗)2
)
.
Since the magnetizations are not appearing in the diffusion dynamics, the propagation of chaos
property for the xNj (t)’s is trivially true for any finite time interval. Indeed, every diffusion is
converging to its initial datum due to the decaying factors in front of the drift and diffusion
coefficients. The i.i.d. processes (m˜j(t))j=1,...,N to which the mNj (t)’s will be proved to converge
are denoted as m˜j(t) := m(t)(xj), where the xj ’s coincide with the initial data for the diffusions,
and m(t)(x) is the solution to (49).
Theorem 4.1 (Propagation of chaos at order 1). Fix T > 0. For any β1, β2, α1, α2, σ > 0, and
any j = 1, . . . , N , we have
(51) lim
N→∞
E
[
sup
t∈[0,T ]
∣∣mNj (t)− m˜j(t)∣∣
]
= 0.
Before proving Theorem 4.1 we need to assess the well-posedness of Eq. (49). We rewrite the
dynamics with a generic initial datum
(52)

m˙(t)(x) = 2 tanh(β1(x+m(t)(x)) +β2M(t))− 2m(t)(x),
m(0)(x) = m0(x),
M(t) =
∫
Rm(t)(x)µ(dx),
with m0 : R→ [−1, 1], m0 ∈ C(R).
Proposition 4.2 (Well-posedness at order 1). For any T > 0, Eq. (52) has a unique solution
m : [0, T ]× R→ [−1, 1] such that m(t)(·) ∈ C(R) for any t ∈ [0, T ].
Proof. The vector field f : R× C(R)→ C(R),
(53) f(x,m) := 2 tanh(β1(x+m) + β2M)− 2m
is globally Lipschitz continuous for any β1, β2 > 0, thus existence and uniqueness of a solution to
(52), with m(t)(·) ∈ C(R) for any t ∈ [0, T ], is standard. Moreover, studying the sign of the vector
field (53), we see that (52) defines a dynamics such that m(t) : R → [−1, 1], provided the initial
datumm0 : R→ [−1, 1] has the same property. Indeed, at a point x ∈ R for whichm(t)(x) = 1, we
have that ddtm(t)(x)
∣∣∣
x=x
≤ 0, and symmetrically if m(t)(x) = −1 it holds ddtm(t)(x)
∣∣∣
x=x
≥ 0. 
For the proof of Theorem 4.1, we make use of a representation of the jump processes mNj (t)’s
in terms of SDEs, by employing Poisson random measures (see [15]), as follows
(54) mNj (t) = mNj (0) +
∫ t
0
∫
Ξ
f(mNj (s−), ξ,MN (s−), xNj (s), XN (s))Nj(ds, dξ),
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for j = 1, . . . , N , where each mNj (t) takes values in Σ =
{−1,−1 + 2N , . . . , 1− 2N , 1}; the Nj ’s
are N i.i.d. stationary Poisson random measures on [0, T ] × Ξ with intensity measure ν on Ξ :=
[0,∞)|Σ| ⊂ R|Σ| given by
(55) ν(E) :=
|Σ|∑
i=1
`(E ∩ Ξi),
for any E in the Borel σ-algebra B(Ξ) of Ξ, where Ξj := {u ∈ Ξ : ui = 0 ∀ i 6= j} is viewed as a
subset of R, and ` is the Lebesgue measure on R. We fix a probability space (Ω,F ,P) and denote
by F = (Ft)t∈[0,T ] the filtration generated by the Poisson measures. The function f , modeling the
possible jumps of the process, is given by
f(m, ξ,M, x,X) :=
∑
y∈Σ
(y −m)1]0,λmy [(ξy),
where λmy denotes the rate of jumping from state m to state y. Denoting by
λ±(m,M, x,X) := N
1∓m
2 (1± tanh [β1(x+m) + β2(X +M)])
the rate of going from m to m± 2N , in our case the function f further simplifies to
(56) f(m, ξ,M, x,X) = 2
N
1]0,λ+[(ξm+ 2N )−
2
N
1]0,λ−[(ξm− 2N ),
since the only possible jumps are the ones from m to m± 2N with rates λ±. The above definitions
of f and ν ensure that λ± are exactly the transition rates of the continuous time Markov chains
mNj (t)’s, and that ± 2N are the only possible jumps allowed at every time. Indeed, it is easy to
prove that with our choices (54) is equivalent to
P
[
mNj (t+ h)= m±
2
N
∣∣∣∣∣mNj (t)=m,MN (t)=M,xNj (t)=x,XN (t)=X
]
=λ±(m,M, x,X)h+ o(h).
By the smoothing formula of Poisson calculus (see [3, Ch. 9]), we have
(57)
E
[
mNj (t)
]
= E
[
mNj (0)
]
+ E
[∫ t
0
∫
Ξ
f(mNj (s−), ξ,MN (s−), xNj (s), XN (s))dsν(dξ)
]
= E
[
mNj (0)
]
+ E
[∫ t
0
∫
Ξ
[
2
N
1]0,λ+[(ξm+ 2N )−
2
N
1]0,λ−[(ξm− 2N )
]
dsν(dξ)
]
= E
[
mNj (0)
]
+ E
[∫ t
0
[
2 tanh
(
β1(xNj (s) +mNj (s)) + β2(XN (s) +MN (s))
)− 2mNj (s)]ds
]
.
Proof of Theorem 4.1. First, we observe that, by the dynamics (54) with the choice (56) for f , we
can write
sup
s∈[0,t]
|mNj (s)− m˜j(s)| = sup
s∈[0,t]
∣∣∣∣∫ s
0
∫
Ξ
f(mNj (r−), ξ,MN (r−), xNj (r), XN (r))Nj(dr, dξ)− m˜j(s)
∣∣∣∣ .
Taking the expectation and using formula (57) and the limit dynamics (49), we can estimate
E
[
sup
s∈[0,t]
∣∣mNj (s)− m˜j(s)∣∣
]
≤ E
[∣∣mNj (0)− (2p− 1)∣∣]+ E
[∫ t
0
∣∣∣2mNj (s)− 2m˜j(s)∣∣∣ds
]
+E
[∫ t
0
∣∣∣2 tanh (β1(xNj (s)+mNj (s))+β2(XN (s)+MN (s)))−2 tanh (β1(xj+m˜j(s))+β2M(s)) ∣∣∣ds
]
≤ E
[∣∣mNj (0)− (2p− 1)∣∣]+ E
[∫ t
0
∣∣∣2 tanh (β1(xNj (s) +mNj (s)) + β2(XN (s) +MN (s)))
− 2 tanh (β1(xj + m˜j(s)) + β2M(s))
∣∣∣ds]+ CE[∫ t
0
sup
r∈[0,s]
∣∣∣mNj (r)− m˜j(r)∣∣∣ds
]
.
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By LLN on the initial data we have E
[∣∣mNj (0) − (2p − 1)∣∣] ≤ C(N), with C(N) N→+∞−−−−−→ 0. We
now focus on estimating the first of the two integrals. Using the globally Lipschitz continuity of
tanh(·), we have
E
[∫ t
0
∣∣∣2 tanh (β1(xNj (s) +mNj (s)) + β2(XN (s) +MN (s)))
− 2 tanh (β1(xj + m˜j(s)) + β2M(s))
∣∣∣ds] ≤ CE[∫ t
0
∣∣∣xNj (s)− xj∣∣∣ds
]
+ CE
[∫ t
0
∣∣∣XN (s)∣∣∣ds]
+ CE
[∫ t
0
∣∣∣mNj (s)− m˜j(s)∣∣∣ds
]
+ CE
[∫ t
0
∣∣∣MN (s)−M(s)∣∣∣ds]
≤ CE
[∫ T
0
∣∣∣xNj (s)− xj∣∣∣ds
]
+ CE
[∫ T
0
∣∣∣XN (s)∣∣∣ds]+ CE[∫ t
0
sup
r∈[0,s]
∣∣∣mNj (r)− m˜j(r)∣∣∣ds
]
+ CE
[∫ t
0
sup
r∈[0,s]
∣∣∣MN (r)−M(r)∣∣∣ds],
where the constants are allowed to change from line to line. By the propagation of chaos for the
diffusions, we have
E
[∫ T
0
∣∣∣xNj (s)− xj∣∣∣ds
]
+ E
[∫ T
0
∣∣∣XN (s)∣∣∣ds] ≤ C(N),
for some C(N)→ 0 when N → +∞. For the last integral, denoting M˜N (t) := 1N
∑N
i=1 m˜i(t), we
estimate
E
[∫ t
0
sup
r∈[0,s]
∣∣∣MN (r)−M(r)∣∣∣ds] ≤ E[∫ t
0
sup
r∈[0,s]
∣∣∣MN (r)− M˜N (r)∣∣∣ds]
+ E
[∫ t
0
sup
r∈[0,s]
∣∣∣M˜N (r)−M(r)∣∣∣ds] ≤ C 1
N
N∑
i=1
E
[∫ t
0
sup
r∈[0,s]
∣∣∣mNi (r)− m˜i(r)∣∣∣ds
]
+ C(N)
= CE
[∫ t
0
sup
r∈[0,s]
∣∣∣mNj (r)− m˜j(r)∣∣∣ds
]
+ C(N),
where the C(N) → 0 when N → +∞ by LLN, and the last equality is a consequence of the
exchangeability of the processes (mNi (t), m˜i(t))i=1,...,N . Recollecting all the above observations
and estimates, we have found
E
[
sup
s∈[0,t]
∣∣mNj (s)− m˜j(s)∣∣
]
≤ C(N) + CE
[∫ t
0
sup
r∈[0,s]
∣∣∣mNj (r)− m˜j(r)∣∣∣ds
]
,
with C(N) going to 0 for N → +∞. Denoting ϕ(t) := E
[
sups∈[0,t]
∣∣mNj (s) − m˜j(s)∣∣
]
, the
last estimate implies ϕ(t) ≤ C(N) + ∫ t0 ϕ(s)ds. Thus, the propagation of chaos follows by the
Gronwall’s lemma. 
Remark 4. Note that the strong convergence (51) implies the convergence (in e.g. 1-Wasserstein
distance d1, uniform in time) of the associated empirical measures µN (t) := 1N
∑N
j=1 δmNj (t) and
µ˜N (t) := 1N
∑N
j=1 δm˜j(t) to the deterministic measure µ(t), the distribution of the i.i.d. processes
m˜j(t). Indeed, one has that, almost surely, ||µN−µ˜N ||d1 ≤ 1N
∑N
i=1 E
[
supt∈[0,T ] |mNi (t)− m˜i(t)|
]
,
which tends to zero because of (51), while ||µ˜N − µ||d1 → 0 as N → +∞ is standard (by LLN).
This in turns implies the propagation of chaos in the classic sense.
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The following proposition assesses the long-time behavior of the deterministic limit dynamics.
Specifically, we show the convergence to a unique symmetric stationary profile m(x), regardless
of the initial datum m0(x).
Proposition 4.3 (Long-time subcritical limit behavior). For β1 +β2 < 1, the solution m(t)(·) to
(52) is such that
(58) E
[|m(t)(ξ)−m(ξ)|2]→ 0,
for t→∞, with ξ ∼ N (0, σ∗) and m(·) is the unique solution to
(59) m(x) = tanh(β1(x+m(x))).
Proof. The uniqueness of solution to Eq. (59) follows by considering any two solutions m(x), n(x)
and observing that
|m(x)− n(x)| ≤ β1|m(x)− n(x)| ≤ · · · ≤ βk1 |m(x)− n(x)|,
for any x ∈ R, so that we can conclude by a contraction argument. For the proof of (58), consider
any two solutions m(t) and n(t) with different initial data. It holds
1
2
d
dt
∫
R
(
m(t)(x)− n(t)(x))2µ(dx) ≤ −2(1− (β1 + β2)) ∫
R
(
m(t)(x)− n(t)(x))2µ(dx),(60)
which is negative for β1 + β2 < 1, thus implying (58) because of the well-posedness of (52).
Indeed m(x), the unique solution to Eq. (59), is always a solution to (52) with initial datum
m0(x) = −m0(−x) and M(t) = 0 for every t. In order to verify (60), we use Eq. (52) to compute
1
2
d
dt
∫
R
(m(t)(x)− n(t)(x))2µ(dx) =
∫
R
(m˙(t)(x)− n˙(t)(x))(m(t)(x)− n(t)(x))µ(dx)
= −2
∫
R
(m(t)(x)− n(t)(x))2µ(dx)
+2
∫
R
[
tanh(β1(m(t)(x) + x) + β2M(t))− tanh(β1(n(t)(x) + x) + β2N(t))
]
×
× (m(t)(x)− n(t)(x))µ(dx)
≤ −2
∫
R
(m(t)(x)− n(t)(x))2µ(dx) + 2(β1 + β2)
∫
R
(m(t)(x)− n(t)(x))2µ(dx),
where in the last step we have used the Lipschitz properties of tanh(·) and the definitions of M(t)
and N(t). 
Remark 5. Theorem 4.1 and Propositions 4.2, 4.3 can be generalized to the case of Gaussian
initial data not centered around zero. The limit equation becomes
(61)

m˙(t)(x) = 2 tanh(β1(x+m(t)(x)) + β2(X +M(t)))− 2m(t)(x),
m(0)(x) = m0(x),
M(t) =
∫
Rm(t)(x)µ(dx;X),
with µ(dx;X) = N (X, ρ2). The equilibrium solution to (61) is given by
(62)
{
mX(x) = tanh
(
β1(x+mX(x)) + β2(X +M)
)
,
M =
∫
RmX(x)µ(dx;X),
whose well-posedness can be obtained by a contraction argument as in Proposition 4.3.
We conclude the section noting that the processes xNj ’s and mNj ’s are close to their i.i.d. limits
for any fixed time ranging in an interval which is allowed to grow with N with a certain speed.
Theorem 4.4 (Long-time subcritical particles behavior). For any T > 0, β1 + β2 < 1, ε > 0 and
j = 1, . . . , N , we have
(i) For any A ∈ B(R),
sup
t∈[0,TN2−ε]
∣∣∣P(xNj (t) ∈ A)− P(xj(t) ∈ A)∣∣∣ N→+∞−−−−−→ 0.
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(ii) For any A ∈ B([−1, 1]),
sup
t∈[0,TN2/3−ε]
∣∣∣P(mNj (t) ∈ A)− P(m˜j(t) ∈ A)∣∣∣ N→+∞−−−−−→ 0,
where m˜j(t) := m(t)(xj(t)), with
(63)
{
dxNj (t) = −α2N (xNj (t)−XN (t))dt+ σ√N dWNj (t),
xNj (0) = xj ∼ N
(
0, 1N
)
,
and
(64)
{
dxj(t) = −α2N (xj(t)− E[xj(t)])dt+ σ√N dWj(t),
xj(0) = xj ∼ N
(
0, 1N
)
,
with XN (t) := 1N
∑N
k=1 x
N
k (t) and Wj(t) is a Brownian motion.
Proof. We realize the process xNj (t) by plugging in (63) the same Brownian motion Wj(t) of the
definition of xj(t) in (64). Then, for the resulting processes we prove
(65) sup
0≤t≤TN2−ε
E
[(
xNj (t)− xj(t)
)2] N→+∞−−−−−→ 0,
(66) sup
0≤t≤TN2/3−ε
E
[∣∣∣mNj (t)− m˜j(t)∣∣∣
]
N→+∞−−−−−→ 0,
which imply the limits in distribution (i) and (ii). First of all we observe that, for any t ≥ 0,
we have E[xj(t)] = 0 and XN (t) = σNW (t), with W (t) :=
1√
N
∑N
k=1Wk(t). For (65), by Itô’s
formula, we compute
(67)
E
[
(xNj (t)− xj(t))2
]
= E
[
(xNj (0)− xj(0))2
]
− 2α2
N
∫ t
0
E
[
(xNj (s)− xj(s))2
]
ds
− 2α2
N
∫ t
0
E
[
(xNj (s)− xj(s))XN (s)
]
ds
≤E
[
(xNj (0)− xj(0))2
]
− 2α2
N
∫ t
0
E
[
(xNj (s)− xj(s))2
]
ds+ 2α2
N
∫ t
0
E
[
|xNj (s)− xj(s)||XN (s)|
]
ds
≤ E
[
(xNj (0)− xj(0))2
]
− 2α2
N
∫ t
0
E
[
(xNj (s)− xj(s))2
]
ds+ α2
N
∫ t
0
E
[
(xNj (s)− xj(s))2
]
ds
+ α2
N
∫ t
0
E
[
(XN (s))2
]
ds,
where in the last estimate we have used ab ≤ a22 + b
2
2 . By definition, we have
(68)
∫ t
0
E[(XN (s))2]ds = σ
2
N2
∫ t
0
E[(W (s))2]ds = 1
N2
σ2
t2
2 .
Using (68) in the right hand side of (67), we have found
E[(xNj (t)− xj(t))2] ≤ E[(xNj (0)− xj(0))2]−
α2
N
∫ t
0
E[(xNj (s)− xj(s))2]ds+
α2
N3
σ2
t2
2 ,
which, denoting with c(t) := E[(xNj (t)− xj(t))2], in differential form reads
c˙(t) ≤ −α2
N
c(t) + α2
N3
σ2t.
By solving the differential equation on the right hand side of the inequality, we deduce
(69) c(t) ≤ e−α2N tc(0) + σ
2
Nα2
(e−
α2
N t − 1) + σ
2
N2
t.
Note that c(0) = 0 because of our choices of initial data. When we take the supremum over t in
the above expression the dominant term is σ2N2 t, which still tends to 0 with N going to infinity, if
the supremum is taken over 0 ≤ t ≤ TN2−ε, so that (65) is proved.
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Moreover, we have
(70)
∫ t
0
E
[
|xNj (s)− xj(s)|
]
ds ≤ C
N
t
3
2 .
Indeed, by Jensen and Hölder inequalities and by (69), we estimate(∫ t
0
E
[∣∣∣xNj (s)− xj(s)∣∣∣
]
ds
)2
=
(
t
t
∫ t
0
E
[∣∣∣xNj (s)− xj(s)∣∣∣
]
ds
)2
≤ t
∫ t
0
E
[∣∣∣xNj (s)− xj(s)∣∣∣2
]
ds ≤ t2 sup
s∈[0,t]
[
σ2
Nα2
(e−
α2
N s − 1) + σ
2
N2
s
]
≤ σ
2
N2
t3
so that (70) follows by taking the square root. Note also that∫ t
0
E
[
|XN (s)|
]
ds = σ
N
∫ t
0
E
[|W (s)|]ds ≤ C
N
t
3
2 ,
since |XN (s)| = 1N |W (s)|, and E[|W (s)|] ≤ C
√
s.
Finally, for proving (66) we compute (using sign(x) · x = |x|),
E
[∣∣∣mNj (t)− m˜j(t)∣∣∣
]
= E
[∣∣∣mNj (0)− m˜j(0)∣∣∣
]
− 2
∫ t
0
E
[∣∣∣mNj (s)− m˜j(s)∣∣∣
]
ds
+ 2
∫ t
0
E
[
sign(mNj (s)− m˜j(s))
(
tanh(β1(xNj (s) +mNj (s)) + β2(MN (s) +XN (s))−
− tanh(β1(xj(s) + m˜j(s)) + β2M(s))
)]
ds.
Using the Lipschitz properties of tanh(·) and the boundedness of the magnetizations processes we
can estimate
E
[∣∣∣mNj (t)− m˜j(t)∣∣∣
]
≤ E
[∣∣∣mNj (0)− m˜j(0)∣∣∣
]
− 2(1− β1)
∫ t
0
E
[∣∣∣mNj (s)− m˜j(s)∣∣∣
]
ds
+ 2β1
∫ t
0
E
[∣∣∣xNj (s)− xj(s)∣∣∣
]
ds+ 2β2
∫ t
0
E
[∣∣∣MN (s)−M(s)∣∣∣]ds+ 2β2 ∫ t
0
E
[
|XN (s)|
]
ds.
Denoting M˜N (t) := 1N
∑N
j=1 m˜j(t), and µN (x1, . . . , xN ) := 1N
∑N
j=1 δxj , we have
E
[∣∣∣M˜N (t)−M(t)∣∣∣] = E[∣∣∣∣∣
∫
R
m(t)(x)(µN − µ)(dx)
∣∣∣∣∣
]
≤ ||µN (t)− µ(t)||d1 ≤
C√
N
,
where d1 is the 1-Wasserstein metric, and the estimate follows by LLN. Furthermore, we have
E
[∣∣∣MN (s)−M(s)∣∣∣] ≤ E[∣∣∣MN (s)− M˜N (s)∣∣∣]+ E[∣∣∣M˜N (s)−M(s)∣∣∣]
≤ E
[∣∣∣mNj (s)− m˜j(s)∣∣∣
]
+ E
[∣∣∣M˜N (s)−M(s)∣∣∣],
where in the last estimate we have used the exchangeability of the magnetizations processes.
Finally, we can collect all the previous estimates to get
E
[∣∣∣mNj (t)− m˜j(t)∣∣∣
]
≤ E
[∣∣∣mNj (0)− m˜j(0)∣∣∣
]
− 2(1− β1 − β2)
∫ t
0
E
[∣∣∣mNj (s)− m˜j(s)∣∣∣
]
ds
+ C1
N
t3/2 + C2
t√
N
.
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In differential form, with c(t) := E
[∣∣∣mNj (t) − m˜j(t)∣∣∣
]
, k := 2(1 − β1 − β2) > 0, the previous
estimate reads
c˙(t) ≤ −kc(t) + C1
N
t1/2 + C2√
N
,
implying
c(t) ≤ e−ktc(0) + C
N
t3/2 + C√
N
.
Recalling that c(0) N→+∞−−−−−→ 0 by a LLN, we obtain (66) when we take the supremum for 0 ≤ t ≤
TN2/3−ε. 
4.3. Propagation of chaos at times of order N : the subcritical case. In this section
we adapt the proof of the propagation of chaos to times of order N for the case β1 + β2 < 1.
Thanks to Theorem 4.4, in this scale we can assume that the initial data for the processes are
given by the long-time limit at the previous timescale of order 1. For the diffusions it holds
xNj (0) = xj ∼ N
(
0, 1N
σ2
2α2
)
for any j = 1, . . . , N , while the magnetizations are starting the
dynamics in the long-time limit symmetric equilibrium m(x). For ease of notation we still denote
the sped up processes by xNj (t) := xNj (Nt), and mNj (t) := mNj (Nt). They evolve according to:
(71)

mNj 7→mNj ± 2N rate N2
1∓mNj (t)
2
(
1± tanh[β1(xNj (t)+mNj (t))+β2(XN (t)+MN (t))]),
mNj (0) = m(xj),
dxNj (t) = −α2
[
xNj (t)−XN (t)
]
dt+ σdWNj (t),
xNj (0) = xj ∼ N
(
0, 1N
σ2
2α2
)
.
The limit i.i.d. processes to which the sped up processes at order N will be proved to converge
are denoted as (x˜j(t), m˜j(t))j=1,...,N , where m˜j(t) := m(t)(x˜j(t)), with
(72)
{
dx˜j(t) = −α2x˜j(t)dt+ σdWj(t),
x˜j(0) = 0,
with Wj ’s N independent Brownian motions, and m(t)(x) solves
(73)

m(t)(x) = tanh (β1(x+m(t)(x)) + β2M(t)) ,
m(0)(x) ≡ m(x),
M(t) =
∫
Rm(t)(x)µt(dx),
where µt(dx) is the distribution at time t of the Ornstein-Uhlenbeck i.i.d. processes x˜j(t)’s, and
m(x) is the solution to Eq. (59). Once again, the propagation of chaos for the diffusion processes
is standard at this scale (for any fixed interval of time). What we need to prove is the same
property for the magnetizations processes,
Theorem 4.5 (Propagation of chaos at order N). Fix T > 0. For any β1 +β2 < 1, α1, α2, σ > 0,
and any j = 1, . . . , N ,
(
mNj (t)
)
t∈[0,T ]
converges weakly in the sense of stochastic processes, for
N → +∞, to
(
m˜j(t)
)
t∈[0,T ]
.
Before addressing the proof, we must check that Eq. (73) is well-posed. In fact, the limit
dynamics (73) is trivial at this scale.
Proposition 4.6 (Well-posedness at order N). For any β1 + β2 < 1, Eq. (73) has a unique
classical solution m : [0, T ] × R → [−1, 1] such that m(t)(·) ∈ C(R) for any t ∈ [0, T ]. Moreover,
we have m(t)(x) = m(x) and M(t) = 0 for any t ∈ [0, T ].
Proof. The non-explosiveness of Eq. (73) is obvious by construction. Indeed, m(t)(x) ∈ [−1, 1] for
any t ∈ [0, T ], x ∈ R. For the uniqueness, define F (m)(t)(x) := tanh (β1(x+m(t)(x)) + β2M(t)),
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and consider two solutions m(t)(·),m′(t)(·) ∈ C(R). Then, we have
|F (m)− F (m′)|(t)(x) ≤ max
ξ∈R
|1− tanh2(ξ)|
[
β1|m(t)(x)−m′(t)(x)|+ β2|M(t)−M ′(t)|
]
≤ β1|m(t)(x)−m′(t)(x)|+ β2|M(t)−M ′(t)|.
By taking the sup over x ∈ R, ||F (m)(t) − F (m′)(t)||∞ ≤ (β1 + β2)||m(t) − m′(t)||∞, since
|M(t) −M ′(t)| ≤ ∫R |m(t)(x) −m′(t)(x)|µt(dx) ≤ ||m(t) −m′(t)||∞. Thus, we can conclude the
uniqueness of solution by a contraction argument when β1 +β2 < 1. Moreover, the triviality of the
dynamics is due to the symmetry around zero of the distribution µt(dx) ∼ N
(
0, σ22α2 (1− e−2α2t)
)
,
for which we have that M(t) ≡ 0 for any t, and thus that m(t)(x) ≡ m(x) is the unique solution
to the dynamics in this regime. 
While the requirement β1 + β2 < 1 ensures the uniqueness of solution to the limit dynamics of
order N , the crucial observation - working for β1 < 1 independently of β2 - which allows to adapt
the previous proof is the following
Proposition 4.7 (Contraction estimates). Let (xNj (t),mNj (t))j=1,...,N the empirical sped up pro-
cesses at a timescale of order N . Let
yj(t) := mNj (t)− tanh
(
β1(xNj (t) +mNj (t)) + β2(XN (t) +MN (t))
)
.
Then, for any β1 < 1, k > 0, j = 1, . . . , N ,
(74) NLN |yj(t)|k ≤ −CN |yj(t)|k +O(1),
for some C := C(β1, k) > 0, where O(1) is uniform in time and space and LN is given by (42).
Proof. The proof uses analogous arguments to the ones used in the mean field case for obtaining
(14). For simplicity, we use the coordinates (λj ,mj) instead of (xj ,mj). Applying the accelerated
generator in the other coordinates to the function ykj (t), and expanding to the second order in
(mj , λj), we get
NLN |yj(t)|k ≤ −2N
[
mNj (t)− tanh
(
β1λ
N
j (t) + β2ΛN (t)
)] [ ∂
∂mj
|yj(t)|k + ∂
∂λj
|yj(t)|k
]
+O(1)
= −2Nyj(t)
[
∂
∂mj
|yj(t)|k + ∂
∂λj
|yj(t)|k
]
+O(1).
The O(1) follows from the fact that both yj and the coefficients appearing in the higher order
terms of the generator are uniformly bounded by some constant C not depending on time nor
space. Indeed, the dominating remainder terms of the development are the second order terms,
which in the accelerated timescale of order N are of order 1. Computing
∂
∂mj
|yj |k+ ∂
∂λj
|yj |k=k |yj |k−1 sign(yj)
[
1−
(
β1 +
β2
N
)(
1−tanh2 (β1λNj +β2ΛN))] ,
we see that the factor β2N can be included in the terms of order O(1). Thus, using that x ·sign(x) =|x|, we have
NLN |yj(t)|k ≤ −2kN |yj(t)|k
[
1− β1
(
1− tanh2 (β1λNj (t) + β2ΛN (t)))]+O(1).
Finally, observing that the function f(λj) :=
[
1− β1
(
1− tanh2 (β1λNj + β2ΛN))] is always posi-
tive for β1 < 1 and has a unique minimum for λ∗j = − kβ1+ β2N , with k = β2
1
N
∑
k 6=j λk such that
f(λ∗j ) = 1− β1, we can conclude by choosing C(β1, k) := k(1− β1). 
Remark 6. Proposition 4.7 can be trivially generalized to any timescale of order Nmt, yielding
NmLN |ymj (t)|k ≤ −CNm|ymj (t)|k +O(Nm−1),
with ymj (t) := mNj (Nmt)− tanh
(
β1(xNj (Nmt)+mNj (Nmt))+β2(XN (Nmt)+MN (Nmt))
)
.
Corollary 4.8. Let ymj (t) be defined as in Remark 6. Then, for any T > 0, k > 0, m = 1, 2
(75) E
[
sup
t∈[0,T ]
|ymj (t)|k
]
≤ C(N,m, k),
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with C(N,m, k) N→+∞−−−−−→ 0.
Proof. Observing that the infinitesimal generator of the processes (xNj ,mNj ) at a timescale of order
Nm is NmLN , from the contraction estimates (74) generalized as in Remark 6 it follows
d
dt
E
[
|yj(t)|k
]
≤ −CNmE
[
|yj(t)|k
]
+O(Nm−1).
Integrating both sides with respect to time we then get claim for any time t ∈ [0, T ], provided
that the assertion is true for the initial datum. More precisely, the previous estimate implies
E
[
|yj(t)|k
]
≤ e−C1NmtE
[
|yj(0)|k
]
− C2N
m−1
Nm
e−C1N
mt + C2
Nm−1
Nm
= e−C1N
mtE
[
|yj(0)|k
]
− C2
N
e−C1N
mt + C2
N
.
Thus, supt≥0 E
[
|yj(t)|k
]
≤ E
[
|yj(0)|k
]
+ CN . Note that by the assumptions on the initial data we
have by a LLN that E
[
|yj(0)|k
]
N→+∞−−−−−→ 0. This works both at a timescale of order N and N2.
For getting the stronger convergence (75) we again refer to Section 4 of [4] for the diffusive case
and to the Appendix of [5] for a general proof for jump processes. We can then conclude as we
did in the proof of Proposition 3.1 for the mean field case. 
Proof of Theorem 4.5. As we repeatedly did above, we plug in the definition of the sped up dif-
fusions xNj (t) the same Brownian motion Wj(t) appearing in the definition of the limit process
x˜j(t) in (72). The weak convergence in distribution is then implied by
(76) lim
N→∞
E
[
sup
t∈[0,T ]
∣∣mNj (t)− m˜j(t)∣∣
]
= 0,
for the resulting processes, since WNj
D= Wj for j = 1, . . . , N . First, we estimate
E
[
sup
s∈[0,t]
∣∣mNj (s)−m˜j(s)∣∣
]
≤ E
[
sup
s∈[0,t]
∣∣∣mNj (s)− tanh (β1(xNj (s)+mNj (s)) + β2(XN (s)+MN (s))) ∣∣∣
]
+ E
[
sup
s∈[0,t]
∣∣∣ tanh (β1(xNj (s) +mNj (s)) + β2(XN (s) +MN (s)))
− tanh (β1(x˜j(s) + m˜j(s)) + β2M(s))
∣∣∣].
The first term in the right hand side of the above inequality is dealt with the contraction estimates
of Corollary 4.8 form = k = 1. For the other term we use the global Lipschitz continuity of tanh(·)
in the following way:
E
[
sup
s∈[0,t]
∣∣∣ tanh (β1(xNj (s)+mNj (s)) + β2(XN (s)+MN (s)))− tanh (β1(x˜j(s)+m˜j(s))+β2M(s)) ∣∣∣
]
≤ β1E
[
sup
s∈[0,t]
∣∣∣xNj (s)− x˜j(s)∣∣∣
]
+ β1E
[
sup
s∈[0,t]
∣∣∣mNj (s)− m˜j(s)∣∣∣
]
+ β2E
[
sup
s∈[0,t]
∣∣∣XN (s)∣∣∣]+ β2E[ sup
s∈[0,t]
∣∣∣MN (s)−M(s)∣∣∣].
For standard arguments of propagation of chaos for the interacting diffusions we have
E
[
sup
s∈[0,t]
∣∣∣xNj (s)− x˜j(s)∣∣∣
]
≤ C1(N), E
[
sup
s∈[0,t]
∣∣∣XN (s)∣∣∣] ≤ C2(N),
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with C1,2(N)
N→+∞−−−−−→ 0. For the term E
[
sups∈[0,t]
∣∣∣MN (s) −M(s)∣∣∣] we proceed by a coupling
as in the proofs of Theorem 4.1, to get
E
[
sup
s∈[0,t]
∣∣∣MN (s)−M(s)∣∣∣] ≤ C(N) + E[ sup
s∈[0,t]
∣∣mNj (s)− m˜j(s)∣∣
]
.
Recollecting all the estimates, we have found
(1− β1 − β2)E
[
sup
s∈[0,t]
∣∣mNj (s)− m˜j(s)∣∣
]
≤ C(N) N→+∞−−−−−→ 0.
Thanks to the hypothesis β1 + β2 < 1 we get (76). 
Remark 7. The analogous to Remark 4 holds here, implying the propagation of chaos in the
classic sense.
In words, we have found that in the subcritical regime β1 + β2 < 1 the equilibrium that the
dynamics reaches for long times of order 1 is the same as the equilibrium of the dynamics at long
times of order N . The limit dynamics is thus a process moving across the equilibria, due to the
movement of the limit diffusion x(t). In particular, define the limit order N dynamics as the pair
of processes (x(t),m(t))t≥0 satisfying
(77)

m(t) = tanh(β1(x(t) +m(t)) + β2M(t)),
dx(t) = −α2x(t) + σdW (t),
M(t) = E[m(t)],
m(0) = 0,
x(0) = 0,
for which it holds
(
m˜j(t)
)
t∈[0,T ]
D=
(
m(t)
)
t∈[0,T ]
for any j = 1, . . . , N . Then, we have the analogous
to Proposition 3.3:
Proposition 4.9. The process
(
m(t)
)
t≥0
defined in (77) is a strong solution to
(78)

dm(t) =
[
−α2β1(1−m
2(t))
(
1
β1
arctanh(m(t))−m(t)
)
1−β1(1−m2(t)) −
β21σ
2m(t)(1−m2(t))
(1−β1(1−m2(t)))3
]
dt
+ σβ1(1−m
2(t))
1−β1(1−m2(t))dW (t),
m(0) = 0.
Proof. By Proposition 4.6 it follows that M(t) ≡ 0. Thus, by Eq. (77) we have that m(t) can
be written as an explicit function of x(t). We can then perform analogous computations as in
the proof of Proposition 3.3, with the only difference that now (x(t))t≥0 is an Ornstein-Uhlenbeck
process instead of a Brownian motion. Still, m(t) must be of the form
dm(t) = a(t,m(t))dt+ b(t,m(t))dW (t)
for some functions a, b : [0,∞) × [−1, 1] → R to be determined, and W (t) is the same Brownian
motion appearing in the dynamics of x(t) as in (77). By applying Itô’s formula to the function
tanh(β1(x(t) +m(t)) we find (78). 
Remark 8. The analogous statement to Remark 2 holds: for β1 < 1, the SDE (78) is well-posed.
Indeed, note that (78) differs from (21) only by an additional drift, following by the O-U dynamics
of x(t), which is regular and tends to 0 at the borders of (−1, 1) (observe that (1−x2) arctanh(x)→
0 when x→ ±1).
Remark 9. Analogously to Remark 5 for the order 1 case, we can generalize Proposition 4.6 and
Theorem 4.5 to the case where the initial data for the diffusions are centered around X 6= 0. The
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limit order N equation becomes
(79)

m(t)(x) = tanh
(
β1(x+m(t)(x)) + β2(X +M(t))
)
,
m(0)(x) ≡ mX(x),
M(t) =
∫
Rm(t)(x)µt(dx;X),
for some X ∈ R, where mX(x) is the solution to (62), and µt(dx;X) is a normal distribution with
mean X and variance depending on time (the distribution of the Ornstein-Uhlenbeck diffusions).
Note that in this case dynamics (79) is not trivial: M(t) fluctuates around an equilibrium point
due to the time-dependent variance of the Ornstein-Uhlenbeck diffusions, where the equilibrium
point depends both on the given X and on the parameters of the diffusions σ and α2. In the long
run, M(t) → M(∞) := ∫Rm(t)(x)µ∞(dx;X), with µ∞ = N (X, σ22α2). An analogous equation
to (78) can also be written, by adding an additional drift term following by the fact that x(t) =
1
β1
arctanh(m(t))−m(t)− β2β1 (M(t) +X). Due to the term M(t) = E[m(t)] the resulting equation
is a diffusion of McKean-Vlasov type.
4.4. Dynamics at times of order N2: the subcritical case. At this timescale a refined
study of the interacting diffusions is needed to describe the limit dynamics. Denoting with t the
macroscopic time of order N2, the single xNj ’s evolve at a much faster timescale with respect to
the current value of their empirical mean XN (t), which is not anymore zero but evolves randomly
as a Brownian motion with constant diffusion coefficient σ. Thus, one can expect that in an
infinitesimal time dt of order N2 the single diffusions become asymptotically independent and
reach their equilibrium distribution given the current value of XN (t) = X. In turns, in the same
dt the magnetization’s processes are also asymptotically i.i.d. and reach an equilibrium given by
a macroscopic magnetization M , whose value can be read off from (79) in Remark 9, substituting
µt with µ∞, the ergodic measure of the Ornstein-Uhlenbeck processes. The reiteration of this
procedure for any dt describes the dynamics at the order N2. In particular, the latter does not
propagate chaos, unless we condition it with respect to XN (t).
As before, we still denote the sped up processes under the same notation, xNj (t) := xNj (N2t),
and mNj (t) := mNj (N2t), using as initial data the long-time limit at the previous timescale of order
N . For clarity we write them again:
(80)
{
dxNj (t) = −Nα2(xNj (t)−XN (t))dt+
√
NσdWNj (t),
xNj (0) = xj ∼ N
(
0, σ22α2
)
,
with XN (t) := 1N
∑N
k=1 x
N
k (t). The dynamics of the magnetizations is now given by
(81)
{
mNj 7→mNj ± 2N rate N3
1∓mNj (t)
2
(
1± tanh[β1(xNj (t)+mNj (t))+β2(XN (t)+MN (t))]) ,
mNj (0) = m(xj).
At this level, we aim to prove that the conditional distribution of the empirical macroscopic
magnetization MN (t) with respect to XN (t) converges to the conditional distribution of M(t)
given X(t) (which is actually a delta), with
(82)

m(t)(x) = tanh (β1(x+m(t)(x)) + β2(X(t) +M(t))) ,
m(0)(x) ≡ mX(0)(x),
M(t) =
∫
Rm(t)(x)µ∞(dx;X(t)),
where µ∞(dx;X(t)) = N
(
X(t), σ22α2
)
must be intended as a conditional distribution given the
current realization of X(t), whose random evolution is
(83)
{
dX(t) = σdW (t),
X(0) = 0,
with W a Brownian motion. Moreover, denoting with
(84) Qt(0, dX) =
1√
2piσ2t
e−
X2
2σ2t dX
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the transition kernel’s density at time t associated to the limit diffusion (83), we also prove the
convergence of the full law of MN (t) to the law of the process M(t) defined by
(85)

m(t)(x) = tanh (β1(x+m(t)(x)) + β2(X(t) +M(t))) ,
m(0)(x) ≡ mX(0)(x),
M(t) =
∫
Rm(t)(x)µ˜
t(dx),
with
(86) µ˜t(·) :=
∫
R
Qt(0, dX)µ∞(·;X).
Theorem 4.10 (Limit dynamics at order N2). For any T > 0, β1, β2 > 0 such that β1 + β2 < 1
and α1, α2, σ > 0
(i) For all the finite dimensional distributions of the form (t1, . . . , tk) ∈ [0, T ]k, it holds
(87) Law
(
MN (t1), . . . ,MN (tk)
)
N→+∞−−−−−→ Law
(
M(t1), . . . ,M(tk)
)
,
with M(t) the process defined by (85) and (86).
(ii) For every t ∈ [0, T ],
(88) Law
(
MN (t)
∣∣∣|XN (t)−X| ≤ εN) N→+∞−−−−−→ δM(t),
with M(t) the (deterministic) variable defined by (82) with X(t) = X, and εN
N→+∞−−−−−→ 0.
(iii) (Conditional propagation of chaos) For every t ∈ [0, T ] and every k-tuple of distinct in-
dexes j1, . . . , jk ∈ {1, . . . , N}k, we have
(89)
Law
(
mNj1(t), . . . ,m
N
jk
(t)
∣∣∣|XN (t)−X| ≤ εN) N→+∞−−−−−→ Law(m˜j1(t), . . . , m˜jk(t)) = Law(m˜j1(t))k,
where m˜ji(t) := m(t)(xji), with m(t)(x) given by (82) with X(t) = X, the xji ’s are i.i.d.
random variables distributed as x ∼ µ∞(dx;X) = N
(
X, σ
2
2α2
)
, and εN
N→+∞−−−−−→ 0.
Note that the well-posedness of the limit dynamics (82) and (85) can be proved in the same
way as we did for the order N case in Proposition 4.6, since any two solutions m(t) and n(t) share
the same X(t). Moreover, we point out that we expect property (i) to hold in the stronger sense
of weak convergence of stochastic processes, though we did not work out a proof yet. The main
ingredients for proving the convergence to the limit at this timescale are provided by Lemmas 4.11
and 4.12. The first establishes a handy distributional representation of the interacting diffusions
in terms of a combination of (fast) stationary independent Ornstein-Uhlenbeck processes plus a
(slow) independent Brownian motion and a small interaction term. Lemma 4.12 involves a sort of
Law of Large Numbers/averaging property for non-linear implicit functions of the magnetizations
and of the diffusions. In what follows we strongly rely on the Gaussianity of the interacting
processes (80). Before stating the next result, we need to introduce the following processes. Let(
ξNj (t)
)
j=1,...,N
be defined as,
(90)
{
dξNj (t) = −α2NξNj (t)dt+ σ
√
NdWj(t),
ξNj (0) ∼ N
(
0, σ22α2
)
,
with Wj ’s independent Brownian motions, and set ξN (t) := 1N
∑N
j=1 ξj(t). Moreover, let the
process
(
UN (t)
)
t≥0
be defined as
(91)
{
dUN (t) = σ2dW (t),
UN (0) ∼ N
(
0, σ22α2N
)
,
with W a Brownian motion independent of all the Wj ’s. Note that the dependence on N in UN (t)
is only through the initial datum.
Lemma 4.11. Let (xNj (t))j=1,...,N be as in (80). Then, for any T > 0, we have that
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(i) For every j = 1, . . . , N and every N ∈ N,
(92) Law
(
(xNj (t))t∈[0,T ]
)
= Law
((
ξNj (t)− ξN (t) + UN (t)
)
t∈[0,T ]
)
.
(ii) For every k-tuple of distinct indexes (j1, . . . , jk) ∈ {1, . . . , N}k and every fixed t ∈ [0, T ],
(93) Law
(
xNj1(t), . . . , x
N
jk
(t)
)
(dx) =
∫
R
Qt(0, dX)µk∞(dx;X) =: µ˜t,k(dx),
for every N ∈ N, with µk∞(dx;X) = µ∞(dx1;X)× · · · × µ∞(dxk;X).
(iii) (Conditional propagation of chaos) For every k-tuple of distinct indexes (j1, . . . , jk) ∈
{1, . . . , N}k and every fixed t ∈ [0, T ],
(94) Law
(
xNj1(t), . . . , x
N
jk
(t)
∣∣∣|XN (t)−X| ≤ εN)(dx) N→+∞−−−−−→ µk∞(dx;X),
with εN
N→+∞−−−−−→ 0.
Proof. Because of the Gaussianity of the processes (xNj (t))t≥0, (ξNj (t))t≥0 and (UN (t))t≥0 we
can check assertion (i) just by studying the covariance functions. For a fixed t ≥ 0, denote
A(t) := E[(xNj (t))2] and B(t) := E[xNj (t)xNi (t)]. Because of the exchangeability of the processes
(xNj (·))j=1,...,N we have that A and B do not depend on j nor i. Applying Itô’s formula to
f(xNj (t)) = (xNj (t))2 and to f(xNj (t), xNi (t)) = xNj (t)xNi (t), and then taking the expectation, we
obtain a system of two ODEs for A(t) and B(t), whose solution is given by
(95) A(t) = σ
2(1 + 2α2t)
2α2
, B(t) = σ2t.
Now, fix any s, t ≥ 0 with t > s. DenoteAN (s, t) := E[xNj (s)xNj (t)] andBN (s, t) := E[xNj (s)xNi (t)].
Clearly, we have AN (s, s) = A(s) and BN (s, s) = B(s). The evolution in t of the above quantities
can be obtained by applying Itô’s formula to xNj (s)xNj (t) and xNj (s)xNi (t) on the time interval
[s, t]. As above, we obtain a system of two ODEs in t ∈ [s,+∞), with initial data provided by
(95), whose solution is
(96)
AN (s, t) =
σ2
2α2N
[
1− e−α2N(t−s)
]
+ σ
2
2α2
e−α2N(t−s)+σ2s, BN (s, t) = AN (s, t)− σ
2
2α2
e−α2N(t−s).
Now, denote Yj(t) := ξNj (t)− ξN (t) + UN (t). For any t ≥ 0 we have
E[Y 2j (t)]=
(
1 + 1
N
)
E[(ξNj (t))2]+E[U2N (t)]−
2
N
E[(ξNj (t))2], E[Yi(t)Yj(t)]=E[Y 2j (t)]−E[(ξNj (t))2].
For any t > s we get
E[Yj(s)Yj(t)] =
(
1− 2
N
)
E[ξNj (s)ξNj (t)] +
1
N
E[ξNj (s)ξNj (t)] + E[UN (t)UN (s)],
and
E[Yj(s)Yi(t)] = E[Yj(s)Yj(t)]− E[ξNj (s)ξNj (t)].
Note that for the stationary Ornstein-Uhlenbeck processes ξNj (t) we have, for any t ≥ 0 and t > s
respectively
E[(ξNj (t))2] =
σ2
2α2
, E[(ξNj (t)ξNj (s)] =
σ2
2α2
e−α2N(t−s).
Moreover, by the independence between the ξNj (t)’s, for any t ≥ 0 and t > s respectively,
E[(ξN (t))2] =
1
N
E[(ξNj (t))2] =
1
N
σ2
2α2
, E[ξN (t)ξN (s)] =
1
N
σ2
2α2
e−α2N(t−s).
For UN we get,
E[U2N (t)] = σ2t+
σ2
2α2N
, E[UN (t)UN (s)] = σ2t+
σ2
2α2N
.
One can extend the above computations to any t, s ≥ 0: it suffices to take the minimum between
s and t in the above formulae, and multiply by sign(t − s) in the exponentials. Denoting with
cN (s, t) and dN (s, t) the covariance functions of (xNj (t))t∈[0,T ] and (Yj(t))t∈[0,T ] (i.e. the process
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on the right hand side of (92)), the above computations on Yj and the expressions (95) and (96)
show that, for any T > 0, cN (s, t) = dN (s, t), so that (i) is proved. For the proof of (ii), recall that
Law
(
xNj (t)
)
= N
(
0, σ22α2 (1 + 2α2t)
)
. On the other hand, note that, integrating in dX, recalling
(84), (86) and µ∞(dx;X) = N
(
X, σ
2
2α2
)
,
µ˜t(dx) =
∫
R
Qt(0, dX)µ∞(dx;X) =
∫
R
1√
2piσ2t
e−
X2
2σ2t
1√
piσ2
α2
e
− (x−X)2
σ2/α2 dX
 dx
= 1√
piσ2
α2
√
1 + 2α2t
e
− α2x2
σ2(1+2α2t) dx = N
(
0, σ
2
2α2
(1 + 2α2t)
)
(dx),
that is
(97) Law
(
xNj (t)
)
= µ˜t,
for every N ∈ N, with µ˜t as in (86). We now check the validity of (ii) for bidimensional vectors
(xNi (t), xNj (t)), as the assertion then follows by the Gaussianity of the processes in play. By the
computations developed for the proof of (i), we know that (xNi (t), xNj (t)) is normally distributed,
with E[xNi (t)] = E[xNj (t)] = 0, Var(xNi (t)) = A(t) =
σ2(1+2α2t)
2α2 , and Cov(x
N
i (t), xNj (t)) = B(t) =
σ2t. Then, we just need to check that µ˜t,2(dx), as defined in (ii), has the same moments. Let
(X1, X2) ∼ µ˜t,2. As one can check (e.g. via Mathematica):
E[X1X2] =
∫
R3
x1x2
1√
2piσ2t
e−
X2
2σ2t
 1√
piσ2
α2
2 e− (x1−X)2σ2/α2 e− (x2−X)2σ2/α2 dXdx1dx2 = σ2t,
while the other moments were already verified.
For the proof of (iii), we note that for fixed j ∈ {1, . . . , N} and any T > 0 with t ∈ [0, T ],
Law
(
xNj (t)
∣∣|XN (t)−X| ≤ εN) = Law(ξNj (t)− ξN (t) + UN (t)
∣∣∣∣∣∣∣∣UN (t)−X∣∣∣ ≤ εN
)
,
since XN (t) D= UN (t). By noting that E
[
ξNj (t)− ξN (t) +UN (t)
∣∣UN (t)] = UN (t), and Var(ξNj (t)−
ξN (t) + UN (t)
∣∣UN (t)) = (1− 1N ) σ22α2 , we find that
lim
N→∞
Law
(
xNj (t)
∣∣|XN (t)−X| ≤ εN) = lim
N→∞
N
(
X,
(
1− 1
N
)
σ2
2α2
)
= µ∞(·;X).
Furthermore, computing
Cov
(
ξNi (t)−ξN (t)+UN (t), ξNj (t)−ξ
N
j (t)+UN (t)
∣∣∣ξN)=− 2N E[(ξNi (t))2] + E[ξ2N (t)] = − 1N σ22α2 ,
which tends to 0 when N → +∞, we can deduce the conditional law of bidimensional vectors
(xNi (t), xNj (t)), so that (iii) is verified. 
Lemma 4.12 (Averaging property). Under the notation above, let f : R3 × [−1, 1] → [−1, 1] be
globally Lipschitz continuous in each variable. Let L be the Lipschitz constant with respect to its
fourth argument, i.e., for any M,M ′ ∈ [−1, 1],
|f(x1, x2, x3,M)− f(x1, x2, x3,M ′)| ≤ L|M −M ′|,
for every (x1, x2, x3) ∈ R3, and suppose L < 1. Let µ(du) = N
(
0, σ22α2
)
(du). Then, for any
T > 0 we have that
(i) For every N ∈ N and t ∈ [0, T ], the equation
(98) MN (t) =
1
N
N∑
j=1
f(ξNj (t), ξN (t), UN (t),MN (t))
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has a unique solution almost surely.
(ii) Let
(
B(t)
)
t≥0
a Brownian motion. For every finite k-tuple of times (t1, . . . , tk) ∈ [0, T ]k,
(99) Law
(
MN (t1), . . . ,MN (tk)
)
N→+∞−−−−−→ Law
(
M(t1), . . . ,M(tk)
)
,
where the process
(
M(t)
)
t≥0
is defined by
(100) M(t) :=
∫
R
f(u, 0, σ2B(t),M(t))µ(du).
(iii) For every fixed t ∈ [0, T ],
(101) Law
(
MN (t)
∣∣∣|UN (t)− z| ≤ εN) N→+∞−−−−−→ δM(t),
and εN
N→+∞−−−−−→ 0, with
(102) M(t) :=
∫
R
f(u, 0, z,M(t))µ(du).
Proof. The map m 7→ 1N
∑N
j=1 f(ξNj (t), ξN (t), UN (t),m) is L-Lipschitz continuous with L < 1.
Thus, (i) follows by a contraction argument (e.g. Banach-Caccioppoli Theorem).
For the proof of (ii) we make some preliminary remarks. First, note that by definition of ξN (t),
we have {
dξN (t) = −α2NξN (t)dt+ σdWN (t),
ξN (0) ∼ N
(
0, σ22α2N
)
,
with WN (t) := 1√
N
∑N
j=1Wj(t), with the Wj ’s appearing in dynamics (90). The solution of the
above equation is
ξN (t) = ξN (0)e−α2Nt + σ
∫ t
0
e−α2N(t−s)dWN (s),
which implies, for any T > 0,
(103) E
[
sup
t∈[0,T ]
|ξN (t)|
]
N→+∞−−−−−→ 0.
Moreover, recalling Eq. (91) for
(
UN (t)
)
t≥0
and the definition of
(
MN (t)
)
t≥0
(98), we have the
almost sure equality between the processes
(
MN (t)
)
t≥0
and
(
M∗N (t)
)
t≥0
, the latter being defined
by
M∗N (t) =
1
N
N∑
j=1
f
(
ξNj (t), ξN (t), σ2W (t) + UN (0),M∗N (t)
)
.
Let
(
MˆN (t)
)
t≥0
be the process defined by
(104) MˆN (t) =
1
N
N∑
j=1
f
(
ξNj (t), 0, σ2W (t), MˆN (t)
)
.
In light of (103), the trivial convergence E
[
supt∈[0,T ] |UN (t)− σ2W (t)|
]
N→+∞−−−−−→ 0 and the Lips-
chitz assumptions on f , we obtain
(105) E
[
sup
t∈[0,T ]
|MN (t)− MˆN (t)|
]
N→+∞−−−−−→ 0.
In particular
(
MN (t)
)
t∈[0,T ]
and
(
MˆN (t)
)
t∈[0,T ]
share the same limit in distribution, provided it
exists.
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Now we fix a t ∈ [0, T ] and prove (ii) for all the one-dimensional distributions. Let MˆN (t)(z)
be the unique solution to
MˆN (t)(z) =
1
N
N∑
j=1
f(ξNj (t), 0, z, MˆN (t)(z)),
and M(t)(z)
M(t)(z) =
∫
R
f(u, 0, z,M(t)(z))µ(du).
If we show that, for every z ∈ R,
(106) MˆN (t)(z)
N→+∞−−−−−→M(t)(z),
almost surely, then we have MˆN (t) = MˆN (t)(σ2W (t))
N→+∞−−−−−→ M(t)(σ2W (t)) = M(t) almost
surely, and thus the one-dimensional version of (ii) follows by (105). For the proof of (106), we
omit for the moment the arguments 0 and z, and rewrite
MˆN (t) =
1
N
N∑
j=1
f(ξNj (t), MˆN (t)) =
∫
R
f(u, MˆN (t))µN (t)(du),
where µN (t) := 1N
∑N
j=1 δξNj (t) is the empirical measure of the ξ
N
j (t)’s. We now set F : [−1, 1] ×
M1(R)→ R to be given by F (m,µ) :=
∫
R f(u,m)µ(du), endowingM1(R) with the BL (bounded-
Lipschitz) metric
||µ− ν||BL = sup
{∣∣∣∣∣
∫
R
gdµ−
∫
R
gdν
∣∣∣∣∣ : ||g||∞ ≤ 1, g 1− Lip.
}
.
Note that m 7→ F (m,µ) is L-Lipschitz, so that there exists a unique m(µ) such that m(µ) =
F (m(µ), µ). Moreover, we have
|m(µ)−m(ν)| =
∣∣∣∣∣
∫
R
f(u,m(µ))µ(du)−
∫
R
f(u,m(ν))ν(du)
∣∣∣∣∣
≤
∫
R
∣∣∣f(u,m(µ))− f(u,m(ν))∣∣∣µ(du) + ∣∣∣∣∣
∫
R
f(u,m(ν))µ(du)−
∫
R
f(u,m(ν))ν(du)
∣∣∣∣∣
≤ L|m(µ)−m(ν)|+ ||µ− ν||BL,
so that |m(µ)−m(ν)| ≤ ||µ−ν||BL1−L . In particular, m(µ) is continuous in µ. Finally, since MˆN (t) =
m(µN (t)) and by a LLN µN (t) → µ = N
(
0, σ22α2
)
almost surely, we have that, restoring the
dependence on z in the previous expression,
MˆN (t)(z)→ m(t)(µ) =
∫
R
f(u, 0, z,m(t)(µ))µ(du) = M(t)(z),
so that (106) is proved. Recall that, for any t, the above implies
(107) MˆN (t)(σ2W (t))
N→+∞−−−−−→M(t)(σ2W (t))
almost surely. The same conclusion for the finite dimensional distributions follows by the conti-
nuity of the processes with respect to time. Assertion (iii) follows directly by (ii). It is indeed
the corresponding conditional statement of the one-dimensional version of (ii) noting, as we did
above, that UN (t)
D= σ2W (t) + UN (0) for every N , with UN (0)→ 0 for N → +∞, and
E[ξNj (t)|UN (t)] = E[ξNj (t)] = 0, Var(ξNj (t)|UN (t)) = Var(ξNj (t)) =
σ2
2α2
.
The limit distribution is a delta inM(t) sinceM(t) =
∫
R f(u, 0, z,M(t))µ(du) is deterministic. 
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Proof of Theorem 4.10. Consider the set of N processes (m˜Nj (t), M˜N (t))j=1,...,N , coupled with
(mNj (t),MN (t))j=1,...,N , defined by
(108)

m˜Nj (t) = tanh
(
β1(xNj (t) + m˜Nj (t)) + β2(XN (t) + M˜N (t))
)
,
m˜Nj (0) = mNj (0),
M˜N (t) = 1N
∑N
j=1 tanh
(
β1(xNj (t) + m˜Nj (t)) + β2(XN (t) + M˜N (t))
)
.
By the contraction estimates (75) for k = 1,m = 2, we know that both mNj (t) − m˜Nj (t) and
MN (t)− M˜N (t)→ 0 in strong norm, for N → +∞. Indeed, (75) can be trivially adapted to show
that MN (t) collapses onto the empirical mean of the processes laying on the invariant curve. It is
then sufficient to study the convergence in distribution of
(
M˜N (t)
)
t∈[0,T ]
. We first observe that,
by (i) of Lemma 4.11, for every N ∈ N, it holds (m˜Nj (t), M˜N (t))t∈[0,T ] D= (mˆNj (t), MˆN (t))t∈[0,T ],
with (mˆNj (t), MˆN (t))j=1,...,N given by
(109)

mˆNj (t) = tanh
(
β1
(
ξNj (t)− ξN (t) + UN (t) + mˆNj (t)
)
+ β2
(
UN (t) + MˆN (t)
))
,
mˆNj (0) = mNj (0),
MˆN (t) = 1N
∑N
j=1 tanh
(
β1
(
ξNj (t)− ξN (t)+ UN (t) + mˆNj (t)
)
+ β2
(
UN (t)+MˆN (t)
))
,
with ξNj (t) and UN (t) given by (90) and (91) respectively. Now, we note that the function
ϕ(ξ, ξ, U,M) := tanh
(
β1
(
ξ − ξ + U + ϕ(ξ, ξ, U,M))+ β2(U +M))
satisfies the Lipschitz properties of Lemma 4.12 for any choice of β1, β2 > 0 such that β1 +β2 < 1.
Indeed, the Lipschitz continuity in the first three variables follows from the regularity of tanh(·).
For the last argument of ϕ, for any M,M ′ ∈ [−1, 1], we estimate∣∣∣ϕ(ξ, ξ, U,M)− ϕ(ξ, ξ, U,M ′)∣∣∣ ≤ β1∣∣∣ϕ(ξ, ξ, U,M)− ϕ(ξ, ξ, U,M ′)∣∣∣+ β2|M −M ′|,
so that
∣∣∣ϕ(ξ, ξ, U,M)− ϕ(ξ, ξ, U,M ′)∣∣∣ ≤ β21−β1 |M −M ′|. Thus, ϕ is L-Lipschitz continuous in M
with L := β21−β1 < 1 if and only if β1 + β2 < 1. We can then apply (ii) of Lemma 4.12 to Mˆ
N (t),
to get, for all the finite dimensional distributions (t1, . . . , tk) ∈ [0, T ]k,
Law
(
MˆN (t1), . . . , MˆN (tk)
)
N→+∞−−−−−→ Law
(
M∗(t1), . . . ,M∗(tk)
)
,
where
M∗(t) :=
∫
R
ϕ(u, 0, σ2W (t),M∗(t))µ(du),
with µ = N
(
0, σ22α2
)
. Assertion (i) is then implied by
(110) Law
((
M∗(t)
)
t∈[0,T ]
)
= Law
((
M(t)
)
t∈[0,T ]
)
,
with M(t) as in (85). We start by proving (110) for all the one-dimensional time distributions.
For the purpose, we note that, for t ∈ [0, T ], σ2W (t) D= X(t) ∼ N (0, σ2t), with X(t) the limit in
distribution of XN (t). Substituting in M∗(t), we have the equality in distribution
M∗(t) =
∫
R
tanh
(
β1(u+X(t) + ϕ(u, 0, X(t),M∗(t))) + β2(X(t) +M∗(t))
)
µ(du).
Finally, with the change of variable x := u + X(t), noting that, by the computations in Lemma
4.11, the random variable x(t) := ξ + σ2W (t) D= ξ + X(t), with ξ ∼ N
(
0, σ22α2
)
, is such that
Law(x(t))(dx) = µ˜t(dx), the relation (110) is proved for the one-dimensional time marginal dis-
tributions. The analogous conclusion is immediately obtained for all the finite dimensional dis-
tributions, by using properties (i) and (ii) of Lemma 4.11, which hold for any N and thus also
for the limit. The equality in law for the whole process follows, since both
(
M∗(t)
)
t∈[0,T ] and(
M(t)
)
t∈[0,T ] are functions of the same Gaussian process
(
X(t)
)
t∈[0,T ].
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(a) (t,MN (t)) (b) (t,XN (t))
Figure 4. Simulation of the finite particle system subcritical dynamics at a
timescale of order N2, for N = 200, β1 = β2 = 0.3, α1 = α2 = σ = 1, T = 107.
Assertion (ii) is a consequence of property (iii) of Lemma 4.12 and of a change of coordinates
as above. In details, we know that, with the above notation
Law
(
M˜N (t)
∣∣∣|XN (t)−X| ≤ εN) = Law(MˆN (t)∣∣∣|UN (t)−X| ≤ εN),
for some εN
N→+∞−−−−−→ 0. By property (iii) of Lemma 4.12 and for the above couplings, this implies
Law
(
MN (t)
∣∣∣|XN (t)−X| ≤ εN)→ δM(t),
where
M(t) =
∫
R
ϕ(u,X,M(t))µ(du).
With the change of coordinates x = u+X we get (88).
For the proof of (iii), consider a single process mˆNj (t), as given in (109), for a fixed t ∈ [0, T ].
Combining assertion (iii) of Lemma 4.11 with (ii) of this theorem, it follows directly
Law
(
m˜Nj (t)
∣∣∣|XN (t)−X(t)| ≤ εN)→ Law(m˜j(t)).
The asymptotic independence among the magnetizations, i.e. (iii), follows by noting that the
mNj ’s (resp. m˜Nj ) are functions of xNj , XN , and MN (resp. M˜N ). When we condition with respect
to XN (t), we have that the xNj (t)’s are asymptotically independent by (iii) of Lemma 4.11, and
MN (t) tends to a deterministic value by (ii). Thus the dependence among the magnetizations is
deleted in the limit. 
Remark 10 (Long-time behavior). In this timescale the long-time behavior cannot be determined,
as the process (X(t))t≥0 does not admit an invariant measure on the whole space. However, it is
clear that for big positive values of X(t) the second-level magnetization M(t) will be close to +1,
while for big negative values it will be close to −1, as it is shown in Fig. 4.
4.5. Renormalization theory: the subcritical case. The results of the previous section are
expected to be generalizable to the k-th hierarchical level for any k > 0 finite. In this section
we state what we think should be the corresponding assertion, in form of a conjecture, as we
did not work out a proof yet. The goal is to define inductively a renormalization map ϕd, with
d = 1, . . . , k, which allows one to describe the limit dynamics for the aggregated magnetizations
at each timescale Ndt in terms of the corresponding aggregated diffusions.
In this case, the model is defined on the set V := {1, . . . , N}k. Any of the Nk individuals in the
population is identified by a k-tuple i = (i1, i2, . . . , ik). For any two individuals i, j ∈ V , define
the hierarchical distance as
(111) d(i, j) := min
{
d
∣∣ 0 ≤ d ≤ k − 1, (id+1, . . . , ik) = (jd+1, . . . , jk)} .
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If in (111) (id+1, . . . , ik) 6= (jd+1, . . . , jk) for any 0 ≤ d ≤ k − 1, then we set d(i, j) := k. The
interaction among individuals (i, j) at distance d(i, j) = d now scales as
(112) Jij =
βd
Nd
, J ′ij =
αd
N2d−1
.
For d = 1, 2, . . . , k − 1 and i ∈ V , set
id := (id+1, . . . , ik) ∈ {1, 2, . . . , N}k−d , ik := ∅.
Denote the Nk−d d-th level magnetizations, for any d < k, and the k-th level magnetization as
mNid(t) :=
1
Nd
∑
j∈V :jd=id
µj(t), mNik(t) :=
1
Nk
∑
j∈V
µj(t).
Moreover, denote for any d < k the limit d-th level diffusion,
(113)
{
dX(d)(t) = −αd+1X(d)(t)dt+ σdW (d)(t),
X(d)(0) = 0,
and the limit k-th level diffusion
(114)
{
dX(k)(t) = σdW (t),
X(k)(0) = 0.
Let Q(d)t (0, dX) and Q
(k)
t (0, dX) be the transition kernels of the diffusions (113) and (114) respec-
tively, and ν(d)y the stationary distribution of
(115)
{
dz(t) = −αd+1(z(t)− y)dt+ σdB(t),
z(0) = 0,
where B(t) is a Brownian motion. Note that, in the notation of the previous section ν(1)y (·) =
µ∞(·; y). Then, we have
Conjecture 4.1. Assume β1 + · · ·+ βk < 1 and that xj(0) ∼ N (0, 1) i.i.d. for any j ∈ V . Then,
for any id, d ∈ {1, 2, . . . , k} and T > 0,
(116) (mNid(Ndt))t∈[0,T ] → (m(d)(t))t∈[0,T ]
in the sense of weak convergence of stochastic processes, where
(117) m(d)(t) = ϕd(X(d)(t), 0),
with X(d) the solution to (113) (resp. (114)) for d < k (resp. d = k). The function ϕd = ϕd(x, y),
for d = 2, . . . , k, is the unique solution to
(118) ϕd =
∫
R
ϕd−1(z, βd(ϕd + x) + y)µ˜t,d(dz),
with, for d = 2, . . . , k,
(119) µ˜t,d :=
∫
R
Q
(d)
t (0, dx)ν(d−1)x ,
and ϕ1(x, y) is the unique solution to ϕ1 = tanh(β1(ϕ1 + x) + y).
We conclude the section justifying the k-th level subcritical regime condition
(120) β1 + · · ·+ βk < 1
in the above conjecture, which is in accordance with the first two hierarchical levels of the previous
sections. Let Ld−1 be the Lipschitz constant of ϕd−1 in its second variable, with Ld−1 < 1. At
the d-th hierarchical level, Eq. (118) has a unique solution, provided that the right hand side is a
contraction in terms of ϕd. This is true if
(121) Ld−1βd < 1.
On the other hand, computing the d-th level Lipschitz constant Ld we find, for y, y′ ∈ R,
|ϕd(x, y)− ϕd(x, y′)| ≤ Ld−1(1 + βdLd)|y − y′|,
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and thus
(122) Ld =
Ld−1
1− Ld−1βd .
Using (122), the subcriticality condition (120) implies inductively the validity of (121) for d =
1, . . . , k, starting from L0 = 1.
4.6. The limit case: [β1 = β2 →∞]. In this section we develop heuristics for dealing with the
limit case of null temperatures. For convenience, here we use the notation
(123)
µ0(dx) := N (0, ρ2), µt0(dx) := N (0, ρ2(t)),
µX(dx) := N (X, ρ2), µ∞X (dx) := µ∞(dx;X) = N
(
X,
σ2
2α2
)
,
for the normal distributions we consider, where ρ2 and ρ2(t) depend on the diffusion parameters
σ and α2. We analyze the limit dynamics at any timescale, formally replacing β1 = β2 = ∞ in
the equations. Substituting tanh(β1z+ β2w) with sign(z+w), the main focus of the section is on
the study of the deterministic dynamics
(124)

m˙(t)(x) = 2sign(x+m(t)(x) +X +M(t))− 2m(t)(x),
m(0)(x) = m0(x),
M(t) =
∫
Rm(t)(x)ν(dx),
and of its equilibria, where X has to be intended as a fixed value of the second level diffusion,
and the measure ν(dx) is a normal distribution. Equation (124) describes the zero-temperature
dynamics at a timescale of order 1, possibly with initial data at larger timescales, realized by
choosing an initial value of the second level diffusion X 6= 0, which is kept fixed for the whole
evolution. The spirit of our approach is the following:
• we identify all the equilibria reached at an order 1 timescale, showing that they are pro-
vided by staircase functions
mx0(x) :=
{
+1, ∀x > x0,
−1, ∀x < x0,
where the discontinuity point x0 ∈ R belongs to a certain interval which we refer to as
fixed points region. In particular, we show that the fixed points region depends on the
current value of the macroscopic quantity X and on the diffusion parameters σ and α2
(Propositions 4.13, 4.16);
• we deduce the local stability of the above configurations (Proposition 4.14);
• we update the macroscopic time (either with an infinitesimal change at order N or N2),
and evolve X to a new value X;
• we quantify the corresponding adaptation of the staircase profiles to the change in the
environment, distinguishing between the order N dynamics (Section 4.6.2), where the
first level diffusions xj ’s already evolve non-trivially, and the order N2 dynamics (Section
4.6.3), where the first level diffusions have reached a stationary equilibrium with the
environment;
• in case the previous step brings the magnetization profile to a non-equilibrium configura-
tion, we quantify the way it approaches again the fixed points region (Propositions 4.15,
4.17);
• the reiteration of the above steps allows for a heuristic description of the order N2 dy-
namics;
• we show simulations of the finite particle system at any timescale, confirming the above
facts and highlighting the remaining open problems.
In particular, we observe the following phenomenon: the N2 dynamics undergoes a phase tran-
sition, depending on the diffusion parameters σ and α2. Specifically, for big values of σ
2
2α2 , the
pair (XN (t),MN (t)) approximately evolves as a regular two-dimensional diffusion inside the fixed
points region. When σ22α2 is small instead, (X
N (t),MN (t)) still evolves inside the fixed points
region, but behaves as a two-dimensional diffusion with jumps (see Fig. 10). The motivation for
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this is a loss of stability, not yet fully understood, of certain areas of the fixed points region which
happens already at an order N timescale.
4.6.1. Order 1 dynamics. When β1 = β2 →∞, we have that the dynamics at order 1 is given by
(125)
{
m˙ = 2sign(2m)− 2m,
m(0) = 2p− 1,
which, when t → ∞ reaches the equilibrium point m = sign(2m) = sign(m). Clearly, Eq. (125)
has the same behavior as the low temperature limit of the Curie–Weiss model. It is easy to see
that the solution m = 0 is unstable and the two polarized solutions m = ±1 are stable, where the
one getting picked asymptotically is determined by the initial sign of m(0). We denote the three
equilibria of (125) by m0,m±. We now let the dynamics evolve until a time of order N , when the
dynamics of the diffusions is not trivial anymore. Let this time be our new initial time, and let
the system evolve again at times of order 1. The mean field equations are now
(126)

m˙(t)(x) = 2sign(x+m(t)(x) +M(t))− 2m(t)(x),
m(0)(x) = m0(x),
M(t) =
∫
Rm(t)(x)µ0(dx),
with µ0 as in the first line of (123), for some ρ > 0 which depends on the previous evolution of
the diffusions and m0(x) is close (but not necessarily equal) to the function constantly equal to
one of the three equilibria m0,m±. The study of the asymptotic profile of Eq. (126) helps us in
understanding what the dynamics at longer timescales will be. Indeed, as we already stressed, the
further timescales dynamics are expected to be described by motions across the different equilibria
profiles of order 1, triggered by the dynamics of the diffusions.
For studying the asymptotic profiles of the magnetization m(t)(x) we make an ansatz on their
shape, motivated by the following preliminary remark
Remark 11. Any asymptotic equilibrium m∗(x) of Eq. (126) is such that
m∗(x) :=
{
+1, ∀x > 2,
−1, ∀x < −2.
Indeed, for any t > 0, we have −2 ≤ m(t)(x) + M(t) ≤ 2, and thus for x > 2, m˙(t)(x) > 0 and,
symmetrically, for x < −2, m˙(t)(x) < 0.
Even though a full proof of the validity of the below ansatz is not established, as we expect it
to hold we state it as a
Proposition 4.13 (Shape of the equilibria). Every equilibrium of Eq. (126) is a staircase function
mx0(x) of the form
(127) mx0(x) :=
{
+1, ∀x > x0,
−1, ∀x < x0,
for some x0 ∈ R satisfying
(128) − 2µ0(x0,+∞) ≤ x0 ≤ 2µ0(−∞, x0).
Proof. We restrict ourselves to prove one direction of the ansatz, which is easy. Indeed, a profile
mx0(x) is an equilibrium for the dynamics (126) if
(129) mx0(x) = sign(x+mx0(x) +M),
with
(130) M =
∫
R
mx0(x)µ0(dx) = −µ0(−∞, x0) + µ0(x0,∞) = 1− 2µ0(−∞, x0).
For (129) to be satisfied it must be, when x < x0, x−1+M < 0, while, for x > x0, x+1+M > 0.
Using (130), the inequalities become
x− 1 + 1− 2µ0(−∞, x0) = x− 2µ0(−∞, x0) < 0,
for x < x0, and
x+ 1 + 1− 2µ0(−∞, x0) = x+ 2µ0(x0,+∞) > 0,
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where in the second equality we have used 1− 2µ0(−∞, x0) = −1 + 2µ0(x0,+∞). Because of the
monotonicity of the above conditions with respect to x, they can be equivalently stated respectively
as
x0 − 2µ0(−∞, x0) ≤ 0, x0 + 2µ0(x0,+∞) ≥ 0.
Finally, observe that, when x0 ≥ 0, the second inequality is trivially true and thus the inequality
on the right in (128) is the equilibrium condition for this case, while for x0 ≤ 0 the first is the trivial
one, so that we obtain the left inequality in (128) as a necessary condition for the equilibrium. 
Remark 12. Note that in (128), both at a timescale of order 1 and N , µ0 is a normal distribution
centered in 0 with variance ρ2 (possibly depending on the (macroscopic) time and on the diffusion
parameters σ and α2). Condition (128) restricts to
−2 ≤ x0 ≤ 2, −1 ≤ x0 ≤ 1,
respectively when ρ→ 0 and ρ→∞. Moreover, the fixed points interval is monotonically decreas-
ing with ρ, since µ0(−∞, x0) is so.
As an example of convergence to the equilibrium, let us fix a constant initial datumm(0)(x) ≡ m
(with 0 < m < 12 ) for (126) and reason heuristically by small variations of time. Since at the
initial timeM(0) = m, for every x > −2m one has that ddtm(t)(x)
∣∣∣
t=0
> 0, and symmetrically, for
every x < −2m, we have ddtm(t)(x)
∣∣∣
t=0
< 0. One can expect that these considerations should keep
being true for any t > 0 as the quantities inside the sign function increase/decrease monotonically
with time (this is not precise because of the termM(t) inside the sign). The same argument works
for − 12 < m < 0, and for the symmetric case m = 0. The limit configuration, denoted by m∗(x),
is thus given by
(131) m∗(x) :=

−1, for x < −2m,
0, for x = −2m,
+1, for x > −2m.
By integrating (131) over the diffusion’s distribution we obtain the asymptotic value of M ,
(132) M =
∫ 2m
−2m
µ0(dx).
Depending on the variance parameter of the distribution µ0, the resulting asymptotic value of M
can either be greater or smaller than the initial one (or equal to in the symmetric case m = 0).
The bigger the variance of µ0, the more M would tend to be depolarized in this limit.
Proposition 4.13 asserts that there exists a whole region of fixed points for Eq. (126). Con-
cerning the stability properties of these equilibria, we have that
Proposition 4.14 (Stability of the equilibria). The equilibrium mx0(x) is locally stable for the
dynamics (126) if inequality (128) holds.
Proof. The proof is non-rigorous. Fix e.g. x0 > 0. Choose as initial condition for (126) m0(x) =
m˜(x), the perturbation of mx0(x) in a point x˜ > x0, given by
m˜(x) :=
{
m˜(x) = mx0(x), ∀x 6= x˜
m˜(x˜) = mx0(x˜)− ε.
Then we have that, heuristically, ddtm(t)(x˜)
∣∣∣
t=0
= ε > 0. Analogously, if x˜ < x0 we consider m˜(x),
defined as
m˜(x) :=
{
m˜(x) = mx0(x), ∀x 6= x˜
m˜(x˜) = mx0(x˜) + ε,
so that ddtm(t)(x˜)
∣∣∣
t=0
= −ε < 0. 
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(a) Initial configura-
tion at order 1
(b) Final configuration
at order 1
Figure 5. Simulation of the finite particle system’s dynamics at a timescale of
order 1, for N = 1000, β1 = β2 =∞, α1 = α2 = 1, σ = 3. We start the dynamics
with a staircase function (the red line) outside the fixed points region’s band
(purple and green lines). We take xj(0) ∼ N
(
0, σ22α2
)
.
To sum up, as we saw above, when we start the dynamics with a constant initial datum
m0(x) ≡ m we soon get attracted (at times of order 1) to a staircase equilibrium mx0(x) for some
x0 ∈ R. The next proposition, for which we do not have a proof (but is motivated by Proposition
4.14 and supported by numerics), describes what happens at a timescale of order 1 when we start
the dynamics (126) with a staircase initial datum m0(x) = mx0(x) with x0 not belonging to the
fixed points region given by (128).
Proposition 4.15 (Stable attractors of the dynamics). Let m(t)(x) be the solution to Eq. (126)
with initial datum m0(x) = mx0(x), with x0 > 0 (resp. x0 < 0) such that x0 > 2µ0(−∞, x0) (resp.
x0 < −2µ0(x0,+∞)). Then, we have
lim
t→∞m(t)(x) = m
x0(x),
with x0 = 2µ0(−∞, x0) (resp. x0 = −2µ0(x0,+∞)).
Proposition 4.15 turns out to be very useful in describing the dynamics at order N and N2 by
infinitesimal (of order 1) variations of time. Indeed, the presence of a non-zero X(t) can move
the magnetization profile to be outside of the fixed points region. The above proposition thus
quantifies how the dynamics gets attracted again towards the fixed points region, at least for
times of order 1. Unfortunately we were not able to prove this result, which can be motivated
heuristically by saying that the out-of-equilibrium dynamics approaches the nearest possible stable
equilibrium. An illustration of this phenomenon is given in Fig. 5.
4.6.2. Order N dynamics. In the timescale of order N the only additional dynamics which takes
place is due to the fact that µt0(dx) now depends on time (it is a normal distribution centered
around 0, with variance depending on the macroscopic timescale t and proportional to σ22α2 ),
because of the dynamics of the Ornstein-Uhlenbeck diffusions. In this scale we thus expect to see
the same staircase equilibrium previously reached, with some movement of the points close to x0
(caused by the motion of the diffusions at order N) in between the region of fixed points described
in Proposition 4.13. At the finite particle system level indeed, the motion of the diffusions at
order N should produce a coexistence of phases around x0, with some magnetizations being +1
and others −1. An illustration of this is shown in Fig. 6, the analogous to Fig. 5 at order N . The
bigger the diffusive coefficient σ (for a fixed α2), the wider the range of the diffusions and the area
with coexistence of phases are: in Fig. 6 the coexistence area fills all the fixed points region. The
deterministic limit dynamics becomes
(133)

m(t)(x) = sign(x+m(t)(x) +M(t)),
m(0)(x) = mx0(x),
M(t) =
∫
Rm(t)(x)µ
t
0(dx).
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(a) Initial configura-
tion at order N
(b) Final configuration
at order N
Figure 6. Simulation of the finite particle system’s dynamics at a timescale of
order N , for N = 1000, β1 = β2 = ∞, α1 = α2 = 1, and σ = 5. As above, we
take xj(0) ∼ N
(
0, σ22α2
)
.
(a) (t,MN (t))
Figure 7. The path of the empirical 2-level magnetization for the same simula-
tion of Fig. 6.
At this timescale the diffusion parameters play an important role. For σ22α2 big, simulations suggest
the presence of a very mild interaction among the magnetizations: see Fig. 7, where we plot the
path of the second level empirical magnetization relative to the same simulation of Fig. 6. We
see that, after starting from a rather polarized value, after a short time MN (t) becomes very
small and from that time on it just wanders around 0, so that the single magnetization’s processes
are subject to a very low interaction among themselves, which could eventually tend to zero for
N → +∞; in fact, the interaction among the diffusions is also tending to 0. In other words, the
presence of a big σ > 0 (for a fixed α2 > 0) might render the particles asymptotically independent
with M ≡ 0. Assuming this is the case, the limit process for each magnetization should be given
by independent copies of a non-Markovian spin with jump times distributed as the hitting times
of the Ornstein-Uhlenbeck. Moreover, from Fig. 6 we see that the jumps should occur precisely
at the borders of the fixed points region (the purple and green lines). This regime appears then
to be related to the mean field scenario of Section 3 for β →∞, highlighted in Remark 3.
When the parameter σ22α2 is small, we instead witness the loss of stability of certain areas of the
fixed points region. For a description of this we refer to the next section, where we describe the
full dynamics at order N2.
4.6.3. Order N2 dynamics. In order to describe the order N2 dynamics, we proceed as above by
looking at the conditional dynamics with respect to the values of the macroscopic limit diffusion
X(t). We fix an initial condition with X(0) 6= 0 and evolve the dynamics at times of order 1. The
latter converges soon to some staircase equilibrium in the fixed points region and stays put for
all times of order 1. At times of order N we then see some diffusive behavior of the equilibrium
around the fixed X, until the process X(t) changes again. The reiteration of this procedure for
the updated value of X describes an infinitesimal time step in the order N2 timescale. The order
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1 conditional dynamics is given by
(134)

m˙(t)(x) = 2sign(x+m(t)(x) +M(t) +X)− 2m(t)(x),
m(0)(x) = mx0(x),
M(t) =
∫
Rm(t)(x)µ
∞
X (dx),
for some fixed X ∈ R and some staircase initial condition mx0 for m, which was reached at the
previous timescale long-time limit. In (134), µ∞X = N
(
X, σ
2
2α2
)
is the asymptotic distribution of
the (sped up) Ornstein-Uhlenbeck processes for a fixed value of X. Proposition 4.13 generalizes
to
Proposition 4.16 (Shape of the equilibria). Every equilibrium of Eq. (134) is a staircase function
mx0(x) of the form
(135) mx0(x) :=
{
+1, ∀x > x0,
−1, ∀x < x0,
for some x0 ∈ R satisfying
(136) − 2µ∞0 (x0 −X,+∞) ≤ x0 +X ≤ 2µ∞0 (−∞, x0 −X),
Proof. The proof follows the same steps as in the proof of Proposition 4.13, observing that
µ∞X (−∞, x0) = µ∞0 (−∞, x0 −X),
with µ∞0 = N
(
0, σ22α2
)
. 
Proposition 4.15 generalizes to
Proposition 4.17 (Stable attractors of the dynamics). Let m(t)(x) be the solution to Eq. (134)
with initial datum m0(x) = mx0(x), with x0 + X > 0 (resp. x0 + X < 0) such that x0 + X >
2µ∞X (−∞, x0) (resp. x0 +X < −2µ∞X (x0,+∞)). Then, we have
lim
t→∞m(t)(x) = m
x0(x),
with x0 = 2µ∞X (−∞, x0) (resp. x0 = −2µ∞X (x0,+∞)).
Remark 13. The borders of the fixed points region of Proposition 4.17 can be expressed in terms
of (X,M), M being the asymptotically stable value of M(t) in Eq. (134):
(137) x0(X,M) = −1−X −M, x0(X,M) = 1−X −M,
respectively for the left border (i.e. for x0 + X < 0), and the right border (i.e. for x0 + X > 0).
The expressions in (137) can be derived by using that M = 1− 2µ∞X (−∞, x0).
In Fig. 8 we plot the fixed points region as a parametric function of X and M , with the two
borders respectively given by
(138) M = 1− 2µ∞X (−∞,−1−X −M), M = 1− 2µ∞X (−∞, 1−X −M).
We can distinguish two regimes depending on the diffusion parameters: for large values of σ22α2 ,
both expressions in (138) define the graph of a functionM = ψ(X), while this is not the case when
σ2
2α2 is small. Unfortunately, we were not able to determine the precise value of σ and α2 where
this transition takes place, due to the implicit character of the equations in play. Simulations
suggest that the dynamics of (XN (t),MN (t)) is substantially different in the two cases: for big
values of σ22α2 , we observe a diffusive motion onto the fixed points region, while for small
σ2
2α2
the dynamics resembles a diffusion with jumps. In both cases, as we noted for the simpler case
XN (t) ≡ 0, the single 1-level magnetizations mNi (t)’s should be evolving as non-Markovian spins,
this time interacting since XN (t) 6= 0. This situation appears to be comparable to its mean field
counterpart shown in Fig. 3, with the diffusive parameters playing the role of (the inverse of) β.
As in the mean field case, the jumps seem to be occuring because of a loss of stability of the fixed
points in certain areas of the phase-space. This loss of stability seems to originate at an order N
timescale (this is also in parallel with the mean field case, where it was originating at an order 1
timescale). Indeed, for σ22α2 small, starting the dynamics (134) from a staircase equilibrium which
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(a) Fixed points region
for large σ
2
2α2
(b) Fixed points region
for small σ
2
2α2
Figure 8. Fixed points region for α2 = 1, σ = 3 (left), and for α2 = 3, σ = 1 (right).
(a) XN (t) ≡ X0 =
0.4, M0 = 0.802
(b) XN (t) ≡ X0 =
−0.4, M0 = −0.802
Figure 9. Two simulations of the order N dynamics, with symmetric initial
conditions in the two unstable regions, with α2 = 3, σ = 1, β1 = β2 = ∞. The
blue (red) dot is the initial (final) point of each trajectory.
belongs to a certain area of the fixed points region, and letting it evolve for times of order N when
the xi’s start their motion, we see a fast trajectory which very soon gets attracted to an area close
to the opposite border from which it started. An example of this is shown in Fig. 9, where we
have kept fixed XN (t) ≡ X(0) to simulate the dynamics at a timescale of order N : we indeed
see two fast transient trajectories starting from two initial points (the blue dots) which seem to
belong to the unstable regions of fixed points. The same simulation at an order 1 timescale would
have instead shown a trivial dynamics constantly equal to the initial datum, for any choice of the
latter inside the two-dimensional manifold of fixed points. Finally, in Fig. 10 we show a complete
simulation of the trajectories (XN (t),MN (t)) at a timescale of order N2, showing the different
behavior depending on the value of σ22α2 . In the right plot, the white areas at the borders of the
fixed points region which are not hit by any trajectory should approximate the unstable regions
of fixed points.
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