Abstract. Spark is a kind of big data processing platform based on memory computing. The Spark default serialization strategy has low utilization of cache which has greatly influenced the efficiency of Spark task execution. For solving this problem of low computational efficiency caused by insufficient memory, this paper proposes an optimized serialized storage strategy, which combining with the running cot of RDD, RDD execution time and count of Action. Experimental results show that the proposed strategy can improve the computational efficiency under the limited task resources.
Introduction
With the era of big data coming, the ecosystem of big data processing platform constantly is constantly updated [1] . As MapReduce [2] can only support Map and Reduce operations, which has low efficiency of iterative computation, and limitations during the iterative processing and stream computing. Thus, an efficient distributed computing framework, Apache Spark [3] , which can be used for batch processing, stream computing and interactive computing, emerges as the times require. This framework uses Resilient Distributed Datasets (RDD [4] ) based on the cache for iterative computation to improve computational efficiency.
Currently, Spark has been widely deployed in many domestic enterprises. For instance, Tencent used Spark to calculate the number of shared friends between two QQ users in order to predict the user's ad click probability and improve the efficiency of the entire structure by ETL (Extract-Transform-Load) SparkSQL and DAG tasks; China Telecom introduced the Spark to ensure the efficiency of query while allowing the system to have parallel expansion capability in the 360-degree feature extraction of customers; and YouKu greatly shortened time required for task submission calculations by using Spark / Shark in BI and Ad serving. However, due to the limitation of cache resource, some parts of data need to be serialized to the disk while processing large data sets, which would deeply affect the computing performance. Therefore, a reasonable and efficient serialization strategy become an urgent problem in order to improve the iterative computation efficiency.
Related Work
Most Spark programs have the ability of memory calculating, so all the resources in the cluster: CPU, network bandwidth and memory are likely to become bottlenecks in the Spark program [5] . In the iterative computation, it is best to load all the data into memory to improve the computational efficiency, but in the big data computing environment, it surely exists large dataset and the lack of limited cache resources, so the dataset serialized storage becomes the key [6] .
Feng Lin et al [7] proposed to decide whether to keep the RDD in cache according to the number of RDD usage, but the algorithm is not accurate enough to calculate the RDD weight, and the efficiency of distributed environment is not obvious; The graph algorithm proposed by Li Wenzhong et al. [8] is used to optimize the cache in distributed cache systems. However, this algorithm is only for the problem of cache placement, not for how to select data efficiently. Chen Yingzhi [9] proposed Spark shuffle memory scheduling algorithm, designed calculation of idle memory in detail: The key task can be borrowed from free memory and the maximum threshold of task memory available, but this algorithm only optimized parameters based on fair scheduling algorithm, which cannot achieve an optimal efficiency.
Most of the existing researches focus on Spark placement strategy and optimization of scheduling algorithm, so as to be able to keep high efficiency in the case of insufficient memory. This paper combines the data characteristics of the computing framework in the implementation process, running cost, RDD execution time and the number of crossing Action, etc., to study the cache dataset serialized storage strategy in order to enhance the efficiency of calculation task.
Serialized Storage Strategy
Problem Analysis. Since data in the Spark is transformed and processed in the form of RDD, Spark's dependency is divided into two types: wide dependency and narrow dependency [10] . For wide dependency, the application default serializes all the required RDD datasets into memory. Some operators, such as join, union and reduceByKey, put the entire dataset in memory for processing, so the application is prone to lack memory resources. And for narrow dependency, though less memory in dataset transformation, if we give priority to cache the data which uses many times, when the memory is limited, the remaining resources can serialize storage, so that the efficiency of entire application can be directly improved. Therefore, in the process of selecting serialized objects, the operator becomes an important factor.
In order to improve the cache utilization, it is necessary to ensure that RDD objects are less involved during the RDD serialization process, and keep the RDDs that need to be iterated or used more than once in the cache. However, In the process of task scheduling, we need to use different operators according to different business logic to deal with the RDD dataset, and because of different internal implementation of different operators, the efficiency of RDD dataset transformation is different, and size of dataset is also different, in addition, RDD's life cycle (the number of crossing Action) also plays a key role in the choice of serialized storage strategy. Therefore, the choice of RDD serialization will be affected by factors such as running cost of the operator, execution time of RDD, and the number of RDDs crossing the Action.
RDD Serialization Storage Strategy.
According to the analysis above, we choose size of RDD ( ), calculation cost of RDD, execution efficiency of RDD and the number of action AN as the impact factors to build the model of serialization storage strategy. We give the method of calculation on RDD operator cost, RDD execution efficiency and the number of RDD across Action.
(1) influence factor of operator Since it is difficult to obtain the computational cost of operator, we use the analytic hierarchy process [11] to analyze the relationship between time complexity and spatial complexity of the operator. Here, we divide into four categories based on whether the operator can trigger the shuffle operation: one-to-one, one-to-many, many to many and whether to trigger the calculation process. The specific classification and relative weights are shown in Table 1 . Table 1 Cost Analysis of Common Operator Calculation
In the process of calculating complexity factor, we first establish the hierarchical model. By using arithmetic mean, we can get the complexity factor when calculating the operating cost.
(2) RDD implementation efficiency In this paper, RDD = { 1 , 2 , … , } represents the set of RDD, when building the spark cluster, we deploy several virtual machines, and all of them are of the same type. So the processing capacity of each virtual machine is the same. Because memory is variable, the processing capacity changes with different memory, and we use to denote the processing capacity. The execution time is estimated using the size of the j-th partition of , which is called . Assuming that each RDD has m partitions, { 1 , 2 , … , } are the partitions of , and we can approximate partition execution time = .
Since all partitions in each RDD are executed in parallel, the execution time of RDD is the time that the longest partition is executed, that is,
) Where m indicates that there is m partitions in the i-th RDD in total. As the application runs in the cluster, some partitions need to pull data from other nodes, so we need to consider the communication time between nodes, where we use the subtraction between completion time and start time , that is: − , and represents the number of RDD partition, so we can get the implementation efficiency of entire RDD:
=1
(3) RDD number of crossing Action AN Since all transformation in Spark is inert which does not directly calculate the results. On the contrary, they just remember to apply these transformation to the underlying dataset (for example, a file). These transformation will only run when a response is required to return the result to the Driver. Because only when RDD encounter Action operator, the application will trigger the calculation, so we can judge according to each RDD across the Action. As calculating AN, the Action and each Action before the RDD transformation will be stored in the Map, so in the forward and backward cycle by the Action where the location is recorded as i, from the back before the loop to get the action j, so j-i is the relative number of RDD across the Action.
Definition 1 (operator weight) Define (i=1,2,…,M) to represent the operator weight, where M represents the number of operators. Each operator has a weight, and according to the above analytic hierarchy process, the metric relation = ( , ) between the time complexity and spatial complexity of the operator can be obtained. The larger the value, the greater the cost of the operator calculation. Accordingly, the probability of selecting serialized storage is smaller.
Where, represents time complexity of operator, represents spatial complexity of operator, and represents the measure of time complexity and spatial complexity. Definition 2 (RDD weight) Define ( ) to represent weight of the i-th RDD dataset after the operator a. If RDD is not in memory, it needs to be calculated in real time when used, and the calculation cost of different RDD is different, according to the definition of this paper, the greater the calculation cost, the greater the weight, so the RDD should have more opportunities to stay in the cache, on the contrary, you need to serialize to disk.
Where, ( ) denotes the size of the RDD, denotes the weight of the i-th operator, AN denotes the number of actions passed by the operator, represents the processing time of the i-th RDD, and k denotes the calibration parameter which values {10,100,1000, ...}.
According to the modeling method we mentioned above, we can analyze the influence of the operator on the whole dataset, so as to determine the weight of the operator and RDD, and thus decide whether to cache according to the size of the weight. What we consider is the lack of memory resources, so the choice of data is strict. The current memory cannot meet the calculation, so the implementation of the strategy is needed to consider whether the current memory reaches a certain threshold when the strategy is triggered. The storage strategy of this paper shows as follows: 1) Use ganglia to detect the memory usage of machine during the execution of application. If the current memory is detected to be normal, the monitoring will continue. If the specified threshold is detected, the custom serialization storage strategy is triggered; 2) The size of the data set is ( ). According to the formula (2) and (3), we can get the corresponding parameter ， ; 3) According to the formula (4), we get the sorted RDD sequence { ( )}, that is, serialized candidate set; 4) Choose the smallest value of serialized storage from the serialized candidate set, that is, min{
5) Continue step 1) until the task is completed. Since we need to find the RDD cache which calculates more and the smaller size, all the algorithms need to be singled out, that is, do not use chain programming principles, so that RDD can be generated to calculate for every step. In the calculation process, the cost of operator is greater, the number of Action is more, the RDD execution rate is bigger, the size is smaller, and we need to cache it seriously. On the contrary, the RDDs need to be serialized to the disk.
Experiment and Result Analysis
We use two different sets of cluster to run different tasks. First, the cluster uses six nodes, the configuration is as follows: 16 core central processing unit (CPU), 12G memory, 500G hard drive, network bandwidth 1000M, 64-bit operating system CentOS 6.0. PageRank is used to verify.
Runtime Comparison.
In the experiment, we select 1G, 3G, 6G, 10G, 15G datasets. According to the above analysis of RDD weights, the average runtime of normal application in comparison with using the serialization storage strategy one, which can be obtained the results of Figure 1 as shown.
Fig. 1 Experiment Result of PageRank
In Fig 1, we can see that a polyline with a square line represents the result of no serialized storage, and a triangular polyline indicates the result of adding the serialized storage strategy. When iteration time is 1, it is necessary to read the data source from hdfs. Therefore, there is little difference between the two polylines at the top and bottom, that is, when using serialized storage and without serialization, the operation has little effect on the running result. When iteration time is increased to 5, the running time is greatly reduced since the intermediate variable data can be taken from the memory, which can get a speed ratio of about 15 times.
The experimental results show that in the iterative calculation of application, selecting the data which still uses in the next iteration process can enhance the execution time of entire application.
Memory Usage Comparison.
We still use the PageRank algorithm to test the system performance under different conditions. We use four group data which is G1 (130000, 840000), G2 (82000, 950000), G3 (260000, 1200000), and G4 (280000, 2300000) to record the memory usage of the system separately and observe memory usage under stable conditions with ganglia, and the results are as follows.
Fig. 2 Comparison of Memory Usage
In Fig 2, we can see that the memory usage of the application using serialized storage strategy is significantly higher than that of unused serialized storage strategy. According to our serialized storage strategy, we can put RDDs into cache which use many times, and when the RDD reappears again, we do not need to recalculate them, which reduces the system overhead and accelerates the run time of entire iteration. When adding nodes, there is little memory to store intermediate data until the last iteration ends. And PageRank is data-intensive application, it needs more memory resources.
The experimental results show that default Spark serialization storage strategy is very random and cannot make full advantage of memory, and the improved algorithm can improve the memory utilization of application and thus improve the execution efficiency of the application.
Conclusion
Spark is an efficient distributed computing framework, especially for data-intensive applications, because of its memory-based computing, iterative computation has more advantages. However, while selecting the appropriate RDD for serialized storage, the memory resources are not fully utilized. Therefore, serialized storage strategy in this paper can improve the computational efficiency in data-intensive computing. Future work and research will be focused on the serialization storage of multi-node in the cluster and the memory utilization problem combining with the task locality, in order to further improve the entire cluster computational efficiency.
