Complex System Modeling and Simulation
Volume 1

Issue 2

Article 1

2021

Optimization Landscape of Quantum Control Systems
Xiaozhen Ge
Department of Automation, Tsinghua University, Beijing 100084, China

Rebing Wu
Department of Automation, Tsinghua University, Beijing 100084, China

Herschel Rabitz
Department of Chemistry, Princeton University, Princeton, NJ 08544, USA

Follow this and additional works at: https://dc.tsinghuajournals.com/complex-system-modeling-andsimulation

Recommended Citation
Xiaozhen Ge, Rebing Wu, Herschel Rabitz. Optimization Landscape of Quantum Control Systems.
Complex System Modeling and Simulation 2021, 1(2): 77-90.

This Research Article is brought to you for free and open access by Tsinghua University Press: Journals Publishing.
It has been accepted for inclusion in Complex System Modeling and Simulation by an authorized editor of Tsinghua
University Press: Journals Publishing.

Ge et al.: Optimization Landscape of Quantum Control Systems

COMPLEX SYSTEM MODELING AND SIMULATION
ISSNll2096-9929 01/06 pp 77– 90
V o l u m e 1, N u m b e r 2, J u n e 2 0 2 1
DOI: 1 0 . 2 3 9 1 9 / C S M S . 2 0 2 1 . 0 0 1 4

Optimization Landscape of Quantum Control Systems
Xiaozhen Ge, Rebing Wu , and Herschel Rabitz
Abstract: Optimization is ubiquitous in the control of quantum dynamics in atomic, molecular, and optical systems.
The ease or difficulty of finding control solutions, which is practically crucial for developing quantum technologies, is
highly dependent on the geometry of the underlying optimization landscapes. In this review, we give an introduction to
the basic concepts in the theory of quantum optimal control landscapes, and their trap-free critical topology under two
fundamental assumptions. Furthermore, the effects of various factors on the search effort are discussed, including
control constraints, singularities, saddles, noises, and non-topological features of the landscapes. Additionally,
we review recent experimental advances in the control of molecular and spin systems. These results provide an
overall understanding of the optimization complexity of quantum control dynamics, which may help to develop more
efficient optimization algorithms for quantum control systems, and as a promising extension, the training processes
in quantum machine learning.
Key words: quantum control; optimization landscape; critical manifold

1

Introduction

Over the past decades, the development of quantum
technologies has garnered much attention for their vast
potential applications to computation, communication,
and metrology[1] . Across all these applications, the
control of the underlying quantum systems, or succinctly
quantum control[2, 3] , has been the engine driving the
growth of quantum technologies in various physical
systems. Since real-time feedback control is extremely
difficult to implement in quantum systems[4] , quantum
control is heavily dependent on open-loop setups[3] .
This situation poses major challenges to the control
design, because high precision and high robustness are
demanded in many applications.
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From the viewpoint of quantum physics, the design
of open-loop quantum control is usually taken as an
inverse problem of input-output analysis, which has
successfully produced many methods such as stimulated
Raman adiabatic passage (STIRAP) for resilience
to control noises[5] and dynamical decoupling (DD)
for robustness to decoherence noises[6] in quantum
information sciences. Furthermore, analytical solutions
are only obtainable under appropriate approximations
(e.g., the perturbative limit, slow or fast control, etc.),
and such approximations may not always be satisfactory
in realistic settings. Thus, from a practical perspective,
the optimization procedure, which is at the core of
many engineering sciences, becomes a dominant matter
in control design or discovery with complex quantum
systems.
The optimization of quantum control pulses is
highly nonlinear and usually involves hundreds or
even thousands of independent parameters, which,
at first glance, presents a very difficult chanllenge
especially in the presence of noises. However, the
achieved hundreds of successful experiments and
many thousands of numerical simulations, which cover

The author(s) 2021. The articles published in this open access journal are distributed under the terms of the
Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).

Published by Tsinghua University Press: Journals Publishing, 2021

1

Complex System Modeling and Simulation, Vol. 1 [2021], Iss. 2, Art. 1

Complex System Modeling and Simulation, June 2021, 1(2): 77–90

78

atomic, molecular, optical, and solid-state systems,
collectively demonstrate that an effective control in
the diverse circumstances appears “easy” to find in
the sense that the searches are seldom trapped at
locally suboptimal solutions[7, 8] . To understand the
physical and mathematical reasons behind these rather
surprisingly favorable results, it is necessary to examine
the global landscape of the corresponding optimization
problems, i.e., the distribution of candidate optimal
solutions and the slopes and curvatures in any local
neighborhood of the landscape as well as the trajectories
through control space to the optimal solution, so as
to understand how the algorithms can climb to the
top of the landscape successfully and efficiently. A
better understanding of the fundamental limitations
preventing one from reaching such good optimization
behavior is also beneficial to the development of more
advanced control techniques in increasingly large-scale
and complex quantum systems.
All optimization problems have associated landscapes,
which exist in many scientific fields such as biology[9] ,
chemistry[10] , and machine learning[11] . In the most
general setting, a landscape is defined as the optimization
objective J D F .x/, where x belongs to some set X
and J is a scalar. The distribution of critical points
@J
(x 2 X such that
D 0) and the geometry of their
@x
neighborhoods are crucial to the understanding of the
optimization processes. The landscapes illustrated in
Fig. 1 are always favored, in which no local suboptimal
solutions exist to impede greedy algorithms in the search
for a globally optimal solution.
In the seminal work of Rabitz[13] , it was explicitly
proven that the quantum optimal control landscape
of state transition problems is devoid of traps and
even saddles (similar to Fig. 1a). Later, a series of

works revealed the structures of two fundamental classes
of control landscapes, namely for general observable
control and the gate control (see Fig. 2 for illustration),
which collectively show that the control landscape is
trap free under appropriate conditions. These works
have been reviewed in several survey papers[7, 8, 14, 15]
that also reveal the rich structures of saddle manifolds in
many of the landscapes.
This review will survey the landscape studies in
quantum control that cover both fundamental results and
most recent advances. We will first show that, under
some universal assumptions (i.e., actually sufficient
conditions) that need to be satisfied in practice, the
quantum optimal control landscapes are devoid of local
traps, i.e., the search for optimal controls starting from
any initial guess will eventually reach a global optimal
solution without being stopped by local suboptimal
solutions. This subject addresses the fundamental
topology of the landscape, and the review studies the
landscape topology from various perspectives, including
when the assumptions may be violated, as well as
experimental exploration of quantum control landscapes
in molecular and spin systems.
The remainder of the paper is organized as follows:
Section 2 will go over the fundamental critical topology
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Fig. 1 Schematics of topologically different optimization
landscapes. Reproduced with permission from Ref. [12],
C 2015 APS. (a) The landscape has a low dimensional top
level-set and no traps or saddles. (b) The landscape has a
higher dimensional top level-set and saddle points, but no
traps. Realistic quantum control landscapes typically are
very high dimensional, and Fig. 1 is for illustrative purposes.
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Fig. 2 Schematics of two fundamental quantum control
problems. (a) State transition control driven by coherent
applied field pulses, which can be generalized to the
observable control problem discussed throughout this paper.
(b) Gate control, which is prevalent in quantum computation
where quantum logic gates in a circuit need to be realized
via control with extremely high precision. Here X, Y, and Z
denote the Pauli gates, and H is the Hadamard gate.
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of quantum optimal control landscapes as well as review
findings from examining the non-topological aspects
of the landscapes, referred to as structural features. In
Section 3, we will review the physical significance of
singularities, constraints, and saddles on the landscape
followed by a discussion of experimental studies of
quantum optimal control landscapes in Section 4.
Finally, conclusions are made in Section 5.

2

Fundamental Geometry of Quantum
Optimal Control Landscapes

Consider an N -dimensional quantum control system
whose state j .t /i is a normalized N -dimensional
complex vector. Each entry of j .t /i represents the
probability amplitude of the system being at the
corresponding basis state. The vector form of j .t /i,
which is called a pure quantum state, describes
a quantum system that can stay in the coherent
superposition of these basis states. The system can also
be in a so-called mixed quantum state described by an
N  N density matrix .t / (i.e., a classical superposition
of pure quantum states), which satisfies trŒ.t / D 1 and
.t/ > 0.
The control process is characterized by the following
time-dependent Schrödinger equation for a pure state:
"
#
m
X
@
i„ j .t/i D H0 C
uk .t /Hk j .t /i
(1)
@t
kD1

with j .0/i D j 0 i, where i represents the imaginary unit,
„ is Planck constant, and H0 is the system’s internal (i.e.,
drift) Hamiltonian. The possibly multiple semi-classical
control fields u.t/ D fu1 .t /; : : : ; um .t /g interact with the
system through the control Hamiltonians H1 ; : : : ; Hm ,
respectively. Correspondingly, the evolution of the
density matrix obeys the Liouville equation:
"
#
m
X
@
i„ .t/ D H0 C
uk .t /Hk ; .t / ; .0/ D 0
@t
kD1
(2)
The Liouville equation can be naturally generalized
to the master equation that describes dissipative open
system dynamics[16] .
Let U.t/ be the propagator such that U.t /j .0/i D
j .t/i, which must be unitary in order to preserve
the norm of j .t /i (i.e., the conservation of total
probability). Then, the propagator satisfies a similar
Schrödinger equation:
#
"
m
X
@
i„ U.t/ D H0 C
uk .t /Hk U.t /
(3)
@t
kD1
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with U.0/ D IN , where IN is the N -dimensional
identity matrix. Equation (3) is fundamental in the
control of quantum gates for quantum computation[17] .
Quantum optimal control[13, 18] seeks to find a field
u.t / over a time interval t 2 Œ0; tf  to steer a particular
quantum system, subject to some cost functional
J containing information about the control goal.
In principle, the control fields can be shaped into
any continuous forms, which reside in an infinitedimensional functional space. However, in practice (i.e.,
in simulations and particularly in the laboratory) there
are only a finite number of variable parameters, which
restrict the field to a finite-dimensional subspace.
In the control of atomic and molecular systems, a
common objective is to maximize the expectation value
J D tr Œ.tf /O of a chosen target observable operation
O. In terms of the unitary propagator, the observable
control landscape can be equivalently represented by
J Œu.t / D trŒU.tf /.0/U  .tf /O
(4)
where u.t / refers to the collection of m fields as
in Eq. (1), and U  denotes the conjugate transpose
matrix of U . In quantum information sciences, a most
important class of control problems is gate optimization
via minimizing the Frobenius distance,
J D kU.tf / W k2 D tr ŒU.tf / W  ŒU.tf / W  ;
between U.tf / and a target gate W 2 U.N /. Owing
to the unitarity, this functional can be simplified as the
maximization of
J Œu.t / D Re trŒW  U.tf /
(5)
that is linear in U.tf /. It should be noted that this
objective function is not the best choice as a physically
irrelevant phase need to be chosen for W . In practice,
the following phase-insensitive objective function
J Œu.t / D jtrŒW  U.tf /j2
(6)
is more broadly adopted for gate control optimization.
To capture the major features of the quantum optimal
control landscape, we can start with the identification of
critical points that satisfy
ıJ
 0; 8t 2 Œ0; tf 
(7)
ıu.t /
Whether the identified critical point is either a maximum,
minimum or saddle point is determined by its higherorder variations, and under most circumstances, it is
determined by the second-order Hession form:
ı2J
HJ .t; t 0 / D
(8)
ıu.t /ıu.t 0 /
A critical point is either a local or global maximum or
minimum only when the Hessian form does not have

3
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positive or negative eigenvalues, respectively. When
positive and negative eigenvalues coexist, the critical
point must be a saddle, and the number of positive
and negative eigenvalues is called its Morse index.
The quantum control landscape’s critical points form
a number of connected critical submanifolds, each of
which has its unique Morse index. In the following,
we will show that how the critical points can be
systematically extracted and analyzed.
2.1

Critical topology analysis

As indicated above, any particular landscape is a
functional of the control fields that dictate the underlying
quantum dynamics. Alternatively, because the landscape
J is only dependent on the end-point U.tf /, it can also be
treated as a function defined on the finite-dimensional set
of accessible unitary transformations through admissible
control fields. These two different, but closely related
landscape formulations, lead to the so-called dynamical
and kinematic pictures, where the kinematic landscape
(i.e., just dependent on U.tf /) is independent of the
system’s dynamics and is relatively easy to analyze.
The connection between the kinematic and dynamical
landscapes can be understood from the chain rule:


ıJ
@J
ıU.tf /
(9)
D tr

ıu.t/
@U.tf / ıu.t /
Clearly, a kinematic critical point defined by the
@J
D 0 must lead to
kinematic gradient satisfying
@U.tf /
ıJ
 0, which implies that a control field u.t / must
ıu.t/
be critical if it steers the system to kinematic critical
U.tf /. However, not all critical controls u.t / come
from kinematic points, because a rank-deficient Frechet
ıU.tf /
derivative of the end-point map
can still make
ıu.t /
ıU.tf /
D 0,
the dynamical gradient zero (i.e., when
ıu.t /
t 2 Œ0; tf ) with a non-vanishing kinematic gradient).
To simplify the analysis, we introduce the following
two assumptions under which the landscape is devoid of
local traps.
Assumption 1 The quantum system is controllable
over the unitary group U.N /[19, 20] , i.e., the quantum
system described by Eq. (3) can be driven to any desired
final state Uf 2 U.N / in some finite time.
When the control fields are not constrained and the
control duration is sufficiently long, the controllability
can be examined by the rank of the Lie algebra generated
by the drift and control Hamiltonians via their nested

commutators. The system is controllable when the Lie
algebra is identical with the Lie algebra u.N /. The rank
condition is not hard to satisfy, because almost all finite
dimensional quantum control systems are controllable
in the sense that the set of uncontrollable cases has null
measure in the set of all quantum control systems[21] .
However, it should be noted that the rank condition is
only a sufficient condition, as in practice it can be greatly
restricted by available control resources (e.g., power,
bandwidth or duration).
Assumption 2 The end-point map from the control
fields to U.tf / is locally surjective for all admissible
controls, or equivalently, the Frechet derivative of
the end-point mapping is full rank for all admissible
controls[22] .
A control field u.t / that satisfies Assumption 2 is
called regular, otherwise it is called singular. Local
surjectivity indicates that the end-point propagator U.tf /
can be steered along any local direction around it on
the landscape. Assumption 2 is not always satisfied
in practice, even if the system is fully controllable
(i.e., surjectivity corresponds to local controllability).
Empirically, quantum control systems tend to have more
singular controls when controllability is violated or when
the control fields are constrained. However, an adequate
weaker condition of transversality (i.e., transverse to a
local level set) has been proved to almost always be
satisfied[23] .
The satisfaction of the two basic assumptions provides
the conditions for the generic topologies of dynamical
quantum control landscapes. Assumption 2 guarantees
that any dynamical critical point must correspond to
a kinematic critical point via the end-point mapping,
and they have identical types (i.e., being either a local
maximum, minimum or saddle point as well as including
the global maximum and minimum). In this way, many
features of the dynamical landscape can be extracted
from the kinematic landscape which, under Assumption
1, is defined on the unitary group U.N / whose geometric
structure has been well understood.
The kinematic analyses reveal that both observable
and gate control landscapes possess unique global
maximum critical submanifold and unique global
minimum critical submanifold[24–26] . The expected
absence of other locally suboptimal extrema indicates
that control optimization guided by gradient-based
algorithms should almost always reach the top of the
landscape without being trapped at lower suboptimal
values. For the gate control landscape, the maximum
critical submanifold is only an isolated point for Eq. (5)

https://dc.tsinghuajournals.com/complex-system-modeling-and-simulation/vol1/iss2/1
DOI: 10.23919/CSMS.2021.0014

4

Ge et al.: Optimization Landscape of Quantum Control Systems

Xiaozhen Ge et al.: Optimization Landscape of Quantum Control Systems

or a one-dimensional manifold for Eq. (6), while the
observable control landscape may have a much higher
dimensional maximum submanifold. This implies that,
although the search for global optimal solutions will
not encounter traps, much effort may be required in
high-dimensional gate control problems because the set
of feasible solutions is small. This behavior partially
explains that, in quantum information sciences, the
control of unitary gates is much harder to achieve than
the control of quantum states.
Remark 1 The unique top (maximum) and bottom
(minimum) critical submanifolds are connected in the
kinematic picture respectively, but the corresponding
dynamical critical points may be separated into
disconnected subsets in the dynamical framework. Their
rich structures, as well as those of the intermediate
level sets, can be detected by the level-set exploration
technique[27, 28] using homotopy algorithms[29, 30] .
Besides the maximum and minimum submanifolds,
the remaining critical submanifolds consist of saddle
points. For the kinematic gate control landscape, there
are N 1 separate saddle submanifolds, whose number
and Morse indices are independent of the target
gate W [24, 31] . In contrast, for the observable control
landscape, the characteristics of the saddle submanifolds
depend on the degeneracy structure of the initial state 0
and the target observable O. For example, there exist
no saddle manifolds when they are both rank-1 matrices.
When 0 and O are both fully non-degenerate, there is a
total of N Š critical submanifolds, among which N Š 2
are saddle submanifolds.
To analyze the distribution of critical submanifolds in
generic observable control landscapes, a contingency
table technique[32] has been developed to enumerate
them. Suppose that 0 has r distinct eigenvalues whose
degeneracy degrees are n1 ; : : : ; nr , and the observable O
has s distinct eigenvalues whose degeneracy degrees are
m1 ; : : : ; ms . Then, we can use the degeneracy indices
to construct contingency tables as shown in Table 1.
Each kinematic critical submanifold is characterized
by a contingency table from which one can calculate
Table 1 Contingency table for characterizing critical
submanifolds. The row sums of kij are equal to n1 , : : : , nr
and the column sums must be equal to m1 , : : : , ms .
m1
m2

ms
n1
k11
k12

k1s
n2
k21
k22

k1s
::
::
::
::
::
:
:
:
:
:
nr
kr1
kr2

krs
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the associated Morse indices. The contingency table
provides the explicit means to enumerate of all critical
submanifolds. Although the resulting combinatorial
problem has no general analytic solutions, some
special cases can be approximately estimated to get
a good understanding of the distribution of critical
manifolds[32, 33] .
2.2

Nature of trajectories upon searching for
optimal controls

The properties of critical points are crucial for
understanding the ease of finding an optimal control,
and another factor is the behavior while climbing the
landscape or equivalently taking a trajectory through
control space. The landscape structure, which constitutes
all nontopological features, has been shown to be devoid
of complex features, which enable an efficient climb to
the optimum[34–37] .
Another factor is that owing to the compactness of
unitary transformations, an upper bound can be shown
to exist on the norm of the gradient vector (or the slope)
anywhere over the observable landscape[18] and unitary
gate landscapes[38] . This indicates that the quantum
optimal control landscapes have gentle slopes, thereby
avoiding unstable searches.
More interestingly, it can be shown that the search
trajectories along gradient flows are nearly straight,
which were quantitatively examined from optimization
trajectories through the space of control fields. For
this assessment, a metric R > 1 is defined as the
ratio of the path length of the optimization trajectory
to the Euclidean distance between the initial control
field and the resultant optimal control field. The R
value is found to be distributed over remarkably low
values (i.e., rarely finding R & 2) upon sampling
large numbers of randomly chosen initial control
fields. In addition, many distinct initial control fields
were located, which start almost straight control
search trajectories with R  1. The collected results
indicate that quantum-control landscapes have simple
structural features and topology, providing a basis for
understanding the generally observed ease of performing
quantum control optimizations[34–37] . The very favorable
landscape trajectory behavior suggests that special high
efficient algorithms may exist for seeking optimal
quantum controls.
2.3

Landscape of open quantum systems

Realistic quantum control systems always interact with
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an environment that may either destroy or protect the
system’s coherence depending on the circumstance. The
environment-induced open system dynamics can turn the
system from a pure state into a mixed state or vice versa.
Whether the control landscape is still trap-free, or under
what conditions that is the case, becomes practically
important.
A quantum system surrounded by a Markovian
environment undergoes irreversible dynamical evolution,
and hence is usually uncontrollable over the unitary
group[16] . In Ref. [39], the control landscape of generic
two-level Markovian open systems is investigated. It is
analytically proven that, due to the lack of controllability,
the control landscape does not possess critical points
(i.e., on the way to the reachable set of final states) in the
space of square-integrable control fields. Critical points
of such open-system control landscapes may become
unbounded over a finite time interval. As observed in
numerical simulations, the optimized control contains
spiky temporal subpulses, similar to time-optimal control
pulses with unbounded controls.
Under certain circumstances, the environment can also
be exploited as an active quantum controller instead of
being a passive thermal bath. In such cases, the system
controllability can be enhanced (e.g., being purified from
a mixed state to a pure state) instead of further being
lost. If one can prepare the environment at an arbitrary
initial state E , the fixed joint evolution U.tf / (e.g., a
pre-designed quantum circuit) will then manipulate the
state of the system guided by E . This actually uses
the input state E as effective control parameters. It is
straightforward to show that, as long as an arbitrary
physical state E can be prepared, the optimization
problem over the landscape is convex, which is wellknown to have no locally optimal solutions[40] .
In the treatment of open-system dynamics, the system
and environment are often taken as an overall closed
system. When the joint system-environment evolution is
controllable, one can transform the landscape analysis
into that of a closed system. For the example of
observable control[33, 41–43] , we have
J D trŒU.tf /.S ˝ E /U  .tf /.O ˝ IE /
(10)
where U.tf / is the unitary propagator of the entire closed
system; S and E are the initial states of the system
and the environment, respectively; and O is the system’s
observable to be controlled.
In this way, the critical topology can be extracted
with the contingency table technique according to the

degeneracy structures of S , E , and O. A typical
case is when the environment is initially in a thermal
equilibrium state E D e HE =kB TE , where kB is the
Boltzmann constant, TE is the temperature of the
environment, and HE is the internal Hamiltonian of
the environment. Assuming that all energy levels of HE
are non-degenerate, E approaches a pure state when
TE ! 0 and to a complete mixed state when TE !
1. At finite temperatures, E is fully non-degenerate,
which means that all critical submanifolds have identical
characteristics including their number, their dimension,
and their Morse indices. However, the curvature (related
to the magnitude of the Hessian eigenvalues) varies with
the environment’s temperature TE .
The presence of a controllable environment also
broadens the kinematic bounds of the landscape, namely
the achievable minimum and maximum values of J . For
the example of a thermal environment, the kinematic
bounds are always between the classical and the quantum
bounds, which correspond to the infinite-temperature and
zero-temperature limits, respectively[12] . The classical
bounds mean that the environment behaves like a
classical system from which the system’s coherence
cannot be enhanced. At the other extreme, the quantum
bounds reach the physically achievable kinematic
bounds, which correspond to the minimum or maximum
eigenvalues of O. It was proven that the quantum
bound can be approached when the temperature goes
to absolutely zero, but the classical bounds can be
surpassed only when the temperature is below some
threshold value. The threshold temperature is determined
by the minimal energy gap of HE , and thus can be
taken as a witness index of the quantum effect in the
environment. From the control engineering point of
view, the “bandwidth” of the environment can be viewed
as a quantum controller, which indicates the ability of the
environment to improve the overall control performance.

3

Effects of Constraints,
Saddles, and Noises

Singularities,

In the above section, we sketched out the trap-free
landscape topology via kinematic analysis for observable
and gate control landscapes of closed systems. The
generic trap-free topology guarantees that the search
should always find a globally optimal solution, while
the search effort typically shows minimal influence
by saddle points distributed over the landscape. In
this section, we will discuss in more detail how the
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Effect of control constraints

Practical quantum systems are not always fully
controllable due to constraints on the system’s algebraic
structure or limited control resources. The loss of
full controllability violates Assumption 1 and can
significantly reshape the landscape topology.
An algebraic constraint occurs when the control
Hamiltonians are not able to generate all directions in
u.N /. In such a case, the system is only controllable
over a Lie subgroup of U.N /, which is often called a
dynamic symmetry, even if there is not any constraint on
the control field. For example, a 2-qubit system without
any interactions between the qubits is controllable over
SU.2/ ˝ SU.2/  SU.4/. In the literature, several
cases of dynamical symmetry have been proven to
introduce no landscape traps for gate controls, including
the set of symmetric unitary transformations, the set
of symplectic dual transformations[44] , and the set
of symplectic transformations in continuous-variable
quantum computing systems[45] .
Under most dynamical symmetries, the landscape will
become rugged. For example, local traps exist in the gate
control landscape (Eq. (5)) when being restricted on the
subgroup SU.N / due to failure in reaching a specified
global phase[46] . However, these traps disappear in
the phase-insensitive landscape (Eq. (6)), and hence
are physically uninteresting. In Ref. [47], a class of
physically nontrivial traps are explicitly obtained in
the kinematic picture under SU.2/ dynamic symmetry.
When the system’s controllability Lie algebra forms a
unitary irreducible representation of SU.2/, there will be
ŒN=2 locally suboptimal critical manifolds if the target
gate W is within the reachable SU.2/ Lie subgroup (see
Fig. 3a). When the target is not reachable, the landscape
will get even more rugged (see Fig. 3b).
The loss of controllability can also be caused by
physical constraints on the control field, even when the
controllability Lie algebra is full rank. The constraints
may be on the amplitude, the bandwidth, the length
of pulse duration or other control features. A simple
way to systematically explore the landscape with
constrained control resources is by restricting kinematic
controls, e.g., entries of U.tf / that can be mapped
to corresponding dynamic controls via a topology-

Published by Tsinghua University Press: Journals Publishing, 2021
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Fig. 3 Local traps induced by SU.2/ dynamical symmetry:
(a) when the target gate is inside the SU.2/ subgroup;
(b) when the target gate is outside the SU.2/ subgroup.
Reproduced with permission from Ref. [47], C 2011 APS.

preserving transformation. Suboptimal dynamic controls
are identified as isolated points on the landscape,
and they are shown having rich and complex
features[48–50] .
In Ref. [51], the effects of constraining the control
field fluence are numerically investigated on the
landscape topology for state transition control in a twolevel system. Using the fluence and three phase variables,
no local optima are found on the landscape in the
strong coupling regime where unit population transfer is
accessible. However, saddle features are widespread at
low fluence values, and the reduced fluence also splits
the global landscape optima into disconnected regions
with distinct features. In addition to the field fluence,
constraints on the number of control variables and the
control duration can also potentially create traps on the
landscape[52] . As can be seen from Fig. 4, the lack of
control resources, such as the sampling time period or the
number of independent control parameters, can reduce
the probability of reaching a globally optimal solution
via gradient searches.
These results collectively show that seeking optimal
fields with constrained controls may encounter complex
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2
from at most 2N − 2 independent basis functions [182] (the
included field components {ω } resonant with transitions in
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fraction
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searches
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the Hessian matrix H(t,toptimization
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H , and they optimized
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has
a globally optimal solution contains no more than 2N − 2
been shown [180] that simulations using control fields with
negative eigenvalues
It wasvariables.
shown [182] that
no resonant field components
are muchpermission
more likely to fail
number
of [152,183].
control
Reproduced
with
simulations of the objective J using the natural basis will
than those using fields with resonant components. However,
optimize successfully with a gradient-based method similar
the intuitively appealing choice of including only resonant
C
from
Ref.
[52],
2015
APS.
to the one described in Sec. III B. In this section, we chose a
field components does not necessarily improve optimization
P



m

0

P

different set of control variables and performed optimizations
of JP to investigate the degree to which constraining the
number of control variables prevents gradient-based searches
from optimizing. We used the control form (ii) in Sec. III B,
so the control variables were the phases {φm }, whereas the
frequencies {ωm }, the amplitudes {am }, and the envelope
function A(t) were fixed. The frequencies were set to integer
values ωm = m and the amplitudes were identically am = 1
∀m. The control period T = 50 was divided into L = 1023
intervals, and the initial field fluence was F0 = 103 . The
simulations were performed on the system from Eqs. (22),
with N = 4, λ = 1, and D = 0.9. The goal was to maximize
JP for the transition |0 → |3. 1000 optimization runs were
performed for each value of M (the number of control
variables) over the range 3  M  16. Statistical results from

success. In Fig. 2, 67 of 1000 simulations with M = 5
optimized successfully; these runs used a combination of
resonant and nonresonant field frequencies, with ωm = m.
We also performed 1000 simulations on the same control
problem, but instead used five field components corresponding
to the resonant transitions in H0 . None optimized successfully.
Therefore, while it is clear that an improper choice of variables
can severely constrain the control field, there is no known
method a priori to be certain that a set of variables is
inappropriate.
C. Duration of control pulse

Theoretical analysis and numerical simulations have both
shown that a sufficiently large control time T is necessary in
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landscape features including traps. Sophisticated
algorithms can be required under these conditions.
Conversely, by carefully choosing relevant control
parameters one may be able to eliminate artificial traps
and facilitate successful optimization with simple greedy
algorithms. We remark that the crucial need for adequate
control resources has often been added in as a third
assumption along with the first two in Section 2.1.
3.2

Effect of singularities

The local surjectivity posed in Assumption 2 plays
an important role in projecting the original highdimensional complicated dynamical landscape to the
low-dimensional kinematic landscape that is much easier
to analyze. Unfortunately, this fundamental assumption
does not always hold as singular controls usually exist
in high-dimensional systems[53] even when the system
is fully controllable. Such singular controls can have
non-trivial impacts on the landscape topology and search
efforts.
According to Eq. (9), the singularity of the endpoint map may alter the landscape in two ways. First,
if the corresponding unitary transformation U.tf / is a
kinematic critical point, the singularity may diminish
the number of nonzero Hessian eigenvalues and hence
alter the Morse indices, which implies that a kinematic
saddle point may correspond to a dynamical suboptimal
critical point. Second, if the corresponding U.tf / is not
a kinematic critical point, but the kinematic gradient is
inside the null space of the rank-deficient local mapping,
the control will become a dynamical critical point or
possibly even a trap[22] .
In Refs. [46, 54], second-order singular traps were
reported in designed three-level examples, in which the
singular controls are constant fields. In Ref. [55], a
class of physically more interesting singular traps are
found in Ising linear spin chain systems. Such systems
have multiple control fields that locally address the
spins. A type of singularity-induced singular critical
control occurs when turning off some field components,
and the Hessian analysis indicates that they are secondorder traps. However, additional numerical simulations
showed that these singular critical controls are actually
not locally suboptimal because the non-trivial higherorder derivatives turn them into saddle points.
Since the conditions for a control field to be
simultaneously singular and critical are very stringent,
singular traps are supposed to have little chance to exist
and trap a search over the landscape[56] . Thousands of

numerical simulations have been performed[57] , showing
that searches only fail when the initial control field is
very close to an engineered trap, and searches originating
outside of this region always optimized successfully.
More numerical simulations show that only a very
small subset of singular critical points are able to
prevent gradient searches from optimizing, but none of
them are identified as non-constant control fields[22, 46] .
The evidence shows that the great majority of control
landscapes lack any traps, which is also supported by the
large amount of numerical simulations in the literature[8] .
Recently, a proof for this fact was presented based on
the parametric transversality theorem[23] . It is shown
the local surjectivity is geometrically equivalent with
the transversality of the end-point map to each of the
level sets, which holds for almost all quantum control
systems according to the theorem. Thus, quantum
control landscapes are generically trap-free if in addition
the system is globally controllable and adequate control
resources are available (i.e., earlier remark about
adequate control resources often included in the key
assumptions).
3.3

Effect of saddle points

The kinematic analysis of landscape critical topologies
shows that saddle critical points are widespread,
especially in the observable control with mixed states. In
the dynamical picture, most saddle points can be mapped
to kinematic saddle points, and the remaining small
number of saddle points are induced by the singularity of
end-point mapping[22] . It is thus natural to ask whether
these saddle points, which are incapable of trapping
the search for globally optimal solutions, still may slow
down an optimization path that comes close to them. If
this is true, the search effort will increase when there are
many high-dimensional saddle critical submanifolds.
To quantitatively assess how close the optimization
trajectories are to saddle points, metrics have been
presented to identify the “distance” from a current point
on the landscape trajectory to a given saddle point. These
metrics may also be used to design algorithms to locate
control fields that steer dynamics to a targeted saddle[58] .
In this way, the influence of saddles was systematically
investigated in Ref. [59]. An extremal control problem
was identified that contains a highly attractive saddle
submanifold. For this problem, all gradient searches
will approach closely to some saddle point during the
optimization (see Fig. 5). In general systems, it has
been numerically demonstrated that saddle submanifolds
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Experimental Exploration of Quantum
Control Landscapes

The study of quantum optimal control landscapes
was strongly motivated by the enormous numbers
of experimental successes achieved in a broad class
of quantum systems[13, 18] . In recent years, a series
of quantum control experiments were conducted to
demonstrate the landscape predictions and explore the
geometry of the dynamical landscape. Such experimental
assessments are important in order to better exploit
the generic favorable landscape features in future
applications.
The early experiments attempted to depict the
actual control landscape with a limited number of
control parameters, e.g., the strong-field ionization of
potassium atoms[63] or second-harmonic generation[64]
using phase modulated laser pulses. In these experiments,
laser pulses were randomly generated and applied
to the systems, and the measured yields were
utilized to visualize the low-dimensional landscapes via
interpolation. The resulting 3D figures clearly show that
practical constraints placed on the controls can lead to
the appearance of artificial local traps, which should
disappear when the control restrictions are removed. The
second harmonic generation experiments were also
employed to explore the structure of landscape level
sets (see Fig. 7). In the spectral phase control space[65] ,
each level set is a closed surface on which the landscape
height is preserved by its own distinct manipulation of
constructive and destructive quantum interferences.
As indicated by the Hessian analysis of quantum
control landscapes, the relevant search dimensionality
near the landscape top is determined by the number
of negative Hessian eigenvalues. In atomic and many
molecular systems, this implies that only a small
number of states participate in the controlled dynamics,
and it is important to experimentally identify this

number. To investigate this proposition, the Hessian
matrix was experimentally measured for controlled
transitions amongst states of atomic rubidium, whose
diagonalization reveals a dimensionality consistent with
that predicted by landscape theory. This methodology
furnishes a reduced model picture that captures the
essence of the light-matter interaction[66] .
For more precisely probing the landscape properties,
nuclear magnetic resonance (NMR) experiments are
ideal for quantitative studies. The first NMR experiment
reported in Ref. [67] was done with a H2 O-D2 O sample,
which equilibrated to HDO permitting a single proton
two-level study. A variety of tests were performed on
the nature of the gradient ascent or descent of the
landscape, level set exploration, and an assessment
of the theoretical predictions on the structure of the
Hessian. The experimental results are fully consistent
with the theoretical predictions obtained by kinematic
and dynamical analyses.
Furthermore, a coupled two-spin (1 H and 13 C) system
in a 13 C-labeled chloroform (13 CHCl3 ) sample was
employed to explore a number of quantum control
landscape features. In contrast with the single-spin
system, the two-spin control landscape possesses
nontrivial kinematic saddle points. The saddles are
addressed by measuring the Hessian and assessing how
their presence can influence the search effort utilizing
a gradient algorithm to seek an optimal control[68] .
The 13 CHCl3 sample was also used to experimentally
demonstrate the existence of singular traps in systems
with multiple control fields[55] . The influence of such
traps on the search trajectories passing by them were
experimentally shown, as well as the avoidance of such
traps by choosing sufficiently strong initial control fields.
In Ref. [69], the NMR system was utilized to test
the principles of multi-observable quantum control
problems. The Pareto front, where none of the
individual objectives can be further improved without
degrading some others, was detected with gradient-based
algorithms. With two commuting or noncommuting
observables, the experimental results were shown to be
fully consistent with theoretical predictions[69] .

5

Fig. 7 Experimental sampling of constrained quantum
control landscapes of the second harmonic generation.
Reproduced with permission from Ref. [64], C 2009 APS.

Concluding Remarks and Outlooks

To summarize, we have reviewed recent advances
in theoretical and experimental studies of quantum
optimal control landscapes, which address broadly
existing observable and gate control problems in
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quantum chemistry, quantum metrology, and quantum
information sciences. The framework is based on
the kinematic analysis, from which the extracted
landscape topology can be faithfully mapped to the
dynamical landscape under the fundamental assumptions
of global controllability and local surjectivity. Beyond
the kinematic analysis, the effect of various factors
was discussed, including singular controls, control
constraints, and the effect of noises. The theoretical
trap-free predictions are strongly supported by many
simulations as well as several successful quantum
control experiments, and the specific features are
demonstrated by elaborately designed laser experiments
in molecules and in NMR systems.
It should be noted that most quantum optimal control
simulations and experiments achieved in the past decades
were done with small-scale systems[8] . Nowadays,
applications such as simulating large quantum systems
or operating large-scale quantum computers have entered
the so-called Noisy Intermediate-Scale Quantum (NISQ)
era[70] .
With current available quantum devices,
classical optimization algorithms are exploited to
work with quantum processors in the presence of
unavoidable noises. The resulting hybrid quantumclassical algorithms, or variational quantum algorithms
(VQAs)[71] , are expected to achieve quantum advantages
over classical computers[72, 73] .
Variational quantum algorithms are fundamental in the
training of large-scale machine learning models using
NISQ devices[73–76] . Many experimental proposals have
been put forth for training a parameterized quantum
circuit with a classical optimization loop[76] . Such
optimization processes are very similar to those of
quantum optimal controls[77, 78] , but the underlying
quantum dynamics is much more complicated as the
currently available control resources are insufficient for
full controllability to be achieved. In particular, an
investigation of the optimization landscape in VQAbased large-scale quantum machine learning applications
may provide insights for the realizability of quantum
advantages in the NISQ era[79] . It should be noted that
the training landscape of classical deep learning models,
which are motivated by many tremendous successes, has
drawn much attention in the literature[80] .
Unfortunately, it appears that the two fundamental
assumptions made in quantum optimal control landscape
studies are unlikely satisfied under most circumstances.
Moreover, statistical analyses show that the underlying
landscapes turn out to be barren plateaus for a wide
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class of reasonable parameterized quantum circuits[81] ,
over which the gradient-based algorithms can hardly
provide guidance even if the landscape is trap free. A key
question is how we can better resolve and further utilize
the underlying landscape topology. These challenges
bring up interesting and fundamental problems to be
solved in the future.
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