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10
In a recent paper on horizontal grids for global weather and climate models, [1] listed 11 a number of desirable properties that a numerical discretisation should have, which can be forms (which are simply scalar-valued functions), 1-forms, 2-forms. In general, 1-forms are 112 used to compute line integrals, and 2-forms are used to compute surface integrals. We shall 113 denote Λ k as the space of k-forms. 114 1-forms. Cotangent vectors at a point x ∈ Ω are the dual objects to tangent vectors, i.e., 115 linear mappings from T x Ω to R. The space of cotangent vectors at x is written as T *
x Ω. A 116 differential 1-form ω assigns a cotangent vector v ∈ T * x Ω to each point x ∈ Ω. This means 117 that each 1-form ω defines a mapping from vector fields u to scalar functions, with the 118 corresponding scalar function ω(u) evaluated at a point x being written as ω(u)(x).
119
In local coordinates, we can obtain a basis (d x 1 , d x 2 ) for 1-forms that is dual to the basis 120 (∂ ∂x 1 , ∂ ∂x 2 ) for vector fields, and we can expand 1-forms as
A 1-form can be integrated along a one-dimensional oriented curve C ⊂ Ω using the usual 122 definition of line integration
Due to the change-of-variables formula for integration, this definition is coordinate indepen-124 dent. 
2-forms. A 2-form is a function that assigns a skew-symmetric bilinear map
on the tangent space T x Ω to each point x ∈ Ω, that is used to define surface integration on 127 Ω.
128
Wedge product. The wedge product of a k-form and a l-form is a k + l-form, and satisfies the 
where a and b are scalars, α and β are k-forms and ω and are l-forms.
132
2. Anticommutativity:
for a k-form ω and an l-form γ, and 134 3. Associativity:
Here, we only consider two cases: 136 1. For two 1-forms α and β on Ω, the wedge product α ∧ β is a 2-form on Ω, defined by
for all pairs of vector fields v 1 , v 2 .
138
2. The wedge product of a scalar function (0-form) f with a k-form ω is simply the 139 arithmetic product:
From these properties it may be deduced that the wedge product of two arbitrary 1-forms ω,
141
γ may be written in coordinates as
for some scalar function α, and hence this is the general form for 2-forms in Cartesian
143
coordinates.
144
Integration of 2-forms and the surface form. In coordinates, the integral of a 2-form ω =
This definition is coordinate independent, due to the change of variables formula. For chosen 147 oriented coordinates, there exists a unique α S such that this integral provides the surface 148 area of each submanifold M (using a suitable Riemannian metric on M , for example using 149 the Euclidean metric inherited from the three dimensional space in which Ω is embedded).
150
The corresponding 2-form is called the surface form, and is written
This definition is also coordinate independent, and hence we may write any 2-form in the 
In general, the contraction is linear, i.e. u ⌟ (a(x)ω 1 + b(x)ω 2 ) = a(x)u ⌟ ω 1 + b(x)u ⌟ ω 2 , for 158 two scalar functions a(x) and b(x), and two k-forms ω 1 and ω 2 . The contraction of a vector 159 field v with a 2-form ω is the 1-form u ⌟ ω defined by
for all vector fields v, and so may be written in coordinates as
forms it is necessary to make an identification between vector fields and differential forms
163
(vector field proxies). In this framework we shall make use of two different identifications of 164 vector fields with 1-forms 1 .
where ⟨u, v⟩ is an inner product on X(Ω). In coordinates, with
where g ij is the metric tensor associated with the inner product, and hence
This identification is used to compute circulation integrals
along curves C ⊂ Ω, and hence is associated with the curl operator. We shall use the 171 notationũ to denote the 1-form obtained from a vector field u using this identification.
172
2. The second identification is written using the contraction with d S,
and is used to compute flux integrals
across curves C ⊂ Ω, and hence is associated with the divergence operator.
175
Exterior derivative. The differential operator (exterior derivative) d neatly encodes all of the 176 vector calculus differential operators e.g., div, grad, curl etc. In general, d maps k-forms to
177
(k+1)-forms, and satisfies:
In general, on an n-dimensional manifold M , there is one identification of vector fields with 1-forms, and one with n − 1 forms, but we are working with 2-dimensional manifolds here. defined on Ω are obtained from the two vector field proxies:
where ∇, ∇ ⊥ =k × ∇, ∇ ⊥ ⋅ =k ⋅ ∇× and ∇⋅ are vector calculus differential operators defined 184 intrinsically on the two-dimensional surface Ω withk being the unit vector normal to the 185 manifold Ω. The closure property d 2 = 0 then leads to the following vector identities for the 186 two identifications of vector fields with 1-forms:
These identities are crucial for geophysical applications since they dictate the scale separation 188 between slow divergence-free and fast divergent dynamics.
189
Stokes' theorem and integration by parts. The general form of Stokes' theorem for ω ∈ Λ k is
where M is a k + 1-dimensional submanifold of Ω, ω is a k-form (and hence d ω is a (k + 191 1)-form), and ∂M is the k-dimensional submanifold corresponding to the boundary of M .
192
Combining Stokes' theorem with the product rule provides the integration by parts formula
for γ ∈ Λ l , for (k+l+1)-dimensional manifolds M with (k+l)-dimensional boundary ∂M .
194
Hodge star. The Hodge star operator ⋆ maps from k-forms to (2-k)-forms, and is defined 195 relative to a chosen metric on the manifold Ω (in our case we use the usual Euclidean metric 196 from R 3 ). It is used in this paper to write the L 2 -inner product between two k-forms ω and
and is also used to write the Coriolis term. The Hodge star is linear (i.e., ⋆(a(x)ω + b(x)γ) = 199 a(x) ⋆ ω + b(x) ⋆ γ for scalar functions a, b and k-forms ω, γ).
200
Here we omit the intrinsic definition and just state the effect of the Hodge star on vector 201 field proxies:
where u ⊥ =k × u, which is also a vector field on Ω. For two vector fields w and u, we have
From the presence ofk× in these formulas it becomes clear that the Hodge star is useful for 204 expressing the Coriolis term. Note that ⋆⋆ = Id for 0-and 2-forms, and ⋆⋆ = − Id for 1-forms.
205
Since u ⌟ d S is quite a lengthy notation, we shall use ⋆ũ to denote the second vector field 206 proxy for a vector field u.
207
Dual differential operator. We define δ as the dual differential operator from Λ k to Λ k−1 that
We note that δ 2 ω = 0, since
Rotating shallow-water equations in differential form notation
211
We have now established enough notation to write the rotating shallow-water equations
212
on Ω in differential form notation, which will be our starting point to develop finite element 213 approximations in Section 3. We begin from the following form of the rotating shallow-water 214 equations:
where u is the velocity, ζ =k ⋅ ∇ × u = ∇ ⊥ ⋅ u is the vorticity, D is the layer depth, b is the 216 height of the bottom surface, g is the acceleration due to gravity, f is the Coriolis parameter 
225
Using the notation that we have described above, we can rewrite these equations as
where K = u 2 2 =ũ ∧ ⋆ũ d S 2. The choice of a 1-form for equation (40) is natural since we can integrate it to obtain a circulation equation around a closed loop C,
or apply d to obtain an evolution equation for the vorticity. The choice of a 2-form for 229 equation (41) is natural since we can integrate it to obtain a mass budget in a control area
where ∂A is the boundary of A. Note that equation (40) immediately gives the vorticity equation
which is in the same flux form as the mass equation (equation (41)). The potential vorticity
239
(PV) q is defined from
and hence we obtain the law of conservation of potential vorticity
Note that if q is constant then
which means that q remains constant. This is what is meant by consistency of equation (47) 243 with equation (41).
244
Our goal is to design a framework for finite element discretisations that has u and D as 245 the prognostic variables, yet preserves the conservation law structure of equations (41) consistently with the weak form on the primal grid.
268
Finite element differential form spaces. Having made the choice to hold (24) in strong form,
269
we need to choose finite element spaces for ζ h , u h , and
tively. This choice defines equivalent subspacesΛ
We require that d maps fromΛ 1 intoΛ 2 , and that d maps fromΛ 0 intoΛ 1 (in particular,
272
onto the kernel of d inΛ 1 ), which implies that V 0 is a continuous finite element space, V 1 is 273 div-conforming (i.e. u h ∈ V 1 has continuous normal components across element boundaries),
274
and V 2 is a discontinuous finite element space. This is expressed in the following diagram,
Numerous examples of (V 0 , V 1 , V 2 ) satisfying these properties exist, for example V 0 = P (k + 276 1) (degree k+1 polynomials in each triangular element with C 0 continuity between elements), 
281
In practice, to implement these schemes on a computer it is necessary to expand functions 282 in the finite element spaces in a basis, to obtain discrete vector systems, but most techniques 283 of proof avoid choosing a particular basis since this usually obscures what is happening.
284
Discrete dual differential operator. Whilst d is identical to the operator used in the unap-
285
proximated equations, we must approximate the dual operator δ. We define δ h as the discrete
defined from Λ k to Λ k−1 , but that it still satisfies (δ h ) 2 = 0. 
where ψ h ∈Λ 0 , φ h ∈Λ 2 , and h h ∈ H, where H ⊂Λ 1 is the space of discrete harmonic 1-forms
293
given by
which has the same dimension as the space of continuous harmonic 1-forms on Ω (and which 295 has dimension 0 for the surface of a sphere).
296
Construction of global finite element spaces by pullback. We construct the spaces V k , k = 297 0, 1, 2, and henceΛ k , k = 0, 1, 2, by dividing Ω (or a piecewise polynomial approximation
298
of Ω) into elements, restricting V k to some choice of polynomials on each element, and 299 specifying the interelement continuity (from the requirements of d discussed above). This 300 is most easily done by defining a reference elementê where integrals are computed, and a
For each element e, we then define the element mapping
is the spaceΛ k restricted to e. The mapping η e is a diffeomorphism, usually expanded in 304 polynomials. This then defines a mapping from Λ k (e) to Λ k (ê) via pullback
where the pullback η * ω of a k-form ω by a diffeomorphism η is defined by
for all integrable k-dimensional submanifolds M . The pullback operator satisfies two useful 307 properties:
2. Pullback is compatible with the wedge product:
In coordinates, the pullback η
where u h i ,û h i are the components of u h ,û h in our chosen coordinate systems, and (J e ) ij are the components of J e . The pullback of D h d S ∈Λ 2 (e) defines the scaling transformation
Since pullback commutes with d, it is sufficient to check that d maps fromΛ k (ê) toΛ k+1 (ê), since there are no boundaries), and multiplying by -1:
(62) To obtain the Galerkin finite element approximation of this equation we restrict ⋆ũ h , ⋆w h to 334 the finite element spaceΛ 1 , and D h d S and b d S to the finite element spaceΛ 2 . Similarly, 335 we write the weak form of equation (41) as
where 
Since we useŵ h andQ h as our computational variables, this expression has no factors of 
where we have made use of d commuting with pullback in the last line to obtain an expression 349 that is independent of J e .
350
The d d t terms are not purely topological since they involve an extra ⋆ in Equation (62) 351 and a factor of d S in Equation (63), which means that metric terms are present.
352
These purely topological terms lead to efficiencies since they do not require inversion of 2 Note that inversion of J e is not needed for the time derivative terms either, so the entire formulation can be implemented without J e inversions.
then equation (63) by parts (neglecting the surface term as Ω is closed),
Theorem 3 (Discrete vorticity conservation). Let ⋆ũ h satisfy equation (62).
which is the continuous finite element approximation to the vorticity equation in flux form.
373
Furthermore, ζ h is globally conserved.
374
Proof. Since − d γ h ∈Λ 1 for arbitrary γ h ∈Λ 0 , we may select
This is the standard continuous finite element discretisation of the vorticity transport equa-377 tion. Global conservation of vorticity is a direct consequence of this, upon choosing γ h = 1:
Then, similar and straightforward calculations lead to the following. 
This is the standard continuous finite element approximation to the potential vorticity equa-384 tion in conservation form. Furthermore, q is globally conserved i.e.
Now we return to the question of how to choose the mass and vorticity fluxes. The
386
following choices lead to energy and potential enstrophy conservation.
Note that obtaining the mass flux from equation (84) 
and the potential enstrophy, defined by
are both conserved. More generally, the energy is conserved for any ⋆Q h satisfying ⋆Q h =
397
⋆F h (q h ) ′ for some scalar function (q h ) ′ .
398
Proof. The energy equation is
where in the second line, we have made use of the definition of ⋆F h takingw h =ũ h t , and we 400 define Π 2 as the L 2 projection intoΛ 2 , i.e.
We proceed by substituting equations (62-63), with ⋆w h = ⋆F h and
where in the last line we have made use of the antisymmetry of the wedge product.
404
To show potential enstrophy conservation, we first note that since D 
pointwise. Now we calculate the enstrophy equation,
where we have made use of equation (81) 
This is always possible if D h > 0. Then
where we have made use of equation (82) 
445
Returning to the choice of enstrophy dissipating ⋆Q h , the anticipated potential vorticity method is obtained by setting
where τ > 0 is an upwind parameter (usually proportional to the time stepsize ∆t). and enstrophy is dissipated.
452
Proof. The energy is conserved since
so the energy conservation proof is unchanged. The enstrophy equation becomes
The SUPG flux is given by
where τ > 0 is the spatially varying SUPG parameter given by
with α > 0 some chosen constant. Proof. The energy is conserved since (⋆Q h ) ∧ ⋆(⋆F h ) = 0. Equation (82) becomes
and the last term may be rewritten as
and rearranging gives
which is an SUPG stabilisation of the potential vorticity equation since γ h has been replaced
466
Next we discuss the incorporation of upwinding into the mass equation (41) 
To obtain coupling between elements we integrate by parts to obtain
where ∂e is the boundary of element e and D u is chosen as the value of D h on the upwind there exists ⋆F h ∈Λ 1 such that
Furthermore we can calculate ⋆F h locally, i.e. independently in each element.
483
Proof. Consider ⋆F h constructed from the following conditions.
2. 
as required.
487
Having obtained ⋆F h we can use it in our definition of ⋆Q h and obtain stabilised, con- 
Theorem 10 (Mass flux from slope limiter). Let S(D h d S) be the action of a slope limiter
for some slope limiter mass flux ⋆F h s ∈Λ 1 that can be calculated locally.
496
Proof. Consider ⋆F h s constructed from the following conditions.
2.
3.
These conditions are again unisolvent. Then
Since 
as required. ∇⋅. The idea is that when we want to apply ∇ ⊥ and ∇⋅ operators strongly we use the primal 506 grid spaces as defined in the previous section, and when we want to apply ∇ and ∇ ⊥ ⋅ strongly 507 we use the dual grid spaces. This requires defining mappings between the primal and dual 508 spaces which are defined via the Hodge star operator. We shall observe that primal dual 509 and primal-dual formulations are exactly equivalent for the linear equations, but that they 510 differ for the nonlinear equations; the primal-dual scheme may facilitate some alternative 511 handling of nonlinear terms that gives some advantage. One particular benefit is that locally 512 conservative discontinuous schemes can then be used for both mass and potential vorticity.
513
We start by selecting a set of finite element differential form spacesΛ
on the primal grid and the dual grid respectively, satisfying
We shall calculate with mass D h d S inΛ 2 p , and vorticity ζ h d S inΛ 
and require that the dual spaces are chosen such that ⋆ h is invertible. This requirement 523 somewhat limits the choice of spaces.
[36] (see also [37] ) proved that ⋆ h is invertible for the 524 hexagonal P1-RT0-P0 spaces for the primal mesh, and the triangular P1-N0-P0 spaces for 525 the dual mesh, which would have the same degree-of-freedom points as the hexagonal C-grid.
526
We have also observed numerically that ⋆ h is invertible for similar spaces with quadrilaterals 527 for the primal mesh.
528
The discrete dual operator δ h provides weak approximations to ∇ and ∇ ⊥ ⋅ in the primal 529 space, as described in the previous section for the primal finite element formulation, and 530 weak approximations to ∇ ⊥ and ∇⋅ in the dual space. We shall now see that the key to the 531 formulation is that we can define a simple relationship via the discrete Hodge star ⋆ h between 532 d in the primal space and δ h in the dual space, and vice versa.
533
Theorem 11 (Mapping from d to δ h ). 
Proof. 
Next we introduce the primal-dual grid version of equations (40- 
Theorem 12 (Primal vorticity conservation). 
Furthermore, the primal vorticity is conserved.
since (δ h ) 2 = 0. Global conservation follows directly since 
Furthermore, ζ h d is locally conserved.
554
Proof.
and hence ζ 
and hence we obtain equation (143) by invertibility of ⋆ h . Local conservation follows since
for each dual element e ′ , and local conservation follows from the appropriate continuity of 559Q h , so that the flux integral takes the same value on either side of ∂e ′ .
560
We now make a particular choice ofQ h , guided by the requirement of mass consistent 561 advection of the dual potential vorticity q
Here we are seeking locally conservative schemes that dissipate potential enstrophy, and hence
563
we propose the following upwind scheme, Proof. DefineQ h on each dual element e d according to the following conditions:
where f d are the edges of e d ,
573
These conditions are sufficient to determineQ h when restricted locally to e d , and lead to the 574 correct continuity conditions. Then
as required. Local conservation follows from choosing φ h constant in e d , giving 
This is always possible when D h > 0. Then from equation (148), resolved pseudo-spectral solution as prescribed in the test case specification.
592
The test was run with four different finite element spaces on triangles with an icosahe-593 dral mesh using the primal formulation, and two different finite element spaces using the 
Summary and outlook
612
In this paper, we used the finite element exterior calculus framework to develop two 613 formulations for the shallow-water equations, a primal formulation that is defined on a single 614 mesh where divergence is defined in the strong form but vorticity must be evaluated weakly large scale balanced flow in the atmosphere) by ensuring that the potential vorticity remains mass-consistent and oscillation-free. In the primal-dual case this can be achieved since the 623 potential vorticity is diagnosed on a discontinuous space where discontinuous Galerkin/finite 624 volume methods can be used to provide stable shape-preserving potential vorticity fluxes.
625
In the primal case, the potential vorticity is computed in a continuous finite element space,
626
but streamline-upwind Petrov-Galerkin methods with discontinuity capturing are compatible 627 with the framework and can be used to provide stable potential vorticity fluxes.
628
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