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problem captures a real application without the need for artificial assumptions. But still, the perfect-phylogeny tree model, which involves no recombination, needed to be extended for even greater genomic application. Somehow, recombination had to be added into the model. Which led to constrained recombination and galled trees In a fortuitous development, a seminal paper [426] had appeared a couple of years earlier, introducing an extension of the perfect-phylogeny tree model to phylogenetic networks with constrained recombination. That network model, later called the "galled tree" model (discussed in chapter 8), seemed appropriate for a "modest" level of recombination. Chuck was particularly interested in this model, explaining that we want to find regions in the genome where some amount of recombination has occurred, but not a huge amount. Recombination causes variation in genomes, which can be exploited to connect what appears in the genome (genotypes) to important genetic traits (phenotypes) in an individual. This allows one to identify genomic loci that influence genetic traits, and to better understand details (and maybe the mechanisms) of those genetic influences. So, some recombination is needed, but too much recombination obscures the signal, making the analysis too hard. Therefore, an algorithm that finds regions of modest, but not zero, recombination is of interest. Hence, with graduate student S. Eddhu, we dug into the network paper , on computing lower bounds on the number of recombination events needed in an ancestral recombination graph (ARG) (formally defined in chapter 3), to create a given set of binary sequences. This paper was the first real advance on that question since 1985, and it pointed to several different research directions. The lower bounds in Myers's thesis will be discussed in chapters 5 and 10. At about the same time as Myers and Griffiths were working on lower bounds, Yun Song and Jotun Hein (also at Oxford) were developing algorithms to explicitly build networks (ancestral recombination graphs) that construct a given set of binary sequences, minimizing the number of recombination events in the network. Those methods continued the earlier work of Jotun's a decade before. That work will be partly discussed in chapter 9. Shortly thereafter, Yun joined our group in Davis as a postdoctoral student (supervised jointly by myself and Chuck), and Yufeng Wu and Zhihong Ding joined as Ph.D. students. This core group (along with some of the participants mentioned earlier), focused almost exclusively on problems involving networks and recombination, motivated by issues in population genomics. In our first summer together, we organized a readings seminar on coalescent theory, reading papers and the newly published book on gene genealogies and coalescent theory [171] by Hein, Schierup, and Wiuf. From that seminar, we wrote out a series of open questions that moved from the most specific to the most general, where an answer to any question would also answer the prior ones. Additional nonserial questions were also enumerated.
Middle history: The growth of phylogenetic networks Before continuing the story of how this book came about, I digress to say something of the history of the field of phylogenetic networks. In my view, the field of phylogenetic networks has three early sources. 2 It was initially identified with the seminal work on median networks and splits decomposition and associated ideas, developed by Hans J. Bandelt, and Andreas Dress and their students, starting in the early 1990s. Those networks are now often called "data display" networks, because they represent patterns of incompatibility in data but do not try to tell an explicit story of the evolution of the data. The second source of the field actually began before the first one, but was only later considered part of the field of phylogenetic networks. That second source is the work of R. Hudson, P. Marjoram, and R. Griffiths, who defined models and networks (ancestral recombination graphs) building on coalescent theory, to explicitly represent the evolution of binary sequences through mutation and recombination. The third source of the field is the work of Jotun Hein, starting in 1990, exploring algorithms "reconstructing evolution of sequences subject to recombination." (Ancestral recombination graphs and the related networks of Jotun are now called "explicit" phylogenetic networks.)
The three sources that started in the late 1980s and early 1990s gave rise to the growth and the broadening of the field of phylogenetic networks about fifteen years later. "Who Is Who in Phylogenetic Networks" [121] shows the rapid growth of the field. The number of papers published in the years 2001 through 2005, were 10, 8, 12, 28, and 42, respectively, and 55 in 2012. More impressive, there has been a broadening of the lines of inquiry, and models, beyond the three sources. Many new problems and models have been examined (for example, galled trees, level-k networks, cluster networks, hardwired and softwired reticulation networks, normal networks, tree-child networks, and more). In the last decade there have also been several dissertations on phylogenetic networks, and two books published.
Additionally, there were (at least) six international meetings (that I was privileged to attend) that helped propel the field: The 2004 meeting on phylogenetic combinatorics at Uppsala University; the 2005 meeting on the mathematics of evolution and phylogeny, at the Henri Poincaré Institute in Paris; two meetings on mathematical methods in phylogenetics, sponsored by the Isaac Newton Institute at Cambridge University in 2007 and 2011; the 2009 meeting on algorithmics in human population genomics, at the Dimacs Center at Rutgers University; and most recently, a 2012 meeting sponsored by the Lorentz Institute at the University of Leiden, on the future of phylogenetic networks. These meetings brought people together from different parts of the field and from different parts of the world, and helped to define the broader field of phylogenetic networks and to create a more coherent community of phylogenetic network researchers.
Back to the story of the book During that middle period, as the field blossomed, the work of our group at UC Davis also blossomed. In the four years after we wrote our list of questions, all but one of them were answered (by us and others). And a week before the book went to the publisher, a proposed answer to the last question was explicitly verified (see section 14. 6 
.2).
Late history: The emerging book With the maturation of the field, and with the graduation of Zhihong (now working at Adobe) and of Yufeng (now tenured at U Connecticut) and the departure of Yun (now tenured at UC Berkeley), it seemed that it was time to revisit the whole area, to write a book for a broad audience of computer scientists, mathematicians, and biologists, with several goals in mind.
The most concrete goal was to give a more scholarly, integrated, and unified exposition of computational issues involving ARGs; standardizing notation, adding many illustrations and examples, and simplifying, completing, correcting, and generalizing various proofs and algorithms. A book would allow a deeper treatment of various topics, and yet at a more leisurely pace than is possible in a journal publication, and it would allow new full expositions, and integration, of difficult material that had been developed by other researchers. The next goal was to tell the story of the series of results (ours and others) in which an increasingly general understanding of combinatorics and algorithmics of ARGs was developed; but to tell it backward-that is, to first develop the most abstract and general results (in chapters 6 and 7), and then use that machinery to explain and prove more specific results (for example on galled trees), which chronologically had been developed before, and had led to, the more general results. The next goal was to identify, and make explicit, common ideas (mostly inspired by the coalescent theory viewpoint but not by any actual coalescent theory) that underlie many disparate methods to construct ARGs. This is done in the first sections of chapter 9. This goal also led to the unification of constructive and destructive methods (explained in chapter 9) and to the connection of ARG construction methods to the history lower-bound method (in chapter 10). An additional goal was to explain the use of ARGs in a variety of applications, for example in association mapping (discussed in chapters 4 and 13), and in the logic behind association mapping methods that don't use ARGs. Another goal was to show how ARGs fit into the larger field of phylogenetic networks, relating ARG problems and models to phylogenetic network problems and models that seem at first unrelated to ARGs.
Finally, the most general goal was to widen the biological focus beyond problems involving humans, and widen the methodological focus beyond population genomics. In particular, to explicitly (and in several ways) make the point that although the biological contexts of population genetics and phylogenetics are very different, there are mathematical and algorithmic ideas that are common to both fields, where the biological differences do not matter. In fact, there are formal ways to transform certain problems and results in one domain to problems and results in the other. This point is made throughout the book (perhaps ad nauseam), but most explicitly in section 3.2.3.3 and in chapter 13.
In addition to these goals, the envisioned book would illustrate the importance of recombination in solving biological problems (what I sometimes call the bio-logical importance of recombination), in addition to the biological importance of recombination. This is done most explicitly in chapter 4. And the book would be a vehicle to introduce and explain the utility and versatility of computational techniques (most notably, integer linear programming and dynamic programming) to a broad audience, some of whose members may not have been exposed to those techniques. Most importantly, the envisioned book would help shape the research and education agendas of the computational biology community, and enable and encourage people outside the community to enter the field.
So, having decided that there should be a book on the combinatorial structure and algorithmics of problems defined on ARGs, and how ARGs relate to other phylogenetic networks, I took a yearlong sabbatical starting July 2008, sure that everything would be finished by its end, in September 2009. Well, four years later, in October 2013 (after putting in over 2,800 "billable hours" and typing over 1.7 million keystrokes) the book is almost done. 
This Is Not a How-To Book
This book is about ideas, models, and methods. It is not a how-to book. I am positive that most of the general ideas exposed in this book will have productive uses or productive progeny, long after current software can no longer be compiled, let alone be executed. Moreover, I also believe that understanding the ideas and models that underly methods is helpful, if not essential, to applying the methods most effectively.
A Comment on Empirical Testing and Software
In several sections of the book, specific programs are discussed and some empirical results are mentioned, obtained from simulations or from executions on biological data, using those programs. The main purpose in mentioning programs and empirical results is to establish that ideas discussed in the book have been implemented, and that some of them work (some better than others). The empirical results provide very crude indications of the practicality of the methods. I am generally very skeptical and uninterested in detailed empirical results on program times, and to some extent accuracy. I use empirical results to answer in a broad-brush way, whether or not a method underlying a program is ballpark practical for some likely data of interest. So in this book, I make no effort to provide an in-depth comparison of software speed and reliability. If you have data, and there are choices for the appropriate programs, try them out. However, you can find links to the programs mentioned in this book at www.cs.ucdavis.edu/~gusfield/recsoftware.
A Note about Citations
There are expositions of established material that are new in this book, but regardless of the origin of the exposition, the book will cite the original source of any result that is not new to the book. For such results, please be sure to cite the original authors and the original publications, rather than citing only this book. If the material is original to this book, or you wish to direct a reader to this book for a new exposition of established material, I welcome that, but please cite the original papers as well. It is good scholarship to do so, and it shows proper respect for the original authors.
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Introduction
All DNA is recombinant DNA. ...
[The] natural process of recombination and mutation have acted throughout evolution. Genetic exchange works constantly to blend and rearrange chromosomes, most obviously during meiosis.
James Watson [427]
Molecular phylogeneticists will have failed to find the 'true tree,' not because their methods are inadequate or because they have chosen the wrong genes, but because the history of life cannot properly be represented as a tree.
Ford Doolittle [93]
Geneticists have long dreamed of determining the genetic basis of disease susceptibility by comparing variations in the human genome sequences of a large number of individuals.
[233]
Combinatorial Genomes and the Grand Challenge
Now that high-throughput genomic technologies are available for sequencing, resequencing, finding genomic variations of different types, finding conserved features, and screening for traits, the dream of comparing sequence variations at the population level is a reality. Moreover, population-scale sequence variations have numerous practical applications (as in association mapping) and can be used to address evolutionary and historical questions (such as the migration of populations), and to address basic questions concerning molecular genetic processes (as in the mechanics of mutation, recombination, and repair).
Nature and history, through point mutation, insertion and deletion, recombination, gene-conversion, genome rearrangement, lateral gene transfer, creation of mosaic cells and genomes, retrotransposition, introgression, structural modification, migration and admixture of populations, random drift, selection, and many other operations, have conducted a vast number of multifactorial, combinatorial "experiments" in which DNA has been mixed and matched in different ways to create a huge variety of combinatorial genomes and mosaic sequences in the current population. 1 Some of those variants and combinations are easily correlated with observable organismal traits, some are very subtly correlated with traits, a minuscule proportion of the variants have been proved to be causal for traits, but for now, the vast majority of combinatorial variation seen in genomes only provides material for huge catalogs and databases. It may be noise, or it may be the key to curing (you fill in the blank).
The grand challenge is to exploit these natural, multi-factorial experiments by finding patterns in and among different genomes (i.e., genotypes) that have significant and biologically meaningful impact on important traits of interest (i.e., phenotypes). Addressing this grand challenge requires many new tools, among which are new ways to use graph theory, and algorithms to model, reason about, and compute evolutionary patterns in populations. 2
Genealogical and Phylogenetic Networks
Genealogical and phylogenetic networks are graph-theoretic models of evolution that go beyond phylogenetic trees, the traditional representation of evolutionary history. Genealogical and phylogenetic networks incorporate nontreelike biological events such as meiotic recombination that occurs in populations of individuals inside a single species; or incorporate general reticulation events that occur between different species, caused for example by lateral gene transfer or hybrid speciation. The central algorithmic problems are to reconstruct plausible histories, with mutations, treelike events, and nontreelike events that generate a given set of extant, observed genomic sequences; to determine the minimum number of such biological events needed to derive the sequences; to enumerate a range of plausible histories, and assess their biological fidelity; and to characterize properties of plausible or optimal histories. This book primarily concerns combinatorial and algorithmic issues involved in reconstructing the evolutionary history of extant sequences observed in populations of diploid organisms (such as humans), where the sequences are generated by mutations and recombinations. However, many of the combinatorial and algorithmic results apply equally well at the phylogenetic level, namely to reticulate evolution of species, rather than populations, and we will point these out when they arise. Indeed, one of the goals of this book is to expose common mathematical and algorithmic structure 3 that occurs both in populations and species, despite the differences in biological origin, and differences in the biological communities that study the two areas.
The book is aimed broadly at computer scientists, mathematicians, and biologists. We will explain the various biological phenomena; the mathematical, population genetic, and phylogenetic models that capture the essential elements of those phenomena; the resulting combinatorial and algorithmic problems that derive from those models, and from biological questions that are formulated in terms of those models; the theoretical results (both combinatorial and algorithmic) that have been obtained; related software that has been developed; and the results of empirical testing of that software on simulated and real biological data. In addition, we will explain some needed combinatorial and algorithmic background for those readers who might not be familiar with particular existing results or techniques. We begin with some essential definitions.
Definition A chromosome is a single linear molecule consisting of doublestranded DNA. An individual's genes are arranged on their chromosomes.
Definition A locus refers to a discrete, specifiable interval of sites or positions in a chromosome. The set of sequences that can occur at a particular locus specifies the set of states or alleles of the locus. The plural of locus is loci.
The word "specifiable" is part of the definition to emphasize the fact that we don't always know where the locus is. It has a specifiable location, but it might not be known.
An allele is one of a number of alternative forms of the same gene or same genetic locus. (from Wikipedia) Definition A diploid organism (such as a human) has two (not necessarily identical) "copies" of each chromosome. The two copies are called homologs or homologous chromosomes, and they form a homologous pair.
Homologous chromosomes are similar but not identical. Each carries the same genes in the same order, but the alleles at each site might not be the same. (from Wikipedia, again; somewhat modified) For example, humans have 22 homologous pairs of (autosomal) chromosomes, and one pair of sex chromosomes (X, Y in males, and X, X in females).
Definition The corresponding sequences on two homologous chromosomes are called homologous sequences.
Recombination and Genealogical Networks
Meiotic recombination The best-known biological event that creates variation in genomes is a point mutation where a single nucleotide changes state, say from A to one of the other three states T, C, or G. However, mutations (that don't quickly die out) are relatively rare events, and in short time periods (even thousands of years in humans) mutations are not the primary cause of variation in genomes. Instead, meiotic recombination during meiosis is the key biological event that creates high-variation genomes over relatively short time periods in human (and other diploid) populations (i.e., individuals in a single species).
Meiosis is the process in which a gamete (egg or sperm), containing one copy of each chromosome, is created from a cell that has a homologous pair of each chromosome. In meiosis, recombination uses a pair of homologous chromosomes to create two recombinant chromosomes consisting of alternating segments (usually a small number) of the two homologs (see figure 1.1). Any child of that individual then inherits one of the resulting recombinant chromosomes. Similarly, recombination between two homologous chromosomes in the other parent creates two recombinant chromosomes, one of which is passed down to the child. Hence, the child receives one chromosome from their mother and one from their father, and each chromosome is a recombinant chromosome created from two homologous chromosomes of one parent.
The key observation Because of recombination in all the prior generations, it follows that the genome that any individual inherits is a mixture and a reflection of the DNA of all of the individual's ancestors. In this way, meiotic recombination allows the rapid creation of chimeric chromosomes even without mutations. This ability to create new chromosome sequences allows species to rapidly respond to changes in the environment, and to drive out deleterious mutations. Recombination is therefore an important adaptive property that occurs (along with sexual reproduction that enables it) in almost all eukaryotic species. The existence of such rich combinatorial genomes compels the study of genomic variation in populations to discover relationships between genome content and genetically influenced traits of interest. To a computer scientist, it is almost irresistible to view combinatorial genomes, and the associated observed traits (phenotypes), as nature's way of implementing a kind of binary search (or a similar divide and conquer method) to identify the locations of important genomic features. In that view, nature has already done the experiments, posing and answering most of the required search queries. Now, in a kind of Genomic Jeopardy game, we have to find the right questions to match and exploit nature's answers.
Why Networks?
We are interested in reconstructing plausible histories of mutations and recombinations that might have derived chromosomal sequences observed in current populations. Such histories are not in the form of trees, but rather in the form of networks. To explain the need for networks in describing the history of chromosome sequences, we consider first the related, but simpler, issue of family pedigrees.
Pedigrees
If we trace the ancestry of an individual backward in time, their two parental lines will expand into multiple lines (as parents expand to grandparents and greatgrandparents, etc.). But some lines will eventually "converge," meaning that two distinct ancestors of the individual will have one or two common parents. 4 See figure 1.2 showing a partial pedigree of recent English royalty. It follows that the full genealogical history, or pedigree, of a set of individuals will contain cycles (often called "loops" in the genetics literature) and therefore cannot be represented by a tree; instead, the representation requires a network. We will develop precise definitions later in this chapter and in chapter 3.
Back to Sequences
Above, we considered family pedigrees in order to introduce the notions of convergence, cycles, and networks, and in order to distinguish pedigrees from genealogical networks which we will introduce shortly. But our main interest is the history of DNA sequences, and not the history of families or the individuals who carry those sequences. So, we now shift attention back to sequences on chromosomes. We first consider the case where there is no recombination and no mutation.
Recall that a diploid individual receives one copy of a particular chromo-some (say chromosome 21) from the individual's mother and receives one copy from the individual's father. Moreover, without recombination or mutation, the copy received from the individual's mother is identical to one of the mother's homologs, and the same is true for the copy received from their father. For example, in figure 1.3, two four-character sequences are shown; these are sequences from the same location in a homologous pair of chromosomes.
Tracing the transmission history of sequences Now consider an individual in a population and just one of the homologs of a homologous pair of some chromosome (say from chromosome 21). The sequence on that homolog was transmitted to the individual from just one parent, and since there is no recombination, that sequence was passed down from exactly one grandparent, etc. It follows that the transmission history of the chromosome sequence forms a path through ancestors in the individual's pedigree. That path begins at a founder sequence and descends to the individual. Further, since we have assumed that there is no mutation, each of the individual's ancestors on the path possesses and transmits an identical copy of the sequence.
Definition The path through sequences (overlayed on a pedigree), showing the transmission of a sequence from an ancestor of an individual, to that individual, is called a sequence-transmission path. Note that the elements on the path are sequences, rather than the people who possess those sequences.
For example, in figure 1.3, Charles's CCCC must have been transmitted from his father, Philip, even though his mother, Queen Elizabeth, also has CCCC. We deduce this because Charles also has TAAT, which he could only have gotten from his mother. Next, we deduce that Philip must have received CCCC from his mother, Alice. We deduce this because Alice must either have passed CCCC or GCTA to Philip, but he does not have sequence GCTA. Continuing with this logic, we deduce that Charles received his CCCC from Philip through a right-hand path, originating with Albert, his great-great-great-grandfather. The path tracing the transmission of CCCC from Albert to Charles is a sequencetransmission path. We can also deduce that Queen Elizabeth received her copy of CCCC along the left-hand path, a sequence-transmission path, also originating with Albert. Note that a sequence-transmission path traverses sequences, not people.
Definition If a sequence s is on a sequence-transmission path that leads (forward in time) to a sequence s ′ (where s might be identical to s ′ ), then s is an ancestral sequence of s ′ . Definition If, traversing the sequence-transmission paths backward in time, two sequence-transmission paths intersect (at some sequence), then we say that the paths coalesce at that intersection point. This is also called a coalescent event.
Coalescence versus Convergence The two types of events are related, but a coalescence event (defined on sequences) implies a convergence event (defined on a pedigree), while a convergence event does not always imply a coalescence event.
For example, in figure 1.4a, Edward VII and Alice (the upper one) have the same (two) parents (Albert and Queen Victoria), and that represents two convergence events in the pedigree. However, there is only one coalescence event. That event is when the two sequence-transmission paths that contain CCCC coalesce at the copy of CCCC possessed by Albert. Even though Edward and Alice have the same mother, Queen Victoria, they did not receive the same sequence from her (Edward received TAAG, and Alice received GGGG). So there is a convergence at Victoria, but not a coalescence.
Note that without mutations, all the sequences on two sequence-transmission paths that coalesce at some sequence s, must be identical to s.
Definition Without mutation, the sequences on two sequence-transmission paths that coalesce, are called identical by descent. See figure 1.3. A history of sequences To emphasize that our interest is in the history of sequences and sequence transmissions, and not in the history of the people through whom the sequences flow, in figure 1.4a, we redraw the sequence-transmission paths from figure 1.3, removing any sequence that is not on a deduced sequencetransmission path. However, we maintain the names of the people for ease of reference.
The underlying trees When there is no recombination, the key feature of a set of sequence-transmission paths is that no sequence has two edges directed into it. There can be two sequences possessed by the same individual, where each sequence has a directed edge into it, but those two edges are directed to different sequences. For example, in figure 1.4 there are two edges directed into the sequences possessed by Edward, but one is directed to TAAG and one is directed to CCCC. If, in a set of sequence-transmission paths, we replace each sequence with a node, the resulting graph will not have any node with two edges directed into it. Hence, the graph will consist of a set of rooted trees that partition the sequences (each sequence is in one and only one tree). See figure 1.4b.
Finding Adam and Eve in sequences
If we sample sequences in the current population that were transmitted without recombination, and we could trace their transmission paths back in time, we should eventually reach a point where all of the transmission paths coalesce (not simultaneously) at one common ancestor. That is, all the sampled sequences descend from one ancestral sequence, and the transmission paths jointly form a tree. Of course, we can't trace back in time, but we can estimate that tree. This was recently done for human patrilineal lineages, using the Y chromosome sequence-transmission paths form four disjoint trees that partition the sequences. One tree consists of the two copies of TAAT; a second tree consists of the two copies of TAAG; a third tree consists of two copies of GGGG; and the fourth tree consists of all of the copies of CCCC.
(b) Now we allow sequences to mutate, but there is still no recombination. The number written on an edge identifies the site that mutates on that edge; the actual mutation is seen by comparing the nucleotide for that site at the head and tail of the edge. For example, on the edge with label 3, the nucleotide at site 3 changes from C to A. mother, a matrilineal tree was estimated. The most recent common ancestor of the sampled mitochondrial sequences is called the "mitochondrial Eve." from his father, Charles, is created by a recombination of the two sequences, ACAC and CTCG, transmitted to Charles from Elizabeth and Philip respectively. Note that sequence ACAC, transmitted to Charles from Elizabeth, is derived from Elizabeth's paternal sequence (rather than from her maternal sequence, as in figure 1.4) . Also, it contains one mutated site (site 1), and hence is not identical to either of the sequences that Elizabeth possesses. The recombinant sequence ACCG contains the first two letters of ACAC and the last two letters of CTCG. William also receives a sequence from his mother, Diana, who is not shown in this partial pedigree.
Adding in Mutation and Recombination
Returning to the royals, we next add in mutation. Mutations do not change any sequence-transmission paths, but do change the sequences. So, it is no longer true that all the sequences on a sequence-transmission path are identical. For example, see figure 1.4b.
Finally, we add in recombination between two sequences. Then, when a sequence is transmitted to an individual from one of their parents, say their father, it might be a recombinant sequence created from the father's two sequences during meiosis. In that case, it could be different from both of the copies of the sequence that the father received. For example, in figure 1.5 we include one of Charles's sons, William, and see that the sequence William receives from Charles is a recombinant sequence, different from either of Charles's sequences.
Recombination creates cycles In contrast to the case when there is no recombination, if a set of sequence-transmission paths contains a sequence with two incoming edges (due to recombination), then the transmission history is not a set of disjoint rooted trees. Moreover, as in figure 1.6, two sequence-transmission paths that meet at a recombinant sequence x might also coalesce at an ancestral sequence of x, say s. In that case, the two paths define a recombination cycle with coalescent sequence s (also called a root sequence), and recombinant sequence x. Further, if all the sequence-transmission paths ultimately coalesce at a single root sequence, then if there is any recombination, there must be a recombination cycle. For example, start at a recombinant sequence and trace back along two paths; since all paths eventually coalesce, the two traced paths must eventually coalesce, at which point the two paths specify a recombination cycle. A directed graph with a recombination cycle is not a directed tree; it is a network.
Transmission Paths Form (Parts of ) a Genealogical Network
The network that represents the transmission history of chromosome sequences, shaped by mutation and recombination, is often called a "phylogenetic network" in the computer science literature, although the term "genealogical network" is more appropriate. So, the network shown in figure 1.4b is part of a genealogical network, as are the networks shown in figures 1.5 and 1. 6 . A first, informal definition of a genealogical network will be given in section 1.6.2, after some concepts from graph theory have been introduced, and a more complete, formal definition will be given in chapter 3. When some additional restrictions apply (explained in chapter 3) a genealogical network is called an "ancestral recombi-nation graph" (ARG). ARGs will be the networks of greatest importance in this book.
Genealogical Networks Relate Sequences, Not People
It is easy to confuse pedigrees and genealogical networks, so it is critical to note that genealogical networks represent relationships between sequences, rather than relationships between people, as in a pedigree. In fact, in most cases, we do not know the pedigree of the individuals who possess the sequences of interest. It is true that a genealogical network is constrained by that (unknown) pedigree, but a genealogical network displays information not contained in a pedigree, and the pedigree contains information not contained in the network. Moreover, Even though each individual possesses a pair of homologous chromosomes, the two homologous chromosomal sequences are represented independently in the genealogical network.
That is, the genealogical network (representing the history of sequences) decouples the two homologous sequences of each individual. In figure 1 .6, the two sequences that Charles possesses, which recombine to create William's recombinant sequence, are drawn further apart than they are in figure 1.5, in order to emphasize that point.
I may be a twin, but I am one of a kind.
Anonymous
Hence, the genealogical network represents a set of sequences in a history, without indicating which pairs of sequences (if any) were possessed by the same individual. The only way we can deduce that two sequences in a genealogical network were possessed by the same individual is if they recombine. Two sequences that recombine during meiosis must both be possessed by a single individual. As an example, figure 1.13 (page 31) shows a genealogical network which is unrelated to any shown pedigree. We can deduce that the sequences shown at nodes u and v must have been possessed by a single individual.
We want the historically correct genealogical network Knowing the true, historically correct genealogical network that explicitly reveals the origin and derivation of the sequences in a current population, and shows the locations of all the mutations and recombinations (both in the genome and in time), would tremendously facilitate the use of genomic data to address many basic biological questions, and be of use in biotechnology.
The rub Unfortunately, we cannot directly examine the past so we cannot know (for sure) the historically correct genealogy of the extant sequences. However, a robust literature on algorithms that construct plausible genealogical networks, or deduce well-defined aspects of a genealogy, has developed, particularly in the last several years. Related questions about hybridization networks, which are similar to genealogical networks but do not generally involve explicit sequences, have also been addressed. This algorithmic research has been encouraged by a growing appreciation by biologists that many evolutionary and population genetic phenomena must be represented by networks rather than by trees.
The Central Thesis of the Book
Even though we can never know for sure that an algorithm has deduced the correct genealogical network (or features of it), we will detail in this book that applications of these algorithms have correctly answered certain biological questions, suggesting that important parts of true genealogies are captured in, or reflected by, the computations. These applications go to the heart of the book's central thesis.
Central Thesis: Explicit genealogical networks representing a derivation of extant sequences in a population can be effectively computed, and even if those networks do not perfectly capture the true transmission history of the sequences, they can reveal parts of the history and give significant insight into basic biological phenomena, and be used to address applied problems in biotechnology.
Fundamental Definitions
The atomic objects of concern in this book are individuals in the context of population genetics, or species in the context of phylogenetics, or molecular sequences in the context of molecular evolution. Sometimes the particular biological context affects the mathematical models and the algorithmic problems that are defined on that model. However, many of the mathematical and algorithmic results we discuss in this book apply to all the biological models. We want to be as general as possible and so we will use a generic term for the objects of interest.
Definition We interchangeably use the terms taxa or individuals for the objects of interest, and taxon or individual for a single object.
