Factorized backprojection is a processing algorithm for reconstructing images from data collected by synthetic aperture radar (SAR) systems. Factorized backprojection requires less computation than conventional time-domain backprojection with minimal loss in accuracy for straight-line motion. However, its implementation is not as straightforward as direct backprojection. This paper provides a new, easily parallelizable formulation of factorized backprojection designed for stripmap SAR data that includes a method of implementing an azimuth window as part of the factorized backprojection algorithm. We compare the performance of windowed factorized backprojection to direct backprojection for simulated and actual SAR data.
Introduction
Synthetic aperture radar (SAR) can generate high-resolution images from low-resolution data [1, 2] . In stripmap SAR, a single antenna moving along a line is used to synthesize a linear array antenna, thus providing higher azimuth resolution than a single antenna position. Several algorithms have been proposed for image reconstruction of SAR data in both the time domain and frequency domain [3] . A particular time-domain algorithm known as backprojection is able to reconstruct well-focused images, even with non-ideal motion. Unfortunately, the computational complexity of backprojection is , which can quickly become computationally expensive.
Because of this computational cost, factorized backprojection was developed. This algorithm divides the process of backprojection into recursive steps to achieve complexity of . Factorized backprojection was first introduced by Rofheart and McCorkle [4] in the context of the quadtree, a data structure borrowed from computer science. The algorithm is designed so that the resolution improves by a factor of four each step.
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Since then, multiple variations on factorized backprojection have been developed [2, [5] [6] [7] [8] [9] [10] [11] . In particular, Ulander et al. [2] proposed a method called fast factorized backprojection, which uses the polar representation of an image to greatly reduce the number of operations. The factorized backprojection approaches assume constraints on the flight path, trading reduction computation for accuracy.
In this paper, we present a new formulation of factorized backprojection on a linear grid that does not use the polar representation and allows for easy parallelization of the algorithm. The method includes an azimuth window to reduce sidelobes and aliasing at a tradeoff in some loss in azimuth resolution. We compare performance of the windowed factorized backprojection algorithm with factorized and conventional time-domain backprojection.
The paper is organized as follows. Section 2 briefly reviews the time-domain backprojection. Section 3 provides an alternative derivation of factorized backprojection. Section 4 provides an error analysis of factorizedbackprojection. Section 5 introduces an azimuth window to the factorized backprojection algorithm. The results comparing the various algorithms are shown in Section 6.
Backprojection
Backprojection is a time-domain algorithm that generates an image from SAR data. This process coherently integrates the radar data over each antenna position to form the image. Using the start-stop approximation, given a pixel at location p, the backprojected image   A p is given by [5, 12] distance between the pixel p and the along-track position x, and is the baseband range-compressed echo data interpolated to the distance . In practice, the echo data is digitized and a range window is applied. If we replace x with the discrete-time variable n representing the pulse, then this equation can be represented as
where
is the distance between the antenna phase center of the pulse and the center of pixel p and
Although backprojection is straightforward to implement and can handle a variety of flight tracks, it can be computationally expensive. To obtain an image with M × N pixels from L equally spaced antenna pulse positions, a total of L × M × N square root calculations and transcendental computations must be performed. This can become costly as L, M, and N become large.
Factorized Backprojection Algorithm
An alternative to direct backprojection is factorized backprojection. In factorized backprojection, the image reconstruction is divided into a series of steps in which the resolution of the image becomes finer as the length of a synthetic subaperture increases. The geometry of the SAR array allows the interpolated radar data associated with the subapertures of the previous step to be used in subsequent steps, reducing the required computation at a tradeoff of some loss of accuracy.
Although the formulation of factorized backprojection presented here uses recursive principles similar to the previous algorithms, there are some notable differences. First, this particular implementation is designed only for stripmap SAR. Like many previous implementations it uses the the start-stop approximation and assumes that the flight track is straight [2] . (For an explanation of the algorithm without the start-stop approximation, see [13] . The application of factorized backprojection to non-inear tracks is considered in [11, 14] ). Second, rather than divide the image into square subimages or use polar coordinates, the image is split into columns which are separately processed. In this paper, a column is defined as a one pixel wide region of the image in the range direction (see Figure 1) . By splitting the image into columns, both the explanation and the implementation of the algorithm can be simplified. Additionally, the algorithm can be easily parallelized since each column can be formed independent of the others.
We now describe this factorized backprojection algorithm in detail. Suppose there are L collected pulses with which we wish to image an area comprised of M × N pixels. Then, the number of stages is min{log 2 L, log 2 M}, in addition to a preliminary stage. For this explanation, we assume L = M = N = 4 and that the pulses and pixels are equally spaced. In practice, however, L, M, and N do not need to be equal, nor do the pulses and pixels need to be equally spaced. We note that a pixel must lie in the beamwidth of the real aperture to be fully reconstructed. For pixels on the edge of an image, reconstruction requires antenna positions that extend beyond the imaging grid.
Initially, each subaperture corresponds to the actual antenna positions for each collected pulse, but in later steps it corresponds to the combination of two or more adjacent antenna positions. We divide the image into subimages, or sections of columns. Initially, a subimage consists of a single large area covering the entire column, but by the final stage, each of the multiple subimages is a single pixel of the column. (To reduce error, a subimage may initially consist of a portion of a column rather than the entire column, but this increases the total number of computations despite decreasing the number of steps). Because the same algorithm is applied for each column independent of the other columns, we concentrate on a single column in this explanation.
Since the central positions of both subimages and pulses change for each step of the factorization, we introduce some notation to aid in the explanation. Let from the parent data set.
In the preliminary step of the algorithm, the distance from each subaperture center (pulse) to a subimage center is calculated. Since our example involves four pulses and one initial subimage, this step requires four distance calculations. In Figure 1 , which shows the preliminary step of the algorithm, the central pixel is denoted , and each pulse is denoted as , . Once each distance has been calculated, the radar
is found from the rangecompressed SAR data.
0 i  For the first factorization step, the number of subapertures is decreased by a factor of two by combining the parent subapertures into longer child subapertures. Because the resulting subapertures are longer than the parent subapertures, the corresponding beamwidth is narrower. In addition, the subimage is divided in half so that there are two pixels per column rather than one (see Figure 1) .
The distance from each subaperture center to each subimage center is calculated, where
x y z and has coordinates , .
If the flight track is parallel to the image column and the imaging area is flat, then the distance can be approximated using a Taylor series approximation:
(see Figure 1 ). Note that for our column-based algorithm with a flat surface,
Because the child subapertures are longer than the original subapertures, there is no previously interpolated radar data corresponding exactly to these new subapertur truct data sets  corresponding to these longer subapertures by combining the data sets from parent subapertures and multiplying by a phase factor to compensate for the difference in distances:
es. However, we can cons
or if the prior distances are calculated with a Taylor series approximation,
Rather than directly calculating , to save computation we approximate it from values computed in the previous step, i.e.,
, there is no error in the approximation. However, if the distances are not equal, the approximation may not correspond to the same range bin as the correct data value. This adversely impacts the image focusing since the incorrect phase may be computed in Equation (6) . We discuss these errors more in Section 4.
For the remaining iterations, the process of lengthening subapertures and decreasing subimage size continues until a subimage is a single pixel and there is only one subaperture covering the full synthetic aperture with center (see Figures 2(d) and (e)). The reconstructed pixel at the final subaperture level is given by
Errors in the Factorized Backprojection Algorithm
Two types of errors are associated with factorized backprojection in the scenario considered: those caused by errors in the creation of data sets from the range interpolated data, and those caused by using incorrect distances for phase calculations due to the factorization. Note that in a realistic scenario, deviations of the platform from its ideal path introduce variations in the desired phase for image formation. ecall that in the creation of the data set
, we make the approximation
That is, we assume that the radar data associated with a given subaperture and subimage is the same as the radar data associated with the subaperture and the parent subimage. Since data is considered constant over a range bin, this assumption is true so long as both subimages lie within the same range bin. However, if both subimages do not lie in the same range bin, then the data corresponding to the child subimage is from the wrong range be the number of pixels in the imaging grid, A be the length of the antenna array, and be the number of pulses. Let 0 be the minimum distance from the SAR array to the column. Let
, and . Then, a parent
For convenience we refer to   , i k d n p  as the factorized distance as the distance used by the factorized backprojection to discriminate it from the actual distance.
Ideally, the actual distance   , i k p d n equals the factorized distance. However, in practice, this is not generally true. We can obtain an upper bound on the error by setting a single pixel and pulse as reference points and then defining the coordinates of the parent subimages and child subapertures in terms of these reference points.
subimage center
Similarly, a child subaperture center
Let
Using these relationships, the error  between the actual distance and the factorized distance from a pulse and a pixel can be written as 1  2  2  2  2  2  1   2  2  2  2  1  2  2  2  2  0  0  0  0  1 , , , , 
By canceling and rearranging terms, this equation can be further simplified as
We note that
Thus,
Using the triangle inequality, we can further bound Equation (17) by
Since for any given pulse ,
and for any given pixel ,
we can further simplify the bound in Equation (20) 
Note the similarity of this error bound to that given by [2] . From this equation, we see that the distance error can be reduced by decreasing the length of the image to be reconstructed. Similarly, by initially dividing a column into several subimages rather than performing factorized backprojection for the entire column, the error is reduced because each subimage is shorter, reducing I L . However, this requires more computation. Table 1 shows the distance error for simulated data for a given pixel and varying numbers of initial subimages for a 64 by 64 grid of pixels. As the number of initial subimages increases, the error is reduced. Note that for the initial subimages, the phase error is zero because each distance is calculated correctly in the algorithm.
Recall that  is the difference between the actual distance and factorized distance for a given pulse and pixel. A commonly assumed value for the acceptable phase error is π 8 [1] , though the precise value is not critical for our analysis. Using this value, there is negligible error in the image if 
For the simulation described in Section 6 with average and maximum error ishown in Table 1 , the wavelength of the transmit frequency is 0.0292 m, so λ/32 = 9.1250 × 10 . In Table 1 , the bound on the distance error is less than this when more than one initial subimage is used.
Windowed Factorized Backprojection
In SAR image processing, an azimuth window is often applied to minimize azimuth aliasing and suppress sidelobes at a cost of some loss in azimuth resolution. In this section, we show that an azimuth window can also be incorporated into our factorized backprojection with litt e additional computation. l series of steps.
Performance Evaluation
In this section we display images formed by factorized and windowed factorized backprojection and compare them to images formed with direct backprojection. We consider both simulated and actual data. Note that because factorized backprojection is not exact, we expect some performance degradation compared to backprojection, particularly for non-ideal motion. Also note that we did not attempt to optimize the impulse response function, though techniques to accomplish this are given in [15] .
Results for an Ideal Track
We first assume that the flight track is ideal, that is, straight and level, with uniform spacing. Figure 4 shows the impulse response (IPR) of a point target created with noise-free simulated data acquired from an L-band pulsed SAR (parameters given in Table 2 ) which was reconstructed with direct backprojection. Figure 5 shows the IPR of the same point target reconstructed with factorized backprojection. Note that both images have notable azimuth sidelobes. When a window is added to the direct backprojection image, the image quality improves, although the resolution is slightly degraded as evidenced by the wider target main lobe (see Figure 6 ). When the window is applied to the factorized backprojection image, the image improves, although with similar resolution loss. Figure 7 shows the windowed factorized backprojection image where each pixel has been normalized by the area of the effective window on the pixel. Note that the width of the main lobe in the azimuth direction for both windowed images is slightly wider, resulting in slightly coarser resolution. However, the sidelobes have been reduced considerably 
Results on a Non-Ideal Track
If the flight track is non-ideal, then factorized backprojection becomes less accurate because the range bins corresponding to a child subaperture may differ from the range bins corresponding to a parent subaperture (see [2] for a more complete analysis). To illustrate this, we simulated a non-ideal flight track with a sinusoidal movement at an amplitude of 1 m (which spans more than one range bin). In Figures 8-11 , the IPR is shown when the flight track is non-ideal for an image reconstructed with direct, windowed direct, factorized, and windowed factorized backprojection, respectively. As expected, the performance of the factorized backprojection is degraded compared to full backprojection for a non-ideal track. However, including the window improves the image. Further research is needed to quantify the level of improvement provided by the window for factorized backprojection on a non-ideal track.
Results with Real Data
Figures 12 and 13 shows various images generated from real SAR data of a uniform scene with a trihedral corner reflector (parameters given in Table 3 ). There are 4096 aperture positions and an image grid of 1024 × 1024 pixels, with each pixel 0.5 m by 0.3 m. Figure 12(a) shows the results of direct backprojection, and Figure 13(a) shows the results with windowed direct backprojection. Figure 12(b) shows the same image reconstructed using factorized backprojection. Note that the corner reflector appears more smeared in the factorized backprojection image than in the direct backprojection image, mostly due to non-ideal motion. Figure 13(b) shows the image reconstructed with windowed factorized backprojection. Note the improvement of the IPR response when a window is added to factorized backprojection.
Conclusions
In this paper, a new formulation of factorized backprojection is introduced. A new algorithm to incorporate an azimuth window is described, termed windowed factorized backprojection. Unlike previous formulations of factorized backprojection, this algorithm divides an image into columns parallel to the flight track rather than into quadtrees. This feature of the algorithm aids in the parallelization of the algorithm and enables the easy addition of a factorized azimuth window by introducing intermediate windows in each step. Errors are introduced into the image due to a combination of range errors and range-cell migration but can be minimized by dividing an image into subimages of shorter length and backprojecting each independently. The performance of windowed factorized backprojection is verified with simulated and real SAR data. The performance of windowed factorized backprojection on non-ideal flight tracks is briefly examined, and it is shown that windowed factorized backprojection can handle some non-ideal tracks. As expected, compared to direct backprojection, the performance is not as good but requires less computation. No attempt was made to optimize the windowing, but rather a basic window was introduced which was independent of the data. However, such optimization could further improve the algorithm.
