Conjugate gradient (CG) methods are important in solving unconstrained optimization especially for large-scale unconstrained optimization. In this paper, we proposed a new simple CG coefficient. The global convergence result is established by using exact line search. Numerical results based on number of iterations and CPU time. Numerical result shows that our method is efficient when compared to the other CG coefficients for a given standard test problems.
Introduction
The conjugate gradient method (CG) plays an important role in solving the unconstrained optimization problem. In general, the method has the following form 
where k x is the current iterate point, 0 k   is a step size [19] . Additionally, k d is the search direction [26] . Basically [5] and RMIL denotes Rivaie et al. [6] . The global convergence properties have been studied by many researchers, including Al-Baali [8] and Gilbert and Nocedal [7] . The CG-method with regular restart was also found in Nocedal and Wright [9] . The PR, HS, RMIL and LS are from one family because they have restart property which is different from FR, and DY that do not possed restart property [6] . The CG method is a powerful line search method for solving optimization problems, and it remains very popular for engineers and mathematicians who are interested in solving large-scale problems [10] [11] [12] . There are some recent formulas are given as follows:
A basic key factor of global convergence is selecting the stepsize k  . The most common search is to do the exact line search
The inexact line search constitutes methods known as Armijo [15] , Wolfe [16] , and Goldstein [14] . Though there are many researchers opt to use the inexact line search because they believed that the exact line search is quite slow. In this paper we postulate that the new generation of fast computer processors will provide an advantage in using exact line search.
In this paper we present a simple k  and compared the performance with FR, PR, HS and RMIL. The general algorithm for our new methods and the standard CG methods are shown. The global convergence of the modified method is established using the exact line search also shown. Some interesting numerical result is presented by comparing our modified method with other CG method. Lastly, our discussion and conclusion based on these comparisons are presented.
New Simple CG Coefficient
In this section we propose our simple CG coefficient which is known as  we designed a new formula for the denominator and retained the original numerator as the PR, HS, and LS formula to give it restart properties as mentioned by [17] . Hence, the
The following algorithm is the general algorithm of CG method used in this study.
Step 1:
Step 3: Compute Step 5: Updating new point based on (2).
Step 6: Convergent test and stopping criteria.
Otherwise go to Step 1 with 1 kk .
Convergent Analysis
In this section, firstly, we will show that a descent search directions is guaranteed with NRMI  and secondly, the convergence properties using exact line search is analysed.
Suppose that the current search direction is a descent direction denoted by
We need to show that NRMI  produces descent directions, and under worth conditions is a steepest descent search direction.
From (3), we have
We define NRMI  as (17) , and equations (18) For convergence analysis using exact line search, the following assumptions are needed.
Assumptions 1 For the exact line search, let  be the solution. Then by the mean value theorem 0 T kk gd  and Assumption 1(ii), let 22 
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, 33 
Numerical Results
In this section, we present some numerical results based on the number of iterations and CPU time and compared to FR, PR, HS and RMIL. Some test problems considered in Andrei [13] is selected. We considered As suggested by Hillstrom [18] , for each of the test problem, four initial starting points are used starting from a point that is further away from the solution point to the point close to it. Numerical results will be shown in Table 1 and Table 3 . Table 1 shows the performance of the NRMI algorithm relative to the iteration and Table 3 shows the performance of the NRMI algorithm relative to the CPU time. We further simplified Table 1 and Table 3 and shown the percentage performance of NRMI as compared to the other method in Table 2 and Table 4 respectively. The word 'Fail' and '-' in Table 1 and Table 3 respectively means that the run and CPU time was stopped due to the line search procedure failed to find the positive stepsize. The words 'successful' ,'equivalent' ,and 'unsuccessful' in Table 2 and Table 4 , means that NRMI has achieved the minimizer with less number of iterations, equivalent in number or worse compared to the other methods. All the problems mentioned below are solved by MATLAB 11 subroutine program by using the exact line search. (6, 6, 6, 6) 3.4832 0.1044 0.1708 0.1640 0.1562 (8, 8, 8, 8) 35.8924 0.2383 0.1399 0.3331 0.1845 (11, 11, 11, 11) 
Discussion
From Table 1 and Table 3 , it is shown that for all given problems, NRMI successfully reaches the solution point. It is also proven that NRMI outperformed and superior in almost all the problems compared to other methods. From Table 2 and Table 4 , it is shown that NRMI is also superior compared to the other methods. The highest percentage of successful of NRMI based on number of iteration comparison is with FR and PR with a combined rate of successful and equivalent rate of 100.0%. Combined rate for RMIL and HS are 97.5% and 82.5% respectively.
The highest percentage of successful based on CPU time when NRMI compare with FR and RMIL is same about 95.0%. NRMI is successful about 87.5% and 75.0% when compare with PR and HS respectively. Above all the comparisons showed that the successful rate exceeds more than 50.0%. Therefore, we consider the NRMI is superior, compared to other methods.
Conclusion
In this paper, we proposed a new simple k  known as NRMI. Numerical results have shown that this k  performs better than the other CG methods. We have shown numerically that this method proves to be successful and reliable for functions up to ten variables. In the future, we plan to test our new formula by applying in inexact line search [26] .
