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 اﺳﺖ. رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ و ﺗﺤﻠﻴﻞ ﺑﻨﺪي ﻫﺎي آﻣﺎري در ﻋﻠﻮم ﻣﺨﺘﻠﻒ ﻃﺒﻘﻪﻫﺎي روشﺗﺮﻳﻦ ﻛﺎرﺑﺮدﻳﻜﻲ از ﻣﻬﻢ :ﻣﻘﺪﻣﻪ
اﺳﺘﻔﺎده از ﻣﺎﺷﻴﻦ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن، روﻳﻜﺮد ﺟﺪﻳﺪي اﺳﺖ ﻛﻪ در  ﺑﻨﺪي ﻫﺴﺘﻨﺪ.ﻫﺎ در ﻣﺴﺎﺋﻞ ﻃﺒﻘﻪﻣﻤﻴﺰي از ﭘﺮﻛﺎرﺑﺮدﺗﺮﻳﻦ روش
 .ﻧﺪاردﻓﺮض ﻗﺎﺑﻞ ﺗﻮﺟﻬﻲ ﻫﺎﻳﻲ اﺳﺖ ﻛﻪ ﭘﻴﺶاز ﺟﻤﻠﻪ روشﭼﻨﺪ ﺳﺎل اﺧﻴﺮ ﻣﻮرد ﺗﻮﺟﻪ ﺑﺴﻴﺎري ﻗﺮار ﮔﺮﻓﺘﻪ اﺳﺖ. اﻳﻦ روش 
ﺑﻨﺪي رواﺑﻂ ﺟﻨﺴﻲ ﺧﺎرج ﻫﺪف از اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﻣﻘﺎﻳﺴﻪ رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ، ﺗﺤﻠﻴﻞ ﻣﻤﻴﺰي و ﻣﺎﺷﻴﻦ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن ﺑﺮاي ﻃﺒﻘﻪ
  ﺑﺎﺷﺪ.ﺳﺎﻟﻪ اﻳﺮان ﻣﻲ 91-92از ازدواج داﺋﻢ در ﺟﻮاﻧﺎن 
ﺑﻮد. ﻣﺘﻐﻴﺮ رواﺑﻂ ﺟﻨﺴﻲ ﺧﺎرج از  41ﻣﺴﺘﻘﻞ  يﺳﺎﻟﻪ ﺑﻮده و ﺗﻌﺪاد ﻣﺘﻐﻴﺮﻫﺎ 92ﺗﺎ  91ﻧﻔﺮ ﺟﻮان  2992ﻫﺎ ﺷﺎﻣﻞ دادهﻫﺎ: روش
ﻫﺎي رﮔﺮﺳﻴﻮن ﻫﺎ و ﺑﺮآورد ﻣﻘﺎدﻳﺮ ﮔﻤﺸﺪه روشازدواج داﺋﻢ ﺑﻪ ﻋﻨﻮان ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ. ﺑﻌﺪ از ﺑﺮرﺳﻲ داده
ﻢ ﺑﻴﻨﻲ رواﺑﻂ ﺟﻨﺴﻲ ﺧﺎرج از ازدواج داﺋﻫﺎ ﺑﺮازش داده ﺷﺪ و ﭘﻴﺶﻟﺠﺴﺘﻴﻚ و ﺗﺤﻠﻴﻞ ﻣﻤﻴﺰي و ﻣﺎﺷﻴﻦ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن ﺑﻪ داده
 204و  847، 1051ﻫﺎ ﺑﺎ ﻛﺎﻫﺶ ﺣﺠﻢ ﻧﻤﻮﻧﻪ ﺑﻪ ﻫﺎ اﻧﺠﺎم ﺷﺪ. ﺑﺮاي ﺗﻌﻴﻴﻦ ﺗﺎﺛﻴﺮ ﺣﺠﻢ ﻧﻤﻮﻧﻪ ﺑﺮ روي روشﺑﺮاﺳﺎس اﻳﻦ روش
- ﻫﺎ ﻣﻘﺎﻳﺴﻪ ﺷﺪﻧﺪ. ﺟﻬﺖ ﻣﺤﺎﺳﺒﻪ ﻣﻴﺰان ﺣﺴﺎﺳﻴﺖ، وﻳﮋﮔﻲ، دﻗﺖ و ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺑﺮاي ﻣﻘﺎﻳﺴﻪ ﻗﺪرت ﭘﻴﺶﻧﻔﺮ، روش
 اﺳﺘﻔﺎده ﮔﺮدﻳﺪ. Rﺑﻴﻨﻲ ﻣﺪل ﻫﺎ از ﻧﺮم اﻓﺰار 
ﻫﺎي رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ، ﺗﺤﻠﻴﻞ ﻣﻤﻴﺰي و ﻣﺎﺷﻴﻦ ﻧﻔﺮﺑﻮد، ﺣﺴﺎﺳﻴﺖ ﺑﺮاي روش 2992در ﺣﺎﻟﺘﻲ ﻛﻪ ﺣﺠﻢ ﻧﻤﻮﻧﻪ ﻫﺎ: ﻪﻳﺎﻓﺘ
، 0/69ﺑﻮد. وﻳﮋﮔﻲ ﺑﻪ ﺗﺮﺗﻴﺐ  0/51و  0/99، 0/53، 0/32اي ﺑﻪ ﺗﺮﺗﻴﺐ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن ﺑﺎ ﻛﺮﻧﻞ ﺗﺎﺑﻊ ﭘﺎﻳﻪ ﺷﻌﺎﻋﻲ و ﭼﻨﺪ ﺟﻤﻠﻪ
ﺑﻮد. ﻫﻤﭽﻨﻴﻦ ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺑﻪ ﺗﺮﺗﻴﺐ ﺑﺮاﺑﺮ ﺑﺎ  0/28و  0/89 ،0/87، 0/18دﻗﺖ ﻧﻴﺰ ﺑﺮاﺑﺮ ﺑﺎ  ﺑﻮد. 0/99و  1، 0/98
ﻧﻔﺮ، ﺣﺴﺎﺳﻴﺖ ﺑﺮاي رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ، ﺗﺤﻠﻴﻞ ﻣﻤﻴﺰي، ﻣﺎﺷﻴﻦ  1051ﺑﻮد. در ﺣﺎﻟﺖ ﺑﺎ ﺣﺠﻢ  0/77و  0/99، 0/57، 0/06
، 1، 0/98، 0/79ﺮاﺑﺮ ﺑﺎ و  وﻳﮋﮔﻲ ﺑ 0/22، 0/79، 0/73، 0/42اي ﺑﺮاﺑﺮ ﺑﺎ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن ﺑﺎ ﻛﺮﻧﻞ ﺗﺎﺑﻊ ﭘﺎﻳﻪ ﺷﻌﺎﻋﻲ و ﭼﻨﺪ ﺟﻤﻠﻪ
ﺑﻮد در ﺣﺎﻟﺖ ﺑﺎ  0/38، 1، 0/57، 0/06و ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺑﻪ ﺗﺮﺗﻴﺐ ﺑﺮاﺑﺮ ﺑﺎ 0/48، 0/99، 0/97، 0/28و دﻗﺖ ﺑﺮاﺑﺮ ﺑﺎ  1
ﻧﻔﺮ، ﺣﺴﺎﺳﻴﺖ ﺑﺮاي رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ، ﺗﺤﻠﻴﻞ ﻣﻤﻴﺰي، ﻣﺎﺷﻴﻦ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن ﺑﺎ ﻛﺮﻧﻞ ﺗﺎﺑﻊ ﭘﺎﻳﻪ ﺷﻌﺎﻋﻲ و  847ﺣﺠﻢ ﻧﻤﻮﻧﻪ 
 0/18، 0/89، 0/08، 0/38و دﻗﺖ ﺑﺮاﺑﺮ ﺑﺎ  1، 1، 0/98، 0/69و وﻳﮋﮔﻲ ﺑﺮاﺑﺮ ﺑﺎ  0/32، 0/39، 0/24، 0/13ﺑﺮ ﺑﺎ اي ﺑﺮاﭼﻨﺪ ﺟﻤﻠﻪ
ﻧﻔﺮ، ﺣﺴﺎﺳﻴﺖ  204ﺑﻮد. در ﺣﺎﻟﺖ ﺑﺎ ﺣﺠﻢ ﻧﻤﻮﻧﻪ  0/78، 1، 0/08، 0/46ﺑﻮد. و ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﻧﻴﺰ ﺑﻪ ﺗﺮﺗﻴﺐ ﺑﺮاﺑﺮ ﺑﺎ 
، 0/54، 0/92اي ﺑﺮاﺑﺮ ﺑﺎ ﭘﺸﺘﻴﺒﺎن ﺑﺎ ﻛﺮﻧﻞ ﺗﺎﺑﻊ ﭘﺎﻳﻪ ﺷﻌﺎﻋﻲ و ﭼﻨﺪ ﺟﻤﻠﻪﺑﺮاي رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ، ﺗﺤﻠﻴﻞ ﻣﻤﻴﺰي، ﻣﺎﺷﻴﻦ ﺑﺮدار 
ﺑﻮد.  ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺑﻪ  0/18، 0/69، 0/38، 0/28و دﻗﺖ ﺑﺮاﺑﺮ ﺑﺎ  1، 1، 0/29، 0/69و وﻳﮋﮔﻲ ﺑﺮاﺑﺮ ﺑﺎ  0/70، 0/28
 ﺑﻮد. 0/68، 1، 0/48، 0/36ﺗﺮﺗﻴﺐ ﺑﺮاﺑﺮ ﺑﺎ 
ﻳﺮ ﺣﺴﺎﺳﻴﺖ، وﻳﮋﮔﻲ، دﻗﺖ و ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺑﺮاي ﻣﺎﺷﻴﻦ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن ﺑﺎ ﻳﺎﻓﺘﻪ ﻫﺎ ﻧﺸﺎن دادﻧﺪ ﻛﻪ ﻣﻘﺎدﮔﻴﺮي: ﻧﺘﻴﺠﻪ
 دو روش دﻳﮕﺮ ﺑﻮد. اي وﺗﺎﺑﻊ ﻛﺮﻧﻞ ﭼﻨﺪﺟﻤﻠﻪ ﻫﺎي ﻣﺘﻔﺎوت ﻧﻤﻮﻧﻪ، ﺑﻴﺸﺘﺮ ازﻛﺮﻧﻞ ﺗﺎﺑﻊ ﭘﺎﻳﻪ ﺷﻌﺎﻋﻲ در ﺣﺠﻢ
  











Introduction: Classification is one of the most important applications of statistical methods. 
Logistic Regression (LR) and Discriminant Analysis (DA) are applied in most settings. Using of 
Support Vector Machine (SVM) as a modern modeling method has received considerable 
attention in recent years. This method does not depend on pre-assumption.  
 The aim of this study is to compare the LR, DA and SVM for classification of Iranian youth ١٩-
٢٩  years old experiencing extramarital sexual contacts. 
Methods: Information of ١٤ independent variables for ٢٩٩٢ individuals aged ١٩ to ٢٩ years 
were collected. Extramarital sexual contacts considered as the response variable. After imputation 
of missing values, LR, DA, SVM was fitted. To determine the effect of sample size methods 
were compared with reduce sample size to ١٥٠١, ٧٤٨, ٤٠٢. Finally measures of the sensitivity, 
specificity, accuracy and area under ROC curve was applied to compare the methods using R 
software. 
Result: At the sample size of ٢٩٩٢, the sensitivity in LR, DA, SVM with radial basis function 
and polynomial was equal to ٠٫٢٣, ٠٫٣٥, ٠٫٩٩, ٠٫١٥ respectively. The specificity was equal ٠٫٩٦, 
٠٫٨٩, ١ and ٠٫٩٩ respectively. The accuracy was ٠٫٨١, ٠٫٧٨, ٠٫٩٨, ٠٫٨٢. The area under ROC 
was ٠٫٦٠, ٠٫٧٥, ٠٫٩٩, ٠٫٧٧. N=١٥٠١ sensitivity in LR, DA, SVM with kernel function radial 
basis function and polynomial was equal ٠٫٢٤, ٠٫٣٧, ٠٫٩٧, ٠٫٢٢ respectively. Specificity was 
equal ٠٫٩٧, ٠٫٨٩, ١, ١ respectively. Accuracy was ٠٫٨٢, ٠٫٧٩, ٠٫٩٩, ٠٫٨٤ . Area uder ROC was 
٠٫٦٠, ٠٫٧٥, ١, ٠٫٨٣. When N=٧٤٨ sensitivity in LR, DA, SVM with radial basis function and 
polynomial was equal ٠٫٣١, ٠٫٤٢, ٠٫٩٣, ٠٫٢٣ respectively. Specificity was equal ٠٫٩٦, ٠٫٨٩, ١, ١ 
respectively. Accuracy was ٠٫٨٣, ٠٫٨٠, ٠٫٩٨, ٠٫٨١. Area uder ROC was ٠٫٦٤, ٠٫٨٠, ١, ٠٫٨٧. 
When
N=٤٠٢ sensitivity in LR, DA, SVM with radial basis function and polynomial was equal ٠٫٢٩, 
٠٫٤٥, ٠٫٨٢, ٠٫٠٧ respectively. Specificity was equal ٠٫٩٦, ٠٫٩٢, ١, ١ respectively. Accuracy was 
٠٫٨٢, ٠٫٨٣, ٠٫٩٦, ٠٫٨١. Area uder ROC was ٠٫٦٣, ٠٫٨٤, ١, ٠٫٨٦. 
Conclusion: The result suggested the superiority of SVM with radial basis function. 
Keywords: logistic regression, discriminant analysis, support vector machine, sensitivity,  
 specificity, ROC 
 
 
