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Zusammenfassung
Diese Arbeit adressiert die automatische Segmentierung von organo-Gruppen, Gruppen
gleichartiger organischer Objekte. Der Fokus wird auf das a¨hnlich schwere Problem der
Stammschnittfla¨chensegmentierung gelegt. Die Segmentierung von multiplen Objekten
auf unbekanntem Hintergrund in Einzelbildern ist ein schweres und ungelo¨stes Problem.
Es existieren einige spezielle Ansa¨tze fu¨r spezifische Objekte, wie Tomaten, A¨pfel oder
Fische. Dennoch existiert keine robuste und automatische Methode fu¨r Stammschnitt-
fla¨chen oder ein allgemeingu¨ltiger Ansatz fu¨r organo-Gruppen. Die Segmentierung einer
organo-Gruppe ermo¨glicht Anwendungen zur automatischen Vermessung, Inspektion oder
Sortierung.
In dieser Arbeit werden, ausgehend vom Problem der Stammschnittfla¨chen, drei Konzep-
te zur automatischen Segmentierung entwickelt und quantitativ evaluiert. Die Konzepte
bauen aufeinander auf und ermo¨glichen die automatische Segmentierung von Schnittholz-
oder Stammschnittfla¨chen in Bildern mit unbekanntem Hintergrund. Ausgehend von
den Konzepten wird eine allgemeinere Lo¨sung fu¨r organo-Gruppen entwickelt und am
Beispiel von Plattfischen, Kartoffeln und A¨pfeln evaluiert. In den einzelnen Evaluierungen
der Konzepte werden gute bis sehr gute Ergebnisse erreicht. Die Ergebnisse sind in
ein praxistaugliches System zur Vermessung von Holzpoltern eingeflossen. Die Evaluie-
rung des Systems zeigt, dass die Konzepte zur Anwendung geeignet sind, wenn gewisse
Rahmenbedingungen eingehalten werden.
abstract
This thesis addresses the automatic segmentation of so-called organo-groups (groups
of organic objects of similar types). It focuses on a similarly hard problem, namely
the segmentation of wood cut surfaces. The segmentation of multiple objects on an
unknown background in single images is a challenging task. Existing approaches so far
are rather special, and are designed for specific objects like tomatoes, apples or fish.
Additionally, there is no robust and automatic approach for the segmentation of wood cut
surfaces and also none of them is general enough for organo-groups. The segmentation of
organo-groups sets the ground for automatic measurement, inspection or sorting.
Based on the problem of wood cut surfaces three concepts have been developed and
quantitatively evaluated. The concepts build upon each other and allow the binary
segmentation of sawn wood and multi-object-segmentation of wood cut surfaces in images
on an unknown background. Based on the three concepts a more general solution has
been developed and evaluated using the examples of fish, potatoes and apples. Good
to very good results are achieved in the evaluations of the concepts. These results are
integrated into a practical measuring system for woodpiles. An evaluation of the system
has shown that the concepts are practically applicable under certain frame conditions.
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1 Einleitung
Die automatische Segmentierung von Objekten ist ein ha¨ufig adressiertes Thema und
stellt Wissenschaftler immer noch vor große Herausforderungen. Was der Mensch in
einem Bild auf Anhieb erkennt, ist fu¨r einen Algorithmus nur unter gewissen Annahmen
und Bedingungen zu fassen. Die kognitiven Fa¨higkeiten eines Menschen pra¨gten sich erst
u¨ber Millionen von Jahren der Evolution aus. Ermo¨glicht wird sie durch ein Netzwerk
von vererbten Neuronen, die sich innerhalb der Entwicklung des Menschen verbinden und
auspra¨gen. Auf solch einer Grundlage und langen Lern- und Entwicklungszeiten kann ein
Algorithmus nicht aufbauen.
Einen Beitrag zur Problemlo¨sung fu¨r ein spezielles Anwendungsgebiet leistet diese
Dissertation. Es wird eine generelle Methodik zur automatischen Segmentierung von
organischen Objekten einer gleichartigen Gruppe (kurz organo-Gruppe) vorgestellt. Als
Basis zur Lo¨sungsfindung dient das Segmentierungsproblem fu¨r Stammschnittfla¨chen von
Rohholzabschnitten. Die generelle Lo¨sung wird auf andere organo-Gruppen angewandt
und die Verallgemeinerung der Lo¨sung bewiesen.
Das entwickelte Segmentierungsverfahren ist flexibel und abstrakt betrachtet zwei-
stufig. In der ersten Stufe werden Repra¨sentanten einer organo-Gruppen detektiert und
deren Charakteristiken extrahiert. In der zweiten Stufe werden die Charakteristiken
zur Segmentierung der Objekte der organo-Gruppen genutzt. Eine optimierungsbasierte
Segmentierung mit einer speziellen Wahrscheinlichkeitsberechnung anhand der Objekt-
Charakteristiken bildet den Kern der zweiten Stufe.
1.1 Motivation
Im Forschungsbereich des Maschinellen Sehens ist die Segmentierung eine notwendige
Voraussetzung zur Klassifikation und Ableitung von weiteren Parametern, wie Gro¨ße oder
Volumen. Eine robuste Segmentierung der Objekte einer organo-Gruppen ermo¨glicht ver-
schiedene Anwendungen. Es ergeben sich Anwendungen in der Vermessung, Bestimmung
von Quantita¨t, Qualita¨tspru¨fung, Inspektion oder auch der automatischen Sortierung.
Denkbare Szenarien der Anwendung finden sich bei Fru¨chten, wie A¨pfel an einem Baum,
Melonen auf einem Fo¨rderband oder Weintrauben an einer Rebe. Weitere Szenarien
ergeben sich in der Biologie bei gleichartigen Pflanzen- oder Tiergruppen, wie Mu-
scheln, Bienen oder auch Zooplankton. Eine weitere Anwendung ist die Vermessung
von Baumsta¨mmen. Die Grundlage fu¨r diese Anwendung bildet hier die Segmentierung
von Stammschnittfla¨chen. In dieser Dissertation wird zur Herleitung eines allgemeinen
Verfahrens die Segmentierung von Stammschnittfla¨chen genauer betrachtet. Die These
der Anwendbarkeit des allgemeinen Verfahrens auf andere spezielle organo-Gruppen wird
durch die zusa¨tzliche Betrachtung von Kartoffeln, A¨pfeln und Fischen gestu¨tzt.
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Die Segmentierung der Stammschnittfla¨chen ist ein selten adressiertes Forschungsthema
mit großen Herausforderungen. Die Herausforderungen bestehen in den unterschiedlichen
Auspra¨gungen der Stammschnittfla¨chen, der schlechten Abgegrenztheit zum Hintergrund
und der Bildaufnahme unter Praxisbedingungen. Der erarbeitete Lo¨sungsansatz in dieser
Dissertation besteht in der Nutzung der Charakteristiken der Stammschnittfla¨chen
und des Hintergrundes pro Bild. Die Charakteristiken werden zuerst extrahiert und
anschließend fu¨r die Segmentierung genutzt. Die Stammschnittfla¨chen sind sich zwar
in gewisser Weise in Form und Farbe a¨hnlich, aber oftmals nur innerhalb eines Bildes.
Auch die typische runde Form eines Stammes kann nicht vorausgesetzt werden. Die
Abbildung 1.1 zeigt die Verschiedenheit der Stammschnittfla¨chen, des Hintergrunds und
der Aufnahmebedingungen.
Abbildung 1.1: Im Wald stehende Rundholzabschnitte (Polter) guter Qualita¨t. Der Hin-
tergrund, die Form- und Farbcharakteristiken, sowie die Aufnahmebedin-
gungen sind von Bild zu Bild unterschiedlich.
Als Basis fu¨r die Entwicklung der Konzepte und Lo¨sungen dient das Anwendungs-
szenario der fotometrischen Baumstammvermessung. In der Forstwirtschaft werden
Baumsta¨mme nach dem Fa¨llen im Wald zu sogenannten Poltern aufgestapelt. Zur Er-
fassung der gefa¨llten Menge fu¨r den Verkauf oder weiterer Logistik ist eine Vermessung
der Rohholzpolter notwendig. Ein bewa¨hrtes und in der Praxis oft eingesetztes Vermes-
sungsverfahren, ist das Sektionsverfahren. Dabei wird der Polter manuell in Sektionen
eingeteilt und das Volumen von erfahrenen Mitarbeitern sektionsweise gescha¨tzt. Das
Verfahren ist allerdings subjektiv, zum Teil zeitaufwa¨ndig und birgt Ungenauigkeiten.
Bisherige bildbasierte industrielle Anwendungen unterstu¨tzen bereits den Prozess der
Holzstammvermessung. Die Verfahren beno¨tigen allerdings unhandliches Equipment, wie
das Stereo-Messsystem sScale, oder erfordern zur Segmentierung der Stammschnittfla¨chen
Nutzerinteraktion (siehe Produktblatt [Sys08]). Die Anwendung von Stereo-Verfahren
zur Vermessung beurteilt F. Fink in seiner Dissertation [Fin04] mit den Worten:
”
Aufgrund des erheblich gro¨ßeren Mess- und Auswerteaufwands, den das
dreidimensional foto-optische Vermessungsverfahren erfordert, kommt es zudem als
Messverfahren in der forstlichen Praxis kaum in Frage.“
Es ergibt sich folglich ein Bedarf an einer mobilen, genauen und leicht zu handhabenden
Lo¨sung, die durch automatische Bildverarbeitung auf Basis einzelner Fotos realisierbar
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ist. Die Algorithmen mu¨ssen den Anforderungen gerecht werden. Diese Arbeit stellt sich
diesem Bedarf.
Weiterhin wird in dieser Dissertation die erarbeitete Lo¨sung auf das allgemeine Problem
der Segmentierung einer organo-Gruppe angewendet. Zum Beweis der Allgemeingu¨ltigkeit
werden drei weitere Anwendungsszenario betrachtet, die Segmentierung von Plattfischen,
Kartoffeln und A¨pfeln. Die Segmentierung von Kartoffeln und A¨pfeln ermo¨glicht Anwen-
dungen zur automatischen Za¨hlung, Vermessung und Positionsbestimmung. Konkrete
Anwendungsbeispiele sind die automatische Sortierung, Qualita¨tspru¨fung und Volumen-
bestimmung von Kartoffeln und A¨pfeln nach der Ernte. Ein Anwendungsbeispiel fu¨r
Fische ist eine automatische Vermessung und Artenbestimmung nach dem Fischfang. Die
einzige Bedingung fu¨r eine erfolgreiche Anwendung ist, dass die organischen Objekte
a¨hnlich sind und sich kaum bis geringfu¨gig u¨berschneiden. Beispiele sind auf dem Boden
oder einem Fo¨rderband liegende organische Objekte.
Abbildung 1.2: Drei weitere organo-Gruppen, die auf verschiedene Bo¨den liegen.
Die Herausforderungen sind a¨hnlich dem Problem der Stammschnittfla¨chensegmentie-
rung. Die Bilder in Abbildung 1.2 zeigen einen variierenden Hintergrund und Objekte
mit inhomogener Farbe.
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Die Segmentierung von Objekten ist in der Bildverarbeitung ein großes Forschungsfeld.
Ein spezielles Segmentierungsproblem beno¨tigt i.d.R. eine spezielle Lo¨sung. Es existiert
noch keine einheitlich robuste Lo¨sung fu¨r beliebige Objekte. Laut [YFR04] ist es auch
gar nicht mo¨glich, denn:
”
Image segmentation is basically a problem of psycho-physical perception, and therefore,
not susceptible to a purely analytical solution.“
Demnach besteht die wissenschaftliche Herausforderung dieser Arbeit in der Entwicklung
eines geeigneten Verfahrens fu¨r mehrere Objektklassen. Das zu entwickelnde Verfahren
soll eine gro¨ßere Klasse von Objekten und Umweltstrukturen abdecken.
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Die Zielsetzung dieser Dissertation ist die Entwicklung einer Lo¨sung fu¨r das Pro-
blem der automatischen Segmentierung einer organo-Gruppen. Am Beispiel der Stamm-
schnittfla¨chen soll ein Verfahren entwickelt werden, das robust gegenu¨ber der Varianz
von Objekten einer Klasse und der Varianz der Umwelt ist. In Einzelbildern soll jede
Stammschnittfla¨che separiert werden, was begrifflich einer Multi-Objekt-Segmentierung
entspricht. Im Ergebnis soll ein Segment genau einer Stammschnittfla¨che entsprechen,
wie es in Abbildung 1.3 illustriert ist.
Abbildung 1.3: Die Abbildung zeigt einen Rohholzpolter (links) und das zu erzielende
Segmentierungsergebnis (rechts).
Voraussetzung zur Erfu¨llung der Zielstellung ist eine sichtbare Polterfla¨che. Das heißt die
Stammschnittfla¨chen sind mo¨glichst orthogonal zur Blickrichtung der Kamera ausgerichtet
und nur gering bis gar nicht verdeckt. U¨ber- und unterbelichtete Bilder sind nicht
Gegenstand der Betrachtung.
Der Schwierigkeitsgrad einer Segmentierungsaufgabe steigt, je weniger Annahmen
u¨ber das Objekt und den Hintergrund eines Bildes gemacht werden ko¨nnen. Hilfreiche
und i.d.R. genutzte Annahmen im Bereich der Segmentierung von Objekten sind Form-,
Farb- und Texturcharakteristiken. A¨hnlich ist es beim Hintergrund, welcher sich aus
allen Nicht-Objektpixeln im Bild zusammensetzt. Je homogener der Hintergrund in
Farbe und Textur, und je weniger A¨hnlichkeit zum Objekt besteht, um so einfacher
ist die Segmentierungsaufgabe. Zum Beispiel ist eine Segmentierung eines nicht blauen
Objektes auf einem blauen Hintergrund keine große Herausforderung. Die Segmentierung
von Stammschnittfla¨chen in Bildern natu¨rlicher Umgebung la¨sst hingegen nicht viele
Annahmen zu.
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Die in Abbildung 1.4 zu sehenden Bilder demonstrieren die Herausforderungen der
Segmentierungsaufgabe. Die Sta¨mme weisen nur begrenzt eine runde oder elliptische Form
auf. Viele Sta¨mme besitzen keine geometrisch eindeutig klassifizierbare Form. Es ko¨nnen
sowohl konkave als auch konvexe Schnittfla¨chen gegeben sein. Eine charakteristische Farbe
der Sta¨mme ist ebenfalls nicht gegeben. Aufgrund der verschiedenen Holzsorten und der
verschiedenen Zusta¨nde, wie nasses, verschmutztes, defektes oder farblich markiertes Holz,
variiert die Farbe. Eine weitere Schwierigkeit besteht im unbestimmten Hintergrund. So
ko¨nnen bspw. Waldboden, Rasen, Matsch, Bla¨tter oder auch Schnee im vorderen Bereich
sein, wohingegen Ba¨ume, Himmel oder auch Berge im hinteren Bereich vorkommen.
Eine weitere Herausforderung besteht, wenn sich Farbbereiche der Schnittfla¨chen mit
Abbildung 1.4: Die linke Seite zeigt nicht selten vorkommende Stammschnittfla¨chen
aus der forstwirschaftlichen Praxis. Zu sehen sind verdreckte, markier-
te, nicht runde und bescha¨digte Sta¨mme. Die Mitte zeigt verschiedene
Hintergru¨nde und die rechte einige Extremfa¨lle von Poltern.
der Farbe des Hintergrunds u¨berschneiden. Zu guter Letzt sind auch Schattenwu¨rfe
und grenzwertige Lichtbedingungen nicht ausgeschlossen. Es ergeben sich folglich die
nachstehenden Probleme:
• Objekte variieren in der Form, der Farbe und in der Textur
• Hintergrund (nicht Objektpixel) ist in der Farbe und der Textur unbekannt
• Varianzen in Farbe, Form und Textur innerhalb der Objektklasse
• Varianzen in Farbe und Textur im Hintergrund
• U¨berschneidung der Farbbereiche vom Hintergrund mit den Objekten
Ziel dieser Dissertation ist es, die identifizierten Probleme systematisch zu lo¨sen und
eine automatische Multi-Objekt-Segmentierung der Stammschnittfla¨chen von Rundholz-
abschnitten zu erarbeitet. Die Segmentierung soll zum Aufzeigen einer Verallgemeinerung
auf andere organo-Gruppen angewendet werden.
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1.3 Organisation der Arbeit
Diese Arbeit u¨ber die automatische bildbasierte Segmentierung von organischen Objekten
einer gleichartigen (organo) Gruppe gliedert sich in aufeinander aufbauende Kapitel.
Ein Einblick in das Thema wurde bereits in diesem Kapitel 1 gegeben. Das Thema
der Arbeit wurde vorgestellt und motiviert, die Ziele definiert und die zu lo¨senden
Probleme aufgezeigt. Eine kurze Zusammenfassung der wichtigsten Ergebnisse wird im
nachfolgenden Abschnitt 1.4 noch gegeben.
Im Kapitel 2 werden die notwendigen Grundlagen der bildbasierten Segmentierung
beschrieben und essentielle Zusammenha¨nge herausgearbeitet. Es werden die zum Ver-
sta¨ndnis der Arbeit erforderlichen Begriffe definiert und erkla¨rt. Die Segmentierung und
Objektdetektion werden in Zusammenhang gebracht und es wird die allgemeine Problem-
stellung erla¨utert. Die etablierten und von der Segmentierungsaufgabe unabha¨ngigen
Basismethoden werden unter Betrachtung unterschiedlichster bestehender Klassifikationen
neu klassifiziert und erkla¨rt. Anschließend werden bereits existierende spezielle Methoden
zur Segmentierung von Stammschnittfla¨chen und a¨hnlichen Objekten beschrieben. Die
Basismethoden und die speziellen Methoden werden abschließend gegenu¨bergestellt.
Im Kapitel 3 werden unter Betrachtung der Grundlagen Konzepte zur automatischen
Segmentierung von Stammschnittfla¨chen erarbeitet. Die zu lo¨senden Probleme werden
herausgestellt, mo¨gliche Konzepte diskutiert, drei grobe Konzepte erarbeitet und verfei-
nert. Es ergibt sich jeweils ein Konzept zur Schnittholzsegmentierung mit Graph-Cut und
zur Segmentierung von Stammschnittfla¨chen durch Objektdetektion. Die Kombination
der beiden Konzepte ergibt ein drittes Konzept, na¨mlich zur automatischen Stamm-
schnittfla¨chensegmentierung. Alle Konzepte werden evaluiert, wobei sich das kombinierte
Konzept als genauestes und robustestes Vorgehen erweist.
Im Kapitel 4 wird das kombinierte Konzept zur Segmentierung von Stammschnittfla¨chen
generalisiert und angepasst. Die einzelnen Schritte werden an Beispielen von A¨pfeln,
Kartoffeln und Plattfischen diskutiert und generalisiert. Das Ergebnis ist ein generalisiertes
Konzept zur Segmentierung verschiedener organo-Gruppen. Das generalisierte Konzept
wird mit den drei verschiedenen organo-Gruppen und den Stammschnittfla¨chen evaluiert.
Weiterhin wird das generalisierte Konzept den speziellen Konzepten zur Segmentierung
von Stammschnittfla¨chen gegenu¨bergestellt und die Ergebnisse diskutiert. Abschließend
werden die Voraussetzungen und Grenzen des generalisierten Konzeptes dargelegt.
Im Kapitel 5 wird die Anwendung der Konzepte betrachtet. Die Konzepte zur Segmentie-
rung von Stammschnittfla¨chen wurden im AFoRS-System umgesetzt. Das AFoRS-System
wurde zur Vermessung von Holzpoltern entwickelt, evaluiert und ist auf dem Weg in die
forstwirtschaftliche Anwendung. Dementsprechend werden zuerst einige forstwirtschaft-
liche Begriffe gekla¨rt und anschließend die Architektur von AFoRS sowie die einzelnen
Komponenten vorgestellt. Zu guter Letzt wird die Genauigkeit der Holzpoltervermessung
evaluiert und der Einfluss der Segmentierung auf die Ergebnisse diskutiert.
Im letzten Kapitel 6 werden zuerst alle erarbeiteten wissenschaftlichen Fragestellungen,
Inhalte, Konzepte und Ergebnisse zusammengefasst. Anschließend werden die sich aus
der Arbeit ergebenden noch offenen Forschungsfragen aufgezeigt und ein Ausblick auf
zuku¨nftige Arbeiten gegeben.
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1.4 Zusammenfassung der wichtigsten Ergebnisse
Der Begriff organo-Gruppe wird erstmals in dieser Arbeit im Kontext des Forschungsfel-
des Segmentierung eingefu¨hrt und betrachtet. Der aktuelle Stand im Forschungsbereich
der bildbasierten Segmentierung wird neu aufgearbeitet und klassifiziert. Die Methoden
der Objektdetektion und der Segmentierung werden klar voneinander getrennt. Die
grundlegenden Methoden der Segmentierung (Basismethoden) und die anwendungsspezi-
fischen Methoden zur Segmentierung von organo-Gruppen (speziellen Methoden) werden
analysiert und gegenu¨bergestellt. Es wird belegt, dass noch keine geeignete Methode zur
automatischen Segmentierung von Stammschnittfla¨chen existiert und a¨hnliche spezielle
Methoden zu unflexibel sind, wie bspw. Methoden fu¨r Tomaten und A¨pfel.
In dieser Arbeit werden drei neue Konzepte zur automatischen Segmentierung
von Schnittholz und Stammschnittfla¨chen erarbeitet. Die drei Konzepte werden speziell
zur Segmentierung der Frontfla¨che eines Holzpolters entwickelt. Die Konzepte werden
generalisiert und ein Vorgehen, dass zur Segmentierung verschiedenster organo-Gruppen
geeignet ist, erarbeitet. Alle Konzepte inklusive der Generalisierung folgen einer Grundi-
dee dieser Arbeit:
”
Zuerst Informationen u¨ber die Bildobjekte sammeln und dann mit
den Informationen segmentieren“. Die Grundidee basiert auf der Annahme, dass die
Bildobjekte einer organo-Gruppe in einem Bild a¨hnlich, von Bild zu Bild aber verschieden
sind.
Das erste Konzept der Schnittholzsegmentierung segmentiert automatisch die
Schnittholzfla¨chen eines Holzpolters in Schnittholz- und Nicht-Schnittholzpixel. Dabei
wird, ausgehend von wenigen Restriktionen in der Bildaufnahme und wenigen Farb-
heuristiken segmentiert. Das Konzept beno¨tigt keinen Objektdetektor und ermo¨glicht
die Volumenbestimmung eines Holzpolters, wenn der Maßstab und die Holzstammla¨nge
bekannt sind.
Das zweite Konzept der Stammschnittfla¨chendetektion segmentiert automatisch
einzelne Stammschnittfla¨chen auf Basis eines Detektors ohne weitere Bildaufnahmere-
striktionen. Es sind keine Farbheuristiken und optimierungsbasierte Segmentierungen
im Konzept verankert, wodurch das Konzept eine leichtgewichtige und performante
Lo¨sung zur Segmentierung von Stammschnittfla¨chen darstellt. Auf Basis der segmentier-
ten Stammschnittfla¨chen wird zusa¨tzlich zur Volumenbestimmung die Bestimmung der
Gro¨ßenklasse einzelner Holzsta¨mme ermo¨glicht.
Das dritteKonzept der Kombination, kombiniert die Schnittholzsegmentierung mit
der Stammschnittfla¨chendetektion. Das Konzept ermo¨glicht die Segmentierung einzelner
Stammschnittfla¨chen und ist genauer als die vorherigen Konzepte. Da die Schritte der
vorherigen Konzepte kombiniert wurden, ist allerdings die Komplexita¨t und folglich auch
die beno¨tigte Rechenleistung ho¨her.
In der Generalisierung werden die entwickelten Konzepte zur Segmentierung ver-
schiedenster organo-Gruppen abstrahiert. Das generalisierte Konzept ermo¨glicht die Seg-
mentierung von organo-Gruppen mit quasi-runden organischen Objekten (U¨berdeckung
zum besten angepassten Kreis > 60%). Das Konzept erweitert das Konzept der Kom-
bination, ist genereller und segmentiert a¨hnlich genau (in einigen Fa¨llen sogar besser)
Stammschnittfla¨chen wie die drei Ausgangskonzepte.
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Alle Konzepte werden gegenu¨ber der Grundwahrheit evaluiert und fu¨hren zu besseren
Ergebnissen als bestehende Methoden. Die Konzepte sind in [Gut+10], [Gut+11a], [GV12],
[GL13] und die Anwendung in [Foe+12] vero¨ffentlicht.
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Dieses Kapitel betrachtet den Stand der Forschung zur Segmentierung von organo-
Gruppen. Im ersten Abschnitt 2.1 werden notwendige Begriffe definiert. Im folgenden
Abschnitt 2.2 wird die Segmentierung und Objektdetektion verortet, in Zusammenhang
gebracht und die allgemeine Problemstellung erla¨utert. In Abschnitt 2.3 werden die
von der Zielstellung unabha¨ngigen Basismethoden klassifiziert und beschrieben. Im
Abschnitt 2.4 werden die speziellen Methoden zur Segmentierung von organo-Gruppen
gezeigt, wobei die Objektdetektion als Mittel zur Segmentierung aufgefasst wird. Es
wird zuerst die Segmentierung von Stammschnittfla¨chen betrachtet und folgend auf
weitere organo-Gruppen wie A¨pfel, Tomaten und Kiwis eingegangen. Die Betrachtung
ist grob in Segmentierungsaufgaben und fein in Segmentierungsklassen unterteilt. Zur
Lo¨sung einer konkreten Segmentierungsaufgabe werden i.d.R. Basismethoden erweitert,
adaptiert und kombiniert. Die Frage ist:
”
Welche Basismethoden eignen sich zur Lo¨sung
der Zielsetzung?“ Daher wird abschließend in Abschnitt 2.5 die Lo¨sung der Zielsetzung
aus Sicht der Basismethoden untersucht und der Kreis der Argumentation geschlossen.
2.1 Begriffsdefinition
In der Forschung werden Begriffe nicht immer einheitlich verwendet und sind durchaus
mehrdeutig. Um eine einheitliche Sprache zu schaffen und Kommunikationsprobleme
zu vermeiden, werden notwendige Begriffe und Symbole fu¨r diese Arbeit nachfolgend
definiert.
Bildverarbeitung (Image Processing)
Die Bildverarbeitung (BV) ist ein Fachgebiet der Informatik und wird unterschiedlich
umschreiben. Nick Efford beschreibt Bildverarbeitung in [Eff00] mit den Worten:
”
Image Processing is a general term for the wide range of techniques that exist for
manipulating and modifying image in various ways.“
In [Nis+11] beschreiben die Autoren Bildverarbeitung mit:
”
... Bildverarbeitung ist die Analyse von Bildern ...“ und
”
Grundsa¨tzlich gibt es zwei
Zielsetzungen der digitalen Bildverarbeitung: Bildverbesserung und die Extraktion von
Informationen.“
Verallgemeinert umfasst die BV alle Algorithmen und Methoden, die auf und mit Bild-
daten arbeiten. Im Wesentlichen sind die Erzeugung, Verbesserung, Restaurierung, Seg-
mentierung von Bildern sowie die Extraktion von Merkmalen aus Bildern Bereiche der
Bildverarbeitung.
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Maschinelles Sehen und Lernen (Computer Vision, Maschine Learning)
Maschinelles Sehen (Computer Vision – CV) ist ein Fachgebiet der Informatik und
wird im deutschen Sprachgebrauch i.d.R. mit dem Gebiet Computer Vision sowie mit
dem Gebiet Machine Vision gleichgesetzt. Beide Bezeichnungen beinhalten den Begriff
Vision und umfassen a¨hnliche Aspekte. Den Begriff Vision beschreibt Davit Marr in
[MN78] mit:
”
Vision is a process that produces from images of the external world a description that is
useful to the viewer and not cluttered with irrelevant information.“
Das Gebiet Machine Vision wird in [JKS95] beschrieben mit:
”
The goal of a machine vision system is to create a model of the real world from images“
Als inverse Computer Graphik wird Computer Vision in [Sze10] mit den Worten beschrie-
ben:
”
In computer vision, we are trying to do the inverse, i.e., to describe the world that we
see in one or more images and to reconstruct its properties, such as shape, illumination,
and color distributions“
Folglich ist verallgemeinert CV die Erzeugung eines Modells aus Bilddaten der Umwelt
und deren Interpretation. Maschinelles Sehen erweitert die Bildverarbeitung um die Inter-
pretation durch Methoden des Maschinellen Lernens (ML). Teilgebiete des Maschinellen
Sehens sind bspw. Tracking, 3D-Rekonstruktion und Objekterkennung. Maschinelles
Lernen (Maschine Learning – ML) ist ein Fachgebiet und umfasst die Ermittlung von
Wissen aus Erfahrung (siehe [Nil98], [Alp10]). Durch Beispieldaten wird ein ku¨nstliches
System angelernt, welches entsprechende Regeln erkennt, auswertet und neue unbekannte
Daten beurteilen kann. In [Alp10] wird ML beschrieben mit:
”
The goal of machine learning is to program computers to use example data or past
experience to solve a given problem.“
Bild, Bildkanal und Pixel
Ein Bild I ist eine 2D-Matrix von Pixeln px mit einer Ho¨he h und einer Weite w. Ein
Bild I soll analog auch als Menge von Pixeln aufgefasst werden, wobei gilt:
I = {pxx,y|0 ≤ x < w ∧ 0 ≤ y < h ∧ x, y, w, h ∈ N} (2.1)
Der Koordinatenursprung eines Bildes befindet sich i.d.R. links oben und beginnt bei
(0, 0). Eine 2D-Bildmatrix soll wie folgt indiziert werden:
I =

px0,0 px1,0 ... ... pxw−1,0
px0,1 px1,1 ... ... pxw−1,1
... ... pxx,y pxx+1,y ...
... ... pxx,y+1 ... ...
px0,h−1 px1,h−1 ... ... pxw−1,h−1
 (2.2)
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Ein Pixel px = (va1, ..., vai, ...., van) ist ein n-Tupel von Werten vai (values). Die Anzahl
n entspricht der Anzahl der Bildkana¨le. Zum Beispiel hat ein 8 Bit Grauwertbild einen
Kanal und ein 24-Bit RGB-Bild drei Kana¨le px = (va1, va2, va3) = (R,G,B). Fu¨r beide
Beispiele gilt vai ∈ [0, 255] und vai ∈ N. Jeder Kanal i bildet analog eine 2D-Matrix Ici
bestehend aus den Werten vai. Die Komposition der Kana¨le ergibt wieder das Bild I.
I = {(va1, ..., van)|∀va1 ∈ Ic1 ∧ ... ∧ van ∈ Icn : gleiche Bildposition} (2.3)
Bereich von Interesse, Teilbild und Pixelsamples
Ein Bereich von Interesse (Region of Interest – RoI) bezeichnet einen rechteckigen
Bildbereich im Bild I. Die Kopie des Bildbereiches der RoI soll als Teilbild (subimage)
bezeichnet werden. Das Teilbild Isub erfu¨llt alle Kriterien eines Bildes I und ist echte
Teilmenge des Bildes (Isub ⊂ I). Ein Teilbild Isub beinhaltet alle Pixel vom obersten
linken Rand (xs, ys) bis zum untersten rechten Rand (xe, ye), somit gilt
Isub = {pxx,y|∀pxx,y ∈ I : xs ≤ x < xe ∧ ys ≤ y < ye ∧ x, y ∈ R}; (2.4)
In dieser Arbeit wird außerdem der Begriff Pixelsamples verwendet. Pixelsamples sind
Beispielpixel einer Pixelmenge eines Bildes oder eines Teilbild. Fu¨r ein Bild I werden
Pixelsamples Ismp wie folgt definiert:
Ismp ⊆ I (2.5)
Objekt und Bildobjekt
Ein reales Objekt Or ist ein zusammenha¨ngendes Ganzes aus der realen Umwelt, wie
eine Tasse, ein Buch oder ein Fisch. Die Projektion des realen 3D Objektes Or auf ein
Bild fu¨hrt zu einer Abbildung des Objektes in 2D. Die 2D Abbildung soll als Bildobjekt
bezeichnet und zur Vereinfachung nur mit O gekennzeichnet werden. Ein Bildobjekt O
ist folglich eine Menge von Pixeln px eines Bildes, wobei O ⊂ I ist.
Organische Objekte
Unter einem organischen Objekt soll in dieser Arbeit ein Lebewesen wie ein Fisch
oder eine Biene zu verstehen sein. Auch Bestandteile von Lebewesen, wie ein Apfel, ein
Blu¨tenblatt oder die Schnittfla¨che eines Baumstammes, sollen als organische Objekte
bezeichnet werden. Zur Unterscheidung von Real und 2D-Abbildung soll das reale
organische Objekt mit Or,o und ein organisches Bildobjekt mit Oo gekennzeichnet werden.
Organische Objekte einer gleichartigen Gruppe (organo-Gruppe)
Unter einer organo-Gruppe soll eine Gruppe organischer Objekte einer biologisch
gleichen Art (species) zu verstehen sein. Eine organo-Gruppen soll folglich gleichartige
Lebewesen oder gleiche Bestandteile von gleichartigen Lebewesen beinhalten. Beispiele
einer organo-Gruppe sind ein Schwarm Heringe, ein Blu¨tenfeld von Sonnenblumen, ein
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Polter von Kiefernsta¨mmen und Orangen an einem Baum. Die reale organo-Gruppe,
bestehend aus realen 3D-Objekten, soll mit OGr und deren Abbildung im Bild mit OG
gekennzeichnet werden. Verdeckungen durch die 3D- zu 2D-Projektion (OGr zu OG)
sind mo¨glich. Eine organo-Gruppe OG ist eine Menge artgleicher organischer Bildobjekte
Oo und soll definiert werden durch:
OG = {Ooi |i ∈ Λ}; ∀i, j ∈ Λ : Ooi ∩Ooj = ∅ ∧Ooi ⊂ I fu¨r i ̸= j, (2.6)
wobei Λ der Indexmenge entspricht.
Label und Labeling-Problem
Das allgemeine Labeling-Problem bezeichnet das Problem der Zuordnung vom Label l
einer Labelmenge LD zu einem Ort (Site) d einer Domain D. Die Domain D ist eine
Abstraktion einer diskreten Menge von m Orten:
D = {1, ....m} (2.7)
Die Labelmenge LD ist diskret oder kontinuierlich. In dieser Arbeit wird vom diskreten
Fall ausgegangen, wie es in der Segmentierung i.d.R. u¨blich ist. Ein Label l ∈ LD ist ein
Bezeichner fu¨r eine Klassenzugeho¨rigkeit und ordnet folglich einen Ort d einer Klasse zu.
Die Zuordnung wird durch die nachfolgende Labelfunktion fl(d) definiert, wie es auch in
[Li95] beschrieben ist:
fl : D → LD (2.8)
Bildmerkmale
Bildmerkmale sind Eigenschaften von Pixelmengen, wie Segmenten S, Teilbildern Isub
oder dem Bild I. Ein Bildmerkmal bm ist i.d.R. ein skalarer Wert, der eine Eigenschaft
der Pixelmenge kodiert. Sind n Bildmerkmale der selben Pixelmenge gegeben, werden
diese auch zusammengefasst zum Merkmalsvektor:
m⃗ = (bm1, ..., bmn) (2.9)
Die n Bildmerkmale bilden auch Achsen eines n dimensionalen Raumes, des sogenannten
Merkmalsraumes.
Klassifikation, Klassifikator und Trainingsdaten
Eine Klassifikation ist die Einteilung einer Menge von Entita¨ten in Gruppen, in soge-
nannte Klassen. Die Unterteilung der Entita¨ten sowie der Prozess, eine Entita¨t einer
Klasse einzuordnen, wird als Klassifikation bezeichnet. Beispiele von Entita¨ten in der
Bildverarbeitung sind einzelne Pixel, Bildobjekte, Bildbereiche, aber auch Bildmerkmale.
Die Klassifikation einer Entita¨t et in eine Klasse k wird durch einen Klassifikator vorge-
nommen. Formal soll ein Klassifikator durch die eindeutige Funktion fk(et) wie folgt
beschrieben werden:
fk : Entita¨ten→ Klassen, et → k; et ∈ Entita¨ten; k ∈ Klassen (2.10)
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Eine Entita¨t et wird folglich genau auf eine Klasse k abgebildet. Im Forschungsbereich
der CV wird i.d.R. eine Beschreibungsform einer Entita¨t et, der Merkmalsvektor m⃗ zur
Klassifikation, genutzt. Ein Klassifikator ist außerdem ein Algorithmus und wird i.d.R.
unter Zuhilfenahme von Trainingsdaten erstellt (angelernt) . Trainingsdaten bestehen
aus Entita¨ten, die jeweils eine Klasse repra¨sentieren.
Interpretation
Der Begriff Interpretation bedeutet im allgemeinen Sinne die Deutung einer Aussage.
Der Begriff wird innerhalb der CV verwendet und unterschiedlich gebraucht. Im Kontext
der CV und in dieser Arbeit soll unter Interpretation eine Erweiterung der Klassifikation
verstanden werden. Eine Klassifikation bildet eine Entita¨t, wie bspw. einen Merkmalsvek-
tor eines Objektes O, auf eine Klasse ab. Die Klassifikation inklusive der Deutung von
der Klasse auf das reale Objekt Or soll als Interpretation bezeichnet werden.
Segmentierung und Segmente
Der Begriff Segmentierung bezeichnet die Zerlegung eines Bildes in disjunkte Teilmen-
gen. Jede Teilmenge fasst eine Menge von Pixeln mit i.d.R. gemeinsamen Eigenschaften
zusammen. Der Vorgang der Segmentierung wird auch als Labeling bezeichnet. Das
beschriebene Labeling-Problem la¨sst sich im Kontext der Segmentierung konkretisieren,
wobei ein Bild I auf eine diskrete Labelmenge L abgebildet wird.
fs : I → L, px → l; px ∈ I; l ∈ L (2.11)
Die Segmentierungsfunktion fs(px) bildet ein Pixel px auf genau ein Label l ab. Die
Segmentierung ist folglich eine spezielle Form der Klassifikation. Die Entita¨ten entsprechen
dem Bild I und die Klassen der Labelmenge L. Verbundene Pixel mit identischem Label
werden als Segment bezeichnet. In dieser Arbeit wird eine Vierer-Nachbarschaft
(siehe [Jah05]) zu Grunde gelegt. Nachbarn vom Pixel pxx,y an der Position x und y sind
die Pixel pxx+1,y, pxx−1,y, pxx,y+1 und pxx,y−1. Ein Segment besteht aus mindestens
einem Pixel und soll mit S gekennzeichnet werden, wobei gilt S ⊂ I. Die Menge aller
Pixel aller Segmente ergibt wieder das Bild. Ein Beispiel ist in Abbildung 2.1 skizziert.
I =

i∈Λ
Si; ∀i, j ∈ Λ : Si ∩ Sj = ∅ fu¨r i ̸= j (2.12)
Abbildung 2.1: Die Segmente eines bina¨ren Bildes (L = {0, 1}).
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Bina¨re, Objekt und Multi-Objekt-Segmentierung
Mengentheoretisch betrachtet wird ein Bild bei einer bina¨ren Segmentierung in zwei
disjunkte Mengen A und B von Pixeln px zerlegt, wobei gilt:
(A ∪B = I) ∧ (A ∩B = ∅) (2.13)
Verbundene Pixel gleicher Menge bilden ein Segment S. Die Begriffe Objekt und Multi-
Objekt-Segmentierung werden nicht ganz einheitlich in der Forschung verwendet. In
dieser Arbeit soll unter Objekt-Segmentierung eine bina¨re Segmentierung verstanden
werden. Ziel der Segmentierung ist es, das Bild in eine Bildobjekt O und Nicht-Bildobjekt
Pixelmenge O zu zerlegen, wobei gilt:
(O = I \O) ∧ (O = S) (2.14)
Ein Segment S entspricht demzufolge dem Bildobjekt O, was im Gegensatz zur bina¨ren
Segmentierung keine Bedingung ist. Unter Multi-Objekt-Segmentierung soll eine
Zerlegung des Bildes in n Bildobjekte (n > 1) und eine Nicht-Bildobjekt Menge O zu
verstehen sein, wobei gilt
O = I \ {Oi|i ∈ Λ}; ∀i, j ∈ Λ : (Oi ∩Oj = ∅) ∧ (Oi = Si) fu¨r i ̸= j (2.15)
Bei einer bina¨ren Segmentierung hat die Labelmenge L genau zwei Elemente L =
{0, 1} und bei einer Multi-Objekt-Segmentierung mit n Objekten n+ 1 Elemente. Die
Ergebnisbilder einer bina¨ren Segmentierung und einer Multi-Objekt-Segmentierung sollen
unterschiedlich bezeichnet werden:
• Ergebnisbild einer bina¨ren Segmentierung: Ib
• Ergebnisbild einer Multi-Objekt-Segmentierung: Im
Segmentmenge
Die Segmentierung eines Bildes mit mehr als einem Pixel (|I| > 1) ist nicht eindeutig.
Es gibt mehrere Mo¨glichkeiten, Bild I in Segmente S zu zerlegen. Die Vereinigung der
Segmente aller mo¨glichen Zerlegungen soll mit SI gekennzeichnet werden. SI wird in
dieser Arbeit als Segmentmenge bezeichnet und definiert durch:
SI = {a|∀a ∈ I : a ⊂ I ∧ a = S} (2.16)
Automatische, halbautomatische und manuelle Segmentierung
Der Begriff automatische Segmentierung soll die Segmentierung eines Bildes ohne
zusa¨tzliche Nutzerinteraktion bezeichnen. Das heißt, das Bild wird lediglich von einem
Algorithmus segmentiert, welcher das Eingangsbild automatisch zerlegt. Dem entgegen
soll unter halbautomatische Segmentierung eine Zerlegung des Bildes mit Hilfe von
Nutzerinteraktion verstanden werden. Beispiele dafu¨r sind das Setzen von Saatpunkten
oder einer groben Kontur. Unter manuelle Segmentierung ist die Segmentierung des
Bildes durch den Nutzer zu verstehen ohne Algorithmus.
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Vorwissen und Modell
Im Kontext der Bildverarbeitung soll unter dem Begriff Vorwissen (A-Priori) Wissen
u¨ber den Bildinhalt zu verstehen sein. Vorwissen beinhaltet Wissen u¨ber die Objekte Or
und deren Bildobjekte O sowie den Nicht-Objekt O Bildinhalten (Hintergrund). Kon-
kretes Vorwissen ist bspw. die Position, Form oder Farbe eines Objektes. Ein Modell
hingegen ist formal spezifiziertes Vorwissen. Ein Modell soll abstrakt mit Θ gekennzeich-
net werden. Grob soll ein Modell in Objektmodell (ΘO), Vordergrundmodell (ΘFG) und
Hintergrundmodell (ΘBG) unterschieden werden. ΘO spezifiziert Eigenschaften genau
eines Objektes, ΘFG aller Objekte und ΘBG aller Nicht-Objekt-Bildinhalte.
Segmentierungsaufgabe
Die Segmentierungsaufgabe soll die gewu¨nschte Zerlegung des Bildes definieren und
entspricht analog der Zielsetzung der Segmentierung. Die Segmentierungsaufgabe definiert
die Pixelmengen der Bildobjekte O und die Nicht-Bildobjekt-Pixel O. Damit definiert die
Segmentierungsaufgabe implizit, ob eine Objekt, Multi-Objekt oder Bina¨re-Multi-Objekt-
Segmentierung die Zielstellung ist. Die Aufgabe einer Segmentierung kann das Bild bina¨re
segmentieren mit der Forderung, dass das Bild in eine Himmel- und eine Nicht-Himmel
Pixelmenge zerlegt wird, sein. Ein weiteres Beispiel einer Segmentierungsaufgabe ist eine
Multi-Objekt-Segmentierung von Fischen. Das Bild soll dabei in n Fischsegmente und
eine Nicht-Fisch-Pixelmenge zerlegt werden.
Basismethoden und spezielle Methoden der Segmentierung
Die Basismethoden sollen die Methoden der Segmentierung zusammenfassen, die un-
abha¨ngig von der Segmentierungsaufgabe sind. Hingegen sollen die speziellen Metho-
den der Segmentierung abha¨ngig von einer Segmentierungsaufgabe sein. Basismethoden
sind i.d.R. allgemeingu¨ltiger und spezielle Methoden oft angepasste, kombinierte und/oder
erweiterte Basismethoden.
U¨ber- und Untersegmentierung
Durch eine Segmentierung wird ein Bild in n Segmente S zerlegt. Wenn viele kleine
Segmente S das zu segmentierende Bildobjekt O u¨berdecken, spricht man von einer
U¨bersegmentierung. Gegenteilig verha¨lt es sich bei der Untersegmentierung, bei
der ein Segment S gro¨ßer als das zu segmentierende Bildobjekt O ist. Verallgemeinert wird
auch die Zerlegung eines Bildes in zu kleine Segmente als U¨bersegmentierung und in zu
große Segmente als Untersegmentierung bezeichnet. Die U¨ber- und Untersegmentierung
ist ein bekanntes Problem der Segmentierung und ist oft bei den Basismethoden der
regionenbasierten Segmentierung vorzufinden.
Objektdetektion
Als Objektdetektion wird die Bestimmung eines Segmentes S bezeichnet, das einem
Bildobjekt O von Or entspricht (S = O) oder ein Teilbild ist (S = Isub) und O beinhaltet
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(O ⊂ S). Die Detektion von S im Bild I erfolgt mit Vorwissen u¨ber das Objekt, wie bspw.
durch ein Objektmodell. Strategien der Klassifikation und der Suche sind notwendig,
um die Segmente S zu ermitteln. Gesucht und klassifiziert wird direkt im Bild I oder
in einer Transformation des Bildes, wie bspw. im Farb- oder Merkmalsraum. Bei der
Objektdetektion wird im Gegensatz zur Segmentierung die Segmentmenge SI und auf die
Labelmenge L abgebildet. Die zugeho¨rige Objektdetektionsfunktion fod(S) sei definiert
mit:
fod : SI → L, S → l; S ∈ SI; l ∈ L (2.17)
Ein Pixel kann bei der Objektdetektion Bestandteil mehrerer Segmente sein. Es ist folglich
keine disjunkte Zerlegung des Bildes und folglich keine Segmentierung. Die diskrete
Labelmenge L zu einer Objektdetektion ist zumeist bina¨r (L = {0, 1}). Die Segmente S
der Segmentmenge SI erhalten das Label 1 fu¨r Bildobjekt oder 0 fu¨r Nicht-Bildobjekt.
Eine ma¨chtigere Labelmenge (|L| > 2) zur Detektion von verschiedenen Objekten ist
mo¨glich, aber i.d.R. untypisch. Im Fall der Detektion verschiedener Objekte werden i.d.R.
mehrere Objektdetektionen eines Objektes hintereinander durchgefu¨hrt.
Kontur
Eine Kontur (Contour) C ist eine geschlossene Kurve, welche im diskreten Bildraum
durch verbundene Pixel repra¨sentiert wird. Eine Kontur zu einem Segment S sind alle
px ∈ S, welche am Bildrand oder benachbart mit px /∈ S sind. In einigen Fa¨llen ist es
notwendig eine Kontur durch die Funktion
c(s) : [0, 1]→ R2 mit c(s) =

x(s)
y(s)

(2.18)
in expliziter Parameterdarstellung zu beschreiben (siehe [KWT88], [OF03]). Die x-Position
x(s) und y-Position y(s) im Bild wird in Abha¨ngigkeit des Parameters s definiert. Speziell
bei aktiven Konturen [KWT88] wird 0 < x, y < 1 vorausgesetzt.
2.2 Vorbetrachtung der Segmentierung und Objektdetektion
In dieser Arbeit wird die Kombination von Segmentierung und Objektdetektion einen
Kernbestandteil bilden. Da beide Begriffe eng verzahnt und auch in der Forschung
unterschiedlich aufgefasst werden, werden die Begriffe in diesem Abschnitt detaillierter
betrachtet. Die Begriffe werden zuerst im Abschnitt 2.2.1 von einander abgegrenzt und
in die entsprechenden Fachgebiete eingeordnet. Der Zusammenhang der Forschungsfelder
wird anschließend im Abschnitt 2.2.2 betrachtet und die Gro¨ße des Lo¨sungsraumes
aufgezeigt. Es wird sich zeigen, dass die Objektdetektion auch ein Mittel zur Objekt-
Segmentierung ist. Abschließend wird in Abschnitt 2.2.3 ein Fazit gezogen und eine
Methodik zur strukturellen Bearbeitung des Forschungsstandes herausgestellt.
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2.2.1 Abgrenzung und Einordnung
Die Forschungsfelder Segmentierung und Objektdetektion sind essentielle Bestandteile
des Maschinellen Sehens (CV) und teilweise Bestandteil der Bildverarbeitung (BV). Die
BV umfasst Manipulationen, Verbesserungen und Aufbereitungen von Bilddaten. Auch
die Extraktion von Merkmalen wird der BV zugeordnet. Die CV schließt die BV ein
und erga¨nzt die BV um die Interpretation und die Nutzung von Vorwissen. Durch die
Interpretation werden Aussagen u¨ber den Bildinhalt und folglich die aufgenommene
Umwelt ermo¨glicht. Eine Einordnung der Segmentierung und Objektdetektion ist in
Abbildung 2.2 illustriert.
Abbildung 2.2: Einordnung der Forschungsfelder Segmentierung und Objektdetektion in
die u¨bergeordneten Fachgebiete.
Beide Forschungsfelder schneiden die BV und sind Bestandteil der CV. Die Segmentie-
rung wird zum gro¨ßten Teil in die BV eingeordnet, da Bilddaten aufbereitet und noch
nicht interpretiert werden. Allerdings gibt es Segmentierungsmethoden, die Vorwissen
nutzen, weshalb ein Teil der Segmentierung keine BV sondern CV ist. Einige Bereiche
der Objektdetektion werden ha¨ufig als modellbasierte Segmentierung bezeichnet. Die
modellbasierte Segmentierung (siehe [Jah05], [Ton05], [FP11]) sowie die Nutzung der
Objektdetektion zur Segmentierung bilden die Schnittmenge von Segmentierung und
Objektdetektion. Da Segmentierung sowie Objektdetektion auf Bilddaten operieren,
gibt es auch eine Schnittmenge zwischen BV, Segmentierung und Objektdetektion. Die
Objektdetektion im Vergleich zur Segmentierung ist zum gro¨ßten Teil nur CV, da Vor-
wissen u¨ber die zu detektierenden Segmente verfahrenstechnisch beno¨tigt wird. Der
Interpretationsgedanke (Erkennung, Klassifikation) ist Grundbestandteil der CV und
bei der Objektdetektion werden Segmente S anhand von Modellen u¨ber Bildobjekt O
und/oder Objekt Or detektiert. Die verwendeten Modelle beinhalten Vorwissen, welche
Interpretationen u¨ber das Bild ermo¨glichen.
Abbildung 2.3: Die Segmentierung in der Pipeline der Bildanalyse.
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Bei der Analyse eines Bildes kommt i.d.R. die Pipeline der Bildanalyse (siehe [Han09]
[Ste06] und [Abm94]) zur Anwendung, welche in Abbildung 2.3 illustriert ist. Die Pipeline
der Bildanalyse1 entha¨lt Komponenten der BV und CV. In der Pipeline ist die Segmentie-
rung ein fester Bestandteil. Ziel der Pipeline ist die Interpretation eines Bildes I mittels
Bildvorverarbeitung, Segmentierung und Merkmalsextraktion. Die Komponenten der
Pipeline haben folgende Bedeutung:
1. Bilderfassung: Aufnahme der realen Umgebung und Erzeugung des Bildes I
2. Bildvorverarbeitung: Die Verbesserung, Rekonstruktion und/oder Aufbereitung
des Bildes I zum vorverarbeiteten Bild I ′
3. Segmentierung: Zerlegung des Bildes I ′ in sinnvolle Segmente I ′ = {S1, .., Sn}
4. Mermalsextration: Berechnung eines Merkmalsvektor m⃗ fu¨r jedes Segment
5. Interpretation: Deutung der Objekte Or mit Hilfe der Klassifikation k = fc(m⃗)
der Segmente S anhand des Merkmalsvektors m⃗
Der Schwerpunkt dieser Dissertation liegt in der Segmentierung (Abbildung 2.3),
speziell der Schnittmenge zwischen Segmentierung und Objektdetektion ein (Abbildung
2.2).
2.2.2 Zusammenhang und Lo¨sungsraum
Segmentierung und Objektdetektion sind zwei unterschiedliche Forschungsfelder mit
unterschiedlicher Herangehensweise und dennoch a¨hnlicher Problemstellung. Nachfolgend
wird zuerst ein Zusammenhang zwischen der Segmentierung und der Objektdetektion
hergestellt und anschließend deren Lo¨sungsra¨ume2 aufgezeigt. Im Abschluss werden die
wesentlichen Erkenntnisse zusammengefasst.
Zusammenhang zwischen Segmentierung und Objektdetektion
Bei der Segmentierung wird ein Bild in disjunkte Segmente zerlegt. Die Segmente werden
anschließend in der Pipeline der Bildanalyse interpretiert. Bei der Objektdetektion werden
hingegen die Segmente im Bild anhand von Vorwissen detektiert. Die Richtung des
Schließens ist bei der Objektdetektion im Vergleich zur Segmentierung invers. Vorwissen
u¨ber das Objekt ist der Ausgangspunkt einer Objektdetektion, wohingegen das Erlangen
von Wissen u¨ber das Objekt das Ziel der Segmentierung ist. Bei der Objektdetektion ist
durch das Modell bekannt, was detektiert werden soll, aber das Segment ist unbekannt. Bei
der Segmentierung ist das Segment auch unbekannt, aber auch seine Interpretation. Formal
1Die Pipeline der Bildanalyse wird je nach Kontext auch als Pipeline der Mustererkennung oder Pipeline
der Bildverarbeitung bezeichnet.
2Der Lo¨sungsraum kennzeichnet in diesem Zusammenhang die Menge der mo¨glichen Lo¨sungen einer
Objektdetektion oder Segmentierung.
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betrachtet a¨hneln sich die Funktionen der Objektdetektion fod und der Segmentierung fs.
Sie unterscheiden sich lediglich in der Definitionsmenge wie folgt:
fs : I → L, px → l; px ∈ I; l ∈ L (Segmentierung) (2.19)
fod : SI → L, S → l; S ∈ SI; l ∈ L (Objektdetektion) (2.20)
Die Funktionen sind formal betrachtet spezielle Klassifikationen, die sich in den Entita¨ten
unterscheiden. Bei der Objektdetektion werden Segmente S und bei der Segmentierung
Pixel px klassifiziert. Bei der Segmentierung sind die Pixel in den meisten Methoden
nicht unabha¨ngig von einander. Nachbarschaften und Beziehungen von Pixeln werden
der Segmentierungsmethode entsprechend in fs(px) einbezogen und A¨quivalenzklassen
von Pixeln (Segmente) gebildet. Durch eine Segmentierung und Objektdetektion ergeben
sich die Korrespondenzen φ und Relationen R:
Rs = {(px, l) ∈ I × L|l ∈ φS(px)}; Rs ⊆ I × L (Segmentierung) (2.21)
Rod = {(S, l) ∈ SI × L|l ∈ φod(S)}; Rod ⊆ SI × L (Objektdetektion) (2.22)
Die Objektdetektion ist in der Segmentierung einsetzbar, wenn die Ergebnisrelation ROD
innerhalb der Segmentierungsfunktion fs Verwendung findet. Durch die Verwendung von
Rod zur Segmentierung ergibt sich die Funktion fs|od3:
fs|od : I
Rod−−→ L, px → l; px ∈ I; l ∈ L (2.23)
Lo¨sungsra¨ume der Segmentierung und Objektdetektion
Beide Herangehensweisen ero¨ffnen einen großen und a¨hnlichen Lo¨sungsraum. Der Lo¨sungs-
raum der Segmentierung la¨sst sich mit dem Labeling-Problem aufzeigen und abscha¨tzen.
Nach [Li95] ergibt sich die Menge M aller Mo¨glichkeiten4 einer Abbildung der Domain
D auf die Labelmenge LD, wie folgt:
M = LDn = LD × LD...× LD  
n−fach
(2.24)
Im Fall der Segmentierung wird ein Bild I auf die diskrete Labelmenge L abgebildet,
wobei ein Pixel px auf ein Label l abgebildet wird. Es ergibt sich im speziellen Fall der
Segmentierung eines Bildes I:
M = Ln = L× L...× L  
n−fach
(2.25)
Ein Pixel px im Bild I mit der Weite w und Ho¨he h kann genau auf eines von m Labels
abgebildet werden. Die Anzahl m der mo¨glichen Abbildungen ergibt sich durch:
m = |M | = |L||I|; |I| = w ∗ h (2.26)
3(
Rod−−→) und (s|od) soll kennzeichnen, dass die Relation Rod in der Abbildung verwendet wird.
4Im Zusammenhang mit Markov Random Fields (MRF) ist der Begriff Konfigurationen u¨blich.
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Das bedeutet, je gro¨ßer das Bild I und die Anzahl von Labels |L| ist, desto mehr
Mo¨glichkeiten m der Abbildung gibt es. Bei einer bina¨ren Segmentierung mit L = {0, 1}
gibt es folglich genau
m = 2|I| (2.27)
Mo¨glichkeiten der Segmentierung. Allerdings gilt dies bei einer Objekt-Segmentierung
nicht, weil das Bild in die Bildobjekte O und in die Nicht-Bildobjekt Pixelmenge O
zerlegt wird. Ein Bildobjekt O ist ein Segment und ein Segment besteht aus benachbarten
Pixeln. Unter dieser Bedingung sind die Labels l nicht mehr unabha¨ngig voneinander
und m wird geringer (m ≤ |L||I|). Die Anzahl der Mo¨glichkeiten mos im Fall der bina¨ren
Objekt-Segmentierung ist in Abha¨ngigkeit von der Segmentmenge5 SI berechenbar mit:
mos = 2
|SI| (2.28)
Fu¨r eine Labelmenge |L| ≠ 2 gilt dies nicht, da sich Segmente nicht u¨berschneiden
ko¨nnen. Eine Objektdetektion ist im Gegensatz zur Segmentierung die Abbildung einer
Segmentmenge auf eine diskrete Labelmenge (SI → L). Die Anzahl der Mo¨glichkeiten
mod bei der Objektdetektion ergibt sich durch die Potenzmenge P, weil alle mo¨glichen
Segmente S in I einem Label zugeordnet werden. Auch sich u¨berschneidende Segmente
werden betrachtet, was im Unterschied zur Segmentierung nicht der Fall ist. Die Anzahl
mod ergibt sich durch:
mod = |L|P(SI) (2.29)
Unter der Voraussetzung des gleichen Bildes I und einer bina¨ren Labelmenge |L| = 2
ergibt sich:
mso ≤ mod (2.30)
Da eine Potenzmenge gro¨ßer gleich der Kardinalita¨t derselben Menge ist, ist auch
die Anzahl der Mo¨glichkeiten mod einer Objektdetektion gro¨ßer gleich der Anzahl der
Mo¨glichkeiten mos einer Objekt-Segmentierung.
Zusammenfassung
Die Segmentierung bildet Pixel und die Objektdetektion Segmente auf Labels ab. Die
Objektdetektion nutzt immer Vorwissen u¨ber ein Objekt. Hingegen wird bei der Segmen-
tierung nur in einigen Fa¨llen Vorwissen genutzt. Es hat sich gezeigt, dass die Objektde-
tektion ein Mittel zur Segmentierung ist. Die eingefu¨hrte Segmentierungsfunktion fs|od
kennzeichnet eine Segmentierung durch Nutzung der detektierten Objekte.
Weiterhin hat sich gezeigt, dass der Lo¨sungsraum der bina¨ren Segmentierung und
Objektdetektion in Abha¨ngigkeit der Ma¨chtigkeit der Segmentmenge |SI| exponentiell
ansteigt. Die Ma¨chtigkeit von |SI| ist Abha¨ngig von der Gro¨ße des Bildes. Je mehr Pixel
das Bild entha¨lt, umso gro¨ßer der Lo¨sungsraum.
5Die Berechnung der Anzahl der Elemente von SI in Abha¨ngigkeit von L und I ist nicht trivial, wird
hier aber nicht weiter betrachtet.
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2.2.3 Fazit und Erarbeitung einer Grobstrukturierung
In diesem Abschnitt 2.2 wurden Vorbetrachtungen der Segmentierung und der Objektde-
tektion vorgenommen. Es wurde gezeigt, dass eine Schnittmenge zwischen Segmentierung
und Objektdetektion existiert. Die Schnittmenge umfasst die Segmentierung von Objekten
mit der Nutzung von Vorwissen. Es wurde auch herausgestellt, dass die Objektdetektion
als Mittel zur Segmentierung genutzt werden kann. Weiterhin hat sich bei der Segmentie-
rung und Objektdetektion ein exponentiell wachsender Lo¨sungsraum herausgestellt.
Die Forschungsfelder Segmentierung und Objektdetektion sind sehr breit, wie in [Ton05]
formuliert wird:
”
Segmentierung ist ein Gebiet von enormer Breite und bei weitem nicht abgeschlossen.
Bu¨cher zur Bildsegmentierung behandeln das Thema in unterschiedlichem Umfang und
setzen sehr verschiedene Schwerpunkte.“
Es existiert bereits eine große Anzahl an Publikationen zur Segmentierung und Objekt-
detektion, die stetig wa¨chst. Ursache sich die vielen offenen Forschungsfragen und auch
zwei unterschiedliche Herangehensweisen an die Problemstellung. Zum einen wird an
den Grundlagen geforscht und zum anderen an anwendungsbezogenen Lo¨sungen. In der
Grundlagenforschung ist die Anwendung zweitrangig. Die grundlegenden Methoden
werden in dieser Arbeit als Basismethoden bezeichnet und sind von der Segmentie-
rungsaufgabe unabha¨ngig. Einige U¨bersichten u¨ber Basismethoden sind bspw. in [PP93]
[Rau+09] und [SK94] zu finden. Im Gegensatz zur Grundlagenforschung ist in der
anwendungsorientierten Forschung eine Segmentierungsaufgabe definiert und die
Anwendung steht im Mittelpunkt. Es gibt viele Anwendungen und folglich viele offene
Fragestellungen und auch Lo¨sungen fu¨r definierte Segmentierungsaufgaben. Die Methoden
mit definierter Segmentierungsaufgabe werden in dieser Arbeit als spezielle Metho-
den bezeichnet. Beispiele fu¨r spezielle Methoden sind die Buchstabensegmentierung in
[DW92], die spezielle Buchstabensegmentierung auf Autokennzeichen in [Ana+08] oder
die Segmentierung von Haut in [VSA03].
Zur Erfassung des wesentlichen Standes der Forschung werden die Methoden im Folgen-
den unterteilt betrachtet. Die wesentlichen Basismethoden aus der Grundlagenforschung
der Segmentierung und der Objektdetektion werden in Abschnitt 2.3 getrennt betrachtet.
In Abschnitt 2.4 werden spezielle Methoden der Segmentierung von organo-Gruppen
beschrieben. Da die Objektdetektion auch ein Mittel zur Segmentierung ist, wird bei
den speziellen Methoden keine Unterscheidung mehr vorgenommen. Die Objektdetektion
wird als Unterklasse der Segmentierung zugeordnet und der Abschnitt wird aus Sicht der
Anwendung strukturiert. Welche Basismethoden bei den speziellen Methoden Anwendung
finden, wird abschließend in Abschnitt 2.5 herausgearbeitet.
2.3 Basismethoden der Segmentierung und Objektdetektion
In diesem Abschnitt werden die wesentlichen Basismethoden der Segmentierung und
Objektdetektion beschrieben. Es wird in Abschnitt 2.3.1 zuerst eine Klassifikation der
Basismethoden vorgenommen. Die Basismethoden der Objektdetektion werden getrennt
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von der Segmentierung betrachtet. In Abschnitt 2.3.2 werden die herausgearbeiteten
Klassen der Segmentierung und in Abschnitt 2.3.3 die Klassen der Objektdetektion
ero¨rtert. Die beschriebenen Klassen mit den entsprechenden Basismethoden werden
abschließend in Abschnitt 2.3.4 zusammengefasst.
2.3.1 Klassifikation der Basismethoden
Die Segmentierung ist ein noch nicht abgeschlossenes Forschungsfeld ohne einheitliche
Klassifikation. Es existieren stattdessen viele verschiedene Klassifikationen. So sind bspw.
die Klassifikationen A-H aus den Bu¨chern A: [Nal93], B: [Eff00], C: [Jah05], D: [Ton05],
E: [Umb05], F: [Ste06], G: [Sze10] und H: [FP11] verschieden und dennoch in gewisser
Weise a¨hnlich (Details siehe Anhang A.3). In den verschiedenen Klassifikationen A-H
der Segmentierung werden verschiedene Abstraktionsebenen und Schwerpunkte gesetzt.
Betrachtet man alle Klassifikationen zusammen als Menge und verbindet die Unterklassen
einer Oberklasse der Menge miteinander, so ergibt sich die Abbildung 2.4.
Abbildung 2.4: Die Abbildung zeigt die Klassen der Segmentierung aus den Bu¨chern
A-H (hellblaue Ellipsen), deren Beziehungen zueinander und die eigene
Klassifikation (gru¨ne Polygone).
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In der Abbildung 2.4 sind die in den Lehrbu¨chern A-H aufgefu¨hrten Klassen mit
hellblauen Ellipsen markiert. In den bestehenden Klassifikationen A-H wird die Objekt-
detektion der Segmentierung untergeordnet. Die Linien in Abbildung 2.4 verbinden eine
Oberklasse mit den entsprechenden Unterklassen. Welches die Ober- und welches die
Unterklasse ist, ist abha¨ngig von der Sichtweise und daher nicht hervorgehoben. Die
eigene Klassifikation dieser Arbeit ist mit gru¨nen Polygonen gekennzeichnet. Im Ergebnis
ergeben sich die Klassen
1. Pixelbasierte Segmentierung
2. Konturbasierte Segmentierung
3. Regionenbasierte Segmentierung
4. Optimierungsbasierte Segmentierung
Die Klassen werden im Folgenden genauer betrachtet. DieObjektdetektion wird separat
betrachtet und im spa¨teren Verlauf weiter unterteilt.
2.3.2 Basismethoden der Segmentierung
Im Folgenden werden die Basismethoden der Segmentierung nach der im Abschnitt 2.3.1
vorgenommenen Klassifikation beschreiben.
2.3.2.1 Pixelbasierte Segmentierung
Die pixelbasierten Segmentierungsmethoden ordnen jedem Pixel separat ein Label zu. Es
wird i.d.R. eine bina¨re Segmentierung durchgefu¨hrt, womit die Labelmenge L = {0, 1}
nur zwei Elemente besitzt. Die Zuordnung beruht auf einer Bedingung pro Pixel, welche
durch die nachfolgende Pixelfunktion fpxs verdeutlicht werden soll.
fpxs (px) =

1, Pixelbedingung erfu¨llt
0, sonst
(2.31)
Nachbarschaften werden meist nicht betrachtet und wenn doch, dann nur indirekt
durch die Pixelbedingung. Die pixelbasierten Segmentierungsmethoden lassen sich in
Schwellwertverfahren und Pixelklassifikation einteilen. Zusa¨tzlich soll auch die Hinter-
grundsubtraktion in die Klasse der pixelbasierten Segmentierung eingeordnet werden, da
pro Pixel bina¨r segmentiert wird.
Schwellwertverfahren
Die Schwellwertverfahren (Thesholding) sind die bekanntesten und i.d.R. einfachsten
Segmentierungsverfahren. Das Ergebnis ist stets eine bina¨re Segmentierung. Der Grau-
wertwert va jedes Pixels px = (va) eines Grauwertbildes wird mit einem Schwellwert T
wie folgt verglichen:
fpxs (px) =

1, va < T
0, va >= T
(2.32)
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Wird T u¨berschritten, so erha¨lt das Pixel das Label 0, andernfalls das Label 1. Der
Schwellwert wird vom Nutzer oder automatisch durch lokale oder globale Bildanalyse
bestimmt. Verschiedene Methoden zur Ermittlung eines Schwellwertes sind in [SS04]
beschreiben. Das bekannteste globale Verfahren ist Otsu’s Methode [Ots79]. Mit
Otsu’s Methode wird ein Schwellwert durch eine Varianzanalyse im Histogramm ermittelt.
Schwellwertverfahren ko¨nnen auch auf Mehr-Kanal-Bildern angewandt werden. In diesem
Fall wird entweder das Bild auf einen Kanal reduziert oder es wird pro Kanal ein
Schwellwert angewandt. Es gibt auch Verfahren zur Bestimmung mehrerer Schwellwerte,
wie es bspw. in [LCC01] beschrieben wird.
Pixelklassifikation
Bei der Pixelklassifikation wird jedes Pixel unabha¨ngig der benachbarten Pixel durch
einen Klassifikator einer Pixelklasse zugeordnet. Der Klassifikator wird entweder empirisch
ermittelt oder mit Trainingsdaten durch Methoden des u¨berwachten Lernens (supervised
learning) (siehe [HTF01]) erstellt. Ein Pixelklassifikator kommt zumeist bei der Objekt-
Segmentierung zur Anwendung und klassifiziert ein Pixel bina¨r als Objektpixel oder
Nicht-Objektpixel. Ein Farb- oder Grauwertbild wird durch den Klassifikator fk(px) wie
folgt segmentiert:
fpxk (px) =

1, wenn fk(px) = Objektpixel
0, sonst
(2.33)
Eine Variante der Klassifikation sind explizite Regeln (siehe [KPS03], [Nal+07]). In
[KPS03] wird ein Pixel anhand der Regeln als Haut oder Nicht-Haut klassifiziert. Die
Regeln in [KPS03] entsprechen Schwellwertberechnungen u¨ber die Farbkana¨le und sind
empirisch ermittelt worden. In [Nal+07] werden verschiedene Methoden der Pixelklassi-
fikation speziell zur Hautsegmentierung gegenu¨bergestellt. Als Klassifikatoren werden
Multi-Layer-Perceptron (MLP)6, Bayes Klassifikator (BK) und Gauß Klassifikator (GK)
aus [PCB01] verwendet. Als Pixelklassifikatoren sind theoretisch alle Klassifikatoren des
u¨berwachten Lernens geeignet, wie Support Vector Maschine (SVM), Entscheidungsba¨ume
(Decision Trees – DT) und Neuronale Netze (NN). Die Klassifikatoren ko¨nnen in [HTF01]
nachgelesen werden. Theoretisch kann ein Pixelklassifikator auch mehr als zwei Klassen
betrachten. Dieser Fall ist mo¨glich, aber untypisch.
Hintergrundsubtraktion
Die Hintergrundsubtraktion (background substraction) wird vorwiegend zur Segmen-
tierung von bewegenden Objekten in Videos bei fixierter Kamera-Position angewandt.
Der Grundgedanke besteht in der Annahme eines statischen Hintergrundes hinter sich
bewegenden Objekten. Bei der Segmentierung in Videos baut sich das Hintergrundbild Ibg
oder ein entsprechendes Hintergrundmodell u¨ber die Zeit auf. Bei der Segmentierung
in Einzelbildern wird i.d.R. Ibg manuell erstellt. Fu¨r jedes Pixel px wird anschließend
6MLP ist eine Form der Neuronalen Netze (NN)
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die Distanz zum Hintergrund ermittelt. Bei der einfachen Hintergrundsubtraktion wird
das Bild wie folgt segmentiert:
fpxhs (px) =

1, wenn d(px, pxbg) > T ; pxbg ∈ Ibg
0, sonst
(2.34)
T ist ein Schwellwert und d(px, pxbg) eine Distanzfunktion vom Pixel px zum Hintergrund-
pixel pxbg. Die Methoden der Hintergrundsubtraktion werden nicht weiter betrachtet.
Einige Methoden sind in [Pic04] und [Ben+08] zu finden.
Vor- und Nachteile der pixelbasierten Segmentierung
Der Vorteil der pixelbasierten Segmentierung liegt in der hohen Geschwindigkeit der
Segmentierung. Zudem sind speziell die Schwellwertverfahren sehr einfach umzusetzen.
Einfache Verfahren der Segmentierung ko¨nnen durchaus fu¨r eine Lo¨sung einer Segmen-
tierungsaufgabe ausreichend sein und sollten als erstes getestet werden. Nachteilig an
pixelbasierten Segmentierungsmethoden ist, dass Salz- und Pfeffer-Rauschen (Salt and
Pepper)7 zu Lo¨chern im Segmentierungsergebnis fu¨hrt. Die Lo¨cher entstehen durch die
Betrachtung eines Pixels unabha¨ngig von seinen Nachbarn. Weiterhin werden Texturen
und Gradienten nicht betrachtet, wodurch Objektgrenzen unscharf sein ko¨nnen.
2.3.2.2 Konturbasierte Segmentierung
Die Methoden der Segmentierung, die prima¨r mit Konturen operieren, sollen als kon-
turbasierte Segmentierungsmethoden aufgefasst werden. Eine Kontur (Contour) ist eine
geschlossene Kurve und wird im Bildraum durch Konturpunkte diskretisiert (siehe Be-
griffsdefinition in Abschnitt 2.1). Die Segmentierung ergibt sich durch die berechneten
Konturen (C1, ..., Ci, ..., Cn) wie folgt:
f cos (px) =

0, außerhalb aller Konturen
i, innerhalb der Kontur Ci
(2.35)
Die von einer Kontour Ci eingeschlossenen Pixel bilden das gesuchte Segment Si. Die
Konturen zu berechnen, ist auf unterschiedliche Weise mo¨glich. Im Folgenden werden
statische und dynamische Mo¨glichkeiten der konturbasierten Segmentierung beschrieben.
Statische Konturen (Edge Linking, Hough-Transformation)
Statische Konturen ergeben sich durch die Analyse von Bildkanten. Die Methoden sind
i.d.R. zweistufig und werden auch als Edge Linking bezeichnet. In der ersten Stufe
werden Kanten im Bild extrahiert und in der zweiten Stufe geschlossene Konturen
unter Hilfenahme der Kanten gesucht. I.d.R. wird im ersten Schritt ein Kantendetektor
angewandt. Kanten im Bild lassen sich durch die erste Ableitung ermitteln. Approximiert
und in 2D betrachtet wird die erste Ableitung mit dem Sobel oder Priwitt-Operator
7Hochfrequentes Rauschen, als ob Salz und Pfeffer u¨ber das Bild gestreut wurde (siehe auch [AJE10])
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umgesetzt. Diese Operatoren (Filter-Masken) separieren starke Gradienten im Bild.
Allerdings werden viele einzelne Kanten extrahiert, welche unterschiedliche Breiten
aufweisen ko¨nnen. Eine Mo¨glichkeit, dem entgegen zu wirken, ist der Canny-Kanten-
Detektor (siehe [Can86]). Der Canny-Kanten-Detektor separiert in mehreren Stufen ein
Pixel breite Kanten. Weitere Verfahren zur Kantendetektion sind in [SFM02] zu finden.
Nach der Extraktion von Kanten werden die Kanten analysiert und zusammengefu¨gt.
Eine Variante der Realisierung ist die Verfolgung der Konturen. Ausgehend von einem
Startpunkt wird entlang der Kanten eine geschlossene Kontur gesucht. Die Kanten, die
eine geschlossene Kontur bilden, umschließen das gesuchte Segment. Zur Lo¨sung der
Mehrdeutigkeiten werden mitunter auch Algorithmen zur Bestimmung des ku¨rzesten
Pfades eingesetzt, wie zum Beispiel der A∗ Algorithmus (siehe [DP85]). Weitere Ansa¨tze
des Edge Linking sind in [Hat+96] und [Hsu+10] zu finden.
Das Zusammenfu¨gen von Bildkanten mit Voting ist Grundgedanke der Hough-
Transformation. Die Hough-Transformation ist ein Klassiker zur Segmentierung von
parametrierbaren geometrischen Figuren (siehe [Hou62] und [DH72]). Der Grundgedanke
ist die Transformation der Parameter in den sogenannten Houghraum. Im Houghraum
findet anschließend ein Voting statt. Mo¨gliche Parameter einer Geraden sind bspw. die
Paare (m,n) oder (d, α), der Gleichungen:
f(x) = m ∗ x+ n oder d = x ∗ cos(α) + y ∗ sin(α) (2.36)
Nach einer Kantenextraktion werden die Kantenpixel in den Houghraum u¨berfu¨hrt. Fu¨r
jedes Kantenpixel werden fu¨r die Position (x, y) alle mo¨glichen Parameterkombinatio-
nen zum Houghraum addiert. Durch das sogenannte Voting (Wert wird um 1 erho¨ht)
ergeben sich Ha¨ufigkeiten. Eine Ha¨ufung (hohe Werte) kennzeichnet die Parameter der
geometrischen Figur. Die Hough-Transformation ist in der urspru¨nglichen Form sehr
rechenintensiv, ist nicht robust gegenu¨ber Rauschen und beno¨tigt ein gutes Kantenbild.
Dynamische Konturen
Dynamische Konturen hingegen a¨ndern die Form, bis eine Bedingung erfu¨llt ist. Ein Ver-
fahren dieser Kategorie sind die aktiven Konturen oder analog auch Snakes. Ausgehend
von einer initialen Kontur wird die Kontur iterativ neu bestimmt, bis die Energiefunktion
E∗snake minimal wird. In [KWT88] wird die aktive Kontur definiert durch
E∗snake =
1
0
Esnake(c(s)) =
1
0
Eint(c(s)) + Eimage(C(s)) + Econ(c(s))ds, (2.37)
wobei c(s) die Kontur in expliziter Parameterdarstellung mit dem Parameter s ist (siehe
Abschnitt 2.1). Die Energiefunktion E∗snake besteht aus drei Energietermen. Die interne
Energie Eint beschreibt die Kru¨mmungskra¨fte der Kontur, die externen Energien Eimage
die Bildkra¨fte und Econ sonstige externe Zwa¨nge (Constrains). Eint wird i.d.R. minimal,
wenn die von c(s) u¨berlagerten Pixel hohe Gradienten aufweisen, Eint wird zumeist durch
die 1. und 2. Ableitung von c(s) beschrieben. Die konkrete Definition der Energieterme
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ist in der Literatur unterschiedlich und Gegenstand der Forschung. Einige typische
Definitionen sind im Anhang A.2 beschrieben. Eine Variante der aktiven Konturen
ohne Bestimmung der Gradienten ist in [CV01] beschrieben. Eine weitere Methode der
dynamischen Konturen ist die level-set Methode. Das Problem wird in den 3D-Raum
auf Oberfla¨chen u¨bertragen. Der Schnitt der Oberfla¨che mit der Bildebene ergibt die
Kontur. Weiteres zu level-set kann in [OF03] nachgelesen werden.
Vor- und Nachteile der konturbasierten Methoden
Die konturbasierten Methoden betrachten die Objektgrenzen und lassen Farbe und Textur
der Objekte außer Acht. Bei den statischen Konturen sind Mehrdeutigkeiten bei der Kon-
tursuche mo¨glich. Problematisch sind auch Lu¨cken in den Konturen. Ein Lo¨sungsansatz
bzgl. Konturlu¨cken wird in [Tsu+05] beschreiben. Die Hough-Transformation hat den
Nachteil, dass nur nahezu geometrisch perfekte Kreise, Linien oder Ellipsen detektiert
werden ko¨nnen. Die Kanten des Objektes mu¨ssen scharf und klar abgegrenzt sein. Dy-
namische Konturen sind robuster gegenu¨ber Lu¨cken in den Konturen. Allerdings sind
die dynamischen Methoden halbautomatisch, beno¨tigen eine initiale Kontur und dem
Objekt angepasste Energieterme.
2.3.2.3 Regionenbasierte Segmentierung
Die vermutlich umfangreichste Klasse der Segmentierung ist die regionenbasierte Seg-
mentierung. Regionenbasierte Methoden zerlegen ein Bild oft in wenigen Schritten in n
Segmente, die sogenannten Regionen. Eine Region wird manchmal auch als Superpixel
bezeichnet. In [Ach+12] werden Superpixel beschrieben mit:
”
superpixel algorithms group pixels into perceptually meaningful atomic regions“
In dieser Arbeit wird weiterhin der Begriff Segment verwendet. Ein Segment soll zugleich
ein analoger Begriff zu Superpixel und Region sein. Regionenbasierte Methoden gruppieren
benachbarte Pixel anhand gewisser Kriterien zu einem Segment. Die Kriterien sind
angelehnt an A¨hnlichkeiten der Pixel, der Homogenita¨t oder Diskontinuita¨t eines Segments,
wie in [LM98] beschrieben:
”
Region-based image segmentation techniques make use of similarity in intensity, color
and texture to determine the partitioning of an image.“
Die regionenbasierte Segmentierung la¨sst sich nicht klar getrennt in wenige Klassen
einteilen, da die Methoden und Herangehensweisen sehr verschieden sind. Es gibt aber
bewa¨hrte Verfahren, die im Weiteren erla¨utert werden. Im Nachfolgenden werden die
Klassiker der Segmentierung Region Growing, Watershed, Split & Merge sowie
Clustering- und sonstige Methoden beschreiben.
Region Growing
Ein Klassiker der Segmentierung ist das Wachsen von Regionen, genannt Region-Growing.
Das Region Growing (siehe [AB94]) ist eine halbautomatische Methode und beno¨tigt
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einen sogenannten Saatpunkt (seed point). Ausgehend vom Saatpunkt werden iterativ
benachbarte Pixel zu einem Segment gruppiert. Das Segment wa¨chst so lange, bis ein
gewisses A¨hnlichkeitskriterium in Bezug auf die benachbarten Pixel nicht mehr erfu¨llt ist.
Eine triviale Variante von Region Growing ist Floodfill. Bei Floodfill wird i.d.R. von einem
Saatpunkt ausgegangen. Alle Pixel, deren Differenz zum Saatpunkt einen Schwellwert
nicht u¨berschreiten, werden zu dem Segment hinzugefu¨gt. Dieses Verfahren separiert
allerdings nur ein Segment und la¨sst die anderen Pixel unbetrachtet.
Watershed
Ein weiterer Klassiker der Segmentierung ist die Wasserscheiden-Segmentierung (Wa-
tershed). Die Grundidee von Watershed (siehe [BL79], [Beu91]) ist, dass die Pixelwerte
eines Bildes als Ho¨henwerte betrachtet werden und das Gebirge mit Wasser geflutet
wird. Wa¨hrend des iterativen Prozesses bilden sich wachsende Seen. Stoßen zwei Seen
aneinander, so bilden sich Segmentgrenzen (Wasserscheiden). Der Prozess wird solange
durchgefu¨hrt, bis das Bild komplett geflutet ist. Verschiedene Algorithmen zu Watershed
sind in [RM00] beschrieben. Viele Varianten der Wasserscheiden-Segmentierung sind
halbautomatisch und beno¨tigen Saatpunkte. Die Saatpunkte bestimmen die Anzahl und
ungefa¨hre Lage eines Segments, wodurch der Bildung von zu vielen kleinen Segmenten
entgegengewirkt wird. Bei Watershed Varianten mit Saatpunkten wird nicht selten ein
Region Growing Ansatz zu Grunde gelegt.
Split & Merge
Eine automatische Segmentierungsmethode und ebenfalls ein Klassiker ist Split & Merge
(siehe [HP74], [HS79], [KG08]). Mit der Split & Merge-Methode wird das Bild erst in
kleine Segmente zerlegt (Splitting). Anschließend werden die Segmente nach der Zerlegung
wieder zusammengefu¨hrt (Merging). Der Standardansatz beinhaltet die Nutzung einer
Quadtree-Datenstruktur. Das Bild wird solange in rechteckige Segmente zerlegt bis ein
Homogenita¨tskriterum erfu¨llt ist. A¨hnliche Segmente werden anschließend wieder zu
einem Segment verschmolzen.
Clustering-Methoden
Zu den regionenbasierten Segmentierungsmethoden soll auch das Clustering zugeordnet
werden. Beim Clustering werden Pixel mit a¨hnlichen Eigenschaften durch Methoden
des Clusterings gruppiert. Cluster werden von Pixeln im Bild-, Merkmals- und/oder
Farbraum berechnet.
Ein Klassiker und leicht umzusetzendes Verfahren ist K-Mean (siehe [Ste56], [HW79],
[Llo82]). Ausgehend von k Startpunkten wird jedem Startpunkt das dichteste Pixel
zugeordnet. Die Zuordnung erfolgt anhand eines Abstandmaßes. Es wird nach der ersten
Zuordnung der Mittelwert jedes Clusters bestimmt. Der Mittelwert ergibt ein neues
Clusterzentrum. Iterative werden die Zentren bis zur Konvergenz neu bestimmt. Der
Standard K-Mean hat eine Komplexita¨t von O(kNI), wobei k die Anzahl der Cluster, N
die Anzahl der Pixel und I die Anzahl der Iterationen ist. Eine beschleunigte Abwandlung
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von K-Mean ist die SLIC-Methode (Simple Linear Interative Clustering). In der SLIC-
Methode (siehe [Ach+12]) wird das Bild zuerst in regelma¨ßige Blo¨cke eingeteilt. In
jedem Block befindet sich in der Mitte einer von k Startpunkten. Um Startpunkte auf
Kanten zu vermeiden, wandern die Startpunkte zum Pixel mit dem geringsten lokalen
Gradienten hin. Jedes Pixel wird anhand eines Distanzmaßes einem Cluster zugeordnet
und die Cluster werden neu bestimmt. Iterativ wird der Prozess (Pixelzuordnung und
Clustering) wiederholt bis ein Fehlermaß unterschritten ist (im Durchschnitt ca. 10
Iterationen). Bei der SLIC-Methode ist der Suchraum im Bild reduziert, wodurch laut
[Ach+12] SLIC eine lineare Komplexita¨t von O(N) hat. Bei SLIC nach [Ach+12] wird
der CIELAB Farbraum betrachtet. Von [Dun73] wurde das Verfahren Fuzzy C-Mean
(FCM) entwickelt (siehe auch [Bez81]). Es wird bei der FCM keine scharfe Zuordnung der
Pixel vorgenommen, sondern eine unscharfe (Fuzzy). Zugeho¨rigkeiten (Gewichte) eines
Pixels werden zu jedem Cluster ermittelt. Der gewichtete Abstand zu allen Clusterzentren
wird iterativ optimiert. Ein Verfahren, dass keine Startpunkte beno¨tigt, ist Mean Shift
(siehe [FH75] und [CM02]). Es wird bei Mean Shift ein Fenster (Parzen Window) um
jedes Pixel aufgespannt. Der Durchschnitt (Mean) der Pixel im Fenster wird bestimmt
und das Fenster solange verschoben, bis eine Konvergenz erreicht wird. Die Pixel, deren
Fenster sich u¨berlappen, werden zu einer Region zusammengefu¨gt.
Texturbasierte Methoden
Die texturbasierten Methoden sind nicht scharf von anderen Methoden trennbar und
sehr verschieden. Die allgemeine Herangehensweise gliedert sich in:
1. Extraktion von lokalen Texturmerkmalen
2. Segmentierung durch Auswertung der Merkmale
Methoden zur Bestimmung von lokalen Texturmerkmalen sind bspw. der Gaborfilter
(siehe [Mov08], eine fensterbasierte Fouriertransformation), Local Binary Pattern (LBP,
siehe [GZZ10]), Merkmale der Gray Level Co-occurrence Matrix (GLCM, siehe [HSD73])
und Bildstatistiken der ersten und zweiten Ordnung (siehe [PCR10]). Die Auswertung
und folglich Segmentierung des Bildes mit Hilfe der Texturmerkmale erfolgt durch
Clustering, Klassifikation oder Kombination mit einer anderen Segmentierungsmethode.
Beim Clustering werden Cluster im Merkmalraum ermittelt. Das Label eines Pixels
ergibt sich i.d.R. durch den geringsten Pixel-zu-Cluster-Abstand. Bei der Klassifikation
ist eine Mo¨glichkeit, das Bild in gleichfo¨rmige Teilbilder zu zerlegen und anschließend
jedes Teilbild anhand der Texturmerkmale zu klassifizieren. Dieses Vorgehen ist nach
der Definition in Abschnitt 2.1 keine Segmentierung mehr, sondern eine Objektdetektion
(siehe auch Abschnitt 2.3.3). Es gibt vielfa¨ltige Kombinationen mit anderen Methoden. So
wird z.B. in [ZB02] Textur mit Farbe kombiniert und in [OP97] Textur mit einem Split &
Merge-Ansatz. Da Texturen sich typischerweise durch Inhomogenita¨t auszeichnen, kann
eine pixelweise Zuordnung von Pixel zu Label zu unscharfen und verrauschten Ergebnissen
fu¨hren. Um dem entgegenzuwirken, werden MRF in die Segmentierung einbezogen. Bei
MRF sind die Zusta¨nde (Labels) von den Zusta¨nden der benachbarten Pixel abha¨ngig.
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Modelliert wird dies durch bedingte Wahrscheinlichkeiten. In dieser Arbeit sind MRF
auch in die optimierungsbasierten Methoden eingeordnet.
Sonstige Methoden
Regionenbasierte Segmentierung ist auch durch Multi-Skalen-Analyse mo¨glich. Eine Multi-
Skalen-Methode ist Pyramid Linking (siehe [PRD96]). Das Bild wird in verschiedenen
Auflo¨sungen betrachtet und eine Bildpyramide aufgebaut. Eine Standardvariante ist der
Aufbau einer Gaußpyramide wie in [Bur83] vorgeschlagen. Der Mittelwert von vier Pixeln
bildet eine Ebene ho¨her ein Pixel. Die Pixel der Bildpyramide werden beim Pyramid
Linking verbunden. Die Verbindungen werden anhand verschiedenen Kriterien iterativ
ausbalanciert. Zusammenfallende Verbindungen innerhalb der Pyramide ergeben ein
Segment. Es gibt noch viele weitere, weniger bekannte regionenbasierte Methoden, als die
bereits beschriebenen. Eine Betrachtung weiterer Methoden wird hier nicht vorgenommen,
da die Vielzahl der Methoden den Rahmen der Arbeit sprengen wu¨rde. Zu den weiteren
Methoden za¨hlen bspw. Quickshift in [VS08] oder die Turbopixel Methode in [ZK07].
Vor- und Nachteile der regionenbasierten Methoden
Die Vor- und Nachteile der Methoden sind verschieden, sehr individuell und kaum zu
abstrahieren. Meistens fu¨hren die automatischen Methoden zu einer U¨ber- oder Unter-
segmentierung, wodurch erst eine Nachverarbeitung, wie eine Regionenzerlegung oder
Regionenvermelzung, zum gewu¨nschten Ergebnis fu¨hrt. Nachteilig an den halbautomati-
schen Verfahren (z.B. Region Growing) ist, dass Saatpunkte beno¨tigt werden, und folglich
Vorwissen u¨ber die Objekte beno¨tigt wird. Vorteilhaft an den meisten Verfahren ist,
dass i.d.R. Bildkanten die Regionen begrenzen und eine Farba¨hnlichkeit innerhalb einer
Region besteht. Allerdings sind die meisten Verfahren sensible gegenu¨ber Bildrauschen.
2.3.2.4 Optimierungsbasierte Segmentierung
In der CV gibt es Methoden der Segmentierung, die die Zerlegung eines Bildes optimieren.
Nachbarschaften und Pixelwerte gehen i.d.R. gemeinsam in die Optimierung ein. Die
Bezeichnung
”
optimierungsbasiert“ ist nicht allgemein u¨blich. Sie wird in dieser Arbeit
verwendet, weil sie das Versta¨ndnis erleichtert, die Methoden gut zusammenfu¨hrt und
aus Sicht der Eingabedaten eine Optimierung errechnet wird. Die Eingabedaten sind
ein bereits segmentiertes Bild und/oder ein bis zwei Wahrscheinlichkeitsbilder Ip. Ein
Wahrscheinlichkeitsbild Ip ist in dieser Arbeit ein Ein-Kanal-Bild. Ip entha¨lt zu jedem
Pixel eine korrespondierende Wahrscheinlichkeit p, wie bspw. Vorder- oder Hintergrund-
wahrscheinlichkeit. Die Methoden der optimierungsbasierten Segmentierung legen ein
statistisches Modell zugrunde, die Markov Random Fields (MRF) (siehe [BK04], [FH04],
[RB05], [Lan+06], [AF07]). Sie untergliedern sich in Graph-Cut, Belief Propagation
und weitere Methoden (siehe [Lan+06]). Weiterhin gibt es zwei theoretische Sichtwei-
sen der Problemstellung, die Sicht der Wahrscheinlichkeitstheorie und der Graphentheorie.
In dieser Arbeit wird das Thema prima¨r aus Sicht der Graphentheorie betrachtet. Im
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folgenden werden zuerst Graphen, Cliquen und MRF erkla¨rt. Anschließend werden die
Methodenklassen einzeln beschrieben.
Graphen, Cliquen und Markov Random Fields
Ein Graph G = (V,E) besteht aus Knoten (vertices) V und Kanten (edges) E. Die
Knoten V sind u¨ber die Kanten E verbunden. Gibt es zu den Kanten e ∈ E korre-
spondierende Gewichte w ∈W , so spricht man von einem gewichteten Graphen. Je
nachdem, ob die Kanten gerichtet sind oder nicht, spricht man von einem gerichteten
oder ungerichteten Graphen. Wird ein Bild I als Graph betrachtet, so entspricht ein
Knoten v ∈ V einem Pixel px ∈ I und eine Kante e verbindet zwei benachbarte Knoten v.
Abha¨ngig von der Segmentierungsmethode ergeben sich erga¨nzende Knoten v und/oder
weitere Kanten e. In der Segmentierung werden i.d.R. ungerichtete Graphen betrachtet.
Eine Clique Cl eines Graphen G ist eine Teilmenge von Knoten Cl ⊆ V mit der
Bedingung, dass fu¨r alle zwei Knoten v1, v2 ∈ Cl eine Kante e existiert. Eine spezielle
Form der Clique ist die maximale Clique. Eine maximale Clique ist eine Clique, die
durch hinzufu¨gen von benachbarten Knoten nicht erweitert werden kann, da bereits alle
mo¨glichen Knoten enthalten sind.
EinMarkov Random FieldMRF ist (siehe [Li95], [Bou95], [Fig98], [Lan+06], [Sri11],
[Kim+11]) ein statistisches Modell. Graphentheoretisch ist ein MRF ein ungerichteter
Graph G = (V,E). Jeder Knoten des Graphen korrespondiert mit einer Zufallsvariable
Xv der Menge
X = (Xv)v∈V , (2.38)
wobei v die Menge der Knoten V indiziert.
Eine Kante e im Graph verbindet zwei Knoten, deren korrespondierenden Zufallsvaria-
blen voneinander stochastisch bedingt abha¨ngig sind. Ein MRF erfu¨llt die drei Markov
Eigenschaften (siehe [Sri11]) und modelliert in der CV die Wahrscheinlichkeit eines
Bildes I. Nach [Lan+06] kann ein MRF durch das Produkt aller maximalen Cliquen
P (I) =
1
Z

Cl
ψ(ICl) (2.39)
beschrieben werden, wobei ICl die Bildregion (RoI) korrespondierend zu der Clique Cl, ψ
eine positive Potenzialfunktion und Z ein Normalisierungsfaktor ist. MRF unterteilen sich
in Paarweise-MRF (pairwise MRF) und in MRF ho¨herer Ordnung (higher-order-
MRF). Im paarweisen Fall verbinden Kanten e benachbarte Knoten v in horizontaler und
vertikaler Richtung. Das heißt im Bildraum wird eine Vierer-Nachbarschaft betrachtet. In
einem MRF ho¨herer Ordnung hingegen sind alle Knoten v aller mo¨glichen quadratischen
n× n RoIs eines Bildes I durch eine Kante e miteinander verbunden.
Graph-Cut
Graph-Cut ist eine graphenbasierte Segmentierungsmethode (siehe [BJ01], [BK04] und
[FH04]) und ist eine Variante der approximierten Schlussfolgerung (probabilistic inferenz)
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auf MRF Modellen. Das als Graph-Cut bekannte Segmentierungsverfahren basiert auf der
Teilung eines u¨ber dem Bild aufgespannten Graphen G = (V,E). In der Graphentheorie
wird die Teilung Cut (Schnitt) genannt. Ein Cut ist die Zerlegung der Knotenmenge
V in disjunkte Teilmengen. Der Min-Cut (minimaler Schnitt) ist gegeben, wenn die
Anzahl der geschnittenen Kanten nicht gro¨ßer als die eines anderen Schnittes ist. Im Fall
eines gewichteten Graphen wird die Summe der Gewichte w der geschnittenen Kanten
minimiert (siehe Abbildung 2.5).
Abbildung 2.5: Links: min-cuts; Mitte: gewichteter min-cut ; Rechts: s/t-cut
Der typische Graph-Cut in der Bildverarbeitung entspricht einem s/t-cut eines ge-
wichteten Graphen (siehe Abbildung 2.5). Ein s/t-cut ist der minimale Schnitt eines
Graphen G = (V,E), welcher zusa¨tzlich die Terminal-Knoten s ∈ V (source) und t ∈ V
(sink) besitzt. In der Graphentheorie spricht man dann auch von einem Netzwerk. Der
minimale s/t Schnitt eines gewichteten Graphen ist auf das Problem des maximalen
Flusses zuru¨ckzufu¨hren, was auch als Min-Cut/Max-Flow Theorem bekannt ist (siehe
[EFS56]). Ausgehend von s hin zu t wird der maximale Fluss im Netzwerk bestimmt.
Dort, wo sich der maximale Fluss staut, befindet sich ebenfalls der minimale Schnitt.
Demzufolge haben die Kanten auch verschiedene Typen von Gewichten (siehe Abbildung
Abbildung 2.6: Veranschaulichung der Graph-Cut Segmentierung; Links: segmentiertes
Bild Ib; Mitte: der Graph G und der min-cut ; Rechts: die Typen der
Gewichte der Kanten E von G.
2.6). Sie werden auch als region (wr) und boundary weights (wb) bezeichnet, wobei
wr, wb ∈ W . wb steht fu¨r die Pixel-zu-Pixel-Nachbarschaft und wr fu¨r die Beziehung
eines Pixel zu Objekt und Nicht-Objekt. Alle Gewichte wr eines Typs sollen auch zu
einem Wahrscheinlichkeitsbild Ip zusammengefasst werden. Prinzipiell ergibt sich genau
ein Wahrscheinlichkeitsbild fu¨r Objekt (Vordergrund) Ipfg und eines fu¨r Nicht-Objekt
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(Hintergrund) Ipbg. Graph-Cut ist in urspru¨nglicher Form ein halbautomatisches Seg-
mentierungsverfahren. Anhand von markierten Objekt und Nicht-Objekt-Pixeln werden
Farbmodelle ermittelt, wodurch die Wahrscheinlichkeitsbilder Ip erstellt werden.
Eine Nutzervereinfachung zur Markierung der Objekt und Nicht-Objekt Pixel wird in
[RKB04] mit dem sogenannten Grab-Cut vorgestellt. Bei Grab-Cut werden die Wahr-
scheinlichkeiten (Gewichte) lediglich auf Basis eines vom Nutzer um das Objekt gesetzten
Rechtecks ermittelt. Mit den Pixeln innerhalb und außerhalb des Rechtecks werden Gaus-
sian Mixture Models (GMM) iterativ berechnet. Die Absta¨nde (Mahalanobis-Distanz)
jedes Pixels zu den GMM ergeben die Wahrscheinlichkeiten (Gewichte).
Beliefpropagation
Beliefpropagation, auch bekannt als sum-produkt message passing, ist eine weitere Vari-
ante der approximierten Schlussfolgerung (probabilistic inferenz) auf MRF Modellen. Die
Grundidee ist der Austausch von sogenannten Nachrichten (messages) µ zwischen benach-
barten Knoten eines Faktor-Graphen Gf u¨ber das angenommene (belief) Label des
Empfa¨ngerknotens. Ein Faktor-Graph ist ein bipatiter Graph Gf = (F, V,E) und be-
steht aus den disjunkten Knotenmengen F (Faktoren) und V (Variablen), wobei eine Kan-
te e ∈ E einen Knoten aus F mit einem in V verbindet. Nach demHammersley-Clifford
Theorem (siehe [HC71]), kann ein MRF durch einen Faktor-Graph Gf = (F, V,E) be-
schrieben werden. Aufgrund der zwei Knotenmengen (F, V ) ergeben sich zwei Typen von
Nachrichten, die Nachricht µf→v von einem Faktor f ∈ F an eine Variable v ∈ V und der
umgekehrte Fall µv→f . Die Nachricht µv→f ergibt sich aus dem Produkt aller benachbar-
ten Faktor-Knoten (N(v)\{f}) außer f selbst, und µf→v ergibt sich aus der Summe aller
benachbarten Variablen-Knoten (N(f) \ {v}) außer v selbst. Die Nachrichten werden, bis
zur Konvergenz oder bis ein Abbruchkriterium erreicht ist, iterativ ausgetauscht. Es gibt
verschiedene Methodiken des Nachrichtenaustausches, die hier nicht weiter ausgefu¨hrt
werden und in [SKS01], [YFW03], [FH06] und [Lan+06] zu finden sind.
Weitere Methoden
Eine weitere graphenbasierte Methode ist Normalized-Cut (N-Cut; siehe [SM00b]). Im
Unterschied zum Graph-Cut, ist der Graph beim N-Cut nicht durch feste Nachbarschaften
definiert und nicht regula¨r. Der Graph wird bei N-Cut durch die Laplacian-Matrix
definiert. Weiterhin gibt es Methoden, die MRF Modelle (siehe [GR12]) anhand von
Trainingsdaten anlernen, wie bspw. Fields of Expert (FoE) in [RB05]. Eine weitere
optimierungsbasierte Methode ist Relaxation Labeling (siehe [HZ83]).
Vor- und Nachteile der optimierungsbasierten Methoden
Der Vorteil der optimierungsbasierten Methoden liegt in der Genauigkeit der Segmen-
tierung. Allerdings beno¨tigen die Methoden Vorwissen in Form von Modellen, Wahr-
scheinlichkeitsbildern und/oder bereits segmentierten Bildern. Erst in Kombination
mit einem anderen Segmentierungsverfahren und/oder von Nutzerinteraktion wird eine
Segmentierung ermo¨glicht. Auch ist die beno¨tigte Rechenzeit i.d.R. recht hoch.
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2.3.3 Basismethoden der Objektdetektion
Die Objektdetektion in Bildern hat sich mittlerweile zu einem eigensta¨ndigen jungen
Forschungsfeld im maschinellen Sehen entwickelt. Im Folgenden werden die Klassiker
Template Matching, Haarkaskaden, Eigenobjekte und HoG beschrieben. Weiter-
hin werden Texturbasierte Methoden und ausgewa¨hlte sonstige Methoden kurz
dargelegt.
Bei der Objektdetektion wird nach der Definition in Abschnitt 2.1 das Objekt anhand
eines Modells im Bild gesucht. Das Modell entha¨lt Vorwissen u¨ber Farbe, Form und/oder
Textur des Bildobjektes O und/oder dem realen Objekt Or. Das Modell wird i.d.R. mit
Hilfe von Trainingsdaten erstellt oder angelernt. Das prinzipielle Vorgehen der meisten
Methoden der Objektdetektion kann in die folgenden drei Schritte gegliedert werden:
1. Modellerstellung: Erstellung eines Modells von O und/oder Or
2. Bildsuche oder Transformation
a) Bildsuche: Traversieren des Bildes und Bestimmung von RoIs (Swin)
b) Transformation des Bildes in einen Merkmalsraum
3. Klassifikation von Swin oder Analyse des Merkmalsraumes anhand des Modells
Alle Schritte sind je nach Methode sehr verschieden. Schritt 2.a) ist in vielen Methoden
fensterbasiert (siehe [LBH08]). Ein Fenster (sliding window) wird u¨ber das Bild geschoben,
und der rechteckige Bereich von Interesse im Fenster in Objekt (Obj) oder Nicht-Objekt
(¬Obj) klassifiziert. Alle Bereiche von Interesse RoIs sind auch rechteckige Segmente
Swin und sollen durch die Menge SIwin zusammengefasst werden. Die Menge SIwin ist
eine Teilmenge der Segmentmenge SI. Fu¨r den Fall des fensterbasierten Vorgehens soll
die Objektdetektionsfunktion fod spezialisiert werden zu:
fwinod : SI
win → L, Swin → l (2.40)
Fu¨r die Variablen der Funktion l = fwinod (S
win) gelten folgende Definitionen:
Swin ∈ SIwin; l ∈ L; SIwin ⊂ SI; L = {Obj,¬Obj} (2.41)
Template Matching
Das Template Matching ist ein Paradebeispiel fu¨r das fensterbasierte Vorgehen. Es wird
ein Fenster u¨ber das Bild geschoben und ein Template-zu-Fenster-Vergleich vorgenommen.
Das Template ist i.d.R. ein Graustufenbild und repra¨sentiert das Modell des Bildobjektes
O. Das Graustufenbild wird mit Swin direkt Pixel fu¨r Pixel verglichen. Zur Auswertung
des Vergleichs werden A¨hnlichkeitsmaße eingesetzt, wie bspw. die Summe der absoluten
Differenzen. Ist eine gewisse A¨hnlichkeit gegeben, so wird S als Objekt (Obj) klassifiziert,
ansonsten als Nicht-Objekt (¬Obj). Es gibt viele Abwandlungen des Template Matching.
Einige ko¨nnen in [Bru09] nachgelesen werden. Die Standardversion des Template Matching
ist nicht rotations- und skalierungsinvariant. Zur Schaffung einer Skalierungsinvarianz
wird im Bild mit Templates verschiedener Skalierungen gesucht.
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Eigenobjekte
Bei Eigenobjekten oder auch Eigen Images ist die Reduktion des Bildinhaltes der
Grundgedanke. Der Bildinhalt wird durch eine Transformation in den sogenannten
Eigenraum auf das Wesentliche reduziert. Im Gegensatz zum Template Matching ist
kein Bild das Modell, sondern ein sogenanntes Eigenobjekt. Das Modell wird aus mehreren
Trainingsbildern gleicher Gro¨ße (w, h) erstellt. Jede Pixelposition bildet ein Merkmal
und folglich eine Achse im Merkmalsraum. Es ergibt sich ein Merkmalsraum mit w ∗ h
Dimensionen, welcher auf die wesentlichsten Informationen reduziert wird (siehe auch
[MK82]). Zur Reduktion ist die PCA oder auch Karhunen-Loeve-Transformation (siehe
[AF92]) u¨blich. Das Vorgehen beruht auf der Ermittlung von Eigenwerten und -vektoren,
weshalb das erstellte Modell auch als Eigenobjekt bezeichnet wird. Nach der Erstellung
eines Eigenobjektes (Schritt 1) wird i.d.R. fensterbasiert im Bild gesucht (Schritt 2). Zur
Klassifikation von Swin wird Swin in den Eigenraum u¨berfu¨hrt und mit dem Eigenobjekt
verglichen (Schritt 3). Anwendung findet das Vorgehen in der Detektion und Erkennung
von Gesichtern (Eigenfaces), wie in [YKA02], [PMS94] und [SK87] beschrieben.
Haarkaskaden (Boosting)
Haarkaskaden (siehe [VJ01]) sind u¨rspru¨nglich zur Detektion von Gesichtern entwickelt
worden und finden zunehmenden Einsatz in der Objektdetektion. Die Grundidee ist
das Hintereinanderschalten von schwachen Klassifikatoren (Haar-Templates) zu einer
Kaskade, dem sogenannten Boosting. Die Haar-Templates (siehe Abbildung 2.7) bestehen
aus wenigen rechteckigen Regionen, womit die Summe der Pixel verglichen wird. Zum
Abbildung 2.7: Schwache Klassifikatoren (Haar-Templates) der Haarkaskaden.
Vergleich wird ein sogenanntes Integralbild verwendet. Ein Pixel entha¨lt im Integralbild die
Summe der Vorga¨ngerpixel. Anhand des Integralbildes ist ein Vergleich mit nur wenigen
Operationen mo¨glich. Der damit echtzeitfa¨hige Ansatz detektiert ein Objekt, wenn
alle Haar-Templates passen. Das Modell in dieser Methode entspricht der Haarkaskade.
In der Modellerstellung (Schritt 1) wird eine Haarkaskade mit mehreren positiven und
negativen Samples erstellt. Aus den Samples werden A¨hnlichkeiten in Form und Intensita¨t
ermittelt. Die verschiedenen A¨hnlichkeiten werden als Haar-Templates in die Haarkaskade
eingespeichert. Gesucht wird i.d.R. fensterbasiert (Schritt 2) und Swin wird mit der
Haarkaskade im Integralbild klassifiziert (Schritt 3).
Histogramm der orientierten Gradienten (HoG)
Histogramme der orientierten Gradienten HoG verschlu¨sseln Formmerkmale eines Ob-
jektes durch ein Histogramm und ermo¨glichen die Detektion anhand der Objektform.
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Das Bild wird in Blo¨cke eingeteilt und die Blo¨cke weiter in Zellen. Fu¨r jede Zelle wird
ein Histogramm u¨ber die Gradienten oder die Kantenpixel ermittelt. Die Kombination
der Histogramme ergeben einen Descriptor. Der Descriptor entha¨lt die Merkmale und
repra¨sentiert i.d.R. einen Block. Der Descriptor entspricht in diesem Ansatz dem Modell
(Schritt 1) und wird mit Trainingsbildern erstellt. Es wird u¨ber alle Blo¨cke gesucht (Schritt
2). Ein Block entspricht Swin und wird in Objekt oder Nicht-Objekt klassifiziert (Schritt
3). Die Wahl des Klassifikators (SVM, NN, BK, usw.) ist abha¨ngig von der Anwendung.
Ein Beispiel der Anwendung von HoG zur Personendetektion ist in [DT05] und [Zhu+06]
beschrieben. Eine abgewandelte Variante (Pro-HoG) wird in [PWT12] vorgestellt.
Texturbasierte Methoden
Eine weitere Methodenklasse bilden die texturbasierten Methoden. Kennzeichen ist die
Nutzung von Texturmerkmalen wie LBP und GLCM (siehe auch texturbasierte Seg-
mentierung in Abbschnitt 2.3.2.3). Eine Mo¨glichkeit ist die fensterbasierte Extraktion
von Texturmerkmalen und anschließende Klassifikation. Um die rechenaufwa¨ndige Be-
stimmung von Texturmerkmalen zu beschleunigen, gibt es die Mo¨glichkeit, das Bild zu
transformieren und auf dem transformierten Bild zu Klassifizieren. Ein Beispiel wird
in [PGC10] beschrieben. Durch Integral Local Binary Pattern wird die Berechnung von
LBP beschleunigt.
Weitere Methoden
Eine nicht fensterbasierte Methode, Objekte zu detektieren, ist die Nutzung von lokalen
Bildmerkmalen. Robuste lokale Bildmerkmale sind bspw. SURF (siehe [BTG06]) oder
SIFT (siehe [Low99]). Ein Objekt ist durch mehrere lokale Bildmerkmale gekennzeichnet.
Zur Detektion des Objektes werden die lokalen Bildmerkmale und deren Anordnung im
Bild gesucht und ausgewertet.
Eine weitere Methode ist der Histogramm-Abgleich (Histogram Matching) (siehe
[Meh+10]). In der Methode stellt ein Histogramm Farbha¨ufigkeiten des Bildobjektes O
dar. Das Histogramm ist ein Farbmodell von O. Es wird i.d.R. fensterbasiert gesucht
und die A¨hnlichkeit werden mit speziellen Metriken ermittelt. Eine Metrik ist bspw. die
Earth Mover Distanz aus [RTG00].
Eine weitere erga¨nzende Mo¨glichkeit ist, das Objekt als Summe von Teilobjekten
aufzufassen. Die Teilobjekte werden detektiert und die Struktur der Teilobjekte zueinander
analysiert, wie bspw. in [HWZ11] beschrieben.
Vor- und Nachteile der Methoden
Die Methoden der Objektdetektion ermo¨glichen die Detektion eines beliebigen Objektes.
Allerdings muss bei allen Methoden erst ein geeignetes Modell vom Objekt erstellt
werden. Genereller Nachteil der fensterbasierten Methoden (Templates, Eigenobjekte,
Haarkaskaden, HoG, Histogramm-Abgleich) ist, dass nicht das Bildobjekt detektiert
wird. Es wird stattdessen eine RoI (Swin) detektiert, in welchem sich das Bildobjekt O
befindet. Das Bildobjekt muss im Nachgang erst in Swin segmentiert werden. Das
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Template Matching ist sehr rechenintensiv und bei kleinen Abweichungen vom Template
instabil. Außerdem sind Template Matching und Haarkaskaden nicht invariant gegenu¨ber
Rotation und Skalierung. Das Verwenden von HoGs und Eigenobjekten fu¨hrt zu einer
Invarianz gegenu¨ber Rotation. Des Weiteren sind HoGs verfahrenstechnisch abha¨ngig von
Kanten und Gradienten sowie der Bildzerlegung in Blo¨cke und Zellen. Die Genauigkeit
der Detektion aller Methoden ist abha¨ngig davon, wie gut das erstellte Modell ist.
2.3.4 Zusammenfassung der Basismethoden
In diesem Abschnitt 2.3 wurden die Basismethoden der Segmentierung und Objektdetek-
tion strukturiert, klassifiziert und beschrieben. Die Objektdetektion wurde, entgegen der
in der Forschung gebra¨uchlichen Vermischung, von der Segmentierung klar getrennt. Es
wurden die Klassen pixelbasierte, konturbasierte, regionenbasierte und optimierungsba-
sierte Methoden der Segmentierung vorgestellt. In Abbildung 2.8 sind alle beschriebenen
Klassen der Segmentierung und Objektdetektion verdeutlicht.
Abbildung 2.8: Klassifikation der vorgestellten Basismethoden der Segmentierung und
Objektdetektion.
Die pixelbasierten Methoden ordnen jedem Pixel, unabha¨ngig von den benachbarten
Pixeln, ein Label zu. Die konturbasierten Methoden operieren auf Bildkanten oder Gradi-
enten und ermitteln Konturen. Alles, was von der Kontur eingeschlossen wird, entspricht
dem gesuchten Segment S. Die regionenbasierten Methoden zerlegen ein Bild in Segmente
S gleicher Eigenschaften. Sie stellen die gro¨ßte Methodenklasse der Segmentierung dar
und sind in der Methodik der Segmentierung sehr verschieden. Die optimierungsbasierten
Methoden optimieren die Segmentierung eines bereits segmentierten Bildes oder segmen-
tieren ein Bild anhand von Vorwissen. Alle genannten Klassen und deren Basismethoden
haben verschiedene Vor- und Nachteile. Grundsa¨tzlich ist die Eignung einer Basismethode
von der Segmentierungsaufgabe und dem Bildmaterial abha¨ngig. A¨hnliches gilt fu¨r die
Basismethoden der Objektdetektion. Die Objektdetektion detektiert Objekte anhand
eines Modells. Die Eignung der Basismethoden der Objektdetektion ist abha¨ngig von
den Eigenschaften des zu detektierenden Bildobjektes.
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Zur Erfu¨llung einer Segmentierungsaufgabe werden i.d.R. Basismethoden ausgewa¨hlt,
adaptiert, erweitert und kombiniert. Welche Basismethoden zur Segmentierung von
organo-Gruppen geeignet sind, wird im nachfolgenden Kapitel betrachtet.
2.4 Spezielle Methoden am Beispiel von organo-Gruppen
Spezielle Methoden der Segmentierung sind abha¨ngig von der Anwendung, und das
Ziel der Segmentierung ist i.d.R. durch eine Segmentierungsaufgabe definiert. In dieser
Arbeit soll eine automatische Multi-Objekt-Segmentierung von Stammschnittfla¨chen
entwickelt und die erarbeitete Lo¨sung verallgemeinert werden. Zur Erarbeitung eines
geeigneten Konzeptes werden in diesem Abschnitt bereits existierende spezielle Methoden
der Segmentierung von organo-Gruppen herausgearbeitet.
Eine generelle Lo¨sungen zur Segmentierung von organo-Gruppen ist bisher nicht
Bestandteil der Forschung, weshalb in diesem Abschnitt Einzello¨sungen untersucht werden.
Es werden zuerst spezielle Methoden der Segmentierung von Stammschnittfla¨chen in
Abschnitt 2.4.1 beschrieben. Da nur wenige Methoden existieren und werden zur Erfassung
eines breiteren Spektrums von speziellen Methoden anschließend auch a¨hnliche organo-
Gruppen betrachtet. Die Abschnitte sind nach der A¨hnlichkeit der organo-Gruppe zu
einer Stammschnittfla¨che sortiert. Zuerst wird in Abschnitt 2.4.2 auf die Segmentierung
von A¨pfeln und Tomaten eingegangen, welche visuell einer Stammschnittfla¨che in Form
und teilweise auch in der Farbe a¨hnlich sind. Anschließend werden in Abschnitt 2.4.3
Kiwis, Litchis und andere Fru¨chten betrachtet. Danach wird in Abschnitt 2.4.4 auf Fische
und Plankton eingegangen, welche kaum A¨hnlichkeiten zu Stammschnittfla¨che aufweisen.
Die genannten Abschnitte 2.4.1, 2.4.2, 2.4.3, 2.4.4 werden weiter nach verwendeter
Basismethode und/oder Methodenklasse unterteilt. Die herausgestellten Basismethoden
werden im Abschnitt 2.5 zusammengefasst und diskutiert.
Die Objektdetektion wurde bisher klar von der Segmentierung abgegrenzt. Sie ist ein
Mittel zur Segmentierung und wird in der Literatur der speziellen Methoden zumeist
der Segmentierung untergeordnet. Zur besseren U¨bersicht und zur Vereinfachung der
Versta¨ndlichkeit wird nachfolgend auch die Objektdetektion der Segmentierung
untergeordnet.
2.4.1 Segmentierung von Stammschnittfla¨chen
Viele wissenschaftliche Arbeiten bewegen sich im Anwendungsfeld der Holzinspektion,
wie beispielsweise in [AW92] und [REP05]. Beide Beitra¨ge beinhalten Methoden zur
Detektion von defekten und unerwu¨nschten Stellen in Holzbrettern. Demgegenu¨ber
sind im Bereich der automatischen Segmentierung von Stammschnittfla¨chen aktuell
sehr wenige Forschungsarbeiten vorhanden. Die aktuell existierenden Verfahren werden
nachfolgend beschrieben und in Schwellwertverfahren und regionen- und konturbasierte
Segmentierung eingeteilt. Ein kurzes Fazit u¨ber die Methoden wird abschließend gezogen.
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Schwellwertverfahren zur Stammschnittfla¨chensegmentierung
Die erste spezielle Methode einer Segmentierung fu¨r Baumsta¨mme ist in [MFD92] zu
finden. Der Beitrag beschreibt eine bina¨re Segmentierung fu¨r Graustufenbilder anhand
eines adaptiven Schwellwertes. Mit adaptivem Schwellwert meinen die Autoren eine Kurve,
die durch das Grauwert-Histogramm verla¨uft und fu¨r jeden Grauwert einen speziellen
Schwellwert festlegt. Zur Bestimmung der Kurve wird das Bild zuerst mit einem Gauß-
Kernel gefiltert und ein Histogramm erzeugt. Nach der ersten Ableitung im Histogramm,
werden Histogramm-Merkmale extrahiert wie Null-Zonen, lokale Minima und Maxima.
Die Merkmale werden zur Berechnung markanter Grauwerte genutzt. Die Verbindung
der markanten Grauwerte im Histogramm ergeben die gesuchte Schwellwertkurve. Der
beschriebene Algorithmus wurde allerdings auf nur drei Bildern mit Werkzeug und drei
mit Stammschnittfla¨chen getestet. Die Werkzeuge liegen auf einer farblich homogenen
Unterlage und die Baumsta¨mme auf einem Truck unter klarem Himmel, womit opti-
male Bedingungen gegeben sind. Die Abweichung der genutzten Baumstammbilder zur
Grundwahrheit liegt bei 0,09 %, 0,65 % und 1,15 %.
Eine weitere Betrachtung der Schnittfla¨chensegmentierung zur Bestimmung des Vo-
lumens von Baumsta¨mmen wird in [Sil+05] behandelt. Das beschriebene Verfahren
ist eine simple globale Schwellwertsegmentierung fu¨r Graustufenbilder von Eukalyptus-
Stammschnittfla¨chen. Der globale Schwellwert wird durch ein Histogramm ermittelt. Nach
der Segmentierung muss der Nutzer interaktiv ein Polygon u¨ber den Holzbereich legen,
um den Hintergrund vom Polter zu trennen. Das halbautomatische Verfahren wurde
anhand von 15 Bildern evaluiert, wobei eine Volumenabweichung unter 5 % aufgetreten
ist.
Regionen- und konturbasierte Stammschnittfla¨chensegmentierung
Eine aus forstwirtschaftlicher Sicht ausfu¨hrliche Betrachtung der bildbasierten (foto-
optischen) Vermessung von Nadelrundholzabschnitten ist in der Dissertation [Fin04] gege-
ben. Der Fokus der Arbeit liegt nur teilweise in der Bildverarbeitung. Stattdessen steht die
Anwendbarkeit und Zweckma¨ßigkeit von Segmentierungsmethoden zur Bestimmung des
Volumens und der Stammdurchmesser im Vordergrund. Dennoch werden manuelle, halbau-
tomatische und vollautomatische Konzepte zur Segmentierung von Stammschnittfla¨chen
vorgestellt, wobei lediglich die manuellen final umgesetzt und zur Evaluierung genutzt
werden. Der Autor schreibt dazu:
”
Die Auswertung der Fotos wurde in dieser Arbeit aus-
schließlich mit den dazu entwickelten manuellen Routinen durchgefu¨hrt...“. Die manuelle
Methode entspricht einer manuellen Markierung der Schnittfla¨chen mit Unterstu¨tzung von
Adobe Photoshop D1-4.0.1 -Algorithmen. Weiterhin werden Passpunkte im Bild gesetzt,
die mit eingemessenen realen Stammschnittfla¨chenpunkten korrespondieren. Das Konzept
der halbautomatischen Segmentierung basiert auf aktiven Konturen [KWT88], wobei der
Nutzer den Stamm zuvor manuell umkreisen muss. Dahingegen entspricht das Konzept
der automatischen Segmentierung einer Wasserscheiden Segmentierung [Beu91]. Es wird
allem Anschein nach von frischen und sauberen Schnittfla¨chenbildern ohne weiteren
Hintergrund wie Boden, Himmel oder Wald ausgegangen. Das Bild der Schnittfla¨chen
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wird zuerst in Graustufen konvertiert und mehrmals mittels Gauß gefiltert. Anschließend
wird es invertiert, eine Wasserscheiden-Segmentierung (Watershed) durchgefu¨hrt und
regionenweise mehrfach schwellwertsegmentiert. Anhand vom Nutzer gewa¨hlten Formen
und einigen Nachverarbeitungsschritten werden die entsprechenden Segmente ermittelt.
Weiterhin wird in [Fin04] die Eignung von Stereo-Bildverarbeitung gepru¨ft, aber nicht
detaillierter untersucht.
In einem Poster [DGM06] werden zwei automatische Ansa¨tze beschrieben. Der Beitrag
baut auf Daten von sScale (siehe Produktblatt [Sys08]) auf und geht von einer bereits
bekannten Positionen der Polterfrontfla¨che im Bild aus. Im ersten Ansatz wird das Bild
in einen Multi-Skalen-Raum (Scale Space, siehe [Lin96]) u¨berfu¨hrt und auf allen Skalen
gegla¨ttet. Die lokalen Maxima der Laplacian-Filterung und ein normalisiertes Sta¨rkemaß
werden zur Selektion des entsprechenden Skalenraums benutzt. Dadurch, dass die lokalen
Maxima langsam u¨ber die Skalen wandern, la¨sst sich im idealen Fall die Position und
Gro¨ße des Stammes ableiten. Im zweiten Ansatz wird eine Watershed-Segmentierung
[Beu91] des Bildes vorgenommen, was zu einer U¨bersegmentierung fu¨hrt. Anhand eines
Kriteriums werden Regionen verschmolzen. Beide Algorithmen in [DGM06] werden kurz
diskutiert, aber nicht evaluiert.
Fazit der Stammschnittfla¨chensegmentierung
Hauptsa¨chlich werden Watershed ([Fin04], [DGM06]) und spezielle Schwellwertverfahren
([MFD92], [Sil+05]) zur Segmentierung adaptiert. Ein regionenbasierter Multi-Skalen-
Ansatz wurde in [DGM06] und ein konturbasierter Ansatz mit aktiven Konturen in [Fin04]
adaptiert. Alle Verfahren operieren auf Graustufenbildern und wurden bisher ungenu¨gend
unter optimalen Bedingungen bis gar nicht evaluiert. Da wichtige Farbinformationen
verloren gehen und nicht von optimalen Bedingungen ausgegangen werden kann, sind die
Verfahren fu¨r die Zielsetzung dieser Arbeit nur bedingt geeignet.
2.4.2 Segmentierung von A¨pfeln und Tomaten
A¨pfel und Tomaten sind in Form und Farbe den Stammschnittfla¨chen sehr a¨hnlich.
Das Thema Segmentierung ist vorwiegend im chinesischen Umfeld fu¨r die automatische
Ernte von Interesse. Im Nachfolgenden werden wissenschaftliche Beitra¨ge zu dem Thema
nach Datum geordnet beschrieben und in pixelbasierte, regionenbasierte und kontur-
basierte Segmentierung und Objektdetektion unterteilt. Ein kurzes Fazit wird abschließend
gezogen.
Pixelbasierte Segmentierung von A¨pfeln und Tomaten
Eine Methode zur Segmentierung von Tomaten wird in [LZW08] beschrieben. Ein aus Rot
und Gru¨n (R+G)/2 erzeugtes Grauwertbild wird mit einem Hochpass gefiltert und durch
Nutzung einer Schwertwertsegmentierung iterativ segmentiert. Nach zwei morphologischen
Opening-Operationen ergeben sich die gesuchten Segmente, die Tomaten, im Bild. Der
Algorithmus ist zu 74,3 % genau, was anhand von 70 Bildern evaluiert wurde.
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Vier Segmentierungsmethoden fu¨r Tomaten, A¨pfel, Erdbeeren, Kakis und Orangen in
natu¨rlichen Bildern werden in [YMX08] vorgestellt. Alle vier Methoden arbeiten mit einer
Farbheuristik und nutzen ein Grauwertbild, erzeugt durch die Differenz vom Rot- und
Gru¨nwert (R−G). Die Erste entspricht einer Otsu-Segmentierung [Ots79], die Zweite
erweitert Otsu’s Methode und die Dritte kombiniert eine verbesserte Otsu Methode
mit genetischer Arithmetik (siehe genetische Algorithmen in [MTK96]). Die vierte und
letzte Methode klassifiziert die Pixel mittels LVQ (Learning Vector Quantisation) in
Frucht oder Hintergrund. Im Ergebnis soll die letzte Methode am genausten sein, aber
am langsamsten, was anhand weniger Beispiele belegt ist.
Eine Methode zur Segmentierung von gru¨nen und reifen roten Tomaten zur automa-
tischen Ernte wird in [XXB11] beschrieben. Zur Segmentierung werden ausgewa¨hlte
normalisierte Farbkana¨le genutzt. Fu¨r rote Tomaten wird Hue des HIS und fu¨r gru¨ne I2
des I1I2I3 Farbraums verwendet. Nach einer abgewandelten Otsu Segmentierung werden
die reifen Tomaten zu 98 % und die Gru¨nen zu 89 % richtig erkannt. Der Ansatz wurde
anhand von 100 Bildern evaluiert.
Die Segmentierung von Granata¨pfeln wird in [Aki+12] anhand eines speziellen Farb-
raumes vorgenommen. Von den im Beitrag untersuchten Farbra¨umen erweist sich die
modifizierte Differenz mR −mG und mR −mB als geeignet. Nach einer nicht genau
beschriebenen Bina¨risierung und der Anwendung von Kreismerkmalen werden die Gra-
nata¨pfel mit einem maximalen Fehler von 9,1 % auf 20 Bildern lokalisiert.
Der sehr ausfu¨hrliche Journal-Beitrag von [LCN12] beschreibt eine Vier-Schritte-
Methodik zur Segmentierung von gru¨nen A¨pfeln. Im ersten Schritt werden charakteristi-
sche Pixel durch Klassifikation segmentiert. Als Klassifikator dient der KNN (K Nearest
Neighborhood) Klassifikator mit Suche im KD-Baum. Die genutzten Merkmale sind die
Glattheit innerhalb eines quadratischen Bildbereiches und die Intensita¨t. Im zweiten
Schritt werden benachbarte Pixel mit gewisser A¨hnlichkeit zu Segmenten (Blobs) zusam-
mengefu¨gt. Die Segmente werden im dritten Schritt in Bogensektionen und Sonstiges
zerlegt. Die Bogensektionen werden im letzten Schritt zu kreisa¨hnlichen Objekten, den
gesuchten A¨pfeln, gruppiert. Der Ansatz soll zu 85 % gru¨ne A¨pfel richtig erkennen, was
anhand von 10 Bildern ausgewertet wurde.
Regionenbasierte Segmentierung von A¨pfeln und Tomaten
Eine Methode zur Erkennung von Tomaten-Clustern in Gewa¨chsha¨usern zur automati-
schen Ernte wird in [Yan+07] beschrieben. Der Bildaufnahme dient die Stereo-Farbkamera
BumbleBee2. Die Tomaten werden durch den im Beitrag beschriebenen CLG-Algorithmus
(Color Layer Growing) vom Hintergrund einer 3D-rekonstruierten Szene getrennt. Kern-
punkte des CLG sind eine U¨bersegmentierung des Bildes in kleine Regionen und eine
anschließende Verbindung derer anhand von Farba¨hnlichkeiten. Die Evaluierung der
ermittelten 3D-Position anhand von 12 Tomaten-Clustern zeigt nur wenig Abweichungen
von Soll zu Ist.
Die Anwendung vonFCM-LS (Fuzzy C-Mean Clusterung mit Level Set) zur Segmentie-
rung von Fru¨chten in natu¨rlichen Bildern wird in [Xie09] betrachtet. Der Schwerpunkt
liegt in der Erweiterung des FCM-Algorithmus. Zur Fruchtsegmentierung wird der FCM-
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LS im HSV-Farbraum angewendet. Die Ergebnisse sind anhand von vier Bildern mit
Kirschen und A¨pfeln illustriert und sehen zufriedenstellend aus.
Die Lokalisierung von A¨pfeln zum automatischen Ernten ist Thema in [Mao+09]. Dabei
wird fu¨r einen Ernte-Roboter, ausgestattet mit einer Stereokamera, die 3D-Position der
A¨pfel berechnet. Die vorgestellte Segmentierung der A¨pfel basiert auf einer Vorder- und
Hintergrund-Clusterung im 2D-Farbraum von R−G und R−B. Ein Pixel wird anhand
des geringsten Abstandes im Farbraum dem Vorder- oder Hintergrund zugeordnet. Nach
einer anschließenden Rauschbeseitigung im resultierenden Bina¨rbild werden zusa¨tzlich
verdeckte A¨pfel durch einen zeilenweisen Scann-Algorithmus segmentiert. Im Ergebnis
ermittelt das Verfahren die Anzahl der A¨pfel mit einem maximalen Fehler von 9,4 %,
was anhand von 10 Bildern evaluiert wurde.
Eine Erkennung von A¨pfeln mit LS-SVM (Least Squares Support Vector Machine)
zur automatischen Ernte wird in [Kon+10] beschrieben. Die Bilder werden von einer
Stereokamera am Roboter unter natu¨rlichen Bedingungen aufgenommen. Hauptsa¨chlich
wird die Klassifikation der Segmente mit LS-SVM nach der Segmentierung unter Nutzung
von Form- und Farbmerkmalen beschrieben. Die eigentliche Segmentierung wird nur
kurz dargelegt, genauer gesagt wird Region Growing mit einer Schwellwertsegmentierung
durchgefu¨hrt. Die Bilder werden mit einer Vektor Median Filterung (siehe [AHN90])
vorverarbeitet und mit den morphologischen Operationen Opening und Closing nach-
verarbeitet. Die Klassifikation der Segmente ist laut [Kon+10] zu 90 % korrekt.
In [ZZK10] wird eine K-Mean Clustering Methode mit Einbeziehung der Entropie zur
Segmentierung von A¨pfeln vorgestellt. Auf das Bild wird erst eine gewichtete Median
Filterung angewandt und anschließend in den HSI Farbraum transformiert. Die H und S
Kana¨le werden zum Clustern genutzt. Das entwickelte Entropy Clustering erzielt eine
Genauigkeit von 98,9 % gegenu¨ber dem K-Mean mit 91 % auf einer nicht erwa¨hnten
Anzahl an Bildern.
Konturbasierte Segmentierung und Objektdetektion von A¨pfeln
In [MD92] wird eine Segmentierung fu¨r maschinelle Qualita¨tspru¨fungen und Sortierungen
von A¨pfeln vorgenommen. Der aus dem Bereich des Routings bekannte A* (A-Stern)
Algorithmus von N. J. Nilsson in [Nil71] wird in [MD92] adaptiert und zur heuristischen
Findung der A¨pfel-Konturen genutzt. Der entwickelte Algorithmus arbeitet auf Grau-
wertbildern und sucht nach den Konturen der A¨pfel. Die Position der A¨pfel ist in [MD92]
bereits bekannt und wird zur Bestimmung des Startpunktes genutzt. Ausgehend vom
Startpunkt wird die Apfelkontur anhand von acht Nachfolgeregeln und acht Eckentempla-
tes mit dem Ziel der Bestimmung der Kosten ermittelt. Die Genauigkeit des Algorithmus
ist lediglich anhand von vier Beispielbildern illustriert.
In [FLB93] wird eine Detektion von A¨pfeln fu¨r das automatische Pflu¨cken durch einem
Roboter vorgestellt. Der Roboter ist mit einem Projektor ausgestattet und erhellt die
Szene, wodurch Glanzlichter auf den A¨pfeln erzeugt werden. Anhand der GLCM werden
Schwellwerte bestimmt, womit das Grauwertbild auf lediglich 20 Werte abgebildet wird.
Das Resultat wird anschließend durch eine Maske und spezielle Regeln in ein Bina¨rbild
umgewandelt (0 oder 255). Die Maske setzt ein Pixel auf 255, wenn der Absolutbetrag
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der Differenz zu jeden der 12 Nachbarn kleiner als ein gewisser Schwellwert ist. Der
Algorithmus soll die A¨pfel laut [FLB93] in 92 % der Fa¨lle richtig detektieren.
Zur Segmentierung von gru¨nen und roten A¨pfeln wird in [ZTK05] ein kombinierter An-
satz aus Textur und Farbe vorgestellt. Zuerst wird das RGB-Bild in ein Grauwertbild mit
einem hoch gewichteten Rotanteil konvertiert. Das Bild wird auf 0-16 Werte quantisiert
und innerhalb eines 5×5 Bereiches fu¨r jedes Pixel der Kontrast der GLCM ermittelt. Auf
dem sich ergebenden Kontrastbild werden mit Canny (siehe [Can86]) Kanten detektiert
und geschlossene Konturen extrahiert. Aufgrund der genutzten Texturmerkmale, dem
Kontrast der GLCM, enthalten die geschlossenen Konturen Segmente homogener Farbe.
Liegen die sich ergebenden Segmente homogener Farbe innerhalb eines speziellen Farbbe-
reiches, so werden diese weiter auf Gro¨ße gepru¨ft und ggf. auch gesplittet. Dazu wird
eine Kreiseinpassung (circle fitting) genutzt. Der Soll-Radius-Bereich des Kreises ergibt
sich aus der genutzten Stereobildaufnahme und den ermittelten Tiefen. Das Verfahren
wird lediglich anhand eines Bilder demonstriert. Auf dem Bild wurden 18 von 20 A¨pfeln
richtig segmentiert.
Eine Detektion von A¨pfeln wird in [Wan+09] mittels SVM-Klassifikation vorgenommen.
Das Bild wird mit einer Median-Vektor-Filterung vorverarbeitet und dann mit Region
Growing segmentiert. Die notwendigen Saatpunkte werden mit einer 5× 5 Maske gesucht,
wobei ein Saatpunkt gefunden wurde, wenn mindestens 20 Pixel kleiner als ein gewisser
Schwellwert sind. Nach anschließender Extraktion von Farb- und Formmerkmalen wird das
Segment in Apfel oder Nicht-Apfel klassifiziert. Das Verfahren zeigt eine Genauigkeit von
93,3 % mit Nutzung eines RBF-Kerns (Radial-Basis-Funktion) bei der SVM-Klassifikation.
Ein nahezu identischer Ansatz, nur ohne SVM-Klassifikation, wird auch in dem Vision
System des Apfel-Ernte-Roboters beschrieben und in [Lv+11] angewendet.
Eine weitere Klassifikationsmethode wird in [RGY10] zur Detektion von A¨pfeln adap-
tiert. Es wird der Hue-Kanal des HSV-Farbraumes verwendet und das Bild in 8×8 Blo¨cke
zerlegt. Fu¨r jeden Block wird die Energie der GLCM ermittelt. Die Energie wird als
Merkmal genutzt und ein Modell mittels EM (Expectation Maximization) fu¨r A¨pfel und
Hintergrund erstellt. Das Bild wird mithilfe des Modells und der Merkmale der Blo¨cke
segmentiert. Auf 113 Bildern mit insgesamt 776 A¨pfeln wurden mit dem Verfahren 85,33
% richtig erkannt.
Fazit zur Segmentierung von A¨pfeln und Tomaten
Die Ansa¨tze der Segmentierung von A¨pfeln und Tomaten sind vielfa¨ltig. Ha¨ufige adap-
tierte und kombinierte Methoden sind Schwellwertsegmentierung ([LZW08], [YMX08],
[Kon+10], [XXB11], [Aki+12], [Aki+12]) und Clustering-Methoden ([Yan+07], [Xie09],
[Mao+09], [Xie09], [ZZK10]). Weiterhin werden Texturmerkmale, speziell die Merkma-
le der GLCM ([FLB93], [ZTK05], [RGY10]), zur Detektion von homogenen Bereichen
verwendet. Zur Segmentierung werden bei fast der Ha¨lfte der Ansa¨tze spezielle Farbberei-
che und/oder Farbra¨ume verwendet ([ZTK05], [YMX08], [LZW08], [Mao+09], [ZZK10],
[XXB11], [Aki+12]). Die Methoden sind folglich sehr speziell und auf die Segmentierung
von A¨pfeln und/oder Tomaten angepasst. Fu¨r andere organo-Gruppen mit anderen Farb-
oder Textur-Charakteristiken sind die Methoden nicht geeignet.
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2.4.3 Segmentierung von Kiwis, Litschis und anderen Fru¨chten
In diesem Abschnitt werden spezielle Methoden, geordnet nach Datum der Vero¨ffent-
lichung, zur Segmentierung von Kiwis, Litschis und sonstige Fru¨chte beschrieben. Die
Methoden werden nachfolgend unterteilt in pixelbasierte und regionen- und konturbasierte
Methoden. Ein kurzes Fazit u¨ber die adaptierten Methoden wird abschließend gezogen.
Pixelbasierte Segmentierung von Kiwis, Litschis und Zitronen
Eine Klassifikationsmethode zur Unterscheidung von Kiwi-Pixel und Nicht-Kiwi-Pixel
wird in [Wij+09] vorgestellt. Anhand eines Neutralen Netzwerks NN mit SOM (Self
Organized Maps) wird ein Klassifikator erstellt. Ermittelte Farbmerkmale aus dem
CIELab-Farbraum werden zur Klassifikation genutzt. Die sich durch die Klassifikation
ergebenden segmentierten Bilder sind nicht evaluiert.
Die Segmentierung von Litschis und deren Sta¨ngel wird in [DLZ11] betrachtet. Der
Algorithmus arbeitet in drei Schritten. Zuerst wird der Cr-Kanal vom YCbCr-Farbraum
schwellwertsegmentiert und morphologisch nachbearbeitet, was Litschi inklusive Sta¨ngel
vom natu¨rlichem Hintergrund trennt. Im zweiten Schritt wird die Frucht durch K-Mean
Clusterung im RGB-Raum separiert und durch Bild-Subtraktion wird Frucht und Sta¨ngel
im letzten Schritt getrennt. Von 30 getesteten Bildern sind die Litschis in 24 erfolgreich
segmentiert worden.
Die Segmentierung von Zitronen ist zum Teil Thema in [Alo+12]. Genau betrachtet
wird eine Pixelklassifikation angewendet, wobei Zitronen- oder Nicht-Zitronen Pixel
unterschieden werden. Verwendet wird ein Naive-Bayes-Klassifikator, welcher zuvor mit
Zitronen- und Hintergrundpixel trainiert wurde. Das Vorgehen ist bzgl. Segmentierung
nicht evaluiert.
Regionen- und konturbasierte Segmentierung von sonstigen Fru¨chten
In [HWJ05] wird eine spezielle Watershedsegmentierung vorgestellt. Der Kern des neuen
Ansatzes ist die Nutzung von Multi-Skalen-Gradienten zur Berechnung von morphologi-
schen Gradienten. Der Algorithmus soll zur Multi-Objekt-Segmentierung von Trauben,
Kirschen, Bananen und A¨pfeln geeignet sein. Die Ergebnisse sind aber nur anhand eines
Bildes von Weintrauben auf homogenen Hintergrund visuell dargelegt.
Zur automatischen Za¨hlung von gru¨nen und goldenen Kiwis wird in [Wij+08] eine
entsprechende Segmentierung vorgestellt. Die R-, G- und B-Kana¨le der RGB-Bilder
werden in dem Ansatz speziell transformiert. Anschließend wird das Bild in den Lab-
Farbraum konvertiert und die a- und b-Komponenten im Histogramm analysiert. Peaks
im Histogramm werden in Form von Clustern angelernt. Der Abstand zu den Clustern
wird in der finalen Segmentierung genutzt und eine abschließende Opening-Operation
durchgefu¨hrt. Die Anzahl der lokalen Maxima nach einer Distanztransformation wird
ermittelt und stellt die gesuchte Anzahl der Kiwis dar. Das Vorgehen soll zu 90 % genau
bei goldenen Kiwis (78 Bilder) und zu 60 % genau bei gru¨nen Kiwis (42 Bilder) sein.
Die Segmentierung von Kaffeekirschen unter kontrollierten Bedingungen auf homogenen
Hintergrund wird in [BP08] adressiert. Ziel ist eine echtzeitfa¨hige kostengu¨nstige Lo¨sung,
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umgesetzt auf DSP oder FPGA, fu¨r kolumbianische Arbeiter. Die Segmentierung arbeitet
grob in drei Schritten. Zuerst werden Cluster mit FCM im RGB-Farbraum erstellt. Von
den Clustern werden sieben dem Vordergrund und drei dem Hintergrund zugeordnet. Die
Zuordnung der Cluster wurde zuvor anhand der Grundwahrheit experimentell ermittelt.
Die Vordergrund-Cluster werden im finalen Schritt als Ausgangspunkt fu¨r Fuzzy-Aktive-
Konturen genutzt.
Die automatische Segmentierung von Litschis zur automatischen Ernte ist Thema
in dem Beitrag [Lia+11]. Es wird von einem Stereosetup ausgegangen und auf einem
Kamerabild segmentiert. Segmentiert wird in zwei Schritten im Hue-Kanal des HSV-
Farbraums, welcher allerdings rotiert betrachtet wird. Im ersten Schritt wird anhand
gewisser Regeln (Fuzzy Rules) ein optimaler Schwellwert ermittelt und somit eine initiale
evolutiona¨re Kurve ermittelt. Die Kurve passt sich im zweiten Schritt mit Sparse Field
Level Set dem Objekt genauer an. Der Algorithmus soll zu 90,48 % richtig segmentieren.
Eine Methode zur Trennung von quasi-runden Objekten wird in [LT11] beschrieben,
wobei das Verfahren nur anhand dreier Bilder illustriert ist. Die Fru¨chte liegen auf einen
homogenem Hintergrund und es wird anscheinend auch schon von segmentierten Fru¨chten
ausgegangen. Durch ein internes Radius-Template werden die Objekte getrennt.
Fazit zur Segmentierung von Kiwis, Litschis und sonstigen Fru¨chte
Die speziellen Methoden zur Segmentierung von Kiwis, Litschis und anderen Fru¨chten
sind teilweise denen von A¨pfeln und Tomaten a¨hnlich. Prima¨r werden pixel- und regio-
nenbasierte Methoden adaptiert, speziell sind dies Schwellwertverfahren [DLZ11], Pixel-
klassifikationen ([Wij+09], [Alo+12]), Clustering Methoden ([BP08], [Wij+08], [DLZ11])
und Watershed [HWJ05]. Auch dynamische konturbasierte Verfahren werden adaptiert
und kombiniert ([BP08], [Lia+11]). Die Methoden sind sehr speziell zugeschnitten auf
die Objekte. Außerdem sind die meisten Methoden nicht evaluiert, womit keine Aussage
u¨ber die Genauigkeit getroffen werden kann. Es ergibt sich folglich, dass die Methoden
nicht ohne Anpassung auf andere organo-Gruppen u¨bertragbar sind.
2.4.4 Segmentierung von Fischen, Plankton und Muscheln
In diesem Abschnitt werden spezielle Methoden zur Segmentierung von Fischen, Plankton
und Muscheln beschrieben. Die betrachteten organo-Gruppen sind Unterwasserlebewe-
sen, die wenig A¨hnlichkeit zu Stammschnittfla¨chen aufweisen. Die Methoden werden
nachfolgend in Hintergrundsubtraktion und sonstige Methoden unterteilt. Die sonstigen
speziellen Methoden unterteilen sich in pixel-, regionen- und konturbasierte Verfahren. Ein
kurzes Fazit u¨ber die speziellen Methoden der Unterwasserlebewesen wird abschließend
gezogen.
Hintergrundsubtraktion zur Segmentierung von Fischen und Plankton
Die Segmentierung von Fischen in Einzelbildern unter Wasser wird selten adressiert,
da sich Fische kaum vom Hintergrund abgrenzen. Auch variieren Fische stark in Form,
Farbe und Textur, womit eine robuste Segmentierung in Einzelbildern ganz spezielle
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Rahmenbedingungen beno¨tigt. Das Problem der Einzelbildsegmentierung unter Wasser
wird zumeist umgangen und die Bild-zu-Bild Koha¨renz in Videos genutzt, wie bspw. mit
der Hintergrundsubtraktion in [Zhu+12] und [LWG10].
In [Mor+05] werden Fische zum Zwecke der Verfolgung (tracking) in Videoaufnahmen
detektiert. Zur Detektion wird je ein Vorder- und ein Hintergrundfarbmodell erstellt. Als
Modelle kommen GMMs zum Einsatz, welche mit Bildern vom leeren Hintergrund und
einzelnen Fischen angelernt werden. Der Ansatz basiert auf dem Verfahren in [Sul+99].
Ein System zur Vermessung von Fischen u¨ber Wasser wird in [WSS06] beschrieben.
Die Fische liegen auf einem Fo¨rderband mit homogener Farbe. In einer Initialisierung
von 20 Sekunden wird die mittlere Farbe des Fo¨rderbandes bestimmt. Die Fische werden
anschließend anhand des Unterschiedes zur mittleren Fo¨rderbandfarbe segmentiert.
Eine weitere Klasse der organo-Gruppe ist Plankton. Plankton sind Kleinstlebewe-
sen im Wasser und werden i.d.R. mit Mikroskop-Kameras Unterwasser oder im Labor
aufgenommen. Plankton hebt sich im Bild i.d.R. sehr gut vom Hintergrund ab, womit
einfache Segmentierungsverfahren i.d.R. ausreichend sind. Eine Laborvariante ist ZooS-
can, ein wasserfester Flachbett-Scanner mit der Software ZooImage. In ZooImage (siehe
[Gro+04], [Gor+10]) wird eine Hintergrundsubtraktion vorgenommen. Das heißt, das
Bild vom leeren Scanner (Hintergrundbild) wird vom Bild mit Plankton subtrahiert. Ist
die Differenz eines Pixels vom Hintergrundbild zum Bild mit Plankton gro¨ßer als ein
gewisser Schwellwert, so wird das Pixel als Plankton segmentiert.
Sonstige Segmentierungen von Fischen, Plankton und Muscheln
In [MS08] wird eine regionenbasierte Segmentierung von Fischen beschrieben, wobei
speziell eine Kombination ausMean Shift undMedian Cut vorgestellt wird. Die Farbe wird
erst mit einer Histogramm-Equalisierung korrigiert. Anschließend wird eine Mean Shift
Segmentierung im LUV-Farbraum durchgefu¨hrt und die Farbe mitMedian Cut quantisiert.
Nach einer Kantendetektion im Ergebnisbild sind einzelne Fische von einer Kontur
umschlossen. Das Verfahren wird in [MS08] K-Mean und Mean Shift gegenu¨bergestellt
und erweist sich als genauer.
In [Bla+05] werden zwei Segmentierungsmethoden von Plankton fu¨r das FlowCam-
System vorgestellt. Die erste Methode segmentiert Plankton mit aktiven Konturen
(siehe [KWT88]). Die zweite Methode ist eine Schwellwert-Segmentierung anhand des
Histogramms der Grauwerte. Der Schwellwert wird ermittelt, indem zwei GMMs in das
Histogramm mit EM eingepasst werden (siehe [DLR77]).
Ein System zur Segmentierung und Klassifikation von Zooplankton auf sehr großen
Bilddaten (≈ 80.000× 80.0000 Pixel) ist ZooCount (siehe [Rus+13], [Gut+14]). In Zoo-
Count wird das Bild mittels einem Quadtree in Teilbilder zerlegt und anschließend in
jedem Teilbild mit der Methode von Otsu segmentiert. Nach der Segmentierung werden
die Konturen extrahiert und aneinandergrenzende Konturen von Teilbild zu Teilbild ver-
schmolzen. Das Ergebnis sind Konturen von Zooplankton und Nicht-Zooplankton (Algen,
Eier, Schmutz, ...). Die Konturen werden weiterhin zur Bestimmung von Zooplankton
gefiltert, wobei spezielle Formmerkmale Verwendung finden. Das Verfahren wurde auf
fu¨nf sehr großen Bildern, bestehend aus insgesamt 5027 Teilbildern (2048× 1536 Pixel),
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evaluiert. Die Evaluierung zeigt eine precision von 0,96 und einen recall von 0,44.
Eine Segmentierung von Muscheln auf statischem und homogenem Hintergrund
wurde in der Diplomarbeit [Fri13] untersucht. Die schwarzen Muscheln liegen separiert
auf einem weißen Hintergrund und wurden mit der Methode von Otsu segmentiert. Die
Segmentierungsaufgabe ist infolge der Rahmenbedingungen sehr einfach. Es wurde eine
mittlere Messgenauigkeit in 15 Bildern von 98 % ermittelt.
Fazit zur Segmentierung von Fischen, Plankton und Muscheln
In den speziellen Methoden zur Segmentierung von Fischen, Plankton und Muscheln
wurden spezielle Rahmenbedingungen an die Bildaufnahme gesetzt, so dass einfache
Methoden bereits gute Ergebnisse erzielen. Viele Methoden verwenden eine Hinter-
grundsubtraktion in Videos ([Zhu+12], [LWG10]) oder auf Bildern ([Gro+04], [Gor+10],
[Mor+05], [WSS06]). Weiterhin werden Clustering-Methoden [MS08], dynamische Kontu-
ren [Bla+05] und pixelbasierte Methoden ([Fri13], [Gut+14]) adaptiert. Zur Erfu¨llung
der Zielstellung in dieser Arbeit sind die Methoden einzeln kaum geeignet, da von wenig
Varianzen im Hintergrund (O) ausgegangen wird. Außerdem sind die Methoden, außer
der pixelbasierten Methoden in [WSS06] und [Fri13], [Gut+14], nicht evaluiert.
2.5 Basismethoden versus Segmentierungsaufgabe
In Abschnitt 2.4 wurden spezielle Methoden zur Segmentierung von organo-Gruppen
beschrieben. Die Methoden sind sehr verschieden. Unterschiedlichste Basismethoden
wurden adaptiert, erweitert und kombiniert. Auch wurden neue Algorithmen entwickelt,
um die jeweilige Segmentierungsaufgabe zu erfu¨llen. Es ist auch zu erkennen, dass
spezielle Farbbereiche und/oder Farbra¨ume genutzt werden. Die Farbbereiche werden
i.d.R. empirisch ermittelt und sind kennzeichnend fu¨r spezielle Methoden. Bei den
speziellen Methoden kommen prima¨r folgende Basismethoden (siehe Zusammenfassung
in Abschnitt 2.3.4) zur Anwendung:
• F: Empirisch ermittelte spezielle Farbra¨ume
• P: Pixelbasierte Segmentierung
– PS: Schwellwert, PK: Pixelklassifikation, PH: Hintergrundsubtraktion
• K: Konturbasierte Segmentierung
– KS: statische Konturen, KD: dynamische Konturen
• R: Regionenbasiert Segmentierung
– RR: Region Growing, RW: Watershed
– RS: Split & Merge, RC: Clustering-Methoden
• O: Objektdetektion
– OT: Texturbasiert, OM: Template Matching
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In der nachfolgenden Tabelle 2.1 werden fu¨r spezielle Segmentierungsaufgaben die
verwendeten Basismethoden (BM) aufgezeigt und bewertet. In Spalte BM sind die
Basismethoden (Abku¨rzungen siehe vorangestellter Liste) zugeordnet. Basismethoden,
die sehr spezielle Algorithmen enthalten und keiner Unterklasse zugeordnet werden ko¨nnen,
sind nur der Methodenklasse (P, K, R oder O) zugeordnet. In Spalte Kernalgorithmus
ist die Kernaussage des Ansatzes benannt und in der Spalte E die Qualita¨t der Evaluierung
mit Werten von 0 bis 5 beurteilt8. Außerdem ist die Tabelle gegliedert in verschiedenen
Kategorien von organo-Gruppen.
Tabelle 2.1: Spezielle Methoden zur Segmentierung von organo-Gruppen
Beitrag BM Kernalgorithmus E
Segmentierung von Stammschnittfla¨chen
[MFD92] PS Adaptive Schwellwertkurve 2
[Sil+05] PS Globale Schwellwertsegmentierung mit Nutzerinteraktion 3
[Fin04] KD Aktive Konturen mit Nutzerinteraktion 1
[Fin04] RW,PS Watershed kombiniert mit Schwellwertsegmentierung 1
[DGM06] R Multi-Skalen-Raum Segmentierung 1
[DGM06] RW Watershed mit Regionenverschmelzung 1
Segmentierung von A¨pfeln und Tomaten
[MD92] KS Adaptiver A* 0
[FLB93] OT,OM R-GLCM und 12’er Nachbarschaftsmaske 1
[ZTK05] OT,KS,F Kombiniert Kontrast der lokalen GLCM mit Farbe 1
[Yan+07] RC Color Layer Growing, Segmentverschmelzen 0
[LZW08] F,PS Schwellwert auf Grauwert von (R−G)/2 4
[YMX08] F,PS,PK Erweiterte Otsu Methode, Learning Vector Quantisation 0
[Mao+09] F,RC,PK Vorder- und Hintergrundcluster von Drg und Drb 2
[Wan+09] RR,O Saatpunktdetektion 5x5 Maske, Region Growing, SVM 1
[Xie09] RC,KD FCM-LS (Fuzzy C-Mean - Clusterung mit Level Set) 0
[RGY10] OT Energie-Klassifikation der GLCM mit GMM Cluster 5
[ZZK10] F,RC K-Mean Entropy Clusterung 1
[Kon+10] RR,PS Region Growing, Schwellwert, Least Square SVM 1
[XXB11] F,PS Abgewandelter Otsu, H von HIS, I2 von I1I2I3 4
[Aki+12] F,PS Schwellwert auf modifizierter Rot-, Gru¨n-, Blau-Differenz 3
[LCN12] PK,RS Pixelklassifikation, Split & Merge, Kreissegmentfindung 2
Segmentierung von Kiwis, Litschis und sonstigen Fru¨chten
[HWJ05] RW Spezieller Watershed 0
[BP08] F,RC,KD FCM, Fuzzy basierte Konturanpassung 0
[Wij+08] F,RC Clustering auf Lab nach Intensita¨tstransformation 4
[Wij+09] PK Pixel Klassifikation mit NN (a¨hnlich wie [Lv+11]) 0
8E: 0: Evaluierung nicht bzgl. Segmentierung oder nur visuell; 1: Genauigkeit nicht unterlegt; 2: weniger
gleich 10 Bilder; 3: 11− 50 Bilder; 4: 51− 100 Bilder; 5: mehr als 100 Bilder
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Beitrag BM Kernalgorithmus E
[Lia+11] PS,KD Initiale Kurve durch Schwellwert, SFLS 1
[LT11] OM,KD Internes Radius-Template zur Segmenttrennung 0
[DLZ11] PS,RC Schwellwert auf Cr, K-Mean Clusterung von RGB 3
[Alo+12] PK Naive Bayes Pixelklassifikation 0
Segmentierung von Fischen, Plankton und Muscheln
[Gro+04] PH Hintergrundsubtraktion (Bild) 0
[Mor+05] PH,PK Pixelklassifikation durch GMM Farbmodelle 0
[Bla+05] KD Aktive Konturen 0
[Bla+05] PS Schwellwert mit GMM-Einpassung im Histogramm 0
[WSS06] PH Hintergrundsubtraktion (Bild) 5
[MS08] RC Kombination Mean Shift und Median Cut 0
[LWG10] PH Hintergrundsubtraktion (Video) u. Schattenentfernung 0
[Gor+10] PH Hintergrundsubtraktion (Bild) 0
[Zhu+12] PH Hintergrundsubtraktion (Video) 0
[Fri13] PS Otsu-Methode auf statischem Hintergrund 3
[Gut+14] PS, RS Otsu-Methode und konturbasiertes Split & Merge 5
Es zeigt sich in Tabelle 2.1, dass die verwendeten Basismethoden (BM) sehr verschie-
den sind und oft in Kombination verwendet werden. Auch wurden die Basismethoden
speziell angepasst und sind zum Teil der originalen Methode kaum noch a¨hnlich. Die
wenigen bereits existierenden Methoden zur Segmentierung von Stammschnittfla¨chen
sind kaum evaluiert. Die geringfu¨gig evaluierten Methoden sind Schwellwertverfahren
([MFD92], [Sil+05]), angewandt auf Bildern mit wenig Varianzen im Hintergrund O.
Die Recherche u¨ber spezielle Methoden a¨hnlicher organo-Gruppen (Fru¨chte, Fische, ...)
ergab ein breiteres Spektrum an adaptierten Basismethoden. Die Methoden fu¨r A¨pfel
und Tomaten in Naturbildern sind vielfa¨ltig. Die meisten Methoden benutzen spezielle
empirisch ermittelte Farbbereiche und/oder gehen von einer homogenen Textur der
Objekte O aus. Die speziellen Methoden fu¨r andere Fru¨chte (Kiwis, Litschis, Zitronen, ...)
hingegen sind sehr unterschiedlich und auf die spezifische organo-Gruppe zugeschnitten.
Auch werden Annahmen in der speziellen Farbcharakteristik gesetzt. Die Methoden fu¨r
Fische, Plankton und Muscheln setzen zumeist Restriktionen in der Bildaufnahme, wie
bspw. einen homogener Hintergrund. Folglich basieren die meisten Methoden auf einer
Hintergrundsubtraktion.
Ein Indikator fu¨r eine geeignete spezielle Methode aus Tabelle 2.1 ist eine aussagekra¨ftige
Evaluierung mit guten Ergebnissen. Auch mu¨ssen in der Methode wenig Annahmen
u¨ber die organo-Gruppe und kaum Restriktionen in der Bildaufnahme gegeben sein.
Die Evaluierungen der recherchierten speziellen Methoden sind sehr verschieden und die
Genauigkeiten kaum vergleichbar. Bei Betrachtung der Beitra¨ge mit einer Evaluierung mit
mehr als 20 Bildern bleiben nur noch wenige Beitra¨ge u¨brig, welche folgende Genauigkeiten
aufweisen:
• Beitrag: Evaluierungsziel; Genauigkeit (Anzahl der Bilder)
• [WSS06]: Fischklassifikation nach Segmentierung auf Fo¨rderband; 99,8 % (100)
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• [LZW08]: Erkennung von Tomaten am Strauch; 74,3 % (70)
• [Wij+08]: Za¨hlung von goldenen und gru¨nen Kiwis; 90 % (78), 60 % (42)
• [RGY10]: Erkennung von A¨pfeln am Baum; 85,33 % (113)
• [XXB11]: Erkennung von reifen und gru¨nen Tomaten; 98 %, 89 % (100)
• [Gut+14]: (Vor-)Erkennung von Zooplankton in Za¨hlkammern; f-score: 0,7 (5027)
Im Beitrag [WSS06] werden Fische auf einem Fo¨rderband klassifiziert. Der Ansatz ist
bei der Unterscheidung von sieben Fischarten, welche signifikante Unterschiede in der
Form aufweisen, zu 99,8 % genau. Die Segmentierung ist nicht mit Maßzahlen evaluiert
und ist keine besondere Herausforderung, da das Fo¨rderband eine homogene Farbe besitzt.
Der Beitrag [LZW08] pra¨sentiert einen Ansatz, der zu 74,3 % A¨pfel und Tomaten richtig
erkennt. Unter Erkennung ist zu verstehen, dass die ungefa¨hre Position eines Apfels im
Bild erkannt wird. Die Segmentierung ist ebenfalls nicht mit Maßzahlen hinterlegt und
der Ansatz geht von einer speziellen Apfel oder Tomatenfarbe aus. In [Wij+08] werden
Kiwis in Bildern automatisch geza¨hlt. Die spezielle Methode za¨hlt zu 90 % goldene und
zu 60 % gru¨ne Kiwis richtig. Auch in diesem Ansatz werden spezielle Farbeigenschaften
der Fru¨chte verwendet, und die Segmentierung ist nicht mit Maßzahlen hinterlegt. In
[RGY10] werden A¨pfel an einem Baum zu 85,33 % richtig erkannt. “Erkannt” bedeutet
in dem Beitrag, dass ein ermitteltes Rechteck ungefa¨hr den Apfel umschließt. Der Ansatz
geht ebenfalls von speziellen Farbeigenschaften (Hue-Bereich im HSV-Farbraum) und
Textureigenschaften (Energie der GLCM) von A¨pfeln aus. In [XXB11] werden reife
Tomaten zu 98 % und gru¨ne Tomaten zu 60 % genau erkannt. Die Segmentierung ist nicht
mit Maßzahlen hinterlegt, sondern stattdessen die Erkennung. Mit “Erkennung” ist dieses
Mal gemeint, dass ein Segment ungefa¨hr mit einer Tomate u¨bereinstimmt. Auch in diesem
Beitrag werden spezielle Farbcharakteristiken angenommen (H von HIS, I2 von I1I2I3)
Der eigene Ansatz in [Gut+14] erkennt vorsortiertes Zooplankton in partikelreichem
Wasser in sehr großen Bildern. Die Bilder sind Graustufenbilder und die Evaluierung
wurde bzgl. der umschließenden Box vorgenommen.
Zusammenfassend muss festgestellt werden, dass zur Erfu¨llung der Zielstellung
keine geeigneten speziellen Methoden existieren. Die speziellen Heuristiken in
der Farbe der meisten Methoden ko¨nnen nicht auf Stammschnittfla¨chen u¨bertragen
werden. Weiterhin sind die Methoden nicht mit den tatsa¨chlichen Segmenten (Grund-
wahrheit) evaluiert. Auch fehlen die entsprechenden Maßzahlen, wie bspw. precision,
recall oder f-score (siehe Anhang A.4). Zur weiteren Problemlo¨sung mu¨ssen folglich die
Basismethoden genauer untersucht, erweitert, kombiniert und an die Segmentierung von
Stammschnittfla¨chen und andere organo-Gruppen adaptiert werden. Die Analyse der
Basismethoden wird in Abschnitt 3.1 vorgenommen und zur Ableitung eines Konzeptes
weiter herangezogen.
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In diesem Kapitel werden Verfahren zur automatischen Multi-Objekt-Segmentierung
von Stammschnittfla¨chen (fsts ) und bina¨ren Segmentierung von Schnittholz (f
h
s )
konzipiert, diskutiert und evaluiert. Fu¨r die entsprechenden Segmentierungsfunktionen
(f sts , f
h
s ) ergeben sich verschiedene Labelmengen (L
st, Lh), die wie folgt formalisiert
werden sollen:
fsts : I → Lst; Lst = {Stamm1, ..., Stammn,¬Stamm} := {a|∀a ∈ Lst : a=S} (3.1)
fhs : I → Lh; Lh = {Schnittholz,¬Schnittholz} (3.2)
Ausgehend vom Stand der Forschung, wie in Kapitel 2 beschrieben, werden die speziel-
len Probleme und Herausforderungen der Segmentierung von Stammschnittfla¨chen im
Unterkapitel 3.1 diskutiert. Außerdem werden im Unterkapitel 3.1 mo¨gliche Konzepte
grob hergeleitet und die Erfolg versprechenden Konzepte vertieft. Zur Herleitung werden
im Vorfeld einige Experimente mit einfachen Basismethoden der Segmentierung heran-
gezogen. Die Konzepte werden einzeln in den Unterkapiteln 3.2, 3.3 und 3.4 verfeinert,
beschrieben und evaluiert. Im Unterkapitel 3.2 wird eine bina¨re Segmentierung von
Schnittholz anhand der Holzfarbe und in 3.3 ein allgemeines Konzept der Segmentierung
von Stammschnittfla¨chen durch Objektdetektion erarbeitet. Ein kombiniertes Konzept
bestehend aus einer Objektdetektion, Graph-Cut-Segmentierung und Objektseparierung
wird im Unterkapitel 3.4 betrachtet. Die Evaluierungen der einzelnen Konzepte werden
im Abschnitt 3.5 gegenu¨bergestellt und die Konzepte diskutiert.
3.1 Problemdiskussion und Herleitung von Konzepten
Generelle Probleme und Herausforderungen bei der Segmentierung von Stammschnitt-
fla¨chen wurden bereits kurz in Abschnitt 1.2 genannt. In diesem Abschnitt werden die
Probleme detaillierter untersucht und mo¨gliche Konzepte abgeleitet. Zuerst werden in
Abschnitt 3.1.1 die Probleme detailliert aufgeschlu¨sselt und abha¨ngig von der Bildqualita¨t
und dem Stammschnittfla¨chenzustand unterschiedliche Schwierigkeitsgrade aufgezeigt.
Zur Untermauerung der Konzeption werden in Abschnitt 3.1.2 einige Experimente mit
einfachen Basismethoden zur Segmentierung von Stammschnittfla¨chen oder Schnittholz
durchgefu¨hrt. In Abschnitt 3.1.3 werden abschließend unter Betrachtung des aktuellen
Standes der Forschung und der Experimente grobe Konzepte hergeleitet.
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3.1.1 Problemdiskussion
Die Zielstellung dieses Kapitels ist die Konzipierung, Untersuchung und Evaluierung
von automatischen Segmentierungen von Stammschnittfla¨chen aus Rundholzabschnitten.
Rundholzabschnitte sind aufeinander gestapelte Baumsta¨mme. Im Wald oder an der
Straße befindliche Rundholzabschnitte werden auch als Polter bezeichnet. In Abbildung
3.1 sind einige typische Polter zu sehen.
Abbildung 3.1: Frontfla¨chenabschnitte von verschiedenen Poltern aus der Praxis, aufge-
nommen mit einem mobilen Endgera¨t.
Bei der Konzipierung einer Segmentierung ist es notwendig, die zu segmentierenden
Objekte genauer zu betrachten. Durch die Betrachtung ko¨nnen Eigenschaften abgeleitet
werden, die als Vorwissen fu¨r die Konzeption gelten. Wird ein Segmentierungsalgorithmus
ohne Vorwissen konzipiert und ohne Vorwissen angesteuert (ohne Modell), so sind die
Ergebnisse dem Zufall u¨berlassen. Je weniger Vorwissen vorhanden ist, umso weniger
Annahmen ko¨nnen getroffen werden und umso schwieriger ist die Problemstellung.
Die zu segmentierenden Objekte sind Stammschnittfla¨chen von Baumsta¨mmen. Vor-
wissen u¨ber Stammschnittfla¨chen ergibt sich aus dem biologischen Aufbau eines Baum-
stammes und der Abbildung des Stammschnittfla¨chenobjektes Or,st zum Bildobjekt Ost.
Aus biologischer Sicht besteht ein Baumstamm aus Rinde, Jahresringen, Splint- und
Kernholz (siehe [Mat+10]). In Abbildung 3.2 ist der typische Aufbau eines Baumstam-
mes illustriert.
Abbildung 3.2: Aufbau des Stammquerschnittes (links) und Stammquerschnitte mit
verschiedenen Verha¨ltnissen von Splint-zu-Kernholz (rechts).
Die Rinde ist die a¨ußere Schicht eines Baumstammes und schu¨tzt vor a¨ußeren Einflu¨ssen.
Nach [Mat+10] wird:
”
das nicht mehr wasserleitende Holz als Kernholz bezeichnet,
das hellere, wasserleitende Holz, welches das Kernholz umgibt, als Splintholz.“ Durch
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klimatisch bedingte Unterschiede im Sommer und Winter wa¨chst das Holz unterschiedlich.
Es entstehen Jahresringe, die in der Breite und Farbgebung verschieden sind (Details
siehe [Sch83]).
Bedingt durch die Bildaufnahme in der Praxis mit einfachen Kameras und mobilen
Endgera¨ten (siehe Projekt AFoRS in [Foe+12]) ist die Bild- (I) und Stammschnitt-
fla¨chenqualita¨t (Ost) sehr unterschiedlich. Durch den Fakt, dass viele Baumsta¨mme
aufeinander gestapelt in einem Bild zu sehen sind, ist die Auflo¨sung pro Stammschnitt-
fla¨che (Ost) gering, wodurch Jahresringe selten zu erkennen sind. In Abschnitt 1.2 wurde
bereits herausgestellt, dass Varianzen in Form, Farbe und Textur in den Stammschnitt-
fla¨chen und im Hintergrund vorliegen. Außerdem sind die Form, Farbe und Textur
der Stammschnittfla¨chen unbekannt, und U¨berschneidungen mit der Farbe des Hinter-
grundes sind mo¨glich. Auf dieser Basis ko¨nnen kaum Annahmen zur Konzeption einer
Segmentierung von Rundholzabschnitten gemacht werden. Polter aus der Praxis sind
von unterschiedlichster Qualita¨t. Die benannten Probleme leiten sich aus der Menge aller
vorkommenden Qualita¨tsstufen (Bild- und Stammschnittfla¨chenqualita¨t) ab. Allerdings
ergeben sich bei genauer Betrachtung der Qualita¨tsstufen mehr Annahmen, die u¨ber die
Stammschnittfla¨chen gemacht werden ko¨nnen. Im Folgenden werden deshalb verschiedene
Qualita¨tsstufen1 aufgestellt und betrachtet. Die Qualita¨t soll in zwei Typen (Qst, QI)
mit je drei Qualita¨tsstufen (A, B, C) aufgeschlu¨sselt und wie folgt notiert werden:
• Qst - Qualita¨t der Stammschnittfla¨chen
• QI - Qualita¨t der Bildaufnahme und/oder des Bildes
• Qst, QI ∈ {A,B,C}; A=gut, B=mittelma¨ßig, C =schlecht
Die vorkommende Stammschnittfla¨chenqualita¨t Qst (siehe Abbildung 3.3) soll sich durch
die Form, Holzzustand und Ha¨ufigkeit von farblichen Markierungen kennzeichnen. In
Abbildung 3.3 sind verschiedene Beispiele pro Kategorie von Qst dargestellt.
Abbildung 3.3: Von links nach rechts die verschiedenen Qualita¨tsstufen der Stammschnitt-
fla¨chen A, B und C von Qst.
1Die aufgestellten Qualita¨tsstufen sind subjektiv und sollen den Schwierigkeitsgrad der Segmentierungs-
aufgabe kennzeichnen.
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Die Stufen der Qualita¨t Qst sollen folgende Bedeutung widerspiegeln:
• A: Anna¨hernd runde Form, kaum Holzdefekte und keine Markierungen
• B: Geschlossene Form, wenig Holzdefekte oder wenige Markierungen
• C: Kaum erkennbare Form, grobe Holzdefekte oder viele Markierungen
Die Qualita¨t der Bildaufnahme und/oder des Bildes soll hingegen durch die Qualita¨t der
Beleuchtung, der Bildscha¨rfe und Verdeckungen der Stammschnittfla¨chen gekennzeichnet
sein. In Abbildung 3.3 sind verschiedene Beispiele pro Kategorie von QI dargestellt.
Abbildung 3.4: Von links nach rechts die verschiedenen Qualita¨tsstufen der Bildaufnahme
A, B, C von QI .
Die Stufen der Qualita¨t QI sollen folgende Bedeutung widerspiegeln:
• A: Gleichma¨ßige Beleuchtung, scharfes Bild und kaum Verdeckungen
• B: Ungleichma¨ßige Beleuchtung, mittelma¨ßige Bildscha¨rfe oder wenig Verdeckungen
• C: Schlagschatten, unter- oder u¨berbelichtet, Verwaschen oder viele Verdeckungen
Ausgehend von der besten Qualita¨tsstufe A bei Qst und QI , sowie dem biologisch
typischen Querschnitt eines Baumes, ist es mo¨glich Vorwissen abzuleiten. Typische
Sta¨mme haben anna¨hend eine runde Form, welche durch die Rinde begrenzt wird. Es
gibt bei Stammschnittfla¨chen innen liegendes und dunkles Kernholz, das von hellerem
Splintholz umgeben ist, oder nur Splintholz mit einer homogenen Farbtextur (siehe
Abbildung 3.2). Weiterhin sind die Baumsta¨mme Or,st aufeinander gestapelt, wodurch
sich im Bild ein Cluster (organo-Gruppen - OGst) von Bildobjekten Ost ergibt.
Ausgehen vom Vorwissen sollen im Fall der Segmentierung von Stammschnittfla¨chen
OGst folgende Annahmen getroffen werden:
1. Alle Ost im Bild haben a¨hnliche Eigenschaften und bilden ein Cluster OGst
2. Ost ∈ OGst hat anna¨hernd eine rundliche oder elliptische Form
3. Ost ∈ OGst hat ein bis zwei charakteristische Farbbereiche (Splint/Kernholz)
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Die zweite und dritte Annahme sind nur fu¨r Qst = QI = A haltbar, da defekte Stamm-
schnittfla¨chen, farbliche Markierungen, Verdeckungen oder inhomogene Beleuchtung zu
Form und Farbvera¨nderungen der Stammschnittfla¨chen im Bild fu¨hrt. Fu¨r Qst = B oder
QI = B ist die erste Annahme noch eingeschra¨nkt sinnvoll. Die Varianz der A¨hnlichkeiten
sollte gro¨ßer werden, aber dennoch sollten A¨hnlichkeiten vorhanden sein. Hingegen sind
fu¨r Qst = C oder QI = C alle drei Annahmen unsicher.
Trotz der Annahmen verbleiben noch einige Herausforderungen. So ist die Farbver-
teilung des Hintergrundes (Wald, Wiese, Straße, Himmel, ...) vollkommen unbekannt,
weshalb U¨berschneidungen der Farbe zum Vordergrund mo¨glich sind. Rein auf Farbe
basierende Segmentierungsalgorithmen sind folglich nicht geeignet und wu¨rden die Teile
des Hintergrundes mit a¨hnlicher Farbe auch als Stammschnittfla¨che segmentieren. Außer-
dem ist die Farbgebung der Stammschnittfla¨chen innerhalb eines Bildes a¨hnlich, aber
von Bild zu Bild sehr unterschiedlich (siehe Abbildung 3.1).
3.1.2 Voruntersuchung von Basismethoden der Segmentierung
Bestehende Verfahren zur Segmentierung von Stammschnittfla¨chen adaptieren zumeist
Schwellwertverfahren ([MFD92], [Sil+05]) oder Watershed ([Fin04], [DGM06]). Beide
Verfahren sind Klassiker der Segmentierung, fu¨r die es einige frei verfu¨gbare Implemen-
tierungen gibt. Um die Eignung der Verfahren besser beurteilen zu ko¨nnen, werden in
diesem Abschnitt einige Experimente mit Schwellwertverfahren, Watershed und auch mit
anderen einfach zu testenden Basismethoden vorgenommen. Zur Beurteilung der Ergeb-
nisse werden zwei Bilder (siehe Abbildung 3.5) mit unterschiedlichen Qualita¨tsstufen Qst
und QI herangezogen. Weitere Beispielbilder von organo-Gruppen und deren Ergebnisse
sind im Anhang B.2 zu finden.
Abbildung 3.5: Beispielbilder mit Qst = QI = A (links) und Qst = QI = B (rechts).
Die Segmentierung eines Bildes mit einem Schwellwert ist trivial und soll als erstes
untersucht werden. Zur Segmentierung werden die RGB-Bilder I konvertiert in Grauwert-
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bilder I ′ mit px ∈ [0, 255] und px ∈ N. Die Bilder I ′ werden anschließend segmentiert
und der beno¨tigte Schwellwert T zum einen manuell und zum anderen automatisch durch
die Otsu-Methode [Ots79] bestimmt. Die Ergebnisse der Schwellwertverfahren sind in
Abbildung 3.6 zu sehen.
Abbildung 3.6: Ergebnisse der Schwellwertverfahren mit T = 150 (links) und
Otsu-Methode (rechts). Weiße Pixel entsprechen dem segmentierten
Schnittholz.
Die pixelbasierte Segmentierungsfunktion fpxs = fhs zerlegt das Bild in Schnittholz- und
nicht Schnittholzpixel, wodurch die Stammschnittfla¨chen Ost nicht einzeln segmentiert
werden. In Abbildung 3.6 segmentiert kein Schwellwert die Beispielbilder optimal. Es
ist Rauschen im Ergebnis und viele Teile des Hintergrundes sind falsch segmentiert.
Ausgehend von diesen Ergebnissen sind Schwellwertverfahren ohne Erweiterung und/oder
spezieller Vorverarbeitungsschritte, wie Farbtransformationen, nicht zur Segmentierung
von Stammschnittfla¨chen geeignet.
Als na¨chstes wird die Eignung von konturbasierter Segmentierungen untersucht. Kon-
turbasierte Segmentierungen sind angebracht, wenn die Gradienten im Bild entsprechend
ausgepra¨gt sind. Genauer betrachtet, mu¨ssen die Gradienten am Rande der Stammschnitt-
fla¨chen Ost hoch und mo¨glichst eindeutig sein. In Abbildung 3.7 sind die Gradienten und
extrahierten Kanten zu sehen.
Abbildung 3.7: Gradientenbild mit dem Sobel Operator (links) und das Kantenbild mit
dem Canny-Kanten-Detektor (rechts).
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Die Ergebnisse in Abbildung 3.7 zeigen, dass sich die Stammschnittfla¨chen Ost durch
starke Gradienten gut abgrenzen. Auch die erzeugten Bilder mit dem Canny-Kanten-
Detektor (siehe [Can86]) weisen klare Stammschnittfla¨chen-Konturen mit einigen Lu¨cken
auf. Im Kantenbild sind dennoch viele Mehrdeutigkeiten (siehe Abbildung 3.8) vorhanden,
welche durch den Hintergrund (Gras, Ba¨ume, ...) und aneinanderliegende sowie defekte
Sta¨mme entstehen. Es kann demzufolge nicht sichergestellt werden, dass eine Kontur
Ost umschließt. Nichtsdestotrotz sollte die Kombination von Kontur mit Farbe und/oder
Textur aller Stammschnittfla¨chen OGst eine gute Segmentierung ermo¨glichen.
Abbildung 3.8: Mehrdeutigkeiten des Kantenbildes vom Canny-Kanten-Detektor.
Letztendlich werden die Eignung einiger Basismethoden der regionenbasierten Seg-
mentierung (Watershed, SLIC, Mean Shift) untersucht. Watershed ist eine angewandte
Basismethode zur Segmentierung von Stammschnittfla¨chen in [Fin04] und [DGM06]. Die
errechneten Ergebnisse der Watershed -Segmentierung mit der CV Bibliothek VIGRA2
(siehe [Kot00]) und OpenCV3 (siehe [Lag11]) sind in Abbildung 3.9 zu sehen.
Abbildung 3.9: Ergebnisse verschiedener Watershed -Umsetzungen in einem Bild, wobei
OpenCV links, VIGRA mit scale = 2 in der Mitte und mit scale = 8
rechts zu sehen sind. Benachbarte Pixel gleicher Farbe bilden ein Segment.
2VIGRA: Vision with Generic Algorithms, Version 1.9.0, hci.iwr.uni-heidelberg.de/vigra
3OpenCV: Open Source Computer Vision Library, Version 2.4.7, docs.opencv.org
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Die Ergebnisse in Abbildung 3.9 zeigen, dass je nach Umsetzung von Watershed und
Parameterwahl die Ergebnisse verschieden sind. Trotz der unterschiedlichen Zerlegungen
der Bilder in Segmente S ist keine Segmentierung optimal. Die Stammschnittfla¨chen Ost
sind zumeist u¨ber- oder untersegmentiert. Es mu¨ssen Parameter (z.B. scale zur Skalierung
der Gradienten) pro Bild angepasst werden. Weiterhin werden in vielen Umsetzungen
Saatpunkte beno¨tigt, von denen der typische simultane Flutvorgang aus startet. Die
Saatpunkte mu¨ssen manuell definiert oder anhand lokaler Minima errechnet werden.
Folglich ist Watershed nur bei optimaler Parameterwahl mit geeigneten Saatpunkten
und Adaption an die Segmentierungsaufgabe geeignet.
Zur weiteren Untersuchung der regionenbasierten Segmentierung sollen Mean Shift
aus OpenCV und SLIC4 (siehe [Ach+12]) betrachtet werden. Beide Basismethoden sind
Clustering-Methoden und clustern im Farb- und Bildraum. Ergebnisse der Basismethoden
sind in Abbildung 3.10 zu sehen.
Abbildung 3.10: Ergebnisse von Mean Shift mit einem Suchabstand von 50 im Farb-
und Bildraum (links), SLIC mit N = 50, C = 20 (Mitte) und mit N =
200, C = 20 (rechts). Bei Mean Shift bilden benachbarte Pixel gleicher
Farbe ein Segment. Bei SLIC zeigen rote Linien die Segmentkonturen.
Die Ergebnisse in Abbildung 3.10 zeigen keine optimale Segmentierung sowie U¨ber-
oder Untersegmentierungen. Es mu¨ssen mehrere Parameter gut gewa¨hlt werden, wie
Suchabsta¨nde im Farb- und Bildraum, die Compactness C und die gewu¨nschte Anzahl
der Segmente N = |S|. Bei allen Methoden der regionenbasierten Segmentierung ergibt
sich zusa¨tzlich das Problem, dass die korrespondierenden Stammschnittfla¨chen zu den
Segmenten (Ost = S) des zerlegten Bildes I erst ermittelt werden mu¨ssen.
Die Voruntersuchungen in diesem Abschnitt haben gezeigt, dass keine dieser Basisme-
thoden in unvera¨nderter Form zur Segmentierung der Stammschnittfla¨chen OGst geeignet
4SLIC: verwendet wurde der frei verfu¨gbare C++ Quellcode zum Beitrag [Ach+12]
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ist. Schwellwertverfahren haben sich als ungeeignet herausgestellt, da Farbvarianzen und
U¨berschneidungen im Vorder- (OGst) und im Hintergrund (Ost) bestehen. Weiterhin hat
sich gezeigt, dass sich OGst sich durch ausgepra¨gte Gradienten abhebt, aber durch andere
Gradienten (Defekte, Schmutz, Ba¨ume, Gras, ...) viele Mehrdeutigkeiten entstehen. Eine
Konturverfolgung entlang der Gradienten wird folglich mehrdeutig. Regionenbasierte
Methoden fu¨hren zur U¨ber- und Untersegmentierung und sind sehr sensibel bei Para-
metera¨nderungen. Im Ergebnis der Untersuchungen kann folglich nur eine Kombination,
Erweiterung und/oder Adaption der untersuchten Basismethoden eine Erfu¨llung der
Zielstellung leisten.
3.1.3 Diskussion und Herleitung verschiedener Konzepte
Ausgehend vom aufgearbeiteten aktuellen Stand der Forschung in Kapitel 2, den disku-
tierten Problemen in Abschnitt 3.1.1 und den Voruntersuchungen im vorangegangenen
Abschnitt 3.1.2 sollen nun Konzepte zur Lo¨sung hergeleitet und diskutiert werden. Im
Abschnitt 2.5 hat sich gezeigt, dass zur Segmentierung von organo-Gruppen die verschie-
densten Basismethoden adaptiert und kombiniert werden. Es wird stets Vorwissen u¨ber
die zu segmentierenden Objekte OG und OGr verwendet, wie bspw. durch Verwendung
von speziellen Farbra¨umen und Farbbereichen. Die Basismethoden der Segmentierung sind
sehr vielfa¨ltig und es ergeben sich entsprechend viele Kombinationen. Die Basismethoden
und deren Unterklassen werden im Folgenden hinsichtlich der Eignung zur Multi-Objekt-
Segmentierung (fsts ) der Stammschnittfla¨chen OG
st und bina¨ren Segmentierung von
Schnittholz (fsts ) diskutiert.
Spezielle Farbra¨ume (F)
Die speziellen Farbra¨ume werden relativ ha¨ufig zur Segmentierung von organo-Gruppen
verwendet. Der Grundgedanke besteht darin, dass spezielle organische Objekte Oo eine
charakteristische Farbgebung aufweisen. Die spezielle Farbgebung wird experimentell
ermittelt oder durch Beispieldaten (Ground-Truth) angelernt. Anhand der ermittelten
Farbgebung wird in unterschiedlichster Weise (Farbcluster, Regeln, usw.) segmentiert. Da
Schnittholz eine charakteristische Farbgebung hat, ist diese Methode eine Mo¨glichkeit zur
bina¨ren Segmentierung (fhs ). Allerdings variiert die Farbe von Schnittholz je nach Zustand
des Holzes (nass, morsch, etc.) und Baumart. Auch ist eine entsprechende Methode zur
Segmentierung notwendig, um anhand der Holzfarbe zu segmentieren, wie bspw. ein
Pixelklassifikator (PK). Ein weiterer Nachteil besteht darin, dass die Holzfarbe auch im
Hintergrund (Ost) vorkommen kann.
Pixelbasierte Segmentierung (P)
Die pixelbasierte Segmentierung wird trotz der Einfachheit und vieler Nachteile un-
erwartet ha¨ufig zur Segmentierung von organo-Gruppen adaptiert. Zumeist wird die
Segmentierung zusa¨tzlich mit einer weiteren Basismethode kombiniert. Schwellwertver-
fahren (PS) wurden bereits im vorherigen Abschnitt untersucht und erzielten schlechte
Ergebnisse auf Graustufenbildern. Es ergeben sich aber andere Ausgangsbedingungen,
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wenn das Verfahren mit der Holzfarbe (F) kombiniert wird. So la¨sst sich durch bspw.
empirisch ermittelte Holzfarbcluster und ein entsprechendes Abstandsmaß ein Wahr-
scheinlichkeitsbild von Holz ermitteln Ipst. Die Segmentierung von I
p
st fu¨hrt voraussichtlich
zu bedeutend besseren Ergebnissen. A¨hnlich verha¨lt es sich mit der Pixelklassifikation
(PK), fu¨r die ein Holzpixelklassifikator erstellt werden muss. Durch geeignete Trainings-
daten und den entsprechenden Klassifikator ist eine bina¨re Segmentierung der Holzfarbe
(fhs ) denkbar. Die Hintergrundsubtraktion (PH) findet bei der Segmentierung von
Fischen Anwendung. Im Fall der Stammschnittfla¨chen ist die Basismethode ungeeignet,
da weder Videos noch statische Hintergru¨nde gegeben sind.
Konturbasierte Segmentierung (K)
Fu¨r eine konturbasierte Segmentierung werden Gradienten beno¨tigt. Je eindeutiger sich
Bildobjekte O durch starke Gradienten abgrenzen, um so besser die Segmentierung. In den
Voruntersuchungen hat sich gezeigt, dass an den Objektgrenzen von Ost hohe Gradienten
verlaufen, aber auch weitere hohe Gradienten in Ost und im Hintergrund sind. Die
Methoden der statischen Konturen (KS) Edge Linking und Hough-Transformation
ermitteln Konturen auf Basis der Gradienten. Bei Edge Linking werden es die benannten
Mehrdeutigkeiten schwierig bis unmo¨glich machen, die richtigen Konturen von OGst zu
finden. Weiterhin bilden die Objektgrenzen keine geometrisch parametrierbare Figuren
wie einen Kreis oder eine Ellipse, wodurch auch die Hough-Transformation ungeeignet ist.
Die dynamischen Konturen (KD) hingegen passen sich automatisch einem Objekt
an und beno¨tigen eine initiale Kontur. Einzeln ist die Basismethode ungeeignet, weil
keine initiale Kontur verfu¨gbar und Nutzerinteraktion nicht Gegenstand dieser Arbeit ist.
In Kombination mit einer Objektdetektion sind dynamische Konturen eine Mo¨glichkeit
Ost zu segmentieren, da der Umriss des detektierten Bereiches Swin eine initiale Kontur
bereitstellt.
Regionenbasierte Segmentierung (R)
Die regionenbasierte Segmentierung zerlegt ein Bild in Segmente S mit unterschiedlicher
Methodik. Angenommen, die Methodik hat das Bild gut segmentiert, so ist noch nicht
bekannt, welches S eine Stammschnittfla¨che Ost ist. Das impliziert, dass im Nachgang
die entsprechenden Segmente (S = Ost) ermittelt werden mu¨ssen. Eine Ausnahme bildet
Region Growing (RR), da ausgehend von Saatpunkten (Vorwissen) die Regionen, bis
ein gewisses Stopp-Kriterium erfu¨llt ist, wachsen. Das bedeutet, dass zur Segmentierung
in einem Vorschritt je ein Saatpunkt innerhalb von Ost ermittelt werden muss. Auch
wenn die Saatpunkte bekannt sind, bleibt noch dass Problem des Stopp-Kriteriums.
Je nach Baumart, Zustand und Alter ist Ost verschieden texturiert. Die Rinde, das
Kern- und Splintholz sind in der Farbgebung verschieden und weisen unterschiedliche
Gro¨ßenverha¨ltnisse auf. Das Stopp-Kriterium, was fu¨r eine bestimmte Stammschnitt-
fla¨che gut ist, wird nicht auf alle anderen u¨bertragbar sein. Ein weiteres Problem ist das
sogenannte Leaking, wodurch bildlich gesprochen, Regionen an undichten Stellen (Gradi-
entenarmut) auslaufen ko¨nnen. Aufgrund der vielen Nachteile wird Region Growing
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zur Segmentierung von OGst ausgeschlossen. Auch Watershed (RW) und Clustering
Methoden (RC) wird an dieser Stelle ausgeschlossen. Beide Methodenklassen wurden
bereits in den Voruntersuchungen betrachtet und erwiesen sich als zu problembehaftet.
Weiterhin wird auch Split & Merge (RS) ausgeschlossen, da entsprechende Kriterien
fu¨r den Split und fu¨r den Merge Prozess notwendig sind. A¨hnlich wie bei Region Gro-
wing werden geeignete Kriterien fu¨r Ost (bspw. Homogenita¨t bei Split und A¨hnlichkeit
bei Merge) nicht auf alle anderen OGst u¨bertragbar sein. Die texturbasierte Segmen-
tierung (RT) basiert auf lokalen Texturmerkmalen und deren Beziehungen zueinander.
Da Ost verschieden texturiert ist und auch viele Mehrdeutigkeiten im Hintergrund (Ost)
vorkommen werden, wird diese Methode ebenso ausgeschlossen. Damit sind alle regio-
nenbasierten Segmentierungsmethoden ausgeschlossen. Da die Probleme der Methoden
a¨hnlich sind, werden auch die sonstige Methoden (RX) nicht weiter betrachtet.
Optimierungsbasierte Segmentierung (OP)
Die optimierungsbasierte Segmentierung optimiert ein bereits segmentiertes Bild oder
segmentiert anhand von Wahrscheinlichkeitsbildern Ip. Es gehen sowohl Gradienten als
auch Farben in die Optimierung ein, wodurch entsprechend genaue Ergebnisse erzielt
werden. Die Ermittlung des globalen Optimums fu¨hrt i.d.R. zu einer erho¨hten Rechenzeit.
Die Rechenzeit ist in dieser Arbeit zweitrangig. Ho¨chste Priorita¨t hat die Segmentierung.
Die bekannteste Methode ist Graph-Cut (OPG). Graph-Cut ermittelt das Optimum
durch den minimalen Schnitt (min-cut) eines u¨ber dem Bild aufgespannten Graphen.
Der min-cut korrespondiert invers zum maximalen Fluss (max-flow). Man stelle sich den
Graphen als Rohrleitungssystem vor, wobei der Rohrdurchmesser invers zu den Gewichten
korrespondiert. Wird Wasser durch das Rohrleitungssystem gepumpt, so staut sich das
Wasser in einigen Rohren (z.B. bei kleinen Durchmessern/hohen Gradienten). Entlang der
Staustellen verla¨uft der gesuchte min-cut. Da OGst sich durch hohe Gradienten abgrenzt
und Graph-Cut mit Mehrdeutigkeiten, Lu¨cken in den Konturen und Varianzen der Farbe
sowie Textur umgehen kann, ist Graph-Cut das bisher beste Verfahren. Graph-Cut
beno¨tigt eine Vorsegmentierung oder Wahrscheinlichkeitsbilder Ip, die aber auf Basis
einer angelernten Holzfarbe (F) berechenbar ist.
Beliefpropagation (OPB) ist a¨hnlich wie Graph-Cut eine Variante der approxi-
mierten Schlussfolgerung (probabilistic inferenz)) auf MRF-Modellen. Dennoch ist die
Schlussfolgerung algorithmisch kaum mit Graph-Cut vergleichbar, obwohl zumeist ein
Graph (Faktor-Graph) dem Algorithmus zugrunde gelegt wird. Die Pixel tauschen un-
tereinander Nachrichten u¨ber ihren Zustand aus, wie die Disparita¨t oder deren Label.
Die Wahrscheinlichkeit eines Zustandes steigt, wenn die benachbarten Pixel a¨hnliche
Zusta¨nde haben. Beliefpropagation wird oft in der Stereobildanalyse zur optimierten
Berechnung von Disparita¨ten eingesetzt. Die Disparita¨tsberechnung ist eine a¨hnliche
Problemstellung, wie ein Label aus dem Bereich der Segmentierung. Die Anwendung in
der Segmentierung ist folglich theoretisch mo¨glich. Es besteht aber der Nachteil, dass
die Methode vorwiegend fu¨r andere Probleme erforscht ist und an Segmentierungsproble-
me erst adaptiert werden muss. Dennoch ist Beliefpropagation theoretisch, a¨hnlich wie
Graph-Cut, zur Segmentierung von Stammschnittfla¨chen geeignet, wobei zuvor auch eine
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Vorsegmentierung oder ein Wahrscheinlichkeitsbild Ip ermittelt werden muss.
Die sonstigen (OPX) optimierungsbasierten Methoden Relaxation Labeling, Normal-
ized-Cut (N-Cut) und Fields of Expert (FoE) sind sehr verschieden. Relaxation Labeling
optimiert iterativ die Labels der Pixel anhand von Wahrscheinlichkeiten der Nachbarlabels.
Das Verfahren ist durchaus erga¨nzend zu einer anderen Basismethode geeignet, wenn
zuvor die Wahrscheinlichkeit eines Labels bestimmt werden kann. N-Cut ist a¨hnlich wie
Graph-Cut eine graphenbasierte Segmentierungsmethode. Im Unterschied zu Graph-Cut
wird bzgl. der Segmentgro¨ße normalisiert, wobei zu große Segmente in der Optimierung
bestraft (penalize) werden. Nach [Hoi10] wird i.d.R. N-Cut zur U¨bersegmentierung eines
Bildes verwendet, und die Anzahl der Segmente muss vor der Segmentierung bekannt
sein. Da die Anzahl der Stammschnittfla¨chen nicht bekannt ist, ist N-Cut allein ohne ein
Verfahren zur Berechnung der Anzahl ungeeignet. Die FoE ermo¨glichen das Anlernen
von MRF-Modellen anhand von Trainingsbildern. Erforschte Einsatzgebiete der Methode
sind denoising und inpainting. Fu¨r eine Segmentierungsaufgabe muss folglich FoE erst
untersucht und angepasst werden. Alle beschriebenen sonstigen Methoden haben ihre
Vor- und Nachteile. Die Eignung der Methoden kann ohne tiefgreifende Anpassungen
und Experimente nicht genau bestimmt werden.
Objektdetektion (O)
Die Methoden der Objektdetektion detektieren Objekte anhand eines Modells vom Objekt
O und/oder Or. Je nach Modell, Suchstrategie und Methode der Klassifikation eines
Bildbereiches Swin in O oder ¬O sind die Methoden unterschiedlich gut zur Detekti-
on von Ost geeignet. Das Template Matching (OM) mit statischen Templates ist
gegenu¨ber Rotation und Skalierung nicht invariant. Auch sind statische Templates bei
geringen Abweichungen vom Template zum Objekt sehr sensibel. Die texturbasierten
(OT) Methoden detektieren Gebiete mit gewissen Textureigenschaften. Die Texturen
der Stammschnittfla¨chen Ost sind zwar charakteristisch, aber dennoch verschieden und
von der Baumart und der Genauigkeit der Bildaufnahme abha¨ngig. Das Histogramm
der orientierten Gradienten HoG (OHo) hingegen detektiert Objekte anhand der Gra-
dientenverteilung, womit die Farbe unbetrachtet bleibt. HoG ist eine Mo¨glichkeit zur
Detektion von Ost, wobei aufgrund der vielen Mehrdeutigkeiten der Gradienten mit
einer erho¨hten Falsch-Positiv-Detektion gerechnet werden muss. Eigenobjekte (OE)
betrachten implizit alle Merkmalsklassen (Form, Farbe, Textur) durch den entsprechenden
Eigenraum. Der Eigenraum ist n-dimensional und eine Transformation aller m Pixel auf
n Dimensionen mit hohem Informationsgehalt (n < m). Folglich sind Eigenobjekte gut
zur Detektion von Ost, wie auch Haarkaskaden (OHC) geeignet. Haarkaskaden bilden
das Problem der Objektdetektion auf viele linear verkettete Haartemplates ab. Durch
die Kaskadierung werden in der Summe Form, grobe Texturen und Farbunterschiede
erfasst. Die sonstige Methoden (OX) der Objektdetektion sind verschieden und einige
bieten ebenso eine ada¨quate Mo¨glichkeit, Ost zu detektieren. Das Grundproblem aller
umrissenen Verfahren ist aber, dass zumeist ein rechteckiger Bereich Swin als Objekt
klassifiziert wird. Eine detektierte Stammschnittfla¨che Ost ist dann noch nicht segmentiert.
Anhand von Swin muss Ost erst durch ein Segmentierungsverfahren segmentiert werden,
62
3.1 Problemdiskussion und Herleitung von Konzepten
wie bspw. durch dynamische Konturen (KD) oder Region Growing (RR), ausgehend vom
Zentrum in Swin.
Zusammenfassung und Fazit
In diesem Abschnitt wurden bisher alle Basismethodenklassen der Segmentierung und Ob-
jektdetektion aus dem Grundlagenkapitel 2.3 hinsichtlich der Eignung zur Segmentierung
von Stammschnittfla¨chen untersucht. Diskutiert wurden die Klassen:
• F: Empirisch ermittelte spezielle Farbra¨ume
• P: Pixelbasierte Segmentierung
– PS: Schwellwert, PK: Pixelklassifikation, PH: Hintergrundsubtraktion
• K: Konturbasierte Segmentierung
– KS: Statische Konturen, KD: Dynamische Konturen
• R: Regionenbasiert Segmentierung
– RR: Region Growing, RW: Watershed, RS: Split & Merge
– RC: Clustering Methoden, RT: Textur, RX: Sonstige Methoden
• OP: Optimierungsbasierte Segmentierung
– OPG: Graph-Cut, OPB: Beliefpropagation, OPX: Sonstige
• O: Objektdetektion
– OT: Textur, OM: Template Matching, OHo: HoG
– OE: Eigenobjekte, OHC: Haarkaskaden, OX: sonstige
Aus der Diskussion der Basismethoden haben sich verschiedene Vor- und Nachteile
ergeben, wobei die Basismethoden zur Lo¨sung der Segmentierungsaufgabe verschieden
gut geeignet sind. In der nachfolgenden Tabelle 3.1 wird die Eignung der Basismethoden
(BM) veranschaulicht und anhand einiger Kriterien bewertet.
Tabelle 3.1: Bewertung der Basismethoden zur Segmentierung von organo-Gruppen
BM S U W Begru¨ndung (Kernargument/e)
F 6 n 4 Stammschnittfla¨chen haben charakteristische Holzfarben
PS 6 j 3 Schwellwert nach Farbtransformation (BM = F ) denkbar
PK 6 n 3 Pixelklassifikator fu¨r angelernte Holzfarbe denkbar
PH 3 n 0 Keine Videodaten gegeben und/oder statische Hintergru¨nde
KS 1 j 1 Anwendbare Gradienten, aber mehrdeutig und nicht elliptisch
KD 4 n 2 Startkontur notwendig, aber mit Kantenbild ermittelbar
RR 1 n 1 Saatpunkte innerhalb der Stammschnittfla¨chen notwendig
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BM S U W Begru¨ndung (Kernargument/e)
RW 2 j 1 Saatpunkte notwendig; sensibel bzgl. Parametera¨nderungen
RS 1 n 1 Farben von OG
st inhomogen und texturiert
RC 5 j 2 Variierende Farben und Texturen in OG
st
RT 0 n 2 Texturen in OG
st, aber mehrdeutig bzgl. Ost
RX 0 n 2 S = Ost muss ermittelt und I gut segmentiert werden
OPG 0 n 5 Adaption komplex, aber Gradienten und Farbe nutzbar
OPB 0 n 3 Verfahren kaum in der Segmentierung angewandt
OPX 0 n 3 Verfahren verschieden u. komplex, Eignung kaum abscha¨tzbar
OM 3 n 1 Statische Templates bzgl. Rotation und Skalierung invariant
OT 4 n 3 Texturen in OG
st, aber mehrdeutig bzgl. Ost
OHo 0 n 3 Gradienten um O
st charakteristisch; Mehrdeutigkeiten in I
OE 0 n 4 Gradienten und Farben reduziert durch Eigenobjekt trainierbar
OHC 0 n 4 Gradienten, Farbe und Textur von O
st trainierbar
OX 0 n 3 Verschieden gut geeignet, Grundproblem Mehrdeutigkeiten in I
In der Tabelle 3.1 kennzeichnet die Spalte BM die jeweilige Basismethode. Die Spalte
S5 gibt die Ha¨ufigkeit der Klasse in recherchierten Beitra¨gen zur Segmentierung von
organo-Gruppen an. Die Spalte U6 kennzeichnet, ob die Klasse in den Voruntersuchungen
untersucht wurde. Die Spalte W7 bewertet die Eignung subjektiv und in der letzten
Spalte wird eine Begru¨ndung der Wertung gegeben.
Aus den Einzelbetrachtungen der Basismethoden ergibt sich, dass keine Basismethode
die Zielstellung dieser Arbeit allein erfu¨llt. Erst eine Kombination und Adaption von geeig-
neten Basismethoden kann die Zielstellung erfu¨llen. Absteigend nach der Wertung (siehe
Tabelle 3.1 bei W > 3) geordnet sind Graph-Cut (OPG), empirisch ermittelte Holzfarbe
(F) und einige Methoden der Objektdetektion (OE, OHC) geeignete Methoden fu¨r eine
Kombination. Durch die ermittelten Basismethoden ergeben sich verschiedene Konzepte,
welche sich in die zwei Klassen der Segmentierung fhs und f
st
s unterteilen. Die bina¨re
Segmentierung des Schnittholzes fhs ist im Vergleich zur Multi-Objekt-Segmentierung
der Stammschnittfla¨chen fsts einfacher, da der Lo¨sungsraum von f
st
s gro¨ßer als von f
h
s ist
(siehe Abschnitt 2.2.2). Es ist sinnvoll, zuerst die einfache Klasse fhs zu untersuchen, und
anhand der Ergebnisse die schwierigere Klasse f sts zu betrachten.
Herleitung von Konzepten
Graph-Cut wurde als die Basismethode mit der besten Eignung ermittelt und ist analog
eine Mo¨glichkeit zur Lo¨sung der bina¨ren Segmentierung fhs . Graph-Cut beno¨tigt eine
Vorsegmentierung oder Wahrscheinlichkeitsbilder Ip. Mit einer farbbasierten Holzsegmen-
tierung la¨sst sich eine Vorsegmentierung und durch Abstandsmaße zu Holzfarbmodellen
(z.B. Cluster im Farbraum) ein Wahrscheinlichkeitsbild ermitteln. Es muss allerdings
zuvor untersucht werden, ob und wie es mo¨glich ist, Holzfarbmodelle zu modellieren
5S (State of the Art): Ha¨ufigkeit von gar nicht (0) u¨ber durchschnittlich (3) zu ha¨ufig (6)
6U (untersucht): Klasse wurde untersucht: j (ja), Klasse wurde nicht untersucht n (nein)
7W (eigene Wertung): ungeeignet (0) u¨ber brauchbar (3) zu geeignet (6)
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oder anhand der Holzfarbe zu segmentieren. Die zweite und zugleich letzte geeignete
Basismethodenklasse ist die Objektdetektion. Die Basismethoden der Objektdetektion
sind verschieden und die Eignung noch ungewiss. Erst nach weiteren Analysen und
Experimenten ko¨nnen eine oder mehrere Methoden bestimmt werden. Unabha¨ngig der
verwendeten Methode ist eine weitere Segmentierung notwendig, um Ost auf Basis eines
detektierten Bereiches Swin zu segmentieren. Aus den beiden benannten Konzepten
la¨sst sich ein drittes Konzept, die Kombination von Objektdetektion und Graph-Cut
Segmentierung, herleiten. Anhand der detektierten Bereiche ko¨nnen Farbinformationen
extrahiert werden, wodurch die Nutzung der empirischen Holzfarbe oder heuristischen
Segmentierung entfa¨llt. Weiterhin sollten sich mit Hilfe der detektierten Bereiche und
dem bina¨ren Ergebnisbild von fhs die einzelnen Stammschnittfla¨chen OG
st ermitteln
lassen. Es ergeben sich folglich die drei groben Konzepte:
1. Konzept der Schnittholzsegmentierung: Automatische bina¨re Segmentierung
des Schnittholzes mit Graph-Cut und empirischer Holzfarbe
2. Konzept der Stammschnittfla¨chendetektion: Automatische Multi-Objekt-
Segmentierung der Stammschnittfla¨chen auf Basis einer Objektdetektion
3. Konzept der Kombination: Automatische Multi-Objekt-Segmentierung der
Stammschnittfla¨chen mit Graph-Cut und Objektdetektion
Zur Ausarbeitung der Konzepte mu¨ssen folgende korrespondierende Fragestellungen
und Forschungsinhalte genauer betrachtet werden:
1. Wie kann Graph-Cut adaptiert und die Holzfarbe genutzt werden zur Segmentierung
von Schnittholz?
2. Welche Methoden der Objektdetektion sind geeignet und wie ko¨nnen die Methoden
zur Segmentierung von Stammschnittfla¨chen adaptiert werden?
3. Wie kann eine bina¨re Segmentierung mit Graph-Cut mit Methoden der Objektde-
tektion zur Segmentierung der Stammschnittfla¨chen kombiniert werden?
Die einzelnen Konzepte und Fragestellungen werden im Weiteren in der genannten
Reihenfolge in den Unterkapiteln 3.2, 3.3 und 3.4 gepru¨ft, untersucht und verfeinert.
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3.2 Schnittholzsegmentierung durch Graph-Cut und Holzfarbe
In diesem Unterkapitel wird eine Graph-Cut basierte Schnittholzsegmentierung fhs in
Kombination mit der Holzfarbe konzipiert und die Ergebnisse evaluiert. In Abschnitt
3.2.1 wird zuerst das Konzept der Segmentierung erarbeitet. Im Konzept ist Graph-Cut
zum einen Bestandteil der Vorsegmentierung und die Kernmethode zur Segmentierung
des gesamten Bildes. Da beide Graph-Cut Segmentierungen identisch sind, wird nur
der finale Graph-Cut detailliert beschreiben. Der erste Schritt des Konzeptes ist eine
Vorsegmentierung auf Basis der Holzfarbe und einer Graph-Cut-Segmentierung zur
Abscha¨tzung des Vorder- und Hintergrundes. Aus der Vorsegmentierung wird im na¨chsten
Schritt ein Vorder- und Hintergrundmodell erstellt. Im letzten Schritt wird mit den
Modellen ein gewichteter Graph erzeugt und mit Graph-Cut zur Segmentierung des
Schnittholzes geschnitten. Die Vorsegmentierung wird in Abschnitt 3.2.2 untersucht.
Die Modelle, die Erstellung des Graphen und Graph-Cut werden in Abschnitt 3.2.3
betrachtet. Im letzten Abschnitt 3.2.4 werden die Ergebnisse evaluiert und die wesentlichen
Erkenntnisse zusammengefasst.
Im Folgenden wird von Vorder- und Hintergrund gesprochen, wie es in der Graph-Cut-
Segmentierung u¨blich ist. Vordergrund FG ist die vereinigte Menge aller Schnittholzpixel
in OGst. Hintergrund BG ist die Menge aller nicht Schnittholzpixel und entspricht der
Menge Ost. Zudem finden Wahrscheinlichkeitsbilder Ip Verwendung. px,y ∈ Ip entspricht
einer Wahrscheinlichkeit und korrespondiert zu pxx,y in Iwood an der Position (x, y). Es
ergeben sich folgende Definitionen:
• Menge der Vordergrundpixel ist FG und die Menge der Hintergrundpixel ist BG
• Ein Vordergrundpixel wird mit pxfg und ein Hintergrundpixel mit pxbg notiert.
• Wahrscheinlichkeitsbild Ip des Vordergrunds ist Ipfg und des Hintergrunds Ipbg
• Ip = {p|∀px ∈ Iwood∃p : p ∈ [0, 1] ∧ p ∈ R}
• Ipfg = {p|∀p ∈ Ip : p ist die Wahrscheinlichkeit, dass zugeho¨riges px ∈ OGst}
• Ipbg = {p|∀p ∈ Ip : p ist die Wahrscheinlichkeit, dass zugeho¨riges px /∈ OGst}
• pxbg ∈ BG; pxfg ∈ FG;
Ipbg = Ipfg = |Iwood|
3.2.1 Konzeption der Schnittholzsegmentierung
Die Segmentierung mit Graph-Cut basiert auf den Schnitt eines gewichteten Graphen
G = (V,E) mit den Knoten v ∈ V und Kanten e ∈ E. Die Gewichte w ∈W der Kanten E
sind die entscheidenden Faktoren fu¨r die Segmentierung. Je genauer die Gewichte bestimmt
sind, umso genauer ist die Segmentierung. Die Gewichte werden in region weights (wr)
und boundary weights (wb) unterteilt (Details siehe Abschnitt 2.3.2).
Die Gewichte wr korrespondieren zu den Wahrscheinlichkeiten pbg ∈ Ipbg und pfg ∈ Ipfg.
Die Wahrscheinlichkeiten (pbg,pbg) korrespondieren wiederum zu einem Pixel im Inputbild
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Iwood. Die Vordergrundwahrscheinlichkeiten pfg sind die Gewichte zum Terminal-Knoten
(source) und die Hintergrundwahrscheinlichkeiten pbg zum Terminal-Knoten (sink). Die
Betrachtung der Gewichte als Wahrscheinlichkeitsbilder wurde in dieser Arbeit verwendet,
um die folgenden Erkla¨rungen zu vereinfachen. Die Wahrscheinlichkeiten (pfg, pbg ∈ R)
liegen im Intervall [0, 1]. Eine Wahrscheinlichkeit von pfg = 1 bedeutet Vordergrund und
0 Nicht-Vordergrund. Selbiges gilt fu¨r pbg in Beziehung zum Hintergrund.
Zur Ermittlung der Wahrscheinlichkeiten ist ein gutes Vorder- und Hintergrundmo-
dell notwendig sowie eine gute Metrik (Abstandsfunktion). Auch mu¨ssen die Modelle
erstellt werden, wofu¨r Trainingsdaten notwendig sind. Am besten als Trainigsdaten sind
entsprechend dem Modell einige Pixel vom Vorder- (FG) und einige vom Hintergrund
(BG) geeignet. Eine gute Ermittlung der Pixel ist essentiell und muss durch eine Vor-
segmentierung, heuristischer Annahmen oder Nutzer-Interaktion geschehen. Zielstellung
dieser Arbeit ist eine automatische Segmentierung, weshalb eine Vorsegmentierung mit
mo¨glichst wenig heuristischen Annahmen erfolgen muss. Eine Vorsegmentierung anhand
der Holzfarbe bietet sich daher an. Die geschilderte Argumentation fu¨hrt zu einem groben
Konzept, welches in Abbildung 3.11 zu sehen ist.
Abbildung 3.11: Grobes Konzept zur bina¨ren Segmentierung von Schnittholz mit Graph-
Cut und Holzfarbe.
Das Konzept in Abbildung 3.11 wird in vier Schritte unterteilt. Im ersten Schritt
wird das Inputbild Iwood mit Hilfe der Holzfarbe, einigen heuristischen Annahmen und
einer ersten Graph-Cut-Segmentierung segmentiert. Die Graph-Cut-Segmentierung ist die
Erste eine von Zweien. Beide sind identisch und enthalten die Schritte zwei, drei und vier
des Konzeptes, die in Abbildung 3.11 verdeutlicht sind. Ergebnis der Vorsegmentierung
sind abgescha¨tzte Pixel (pxfg, pxbg) vom Vorder- und Hintergrund. Die Pixel (pxfg, pxbg)
ko¨nnen fehlerbehaftet sein. Unter derAnnahme, dass die Abscha¨tzung genau ist, ergeben
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sich zwei weitere Teilmengen (FGsmp, BGsmp).
FGsmp ⊆ FG ⊂ Iwood; BGsmp ⊆ BG ⊂ Iwood (3.3)
FG ∩BG = ∅; FG ∪BG = Iwood (3.4)
pxfg ∈ FGsmp; pxbg ∈ BGsmp; pxfg, pxbg ∈ Iwood (3.5)
Im zweiten Schritt wird mit der Menge der Vordergrundpixel FGsmp ein Vordergrundmo-
dell ΘFG und mit der Menge der Hintergrundpixel BGsmp ein Hintergrundmodell ΘBG
erstellt. Im dritten Schritt werden die Modelle ΘFG und ΘBG durch die Wahrscheinlich-
keitsbilder Ipfg und I
p
bg repra¨sentiert. Mit den Gradienten von Iwood und den Modellen
(Ipfg, I
p
bg) wird ein gewichteter Graph G erzeugt. Im vierten und letzten Schritt wird
der gewichtete Graph G mit Graph-Cut geschnitten. Die sich ergebenden Partitionen
(Cliquen) des Graphen G bilden Segmente im Bildraum. Das Ergebnis ist ein bina¨r seg-
mentiertes Bild Ibh vom Schnittholz. Aus dem groben Konzept ergeben sich die folgenden
Fragestellungen und Forschungsinhalte:
• Gibt es Charakteristiken der Holzfarbe, die zur Segmentierung nutzbar sind?
• Mu¨ssen Heuristiken angenommen werden, um sicher Vorder- (FGsmp) und Hinter-
gundpixel (BGsmp) abzuscha¨tzen?
• Wie la¨sst sich Graph-Cut an die Segmentierungsaufgabe adaptieren?
– Welche Modelle Θ sind nutzbar und geeignet?
– Wie ko¨nnen die Gewichte des Graphen G bestimmt werden?
Nachfolgend wird in Abschnitt 3.2.2 die Fragestellung der Holzfarbe und der heuristi-
schen Annahmen zur Ermittlung von Trainigsdaten (FGsmp, BGsmp) untersucht. Es wird
analog Schritt eins des Konzeptes detailliert. In Abschnitt 3.2.3 wird die Fragestellung
der Graph-Cut-Segmentierung betrachtet. Es werden verschiedene Methoden zum Setzen
der Gewichte w des Graphen G auf Basis von FGsmp und BGsmp untersucht und be-
schrieben. Analog werden die Schritte zwei, drei und vier des groben Konzeptes erarbeitet
und detailliert. Die Ergebnisse der Segmentierung unter Anwendung der verschiedenen
Methoden werden in Abschnitt 3.2.4 gegenu¨bergestellt und diskutiert.
3.2.2 Holzfarbsegmentierung zur Vorder- und Hintergrundabscha¨tzung
Die Vorsegmentierung in diesem Abschnitt hat das Ermitteln einiger Pixel vom Vorder-
und Hintergrund (FGsmp, BGsmp) zum Ziel. Die Pixelmengen FGsmp und BGsmp mu¨ssen
eine aussagekra¨ftige Stichprobe von FG und BG enthalten, damit ada¨quate Modelle
(ΘFG,ΘBG) erstellt werden ko¨nnen. Auftretende geringe Fehler, wie pxfg ∈ FGsmp, aber
pxfg /∈ FG, ko¨nnen durch die optimierungsbasierte Segmentierung mit Graph-Cut kom-
pensiert werden. Folglich ist der Begriff Abscha¨tzung der Stichproben (FGsmp, BGsmp)
an dieser Stelle angebracht. Zur Konzeption der Vorsegmentierung und Abscha¨tzung der
Stichproben wird zuerst die Holzfarbe und ihre Auspra¨gung im Farbraum untersucht.
Anhand der Ergebnisse wird anschließend die Vorsegmentierung und Abscha¨tzung von
FGsmp und BGsmp betrachtet.
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Analyse der Holzfarbe im Farbraum
Die Basis zur Analyse der Holzfarbe bilden die Vorder- und Hintergrundpixel FGgt und
BGgt von 71 Evaluierungsbildern (siehe Anhang C.2). Zur Erhebung der Pixelmengen
FGgt und BGgt wurde die Grundwahrheit GT (Ground Truth) zu den 71 Bildern
erstellt. Alle Schnittholzpixel pxfg wurden manuell markiert, womit zu jedem Bild eine
korrespondierende Bildmaske fu¨r Vorder- und Hintergrund erstellt wurde. Die Mengen
FGgt und BGgt ergeben sich aus der Vereinigung der jeweiligen Pixelmengen FGi und
BGi zum Bild i wie folgt:
FGgt = FG1 ∪ FG2 ∪ ... ∪ FGi... ∪ FG71 (3.6)
BGgt = BG1 ∪BG2 ∪ ... ∪BGi... ∪BG71 (3.7)
Zur Untersuchung verschiedener Farbra¨ume (RGB, Luv, YCrCb, HSV, siehe [KS08])
wurden die Bilder Iwood erst entsprechend konvertiert. Anschließend wurde zu FGgt und
BGgt ein 3D-Histogramm mit 256
3 bins erstellt. Jedes bin entha¨lt die Ha¨ufigkeit einer
Farbe im jeweiligen dreidimensionalen Farbraum. Zur Untersuchung der Farbra¨ume ist
eine Visualisierung der Daten notwendig. Eine Mo¨glichkeit ist es die Visualisierung direkt
in 3D durch Punktwolken im Farbwu¨rfel oder einer direkten Volumenvisualisierung vorzu-
nehmen, wie bspw. bei VioNeS (siehe [Gut08] [Ung+09]). Eine 3D-Darstellung erschwert
jedoch die Analyse von Beziehungen zwischen zwei Dimensionen. Um die Beziehungen
von zwei Achsen des jeweiligen Farbraumes untersuchen zu ko¨nnen, wird stattdessen
ein Klassiker der wissenschaftlichen Visualisierung verwendet, die 2D-Scatterplots (siehe
[SM00a], [PB07]). Zur Visualisierung der Ha¨ufigkeit eines Farbwertes im 2D-Scatterplot
wird die Ha¨ufigkeit auf den Grauwert abgebildet. Je ho¨her der Grauwert, umso ha¨ufiger
tritt die Farbe auf. Problematisch ist, dass Peaks im Histogramm zu vielen, kaum mehr
erkennbaren, geringen Grauwerten fu¨hren. Um das Problem zu umgehen, wurde zusa¨tzlich
die 3. Wurzel der Werte gezogen und alle Werte bzgl. [0, 255] normalisiert. Außerdem
ist zur besseren Interpretation der Visualisierung der jeweilige Farbwert auf die x- und
y-Achse abgebildet. Alle Visualisierungen der Farbra¨ume RGB, Luv, YCrCb und HSV
sind im Anhang C.1 zu finden. In Abbildung 3.12 sind ausgewa¨hlte 2D-Scatterplots vom
RGB- und HSV-Farbraum zu sehen.
(a) RGB: Rot (x-Achse) zu Gru¨n (y-Achse) (b) HSV: Value (x-Achse) zu Hue (y-Achse)
Abbildung 3.12: Visualisierung und Gegenu¨berstellung von FGgt (linke Bildha¨lfte) zu
BGgt (rechte Bildha¨lfte) mit 2D-Scatterplots.
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Die 2D-Scatterplots in Abbildung 3.12 zeigen, dass sich FGgt und BGgt stark u¨ber-
schneiden. Weiterhin sind sowohl die Pixel von FGgt als auch von BGgt im RGB-Farbraum
verstreut. Es ist ein elliptisch geformter, großer Cluster entlang der kompletten Diagonalen
zu erkennen. Im HSV-Farbraum sind die Pixel von BGgt entlang des Farbtones (Hue)
verstreut. Die Pixel von FGgt hingegen bilden einen Cluster beim Farbton gelb bis rot.
Der entsprechende Cluster bildet sich aber auch bei den Pixeln von BGgt schwach aus.
Durch die starken U¨berlappungen in den unterschiedlichsten Farbra¨umen (siehe auch
Anhang C.1) ist es nicht mo¨glich eine Holzfarbe, die u¨berschneidungsfrei zum Hintergrund
ist, abzuleiten.
Zur weiteren Analyse und Findung einer Trennung im Farbraum wird im Folgenden
der Hintergrund unterteilt betrachtet. In einem typischen Holzpolterbild Iwood gibt es
i.d.R. drei Arten von Hintergru¨nden, den unteren Teil (z.B. Gras, Wiese), den Bereich
zwischen den Baumsta¨mmen und den oberen Teil (z.B. Wald, Himmel). Aufgrund der
vielfa¨ltigen Mo¨glichkeiten des Bildinhaltes variiert der untere und obere Hintergrund in
der Farbgebung sehr stark. Demgegenu¨ber ist der Bereich zwischen den Baumsta¨mmen
i.d.R. dunkler als die Stammschnittfla¨chen OGst, da wenig Licht in die Zwischenra¨ume
einfa¨llt. Im Bildraum setzen sich die Baumstammzwischenra¨ume zumeist aus Rinde,
Rinde im Schatten und Bereichen ohne Licht zusammen. Die Varianz in der Farbgebung
ist geringer als der restliche Hintergrund. Zur Untersuchung der Farbgebung der Baum-
stammzwischenra¨ume soll ein Teilbild vom Bild Iwood mit der Ho¨he h und Weite w
betrachtet werden:
Isubwood =

pxx,y
∀pxx,y ∈ Iwood : x ∈ w
3
,
2 ∗ w
3

∧ y ∈

h
3
,
2 ∗ h
3

(3.8)
Das Teilbild Isubwood liegt im Zentrum des Bildes Iwood (siehe Abbildung 3.15(a)) und
entha¨lt nur Schnittholzpixel und Pixel der Baumstammzwischenra¨ume. Die Vereinigung
der Vorder- und Hintergrundpixel aller 71 GT-Bilder fu¨r das Teilbild Isubwood fu¨hrt zu den
(a) Rot zu Gru¨n von FGsubgt (b) Rot zu Gru¨n von BG
sub
gt (c) FG
sub
gt (Rot) zu BG
sub
gt (Gru¨n)
Abbildung 3.13: Visualisierung des RGB Farbraumes von Rot (x-Achse) zu Gru¨n (y-
Achse) mit 2D Scatterplots und Differenzdarstellung von FGsubgt (Rot-
Kanal) zu BGsubgt (Gru¨n-Kanal).
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reduzierten Mengen FGsubgt und BG
sub
gt . Die Visualisierung der Mengen inklusive einer
Differenzdarstellung ist in Abbildung 3.13 und 3.14 zu sehen. In der Differenzdarstellung
(Abbildung 3.13(c) und 3.14(c)) ist die Ha¨ufigkeit von FGsubgt auf dem Rot- und von BG
sub
gt
auf dem Gru¨nkanal abgebildet. Je roter oder gru¨ner die Punkte im 2D-Scatterplot sind,
umso weniger u¨berschneiden sich die Farbbereiche. Die Visualisierungen zeigen a¨hnlich
(a) Hue zu Value von FGsubgt (b) Hue zu Value von BG
sub
gt (c) FG
sub
gt (Rot) zu BG
sub
gt (Gru¨n)
Abbildung 3.14: Visualisierung des HS Farbraumes von Hue (x-Achse) zu Value (y-Achse)
mit 2D Scatterplots und Differenzdarstellung von FGsubgt (Rot-Kanal)
zu BGsubgt (Gru¨n-Kanal).
wie in Abbildung 3.12 eine U¨berschneidung der Farbbereiche. Die U¨berschneidungen sowie
die Streuungen sind allerdings geringer als bei FGgt und BGgt. Die Differenzdarstellungen
zeigen deutlich, dass es u¨berschneidungsfreie Bereiche von FGsubgt und BG
sub
gt gibt. Im
RGB Farbraum ist BGsubgt im dunklen Bereich deutlich sta¨rker ausgepra¨gt als FG
sub
gt durch
einen geringen Rot-, Gru¨n- und Blauanteil. Auch im HSV -Farbraum ist im Verha¨ltnis
zu FGsubgt auf der Helligkeitsachse (Value) eine Verschiebung von BG
sub
gt ins Dunkle zu
erkennen. Weiterhin ist ein Cluster bei FGsubgt im hellen gelben bis roten Farbton (hue)
zu sehen.
Zusammenfassend ergibt sich, dass sich der Vordergrund (FG) mit dem Hintergrund
(BG) im Farbraum u¨berschneidet und eine einfache Trennung anhand der Farbe nicht
mo¨glich ist. Betrachtet man den mittleren Bildbereich, in dem nur Schnittholzpixel und
Pixel der Baumstammzwischenra¨ume zu sehen sind, so ergeben sich Mo¨glichkeiten der
farbbasierten Trennung. Zum einen liegt der Farbton (Hue) des Vordergrundes im gelben
bis roten Bereich und zum anderen ist der Hintergrund dunkler.
Vorsegmentierung und Abscha¨tzung von Vorder- und Hintergrundpixeln
Ziel der Vorsegmentierung ist es, eine aussagekra¨ftige Stichprobe der Vorder- (FG) und
Hintergrundpixel (BG) zu ermitteln. Aus der Analyse der Holzfarbe hat sich ergeben,
dass der Vorder- und Hintergrund im mittleren Bildbereich anhand der Farbe trennbar ist.
Dagegen ist die Trennung im ganzen Bild nicht so einfach mo¨glich. Um eine repra¨sentative
Stichprobe (FGsmp, BGsmp) von (FG,BG) zu erhalten, wird eine Restriktion in der
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Bildaufnahme eingefu¨hrt. Die Einfu¨hrung der Restriktion ermo¨glicht es, die Eignung
von Graph-Cut zur Segmentierung von Schnittholz ohne potenzielle Fehlerquellen in der
Vorsegmentierung zu untersuchen. Folgende Bedingungen mu¨ssen durch die Restriktion
in der Bildaufnahme erfu¨llt sein:
• Zentraler Bildbereich (Isubwood) entha¨lt Schnittholz und Baumstammzwischenra¨ume
• Oberer Bildbereich (Isubbg1 ) entha¨lt oberen Hintergrund, wie Himmel und Ba¨ume
• Unterer Bildbereich (Isubbg2 ) entha¨lt unteren Hintergrund, wie Boden und Gras
Die Bildho¨he von Isubbg1 und I
sub
bg2 ist
h
20 , wobei h die Bildho¨he von Iwood ist. Die Bildweite
ist gleich der Bildweite von Iwood. Eine Illustration der Teilbilder ist in 3.15(a) zu sehen.
(a) Teilbilder (b) Grauwertbild (c) Gelbkanal Icsy
Abbildung 3.15: Von links nach rechts sind rot umrahmt die Teilbilder, das Grauwertbild
und der spezielle Gelbkanal von Iwood zu sehen.
Mit den Restriktionen und den Teilbildern (Isubwood, I
sub
bg1 , I
sub
bg2 ) ko¨nnen nahezu fehlerfrei
Pixel des oberen, unteren und mittleren Hintergrundes ermittelt werden. Zur Abscha¨tzung
von Hintergrundpixeln BGsmp werden alle Pixel aus Isubbg1 und I
sub
bg2 mit den segmentierten
Pixeln in Isubwood vereinigt. Eine Vorsegmentierung des mittleren Bildbereiches I
sub
wood fu¨hrt
zu den beiden Mengen FGsubcenter und BG
sub
center, wobei FG
sub
center Schnittholzpixel und
BGsubcenter Pixel der Baumstammzwischenra¨ume entha¨lt. Final ergeben sich die gesuchten
Pixelmengen (FGsmp, BGsmp) durch:
FGsmp = FGsubcenter (3.9)
BGsmp = Isubbg1 ∪ Isubbg2 ∪BGsubcenter (3.10)
Mit dieser Methodik werden die Vordergrundpixel FGsmp durch Schnittholzpixel des
zentralen Bildbereiches abgescha¨tzt. Die Farben der Stammschnittfla¨chen OGst sind in
einem Bild a¨hnlich, wodurch eine ausreichende Stichprobe durch den zentralen Bildbereich
gegeben ist.
Die entsprechende Vorsegmentierung basiert auf den Erkenntnissen der Holzfarb-
analyse. Es hat sich gezeigt, dass im zentralen Bildbereich (Isubwood) Schnittholzpixel heller
sind und einen gelben bis roten Farbton aufweisen. Beide Erkenntnisse werden durch zwei
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verschiedene bina¨re Segmentierungen aufgegriffen. Zum einen wird das Teilbild (Isubwood) in
ein Graustufenbild konvertiert und zum anderen ein spezieller Gelbkanal extrahiert. Beide
Ergebnisbilder werden anschließend mit der Methode von Otsu [Ots79] segmentiert. Der
spezielle Gelbfarbkanal folgt der Annahme, dass sich im RGB-Raum der Gelbton durch
gleiche Rot- und Gru¨nanteile kennzeichnet. Der spezielle Gelbkanal Icsy (special yellow)
ergibt sich im Bild Iwood durch die Konvertierung der Rot-, Gru¨n- und Blauanteile jedes
Pixels von px = (R,G,B) zu pxsy = (vasy) durch:
vasy = max(min(R−B,G−B), 0) (3.11)
Die genutzte Formel wurde empirisch und visuell auf verschiedenen Bildern Iwood unter-
sucht und fu¨hrt zu einer deutlichen Hervorhebung von Schnittholzpixeln. Der spezielle
Gelbkanal fu¨r das gesamte Bild Iwood ist in Abbildung 3.15(c) und fu¨r das zentrale Teilbild
in Abbildung 3.16(b) zu sehen.
(a) Graustufenbild von (Isubwood) (b) Spezieller Gelbkanal von (I
sub
wood)
(c) Segmentierter Vordergrund Ibfg′ (d) Segmentierter Hintergrund I
b
bg′
Abbildung 3.16: Oben sind die konvertierten Bilder (Graustufenbild, spezieller Gelbkanal)
und unten die Ergebnisse der farbbasierten Vorsegmentierung von Isubwood
zu sehen.
Zur weiteren Ermittlung der Vorder- (FGsubcenter) und Hintergrundpixel (BG
sub
center)
werden die bina¨ren Segmentierungsergebnisse vom Graustufenbild Ibgr und vom speziellen
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Gelbkanal Ibsy wie folgt miteinander verschnitten
8:
Ibfg = I
b
gr∩ˇIbsy; Ibbg = Ibgr∩ˇIbsy (3.12)
Zur Sicherstellung, dass nur Schnittholzpixel und Pixel der Zwischenra¨ume segmentiert
sind, wird zusa¨tzlich eine Erosion (siehe [Jah05], [Ton05] und Anhang A.1) auf Ibfg und
Ibbg mit einen 5× 5 Kernel K durchgefu¨hrt:
Ibfg′ = I
b
fg ⊖K; Ibbg′ = Ibbg ⊖K; (3.13)
Die Erosion fu¨hrt zu den Bildern Ibfg′ und I
b
bg′ , welche in Abbildung 3.16 zu sehen sind. Die
Pixel der Bilder mit dem Label 1 sind abgescha¨tzte Stichproben des mittleren Bereiches
von FG und BG und ergeben die Pixelmengen FGsub1 und BG
sub
1 . Um eine genauere
Stichprobe zu erhalten wird das Bild Isubwood anhand der Stichproben (FG
sub
1 , BG
sub
1 ) mit
Graph-Cut segmentiert. Die Graph-Cut-Segmentierung erfolgt nach dem gleichen Schema,
wie die Segmentierung des gesamten Bildes Iwood im nachfolgenden Abschnitt 3.2.3. Das
Ergebnis der Segmentierung ist das Bina¨rbild Ibcenter, welches sehr genau Schnittholz
von Nicht-Schnittholz trennt. Alle Pixel mit dem Label 1 in Ibcenter werden der Menge
FGsubcenter und alle Pixel mit dem Label 0 der Menge BG
sub
center zugeordnet. Abbildung
3.17 zeigt das Ergebnis der ersten Graph-Cut-Segmentierung.
(a) Inputbild (Isubwood) (b) Ergebnisbild (I
b
center)
Abbildung 3.17: Das Inputbild (links) und Ergebnisbild (rechts) der ersten Graph-Cut-
Segmentierung.
3.2.3 Erstellung des gewichteten Graphen und Graph-Cut
Der Schwerpunkt in der Graph-Cut-Segmentierung liegt in der Bestimmung geeigne-
ter Gewichte. Zur Bestimmung der Gewichte (wr, wb) des Graphen G anhand von
(FGsmp, BGsmp) werden in diesem Abschnitt mehrere Varianten beschrieben. Zur Er-
mittlung der Regionengewichte wr gilt es, geeignete Methoden zur Ermittlung der
8 Der Schnitt mit dem Symbol (∩ˇ) bedeutet, dass die Pixel an der gleichen Position logisch UND verknu¨pft
werden. Normalerweise ist das Symbol (∩) in der Bina¨rbildverarbeitung u¨blich. Zur Vermeidung
von Mehrdeutigkeiten wird in dieser Arbeit das Symbol speziell gekennzeichnet. Das Symbol Ib
kennzeichnet das Kompliment von Ib (siehe auch Anhang A.1).
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Wahrscheinlichkeitsbilder Ipfg und I
p
bg zu adaptieren und zu entwickeln. Die Wahrschein-
lichkeitsbilder korrespondieren zu den Gewichten des Graphen G und beeinflussen die
Segmentierung des Bildes durch Graph-Cut. Je genauer die Wahrscheinlichkeiten der
Zugeho¨rigkeit eines Pixels px zum Vorder- oder Hintergrund ermittelt werden kann,
umso genauer ist die Graph-Cut-Segmentierung. Die Ermittlung erfolgt auf Basis der
abgescha¨tzten Stichproben (FGsmp, BGsmp) vom Vorder- und Hintergrund. Folglich muss
fu¨r jedes Pixel pxx,y ∈ Iwood eine Mo¨glichkeit gefunden werden, die Wahrscheinlichkeiten
(p1, p2) der Zugeho¨rigkeit zum Vordergrund p1x,y ∈ Ipfg und zum Hintergrund p2x,y ∈ Ipbg
zu ermitteln. Es ergeben sich verschiedene Methoden zur Ermittlung von (p1, p2).
Abstrakt betrachtet, gibt es in allen Methoden eine Datenstruktur DS, eine Metrik
(Abstandsfunktion) m, ein Wahrscheinlichkeitsbild Ip und Parameter PA zum Justieren
der Metrik und/oder der Datenstruktur. Aus diesem Grund soll ein Modell Θ durch das
folgende Tripel definiert werden:
Θ = (m,DS, Ip, PA) (3.14)
Die Metrik m bildet ein Pixel px unter Nutzung der gefu¨llten Datenstruktur DS auf eine
Wahrscheinlichkeit p ab und soll wie folgt definiert werden:
m : I → R, px → p; p ∈ [0, 1] (3.15)
Das Ergebnis der Abbildung ist das Wahrscheinlichkeitsbild Ip. Die Datenstruktur DS
ist ein strukturierter Datencontainer, welcher die abgescha¨tzten Pixel im entsprechenden
Farbraum unvera¨ndert oder aufbereitet beinhaltet. Theoretisch ist in DS und deren
enthaltenen Pixel jeder dreidimensionale Farbraum anwendbar. Die Parameter PA steuern
und justieren die Algorithmen. Sie sollen als n-Tupel
PA = (xi)i∈{1,...,n}; xi ∈ R>0 (3.16)
notiert werden. Je nach Methode ist die Anzahl n und die Bedeutung der Parameter
verschieden. Zur Normalisierung der Wahrscheinlichkeiten auf p ∈ [0, 1] werden in dieser
Arbeit die Metriken um die e-Funktion f(x) = 1− e−x erweitert. Wie in Abbildung 3.18
dargestellt, konvergiert die Funktion gegen 1 und kompensiert durch den Verlauf Peaks
der Werte in der Datenstruktur.
Abbildung 3.18: Darstellung von f(x) = 1− e−x
Im Folgenden werden die Methoden 3D-Histogramm, Clustering mit K-Mean und
GMM, sowie die eigene Methode KD-NN, welche auf einer Dichteabscha¨tzung im Far-
braum basiert, adaptiert und beschrieben. Es wird nicht unterschieden in Vorder- und
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Hintergrund, da pro Methode die Bestimmung der Metrik und Datenstruktur fu¨r ΘFG
und ΘBG gleich ist und die Beschreibungen versta¨ndlicher werden. Die Ermittlung der
Randgewichte wb und die Graph-Cut-Segmentierung werden abschließend beschrieben.
3D-Histogramm
Die einfachste Methode zur Ermittlung von Wahrscheinlichkeiten ist die Nutzung eines
3D-Histogramms. Das Modell
Θhis = (mhis, 3D-Histogramm, I
p
his, (hs, β)) (3.17)
besteht aus der Metrik mhis, einem 3D-Histogramm, und erzeugt das Wahrscheinlich-
keitsbild Iphis. Die Parameter sind:
• hs - Skalierungsfaktor zur Ermittlung der Anzahl der Bins (Voxel)
• β - ein freier Skalierungsfaktor zum Justieren der Wahrscheinlichkeit
Ein Histogramm besteht aus Bins9. Ein Bin in einem Histogramm entha¨lt die An-
zahl der Pixel des entsprechenden Farbbereiches. Im dreidimensionalen Fall, dem 3D-
Histogramm, ist ein Bin ein Voxel. Alle Trainingspixel FGsmp oder BGsmp werden
in ein 3D-Histogramm einsortiert. Zur Rauschreduzierung wird das Histogramm mit
hs ∈ [0, 1] skaliert. Das 3D-Histogramm hat pro Farbkanal hb = ⌊256 ∗ hs⌋ Bins und
folglich u¨ber alle drei Kana¨le hb3 Bins. In Histogrammen ko¨nnen Peaks durch viele Pixel
der gleichen Farbe entstehen. Durch die Peaks kommt es zu vielen kleinen Werten. Zur
Vorverarbeitung der Peaks wird das 3D-Histogramm normalisiert, so dass der maximale
Wert 1 ist und alle Werte der Bins bv im Intervall [0, 1] liegen. Durch Multiplikation
von bv mit der Summe der Werte aller Bins werden die Werte gro¨ßer und es ergibt sich
eine Abha¨ngigkeit zu allen Trainingspixeln. Mit der e-Funktion werden die Werte erneut
normalisiert und Peaks kompensiert. Die entsprechende Metrik dazu ist:
phis = 1− eβ∗sumh∗bv (3.18)
Der Wert eines Bins ist mit bv und die Summe aller bv des 3D-Histogrammes mit
sumh gekennzeichnet. Die Metrik erzeugt das Wahrscheinlichkeitsbild I
p
his, welches fu¨r
den Graphen G die Regionengewichte (region weights) entha¨lt. Die Regionengewichte
mu¨ssen fu¨r einen optimalen Graph-Cut gut mit den Randgewichten (boundary weights)
abgestimmt sein. Aus diesem Grund wurde der freie Skalierungsfaktor β in die Metrik
integriert. Zur Erzeugung von Iphis wird fu¨r jedes Pixel px von Iwood das korrespondierende
Bin berechnet und die Metrik mhis angewendet.
Clustering mit K-Mean
K-Mean ist ein klassischer Algorithmus (siehe [Ste56], [HW79], [Llo82]) zur Ermittlung
von Clustern in einem n-dimensionalen Raum. Der Algorithmus ist bis heute aktuell
9Ein Bin bezeichnet in der CV ein Intervall / Bereich einer diskreten Zerlegung.
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und es gibt viele Beschleunigungen und Verbesserungen, wie bspw. in [Kan+02a] und
[Kan+02b] beschrieben. In der CV wird K-Mean ha¨ufig zur Ermittlung von k Clustern
im Farbraum eingesetzt. Das Ergebnis von K-Mean sind die Mittelwerte (mean) von k
Clustern. Durch die k Mittelwerte:
KMk = (µi)i∈{1,...,k}; µi = (x, y, z); x, y, z ∈ R≥0 (3.19)
im dreidimensionalen Farbraum und der Metrik mkm ergibt sich das Modell:
Θkm = (mkm,KMk, I
p
km, (k, γ)) (3.20)
Das Modell erzeugt das Wahrscheinlichkeitsbild Ipkm mit den Parametern:
• k - Anzahl der Cluster (Mittelwerte)
• γ - ein freier Skalierungsfaktor zum Justieren der Wahrscheinlichkeit
Fu¨r die Erzeugung von Ipkm auf Basis von k Clustern und deren Mittelwerte µi gibt es
verschiedene Mo¨glichkeiten. Eine Mo¨glichkeit ist, die Distanz dmin vom Pixel px zum
dichtesten Cluster µi zu ermitteln und eine Wahrscheinlichkeit p abzuleiten. Eine andere
Mo¨glichkeit ist, alle Distanzen von px zu den Mittelwerten der Cluster KM zu ermitteln,
den Mittelwert der Distanzen zu berechnen und dann p zu ermitteln. Zusa¨tzlich ist es auch
mo¨glich, die Anzahl der Pixel pro Cluster in die Berechnung einzubeziehen, wie bspw. die
Gewichtung der Distanzen anhand der Pixel pro Cluster. In empirischen Untersuchungen
erzielte die Nutzung der minimalen Distanz dmin die besten Ergebnisse mit der Metrik:
pkm = 1− eγ∗dmin (3.21)
Zur Erzeugung von Ipkm werden zuerst k Cluster von FG
smp oder BGsmp ermittelt.
Anschließend wird fu¨r jedes Pixel px von Iwood der euklidische Abstand dmin zum
dichtesten Mittelpunkt µi berechnet und die Metrik mkm angewendet.
Clustering mit Gaussian Mixture Models (GMM-EM)
Gaussian Mixture Models (GMM) sind eine Mo¨glichkeit, die Dichte im Farbraum kompakt
zu modellieren (siehe [HTF01], [Pre+07]). Ein GMM besteht aus k Gaussian-Modellen.
Ein Gaussian-Modell (Single Gaussian Model) wird durch den Mittelwert µ und die
Kovarianzmatrix Σ beschrieben. Ein Gaussian-Modell bildet im dreidimensionalen Raum
einen ellipsoidfo¨rmigen Cluster und approximiert besser als der kugelfo¨rmige Cluster von
K-Mean. Ein Gaussian Mixture Model ist eine Vereinigung von k Gaussian-Modellen. Sie
werden vielfa¨ltig in der CV angewandt, wie bspw. zur Modellierung von Farb- und/oder
Merkmalsverteilungen (siehe [Hai+04], [XP11]). Ein GMM soll durch das Tupel:
GMM = (Σ1, ...,Σk, µ1, ..., µk) (3.22)
beschrieben werden, wobei Σi die Kovarianzmatrix und µi der Mittelwert des i’ten
Gaussian-Modells ist. Mit GMM und der Metrik mgm ergibt sich das Modell:
Θgmm = (mgmm, GMM, I
p
gmm, (k)) (3.23)
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Das Modell erzeugt das Wahrscheinlichkeitsbild Ipgmm mit der Metrik mgmm und dem
Parameter k, der Anzahl der Gaussian-Modelle (Cluster). Die Metrik mgmm summiert
die gewichteten Mahalanobis-Distanzen der Pixel px = (va1, va2, va3) zum Cluster. Ein
Pixel hat im entsprechenden Farbraum eine Position, welche durch die Farbwerte va1,
va2 und va3 beschrieben wird. Durch Auffassung eines Pixels px ∈ Iwood als Ortsvektor
im Farbraum ergibt sich die Metrik:
pgmm =
k
i=1
πk ∗ exp (−1
2
∗ (µi − px)TΣ−1(µi − px)) (3.24)
Der Faktor πi ist eine Gewichtung pro Gaussian Modell und summiert die Mixtur der
Modelle bis zu einem Wert von 1 auf. Das heißt, dass pgmm einen Wertebereich von [0, 1]
besitzt.
Die Berechnung und folglich das Clustering der GMMs ist komplexer als das Cluste-
ring mit K-Mean. Zur Berechnung soll der bewa¨hrte Expectation Maximization (EM)-
Algorithmus verwendet werden (siehe [HTF01], [Pre+07]). Die Methode wird im Weiteren
mit GMM-EM abgeku¨rzt.
Dichteabscha¨tzung im Farbraum (KD-NN)
Die selbst entwickelte Methode basiert auf einer Dichteabscha¨tzung im Farbraum durch
Nutzung einer Kugelumgebung. Die Methode nutzt einen KD-Baum (siehe [Ben75]) zur
schnellen Suche der Na¨chsten Nachbarschaft und soll daher KD-NN (KD-Baum mit
Na¨chster Nachbarschaft) genannt werden. Die Datenstruktur DS ist folglich ein KD-
Baum und die Metrik mkn errechnet aus den Ergebnissen der Suchanfrage im KD-Baum
eine Wahrscheinlichkeit, womit sich das Modell Θkn ergibt:
Θkn = (mkn,KD-Baum, I
p
kn, (r, wm)) (3.25)
Das Modell erzeugt das Wahrscheinlichkeitsbild Ipkn durch die Metrik mkn, welche auf
Basis einer Dichteabscha¨tzung im KD-Baum p ∈ Ipkn ermittelt wird. Die Parameter zum
Modell Θkn sind:
• r - Radius zur Bestimmung der Dichte
• wm - korrespondierendes Gewicht zur durchschnittlichen Dichte
Die entwickelte Methode ist vom Photon Mapping, einem Verfahren zur fotorealistischen
Bildgenerierung (siehe [Jen01]), abgeleitet. Beim Photon Mapping wird innerhalb einer
Kugelsuchumgebung die Dichte anhand einer photon map abgescha¨tzt. A¨hnlich wird die
Dichte auch bei der KD-NN Methode abgescha¨tzt. Der Unterschied besteht darin, dass
keine Photonendichte, sondern die Pixeldichte abgescha¨tzt und eine Wahrscheinlichkeit
abgeleitet wird. Die Trainingspixel FGsmp oder BGsmp werden zuerst in einen KD-Baum
eingelagert. Ein Knoten des KD-Baumes entha¨lt die Werte des Pixels px = (va1, va2, va3)
im entsprechenden Farbraum und die fu¨r einen KD-Baum typische Spaltdimension (siehe
[Ben75]). Zur Reduzierung der Daten im KD-Baum, werden in der KD-NN-Methode
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keine Pixel doppelt gespeichert. Stattdessen wird ein zusa¨tzlicher Za¨hler im Knoten
hochgeza¨hlt. Nach dem Befu¨llen des KD-Baumes wird er balanciert, um eine schnelle
Suche zu ermo¨glichen. Das Ausbalancieren des KD-Baumes ist eine O(n∗log n)-Operation.
Nach der Erstellung des KD-Baumes wird zuerst eine durchschnittliche Dichte ρavg
bestimmt. Zur Bestimmung wird die Anzahl der Pixel pall im KD-Baum durch das
Volumen des dreidimensionalen Farbraumes dividiert. Die Werte eines Pixels px =
(va1, va2, va3) liegen i.d.R. im Intervall va1, va2, va3 ∈ [0, 255]. Es ergibt sich die Formel:
ρavg =
pall
2553
(3.26)
Im na¨chsten Schritt wird die Dichte innerhalb einer Kugelumgebung mit den Suchergeb-
nisse im KD-Baum ermittelt. Die Suche der Na¨chsten Nachbarschaft in einem KD-Baum
hat eine Komplexita¨t von O(log n). Eine Suchanfrage besteht aus einem Pixel pxs ∈ Iwood
und einem Suchradius r. Das Ergebnis der Suchanfrage ist die Anzahl der Pixel npx
innerhalb der Kugel mit dem Radius r an Position pxs. Das Volumen der Kugel ist:
Vk =
3
4
∗ π ∗ r3 (3.27)
Aus dem Kugelvolumen Vk und der gefundenen Pixelanzahl npx ergibt sich die Dichte ρk
innerhalb der Kugel:
ρk =
npx
Vk
(3.28)
In Abbildung 3.19 ist die Kugelumgebung und Abscha¨tzung der Dichte ρk am Beispiel
des RGB-Farbraumes verdeutlicht. Die durchschnittliche Dichte ρavg im Farbraum ist
Abbildung 3.19: Die Stichprobe FGsmp im RGB-Farbraum als blaue Punktwolke und
der in Gelb dargestellten Kugelumgebung zur Dichteabscha¨tzung.
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von Bild zu Bild verschieden. Es muss folglich die Dichte des Farbraumes ρavg und die
Dichte in der Kugelumgebung ρk in Beziehung zu einander gesetzt werden, um eine
relative Wahrscheinlichkeit zu ermitteln. Die Dichte ρavg ist die durchschnittliche Dichte
der Kugel in allen mo¨glichen Positionen. Die Idee ist, die Dichte ρavg auf eine definierte
Wahrscheinlichkeit pm abzubilden. Das bedeutet, wenn die durchschnittliche Dichte
ρavg gefunden wurde, so ist die ermittelte Wahrscheinlichkeit pkn gleich pm. Weiterhin
muss die Wahrscheinlichkeit pkn gro¨ßer werden, wenn die Dichte ρk gro¨ßer wird, und
umgekehrt. Zur Erfu¨llung der Bedingungen und Berechnung des Skalierungsfaktors s
dient die folgende Formel:
wm = 1− e−ρall∗s (3.29)
s =
ln(1− wm)
−ρall (3.30)
Die Metrik mkn ergibt sich abschließend aus dem Skalierungsfaktor s und der Dichte in
der Kugelumgebung ρk, wie folgt:
pkn = 1− e−ρk∗s (3.31)
Setzen der Randgewichte und Graph-Cut-Segmentierung
Mit den beschriebenen vier Modellen (Θhis,Θkm,Θgmm,Θkn) ist es mo¨glich, auf ver-
schiedene Art und Weise die Wahrscheinlichkeitsbilder (Ipfg, I
p
bg) anhand der Stichproben
(FGsmp, BGsmp) zu ermitteln. Mit Ipfg und I
p
bg werden die Regionengewichte wr des
Graphen G direkt gesetzt. Fu¨r einen optimalen Schnitt des Graphen G ist es zusa¨tzlich
notwendig, die Randgewichte (boundary weights) wb ada¨quat zu setzen.
Die Randgewichte spiegeln die Gradienten des Bildes Iwood wieder und mu¨ssen in
einem Bezug zu den Regionengewichten stehen. Das heißt, der Wertebereich (wb ∈ [0, 1])
muss identisch und das Verhalten der Wahrscheinlichkeitsfunktion a¨hnlich sein. Daher
bietet sich die Nutzung der e-Funktion an. Ein Gradient ist der Unterschied von einem
Pixel pxi zum Nachbarpixel pxj im Farbraum und ergibt sich u¨ber die entsprechende
Distanz. Es ist i.d.R. die euklidische oder Manhattan-Distanz u¨blich. In diesem Kontext
ist die Manhatten-Distanz angebracht, da diese schneller und der Genauigkeitsverlust
vernachla¨ssigbar ist. In empirischen Experimenten wurde keine wesentliche Verbesserung
durch die euklidische Distanz festgestellt. Zur Berechnung der Randgewichte ergibt sich
die Formel:
wb = 1− e−α∗∥pxi−pxj∥1 (3.32)
Die Indizes i und j kennzeichnen benachbarte Knoten V des Graphen G und korrespon-
dieren zu benachbarten Pixeln im Bildraum. Der freie Parameter α ist zum Justieren
des Einflusses der Gradienten auf die Segmentierung. Je kleiner α, um so mehr Gewicht
bekommen die Gradienten in der Segmentierung.
Mit den Randgewichten wb und den Wahrscheinlichkeitsbildern I
p
fg und I
p
bg werden die
Gewichte des Graphen G = (V,E) gesetzt. Nach dem Setzen der Gewichte und folglich
der Erzeugung eines gewichteten Graphen G, wird G durch den Graph-Cut-Algorithmus,
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beschrieben in [BK04], geschnitten. Der Schnitt (min-cut) fu¨hrt zu einer Partitionierung
(Cliquen) des Graphen. Die Knoten v ∈ V einer Clique bilden im Bildraum ein Segment.
Im Ergebnis entsteht ein bina¨r segmentiertes Bild von Schnittholz Ih. In Abbildung 3.20
sind die Gewichte von G visualisiert und das Segmentierungsergebnis Ih abgebildet. In
Abbildung 3.15 ist das zugeho¨rige Inputbild Iwood zu finden.
(a) Ipfg (b) I
p
bg
(c) Randgewichte wb (d) Ergebnisbild Ih
Abbildung 3.20: Von links nach rechts sind die Wahrscheinlichkeitsbilder, die Randge-
wichte und das Ergebnisbild des Graph-Cuts zu sehen. Verwendet wurde
der RGB Farbraum, α = 0, 005 und Θkn mit den Parametern r = 2, 5
und wm = 0, 5.
3.2.4 Zusammenfassung und Ergebnisse
In diesem Unterkapitel 3.2 wurde eine Methodik zur Segmentierung von Schnittholz
erarbeitet. Die Methodik basiert auf Graph-Cut und einer Vorsegmentierung anhand
der Holzfarbe. Die Segmentierung beno¨tigt Eingabebilder Iwood, welche unter gewissen
Restriktionen aufgenommen wurden. Das heißt, im oberen und unteren Bildbereich
muss Hintergrund und im mittleren Bildbereich Stammschnittfla¨chen zu sehen sein. Die
besagten Restriktionen sind in der Praxis einfach einzuhalten. Die erarbeitete Methodik
soll im Weiteren WS-GC-R (Cut Wood Segmentation by Graph-Cut with Restrictions)
genannt werden. Die Methodik besteht aus den vier Schritten:
1. Vorsegmentierung zur Ermittlung von Trainingsdaten
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2. Vorder- und Hintergrundmodellerstellung
3. Erstellung eines gewichteten Graphen
4. Graph-Cut-Segmentierung
Fu¨r den zweiten und dritten Schritt wurde ein allgemeines Modell Θ eingefu¨hrt und die
vier speziellen Modelle Θhis, Θkm, Θgmm und Θkn erarbeitet. Die Modelle sind in der
Arbeitsweise verschieden und haben verschiedene Parameter:
• Θ = (m,DS, Ip, PA) - allgemeines Modell
– m ist eine Metrik und DS eine Datenstruktur
– PA ist ein n-Tupel von Parametern
• Θhis = (mhis, 3D-Histogramm, Iphis, (hs, β)) - 3D-Histogramm
– hs ist ein Skalierungsfaktor der Binanzahl
– β ist ein Faktor zum Justieren der Wahrscheinlichkeit
• Θkm = (mkm,KMk, Ipkm, (k, γ)) - K-Mean
– k ist die Anzahl der Cluster (Mittelwerte)
– γ ist ein Faktor zum Justieren der Wahrscheinlichkeit
• Θgmm = (mgmm, GMM, Ipgmm, (k)) - GMM-EM
– k ist die Anzahl der Cluster (Gaussian Modelle)
• Θkn = (mkn,KD-Baum, Ipkn, (r, wm)) - KD-NN
– r ist der Radius zur Bestimmung der Dichte
– wm ist das korrespondierende Gewicht zur durchschnittlichen Dichte
Die vier unterschiedlichen Modelle wurden anhand von 71 Evaluierungsbildern und deren
Grundwahrheit evaluiert. Genaueres zu den Evaluierungs- und GT-Bildern ist im Anhang
C.2 zu lesen. Zur Evaluierung wurden die im Bereich der Segmentierung u¨blichen Maße,
precision, recall und f-score (siehe [Pow07] und Anhang A.4) verwendet. Precision ist
der positive Vorhersagewert (positive predictive value), recall die Richtig-Negativ-Rate
und f-score das harmonische Mittel von precision und recall. Alle drei Maße haben
einen Wertebereich von [0, 1]. Ein Wert von 1 kennzeichnet eine perfekte Segmentierung.
Die Ergebnisse der Evaluierung sind in Tabelle 3.2 zu sehen. Pro Modell Θ und dessen
Parametern PA wurde der Mittelwert von den 71 Ergebnissen berechnet. Zusa¨tzlich
wurde die Standardabweichung ermittelt. Je geringer die Standardabweichung, umso
geringer weichen die Maße voneinander ab. Das bedeutet, dass die Segmentierung robuster
ist und wenig bis keine Ausreißer enthalten sind. Ausreißer einstehen zum Beispiel, wenn
der Hintergrund anstatt des Schnittholzes segmentiert wird.
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Tabelle 3.2: precision, recall und f-score der Schnittholzsegmentierung mit verschiedenen
Modellen Θ und Parametern PA bzgl. 71 GT-Bildern. Es wurde RGB und
α = 0, 0005 verwendet. Die besten Werte sind fettgedruckt.
Methode Mittelwert Standardabweichung
Modell PA prec. recall f-score prec. recall f-score
Θhis (0.0625, 1000) 0, 7574 0, 6386 0, 574 0, 2194 0, 3916 0, 308
Θhis (0.125, 1000) 0, 8110 0, 8121 0, 7512 0, 1715 0, 2776 0, 2333
Θhis (0.25, 1000) 0, 8297 0, 9116 0, 8491 0, 1406 0, 1469 0, 1289
Θhis (0.5, 1000) 0, 8341 0, 9298 0, 8649 0, 1393 0, 1069 0, 1114
Θhis (1.0, 1000) 0, 8336 0, 9281 0, 8682 0, 1388 0, 0617 0, 0858
Θgmm (2) 0, 8803 0, 8959 0, 8800 0, 0955 0, 0947 0, 0610
Θgmm (4) 0, 8718 0, 9022 0, 8790 0, 0921 0, 0984 0, 0654
Θgmm (8) 0, 8652 0, 9087 0, 8795 0, 0969 0, 0830 0, 0580
Θgmm (12) 0, 8631 0, 9074 0, 8770 0, 1007 0, 0885 0, 0639
Θgmm (16) 0, 8601 0, 9103 0, 8769 0, 0996 0, 0870 0, 0626
Θkm (8, 0.02) 0,8865 0, 9042 0, 8898 0,0785 0, 0945 0, 0648
Θkn (2.5, 0.5) 0, 872 0,9406 0,8981 0, 0886 0,0473 0,0518
In der Visualisierung von Hintergrundfarbe und Holzfarbe zeigten sich hauptsa¨chlich im
RGB-Farbraum sichtbare Unterschiede. Aus diesem Grund, und weil andere Farbra¨ume
in Experimenten keine guten Ergebnisse erzielten, wurde in der Evaluierung der RGB-
Farbraum verwendet. Die Wahl der Parameter PA hat verschiedene Gru¨nde. Im Modell
Θkm wurden k und γ, in Θhis wurde β und in Θkn wurde r experimentell ermittelt.
Bei Histogrammen hat die Anzahl der Bins i.d.R. einen entscheidenden Einfluss auf die
Genauigkeit, weshalb in Θhis die Anzahl der Bins durch hs variiert wurde. Im Modell
Θgmm ist hingegen die Anzahl der Cluster k der entscheidende Einflussfaktor. Zu wenige
Cluster modellieren den Farbraum ungenau und zu viele fu¨hren zu einer U¨bermodellierung.
Eine Anzahl von 2 bis 16 ist in der CV u¨blich. Das mittlere Gewicht (wm) in Θkn wurde
auf 0,5 gesetzt, da 0,5 der mittlere Wert des Wertebereiches [0, 1] eines Gewichtes w ist.
Wie in Tabelle 3.2 anhand vom f-score zu sehen ist, sind die Ergebnisse mit dem
KD-NN-Ansatz (Θkn) am besten. Der f-score ist das harmonische Mittel von precision
und recall und folglich das aussagekra¨ftigste Maß. Geringfu¨gig schlechter ist K-Mean
(Θkm) und GMM-EM (Θgmm). Das 3D-Histogramm (Θhis) ist die Methode mit den
schlechtesten Ergebnissen. Bei Betrachtung der Parameter zeigt sich, dass GMM-EM
nur einen Parameter hat, wohingegen alle anderen Methoden zwei Parameter aufweisen.
Trotzdem fu¨hren gut gewa¨hlte Parameter zu einem stabilen Ergebnis, wie die geringe
Standardabweichung bei KD-NN und auch K-Mean zeigen. Zusammenfassend erweist
sich die KD-NN-Methode als geeignete Methode zur Segmentierung von Schnittholz. Die
KD-NN-Methode, sowie das beschriebene Konzept WS-GC-R, wurden in [Gut+10] und
[Gut+11a] vero¨ffentlicht. Ergebnisbilder der Evaluierung der verschiedenen Modelle sind
im Anhang B.3 zu finden.
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3.3 Stammschnittfla¨chensegmentierung mit Objektdetektion
In diesem Unterkapitel werden eine Segmentierung der Stammschnittfla¨chen fsts durch
Adaption einer Objektdetektion konzipiert und die Ergebnisse evaluiert. Im Abschnitt
3.3.1 wird zuerst das Konzept der Segmentierung erarbeitet. Das Konzept untergliedert
sich grob in Detektion der Stammschnittfla¨chen, Verifikation der Ergebnisse der Detektion
und Segmentierung der Stammschnittfla¨chen. Im Abschnitt 3.3.2 werden die Methoden
der Objektdetektion untersucht, eine geeignete Methode ausgewa¨hlt und die Detektion
spezifiziert. Im Abschnitt 3.3.3 wird die Verifikation der detektierten Bildobjekte be-
schrieben und im letzten Abschnitt 3.3.4 werden die Ergebnisse ausgewertet und die
wesentlichen Erkenntnisse zusammengefasst.
3.3.1 Konzeption der Segmentierung mit Objektdetektion
Die Methoden der Objektdetektion detektieren Objekte mit Hilfe eines Objektmodells.
Das Modell muss i.d.R. mit Trainingsbildern It angelernt werden. Ist das Modell erstellt,
wird im Bild oder in einer Transformation des Bildes das Objekt gesucht. Die meisten
Methoden suchen fensterbasiert und klassifizieren ein Fenster in Objekt oder Nicht-Objekt.
Ein Fenster (window) soll als das 4-Tupel win definiert werden mit:
win = (x, y, w, h); x, y ∈ N≥0; w, h ∈ N>0 (3.33)
Hierbei sind x und y sind die Koordinaten der linken oberen Ecke und w und h die
Ho¨he und Weite des Fensters. Die fensterbasierten Methoden [LBH08] sind gut erforscht
und haben sich in der Praxis bewa¨hrt, wie bspw. Haarkaskaden [VJ01] und Eigenfaces
[TP91] zur Gesichtsdetektion. Daher wird hier auf die festerbasierte Methodenklasse
eingeschra¨nkt. Eine zusa¨tzliche Betrachtung anderer Methodenklassen ist nicht mit einem
einzelnem Konzept abzudecken, wie bspw. die Nutzung von lokalen Bildmerkmalen (z.B.
SURF [BTG06] oder SIFT [Low99]). Lokale Bildmerkmale und deren Komposition zur
finalen Objektdetektion bedingen eine andere Strategie der Suche und Auswertung.
Das Ergebnis der fensterbasierten Objektdetektion ist eine Menge W von Fenstern
win. Ein Fenster markiert ein rechteckiges Segment Swin, und alle Fenster zusammen
bilden eine Menge von Segmenten WS (window segments). Die Mengen W und WS
sollen wie folgt definiert werden:
W = {win|detektiertes Fenster im Bild}
WS = {S|∀pxx,y ∈ S∃(xw, yw, w, h) ∈W : x ∈ [xw, xw + w) ∧ y ∈ [yw, yw + h)}
Allerdings ist eine Stammschnittfla¨che (Ost) i.d.R. nicht rechteckig (Ost ̸≡ WS). Aus
diesem Grund bietet es sich an, statt Fenster Kreisparameter cp (circle parameters) als
Tripel von Parametern zu betrachten mit:
cp = (x, y, r); x, y ∈ N≥0; r ∈ R>0 (3.34)
Wobei x und y sind die Koordinaten des Mittelpunktes und r der Radius des Kreises
sind. Die Menge der Kreisparameter CP und korrespondierenden Segmentmenge CPS
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lassen sich wie folgt durch die detektierten Fenster W ermitteln:
CP =

x+
w
2
, y +
h
2
,
w + h
4
 (x, y, w, h) ∈W
CPS = {S|∀pxx,y ∈ S∃(xc, yc, r) ∈ CP : (xc − x)2 + (yc − y)2 ≤ r2}
(3.35)
Ein Kreis ist die ideale Form einer Stammschnittfla¨che und eine grobe Approximati-
on der tatsa¨chlichen Form. Theoretisch ist mit Ellipsen eine genauere Approximation
mo¨glich. Ellipsen sollen aber nicht verwendet werden, da sie nicht rotationsinvariant
sind. Da ein Kreis eine Approximation der tatsa¨chlichen Form einer Stammschnitt-
fla¨che Ost ist, muss eine Segmentierung von Ost nach der Detektion erfolgen. In der
Vorbetrachtung in Abschnitt 2.2 wurde gezeigt, dass die Objektdetektion einen gro¨ßeren
Lo¨sungsraum hat als die Segmentierung, da U¨berlagerungen von detektierten Objekten
mo¨glich sind. U¨berlagerungen ko¨nnen im Bildraum bei Stammschnittfla¨chen nicht vor-
kommen. Ein mehrfach detektiertes Pixel kann nur zu genau einer Stammschnittfla¨che
geho¨ren. U¨berlagerungen mu¨ssen folglich aufgelo¨st werden. Weiterhin sind falsch-positiv
(false positive) und falsch negativ (false negativ) detektierte Stammschnittfla¨chen nicht
ausgeschlossen. Eine perfekte Detektion in Praxisbildern und zudem mit einer noch
nicht erforschten Objektklasse, den Stammschnittfla¨chen, ist illusorisch und kann nicht
vorausgesetzt werden. Demnach ist eine Verifikation der Menge von Kreisparametern
und Segmenten (CP,CPS) anhand von Vorwissen sinnvoll. In einem Holzpolter liegen
Baumsta¨mme Ost,r aufeinander, was zu einer Gruppierung von Ost im Bildraum fu¨hrt.
Das Vorwissen, das die Stammschnittfla¨chen eine Gruppe bilden, soll zur Verifikation
genutzt werden.
Abbildung 3.21: Grobes Konzept zur Segmentierung von Stammschnittfla¨chen durch
Objektdetektion.
Aus den Erla¨uterungen ergibt sich das grobe Konzept in Abbildung 3.21. Das Kon-
zept untergliedert sich in die drei wesentlichen Schritte Objektdetektion, Verifikati-
on der Detektionsergebnisse und Segmentierung. Im ersten Schritt sollen potenzielle
Stammschnittfla¨chenfenster W mit Methoden der Objektdetektion detektiert werden.
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Die Fenster W sollen im zweiten Schritt verifiziert und zu einer Menge von verifizierten
Kreisparametern CP v aufbereitet werden. Anhand von CP v sollen im letzten Schritt die
Stammschnittfla¨chen OGst segmentiert werden.
Aus dem groben Konzept ergeben sich die folgenden Fragestellungen und For-
schungsinhalte:
1. Welche Methode der fensterbasierten Objektdetektion ist zur Detektion der Stamm-
schnittfla¨chen geeignet?
• Wie mu¨ssen die Traingsdaten zur Erstellung eines guten Detektors ausgepra¨gt
sein?
• Welche Such- und Klassifikationsstrategie soll verwendet werden?
2. Wie lassen sich die Ergebnisse der Detektion nutzen, um die Stammschnittfla¨chen
zu segmentieren?
• Lassen sich die Ergebnisse verifizieren und ggf. verbessern?
• Welche Basismethoden der Segmentierung sind geeignet?
Nachfolgend werden die Fragestellungen in der aufgefu¨hrten Reihenfolge in den Ab-
schnitten 3.3.2 und 3.3.3 betrachtet und das grobe Konzept verfeinert.
3.3.2 Wahl des Objektdetektors und Detektion
Etablierte Methoden der fensterbasierten Objektdetektion sind Template Matching, Eige-
nobjekte, HoG und Haarkaskaden. Die genannten etablierten Methoden sollen hinsichtlich
der Eignung zur Detektion von Stammschnittfla¨chen etwas genauer untersucht werden.
Zur Einschra¨nkung des Lo¨sungsraumes werden andere, weniger etablierte Methoden
nicht weiter betrachtet. Die genannten Methoden sind nicht rotationsinvariant und nicht
skalierungsinvariant. Die Rotationsinvarianz ist zur Detektion der Stammschnittfla¨chen
OGst nicht erforderlich, da die Charakteristiken von OGst rotationsunabha¨ngig sind.
An einer idealen Stammschnittfla¨che ist die runde Form und die Rotationssymmetrie
charakteristisch, wodurch die Merkmale um den Mittelpunkt von Ost rotieren. Hingegen
ist Ost im Bild Iwood in der Gro¨ße verschieden, womit eine Skalierungsinvarianz zur
Detektion erforderlich ist. Bei jeder Methode wird weiterhin ein Modell vom Objekt ΘO
beno¨tigt, welches auch Detektor genannt wird. Das Modell wird i.d.R. mit Trainingsdaten
It erstellt bzw. angelernt.
Das Template Matching ist i.d.R. gut geeignet zur Detektion von statischen Objek-
ten, die sich kaum im Bildraum vera¨ndern, wie bspw. ein Firmen-Logo. Das Modell ΘO ist
ein sogenanntes Template. Zur Detektion von Ost ist mindestens ein Template sowie ein
geeignetes Abstandsmaß vom Template zu Swin erforderlich. In der Problemdiskussion
wurde gezeigt, dass Ost in Form, Farbe und Textur variiert. Ein Template wird folglich
die Varianz der Objekte in OGst kaum abdecken. Die Anwendung mehrerer Templates ist
denkbar, aber die Laufzeit und die Anfa¨lligkeit fu¨r falsch detektierte Objekte wird gro¨ßer.
In Abbildung 3.22 ist ein Ergebnis von Template Matching mit einer fixen Template-Gro¨ße
ohne Skalierung zu sehen.
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(a) Template mit 95× 95 px (b) W als rote Rechtecke (c) Abstandskarte
Abbildung 3.22: Ergebnisse mit Template Matching und der Summe der quadratischen
Differenzen, als Abstandsmaß. Links ist das Template, in der Mitte W
und rechts die Abstandskarte, in der rote Kreise den Abstand unterhalb
eines Schwellwertes kennzeichnen.
Eigenobjekte, speziell Eigenfaces, sind bekannt aus der Gesichtserkennung und De-
tektion. Prima¨r liegt die Anwendung in der Gesichtserkennung (siehe [SK87], [TP91],
[PMS94]) auf Basis von bereits detektierten Objekten. Die Grundidee von Eigenobjekten
ist, aus Trainingsdaten It ein Modell ΘO zu berechnen, welches die prinzipiellen Kompo-
nenten von allen It entha¨lt. Alle Traingsbilder mu¨ssen in der Bildgro¨ße w × h identisch
sein. Die Verkettung der Zeilen vom i’ten Trainingsbild Iti ergibt einen Bildvektor bi.
Aus dem Mittelwert µ der Bildvektoren und bi ergibt sich die Kovarianzmatrix Σ. Aus Σ
lassen sich die Eigenvektoren vi und Eigenwerte λi ermitteln:
Σ =
1
n
n
i=1
(µ− bi)(µ− bi)T ; Σvi = λivi (3.36)
Die Bestimmung von v und λ anhand einer (w ∗h)2 Matrix ist nicht trivial (siehe [TP91]).
Die k Eigenvektoren v mit den gro¨ßten Eigenwerten λ enthalten die meisten Informationen
und bilden zusammen einen kleineren Raum mit weniger Dimensionen, den Eigenraum.
Jeder von den k Eigenvektoren ist analog ein Eigenobjekt. Das Modell ΘO besteht folglich
aus k Eigenobjekten, speziell k Eigenlogs. Zur Detektion der Stammschnittfla¨chen muss
jedes Swin in den Eigenraum transformiert und der Abstand zu den Eigenlogs bestimmt
werden. In Abbildung 3.23 sind einige experimentelle Ergebnisse zu sehen, wobei das
Bild in diskreten Stufen skaliert wurde, um verschiedene Gro¨ßen abzudecken.
Das Histogramm von orientierten Gradienten (HoG) findet zumeist Anwendung
in der Detektion von Personen, was in [DT05] und [SAT11] zu finden ist. Ein Bild
wird in Blo¨cke und jeder Block weiter in Zellen zerlegt. Pro Zelle wird ein Deskriptor,
basierend auf der Gradientenverteilung, in der Zelle errechnet. Bei der eigentlichen
Objektdetektion wird ein Teilbild Swin (Block) wieder in Zellen unterteilt und anhand
der Deskriptoren klassifiziert. Das Modell ΘO ist ein Klassifikator, wie SVM oder NN,
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Abbildung 3.23: Links und in der Mitte sind die FensterW der Detektion durch Eigenlogs
als rote Rechtecke abgebildet. Rechts sind alle It, die Eigenlogs mit den
gro¨ßten Eigenwerten und µ markiert mit meanlog zu sehen.
womit HoG’s eine Ausnahme der fensterbasierten Methoden bilden. Zur Adaption von
HoGs an Stammschnittfla¨chen ist die Auswahl eines geeigneten Klassifikators und dessen
Training anhand von It notwendig. In der Problemdiskussion im Abschnitt 3.1 wurde
gezeigt, dass sehr viele mehrdeutige Gradienten im Bild Iwood sind. Fehldetektionen sind
folglich nicht ausgeschlossen. Auch wurde in Abschnitt 3.2.2 gezeigt, dass sich Schnittholz
farblich gut abgrenzt. HoGs hingegen beziehen keine Farbmerkmale in die Detektion mit
ein, sondern nur Gradienten. Aufgrund der vielen Nachteile wird in dieser Arbeit der
Fokus auf andere Methoden der Objektdetektion gelegt und HoG ausgeschlossen werden.
Die Haarkaskaden, entwickelt von [VJ01] zur Detektion von Gesichtern, basieren auf
einer Kaskade von schwachen Klassifikatoren, den Haar-Templates. Die Kaskade mit den
Haar-Templates bilden das Modell ΘO. Die Haar-Templates sind sehr einfach aufgebaut
und zerlegen ein Teilbild Swin0 in n weitere disjunkte rechteckige Segmente S
win
i , wobei
gilt
Swin0 =
n
i=1
Swini (3.37)
Die Anzahl der Segmente n ist i.d.R. klein (< 5). Sei s(Swini ) die Summe aller Werte der
Pixel im Segment Swini , so ergibt sich das Merkmal eines Haar-Templates mit:
d = s(Swini )− s(Swinj ); i, j ∈ [1, n]; i ̸= j (3.38)
Die Einfachheit der Merkmale macht es mo¨glich sehr schnell Objekte zu detektieren.
Die Basis bildet ein Integralbild, in welchem ein Pixel die Summe der Vorga¨ngerpixel
und sich selbst entha¨lt. Mit lediglich vier Operationen wird die Summe aller Pixel in
einem Rechteck im Integralbild bestimmt. Durch die Differenzen d, die unterschiedlichen
Zerlegungen in Rechtecke und die Kaskadierung, ergibt sich ein vielseitiger Detektor.
Der Detektor verschlu¨sselt Farbunterschiede, Texturen und indirekt auch Gradienten,
wodurch die Eignung zur Detektion von OGst positiv zu bewerten ist. Zur Erstellung von
ΘO sind positive und negative Trainingsbilder It erforderlich. Anhand von It mu¨ssen die
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einzelnen Haar-Templates erstellt werden. Die Erstellung von ΘO ist bereits in openCV
[Lag11] umgesetzt, ebenso eine Detektion mit verschiedenen Skalierungen. Einige erste
Ergebnisse der Detektion mit einem zuvor trainierten Modell fu¨r Baumsta¨mme sind in
der Abbildung 3.24 zu sehen.
Abbildung 3.24: Ergebnisse mit Haarkaskaden mit openCV 2.4.7 umgesetzt, wobei rote
Rechtecke die Fenster W markieren.
Aus den Beschreibungen und Experimenten der Methoden der fensterbasierten Ob-
jektdetektion ergeben sich verschiedene Vor- und Nachteile. Theoretisch lassen sich mit
allen Methoden Stammschnittfla¨chen detektieren. Allerdings mit unterschiedlicher Kom-
plexita¨t, Genauigkeit und Rechenzeit. Zur Auswahl einer Methode sollen einige Kriterien
dienen. Die Kriterien und deren Bewertung sind in Tabelle 3.3 zu sehen, wobei Template
Matching mit TM, Eigenobjekte mit EO und Haarkaskaden mit HK abgeku¨rzt sind.
Die Kriterien sind mit Zahlen von 0 bis 6 bewertet, wobei die Zahlen die Bedeutung
schlecht (0) u¨ber durchschnittlich (3) bis sehr gut (6) widerspiegeln.
Tabelle 3.3: Eigene Bewertung der Methoden der fensterbasierten Objektdetektion zur
Detektion von Stammschnittfla¨chen.
Kriterium Bemerkung TM EO HoG HK
Rechenzeit je geringer, umso besser 0 1 3 6
Genauigkeit basierend auf Experimenten 1 3 3 5
Umsetzung je einfacher umsetzbar, umso besser 6 2 3 5
Parameter je weniger Parameter, umso besser 2 2 2 6
Die Tabelle 3.3 zeigt, dass Haarkaskaden die Kriterien am besten erfu¨llen. Zur besseren
Auswertung der Eignung wurden sieben verschiedene Haarkaskaden erstellt und mit 71 GT-
Bildern evaluiert (siehe Anhang C.2). Bei der Evaluierung wurden die statistischen Werte
precision, recall und f-score (siehe [Pow07] und Anhang A.4) der detektierten Segmente
SW verwendet. Die Berechnung der Werte fu¨r eine Objektdetektion ist schwieriger als
die Berechnung fu¨r eine bina¨re Segmentierung. Bei einer bina¨ren Segmentierung ist die
Grundwahrheit eines Pixels eindeutig, wohingegen detektierte Objekte mehrdeutig sind.
Zur Lo¨sung des Problems wurde ein Fla¨chenvergleich von OGst zu SW anhand eines
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Schwellwertes umgesetzt. Zuerst werden die umschließenden rechteckigen Segmente Ost,w
korrespondierend zu OGst berechnet. Alle rechteckigen Segmente der Grundwahrheit
werden mit den rechteckigen Segmenten Swin in SW verglichen, wobei folgende Bedingung
erfu¨llt sein muss:
1−
Ost,w ∪ Swin
2 |Ost,w ∩ Swin| < 0, 25 (3.39)
In Worten ausgedru¨ckt ist die Bedingung erfu¨llt, wenn eine relativ große gemeinsame
Fla¨che u¨berdeckt wird. Mit dieser Bedingung wurden die statischen Werte precision,
recall und f-score fu¨r sieben verschiedene Modelle ΘO ermittelt. Die Modelle wurden
mit unterschiedlichen Traingsdaten berechnet. Die Ergebnisse der Evaluierung sind in
Tabelle 3.4 zu sehen, wobei die Spalte K die Anzahl der Kaskaden, die Spalte pos. die
Anzahl positiver und neg. die Anzahl negativer Trainingsbilder kennzeichnet.
Tabelle 3.4: Der Mittelwert und die Standardabweichung von precision, recall und f-score
der detektierten Fenster in W bzgl. der 71 GT-Bilder.
Modellerstellung Mittelwert Standardabweichung
Nr. K pos. neg. prec. recall f-score prec. recall f-score
ΘO1 9 99 106 0, 9279 0, 1177 0, 2026 0, 2158 0, 0755 0, 1165
ΘO2 9 1065 3019 0, 9954 0, 1773 0, 2831 0, 0173 0, 1264 0, 1710
ΘO3 12 825 3019 0, 9851 0, 1623 0, 2625 0, 1187 0, 1205 0, 1653
ΘO4 13 99 106 0, 9070 0, 0623 0, 1126 0, 2439 0, 0537 0, 0902
ΘO5 10 1065 3019 0, 9910 0, 3049 0, 4513 0, 0205 0, 1283 0, 1554
ΘO6 11 825 3019 0, 9875 0, 4152 0, 5703 0, 0265 0, 1413 0, 1467
ΘO7 19 5729 3019 0, 8764 0, 6529 0, 7412 0, 0868 0, 1371 0, 1143
Die Tabelle 3.4 zeigt, dass das Modell ΘO7 der Haarkaskade die besten Ergebnisse
erzielt. Der beste f-score liegt im Durchschnitt bei 0, 7412, was ein akzeptables Ergebnis
ist. Es ist zu erkennen, dass mit steigender Anzahl der Kaskaden und Trainingsbilder der
f-score meist besser wird. Man kann allerdings nicht daraus schlussfolgern, dass mit mehr
Trainingsbildern und Kaskaden ein noch besseres Ergebnis erzielt werden kann. Mit mehr
Kaskaden und Trainingsbildern sinkt die precision, wie bei ΘO5 , Θ
O
6 und Θ
O
7 zu sehen ist.
Das Verhalten erkla¨rt sich dadurch, dass die Varianz der Stammschnittfla¨chen in Form,
Farbe und Textur hoch ist. Defekte, nasse oder farblich markierte Baumsta¨mme werden
bei einem sehr genauen Detektor ggf. nicht mehr detektiert.
Haarkaskaden sind schnell, haben kaum Parameter, sind einfach mit openCV umsetzbar
und erzielen gute Ergebnisse, was in Tabelle 3.4 und in Abbildung 3.24 zu sehen ist.
Folglich wird der Fokus auf Haarkaskaden gesetzt und es soll von Haarkaskaden in den
weiteren Betrachtungen ausgegangen werden. Haarkaskaden sowie die anderen Methoden
der fensterbasierten Objektdetektion sind nicht skalierungs- und translationsinvariant.
Zur Detektion der Segmente SW wurde deshalb ein Fenster u¨ber das Bild geschoben und
das Fenster entsprechend skaliert.
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3.3.3 Verifikation der Bildobjekte und Segmentierung
Im vorherigen Abschnitt hat sich ergeben, dass der beste f-score mit Haarkaskaden einen
Wert von 0, 7412 hat mit einer precision von 0, 8764 und einem recall von 0, 6529. Es
befinden sich folglich einige falsch-positiv und einige falsch-negativ detektierte Fenster in
W . Durch Anwendung von Vorwissen auf die Menge von Fenstern W ist es mo¨glich die
Anzahl der falsch detektierten (falsch-positiv) Stammschnittfla¨chen Ost zu verringern.
Nicht detektierte Ost (falsch-negativ) sind schwieriger zu ermitteln und ko¨nnen maximal
abgescha¨tzt werden, was hier nicht weiter betrachtet wird. Die Stammschnittfla¨chen
OGst in einem Bild bilden eine Gruppe von Bildobjekten, da die Baumsta¨mme i.d.R.
aufeinanderliegen. Wird die Menge WS als Cluster von Swin im Bildraum aufgefasst, so
entsprechen theoretisch Ausreißer vom Cluster den falsch detektierten Ost. Weiterhin
sind U¨berlappungen von Ost im Bildraum nicht mo¨glich, da die Mengen in OGst disjunkt
ist. Die Disjunktheit basiert auf der Annahme, dass theoretisch ein Pixel nur zu einem
Ost geho¨rt.
Es ergeben sich folglich zwei Ansa¨tze zur Beseitigung von falsch-positiv detektierten
Stammschnittfla¨chen, na¨mlich die Auflo¨sung von U¨berlappungen und die Eliminierung von
Ausreißern. In Abbildung 3.25 sind die Ansa¨tze (Teilschritte) und deren Zusammenspiel
zur Verifikation der Stammschnittfla¨chen skizziert. Bei beiden Ansa¨tzen ist es sinnvoll die
Abbildung 3.25: Teilschritte zur Verifikation der Stammschnittfla¨chen.
Menge W in eine Menge von Kreisparametern CP zu u¨berfu¨hren. Ein Kreis ist die ideale
Form einer Stammschnittfla¨che und besser geeignet als ein Rechteck. In der Evaluierung
hat sich gezeigt, dass im Fall von U¨berdeckungen ein gro¨ßerer Kreis in CP i.d.R. exakter
ist als ein kleinerer. Zur Bestimmung von U¨berdeckungen ist der euklidische Abstand der
Kreismittelpunkte hilfreich mit:
d(cp1, cp2) =

(x1 − x2)2 + (y1 − y2)2; cp1, cp2 ∈ C (3.40)
Liegt ein kleinerer Kreismittelpunkt in einem gro¨ßeren Kreis, so wird der kleinere Kreis
entfernt. Dies soll mit folgender Bedingung o (overlapping) formalisiert werden:
o(cp1, cp2) =

wahr, d(cp1, cp2) < r1 − r2 ∧ r1 > r2
falsch, sonst
(3.41)
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Bei geringen U¨berdeckungen ist die Bedingung nicht erfu¨llt. Geringe U¨berdeckungen sind
mo¨glich, da eine Stammschnittfla¨che selten ein idealer Kreis ist. Die Menge CP ′ bildet
die Menge aller verbleibenden Kreise.
Zur Eliminierung von Ausreißern besteht die Mo¨glichkeit, eine Gravitation g anzuneh-
men, die gro¨ßer wird, umso gro¨ßer ein Baumstamm Or ist. Der Idee liegt zu Grunde,
dass Baumsta¨mme mit großem Durchmesser einen gro¨ßeren Abstand zu benachbarten
Baumsta¨mmen verursachen, als Baumsta¨mme mit kleinem Durchmesser. Alle Kreise in
CP , die sich gegenseitig anziehen sind valide und alle anderen sind Ausreißer. Zwei Kreise
ziehen sich an, wenn sie sich mit skaliertem Radius u¨berdecken und folgende Bedingung
g (gravity) erfu¨llen:
g(cp1, cp2) =

wahr, d(cp1, cp2) < r1 ∗ a+ r2 ∗ a
falsch, sonst
(3.42)
Ein geeigneter empirisch ermittelter Wert ist a = 2. Algorithmisch wird zuerst der zentral
liegende Kreis cpc in CP
′ bestimmt. Der zentrale Kreis cpc ist der zu dem Schwerpunkt
(siehe Anhang A.1) der Pixelmenge P am dichtesten liegende Kreis:
P =

i∈Λ
Si; Si ∈ CPS (3.43)
Der Kreis cpc wird der Menge CP
v zugefu¨gt und aus CP ′ entfernt. Ausgehend von den
Kreisen in CP v werden alle u¨berdeckenden Kreise in CP ermittelt, die korrespondierenden
Kreise aus CP ′ entfernt und CP v zugefu¨gt. Der Schritt wird solange wiederholt, bis
keine neuen U¨berdeckungen mehr ermittelt werden. Das Ergebnis ist die Menge von
verifizierten Kreisparametern CP v fu¨r die gilt:
CP v = {cpi|∃cpj ∈ CP v : (i ̸= j∧g(cpi, cpj))∧@cpj ∈ CP v : (i ̸= j∧o(cpi, cpj))} (3.44)
Die Grundidee des beschriebenen eigenen Ansatzes ist in [GV12] vero¨ffentlicht. Der
Ansatz wurde und soll auch weiter mit PWL-H (Post Processed Wood Log Haarcascades)
abgeku¨rzt werden. Einige Ergebnisse sind in Abbildung 3.26 verdeutlicht.
Abbildung 3.26: Verifikation der detektierten Kreise, wobei jeweils links die Menge CP
und rechts die Menge CP v in Form von roten Kreise abgebildet ist.
Zur Segmentierung von OGst mit CP v ergeben sich mehrere Mo¨glichkeiten. Zum einen
sind bereits Kreiskonturen und folglich Segmente durch die Kreise CP v gegeben. Zum
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anderen lassen sich die Kreiskonturen noch durch Anpassung an das Bild Iwood verbessern.
In dieser Arbeit werden beide Mo¨glichkeiten betrachtet, wodurch die zwei Ansa¨tze
1. Direkte Abbildung der Kreisparameter CP v
2. Anpassung der Kreiskonturen durch aktive Konturen (siehe [KWT88], [CV01])
verfolgt werden. Im ersten Ansatz ergeben sich die Segmente CPSv direkt durch CP v.
Im zweiten Ansatz passt sich jeweils eine aktive Kontur, beginnend bei der Kontur C
des Kreisparameters cp ∈ CP v, iterativ an Ost an. Es gibt verschiedene Varianten von
aktiven Konturen, wie bspw. in [KWT88], [XP98], [XP97] und [CV01] beschrieben. Alle
Varianten lassen sich i.d.R. durch die Energiegleichung
E∗snake =
1
0
Esnake(c(s)) =
1
0
Eint(c(s)) + Eimage(c(s)) + Econ(c(s))ds (3.45)
formulieren. Details sind im Abschnitt 2.3.2.2 und im Anhang A.2 zu finden. Die interne
Energie wird durch Eint, die externe Energie durch Eimage und die externe Restriktion
durch Econ definiert. In dieser Arbeit werden spezielle aktive Konturen verwendet. Die
aktiven Konturen haben zwei interne Energien Eint, eine externe Energie Eimage und eine
externe Restriktion Econ. Die erste interne Energie basiert auf dem Abstand ausgewa¨hlter
Konturpunkte und ha¨lt den Abstand der Punkte anna¨hernd gleich. Die Zweite beschreibt
die Konturkru¨mmung (zweite Ableitung von C) und verhindert das Zusammenfallen von
C und starke Ausbeulungen. Die externe Energie Eimage basiert auf den Bildgradienten
∇I(c(s)) und bewegt die Kontur in Richtung hoher Gradienten. Die externe Restriktion
Econ basiert auf einem Gradienten-Vektor-Feld (GVF, siehe [XP98] [XP97]). In einem
GVF zeigen die Gradienten in Richtung der Kanten. Die Gradienten des GVF erzwingen
eine Iteration der Kontur in Richtung der Kanten des Bildes. Die Bestimmung der finalen
Konturen unterteilt sich in vier Schritte:
1. Berechnung eines Gradienten-Vektor-Feldes (GVF)
2. Bestimmung n a¨quidistanter Punkte auf jeder Kreiskontur
3. Iterative Minimierung der Energie Esnake anhand der n Konturpunkte
4. Approximation der Ergebnispunkte durch Splines
Nach der Berechnung des GVF werden n a¨quidistante Punkte entlang jedes Kreises in
CP v bestimmt. Die Konturpunkte werden iterativ durch Minimierung der genannten
Energien neu bestimmt. Nach Konvergenz oder U¨berschreitung einer maximalen Anzahl
von Iterationen wird die finale Kontur C ′ durch Splines approximiert. Die genannten
Schritte sind in Abbildung 3.27 verdeutlicht.
Bei den aktiven Konturen und der Segmentierung nur mit Kreisen kommt es zu
U¨berschneidungen und folglich Mehrdeutigkeiten. Die verifizierten Segmente CPSv der
Kreisparameter CP v und die finalen Konturen C ′ ko¨nnen sich u¨berschneiden. Eine Seg-
mentierung und anschließende Abbildung eines Pixels px auf ein Label l ist folglich nicht
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(a) Gradienten des GVF (b) Ausgangskontur (c) Finale Kontur
Abbildung 3.27: Links ist die Visualisierung des GVF, in der Mitte die Ausgangskontur
mit n Punkten und rechts das Ergebnis nach der Iteration inklusive der
Spline-Approximation zu sehen.
eindeutig. Ein Pixel px ∈ I kann ein Element von mehreren Segmenten sein. Eine entspre-
chende Segmentierungsfunktion fs|od muss die Mehrdeutigkeiten auflo¨sen und mo¨glichst
alle Ost u¨berschneidungsfrei segmentieren. Abbildung 3.28 zeigt die Mehrdeutigkeiten
beider Ansa¨tze.
(a) Kreisparameter CP v (b) Aktive Konturen auf CP v
Abbildung 3.28: Links sind U¨berschneidungen der Kreisparameter und rechts der Kontu-
ren zu sehen. Alle Pixel in U¨berscheidungsbereichen sind mehrdeutig.
Im ersten Ansatz, Abbildung der Kreisparameter CP v, reicht ein Vergleich eines
mehrdeutigen Pixels px zu den Kreismittelpunkten der u¨berlagerten Kreise aus. Die
Kreisparameter CP v lassen sich indexieren mit:
CP v = {cpi|i ∈ Λ}; Λ = N>0 (3.46)
Die Indexmenge Λ soll analog auch das Label l kennzeichnen. Die nachfolgende Abstands-
funktion dr bestimmt den Abstand eines Pixels pxx,y an der Position (x, y) relativ zum
i-ten Kreisparameter cpi:
dr(pxx,y, cpi) =

(x− xi)2 + (y − yi)2 − ri; (xi, yi, ri) = cpi ∈ CP v (3.47)
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Die Auflo¨sung der Mehrdeutigkeiten erfolgt durch die Segmentierungsfunktion:
f cps|od(px) =

0, @S ∈ CPSv : px ∈ S
i, ∀i ∈ Λ@cpj ∈ CP v : (i ̸= j) ∧ dr(px, cpi) < dr(px, cpj) (3.48)
Die Funktion ordnet einem mehrdeutigen Pixel das Label desjenigen Kreises zu, dessen
relativer Abstand vom Kreismittelpunkt zu px minimal ist.
Im zweiten Ansatz werden die Konturen der Kreise CP v mit aktiven Konturen an das
Bild Iwood angepasst. Das Ergebnis der Anpassung ist eine Menge CO aller Konturen C
′,
welche indexiert werden soll mit:
CO = {C ′i|i ∈ Λ}; Λ = N>0 (3.49)
Die Auflo¨sung der Mehrdeutigkeiten der resultierenden Konturen CO ist a¨hnlich dem
ersten Ansatz. Aus CO lassen sich aktualisierte Kreisparameter CP co ableiten. Je eine
Kontur C ∈ CO umschließt ein Segment S. Der Schwerpunkt (center of mass) und ein
angepasster Radius r des Segmentes S ergeben zusammen die Menge der aktualisierten
Kreisparameter:
CP co = {(x, y, r)| angepasster Kreisparameter der Kontur C ′ ∈ CO} (3.50)
Der Schwerpunkt (x, y) der Kontur C ′ ist trivial. Er ist der Schwerpunkt (siehe Anhang
A.1) des umschlossenen Segmentes S. Der Radius r ergibt sich aus der Fla¨che A von
S durch r =
√
A÷ π. Mit den angepassten Kreisparametern CP co und Konturen CO
werden Mehrdeutigkeiten mit der Funktion
f cos|od(px) =

0, außerhalb aller Konturen in CO
i, ∀i ∈ Λ@cpj ∈ CP co : (i ̸= j) ∧ dr(px, cpi) < dr(px, cpj) (3.51)
aufgelo¨st. In Abbildung 3.28 wurden bereits die Mehrdeutigkeiten von CP v und CO
gezeigt. In Abbildung 3.29 ist die korrespondierende Lo¨sung und analog das Ergebnis der
Segmentierung zu sehen.
(a) Segmentierung mit fcps|od(px) (b) Segmentierung mit f
co
s|od(px)
Abbildung 3.29: Rechts ist das Ergebnis der Segmentierung durch die Kreisparameter
CP v und links durch aktive Konturen zu sehen.
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3.3.4 Zusammenfassung und Ergebnisse
In diesem Unterkapitel 3.3 wurde ein Konzept zur Segmentierung der Stammschnittfla¨chen
durch Objektdetektion erarbeitet. Im Gegensatz zum WS-GC-R Ansatz aus Abschnitt
3.2 sind weniger Restriktionen fu¨r die Bildaufnahme notwendig. Es mu¨ssen lediglich
Stammschnittfla¨chen eines Polters im Bild zu sehen sein. Das entwickelte Konzept
unterteilt sich in die drei Schritte:
1. Detektion von Stammschnittfla¨chenfenstern W
2. Verifikation der Ergebnisse der Detektion
3. Segmentierung des Bildes durch die detektierten Fenster
Im ersten Schritt werden die Stammschnittfla¨chenfenster W anhand eines Modells ΘO
detektiert. Das Modell muss zuvor mit entsprechenden Traingsdaten erstellt werden. Es
wurden verschiedene Methoden der Objektdetektion untersucht und getestet. Von den
untersuchten Methoden erwies sich die Haarkaskaden-Detektion als am besten geeignet.
In Schritt zwei werden die Stammschnittfla¨chenfenster (Rechtecke) W verifiziert, wobei
falsch-positiv detektierte Fenster entfernt werden. Das Ergebnis ist die verifizierte Menge
CP v von Kreisparametern. Anhand der Kreisparameter wird das Bild Iwood zum einen
direkt und zum anderen durch aktive Konturen segmentiert. Entstehende Mehrdeutig-
keiten werden durch relative Abstandsvergleiche eines Pixels zu den entsprechenden
Segmenten aufgelo¨st. Die Ergebnisse der Evaluierung sind in Tabelle 3.5 dargestellt.
Einige Ergebnisbilder des Konzeptes sind im Anhang B.3 abgebildet.
Tabelle 3.5: Im oberen Bereich sind precision, recall und f-score der Stammschnitt-
fla¨chendetektion und im unteren Bereich der Schnittholzsegmentierung zu
sehen. Im Mittleren Bereich ist das HD-Maß und der S-Fehler der Multi-
Objekt-Segmentierung abgebildet. Die besten Werte sind fettgedruckt.
Methode Mittelwert Standardabweichung
Objektdetektion von OGst prec. recall f-score prec. recall f-score
Detektierte Fenster W 0,876 0,653 0,74 0,087 0,137 0,114
Verifizierte Kreise CP v 0,901 0,649 0,75 0,078 0,138 0,115
Segmentierung von OGst HD-Maß S-Fehler HD-Maß S-Fehler
Kreise (PWL-H) 0,889 0,191 0,0279 0,14
Aktive Konturen 0,907 0,191 0,0263 0,14
Schnittholzsegmentierung prec. recall f-score prec. recall f-score
Kreise (PWL-H) 0,853 0,741 0,788 0,052 0,111 0,078
Aktive Konturen 0,907 0,736 0,807 0,045 0,115 0,083
Evaluiert wurden die Detektion mit Haarkaskaden, die Verifikation und die Multi-
Objekt-Segmentierung von OGst. Zusa¨tzlich wurden die Ergebnisbilder der Multi-Objekt-
Segmentierung Istm in Bina¨rbilder I
b
h u¨berfu¨hrt. Alle nicht Hintergrundlabels (l ̸= 0)
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wurden auf 1 gesetzt. Die Bina¨rbilder Ibh repra¨sentieren eine Schnittholzsegmentierung
und wurden ebenfalls evaluiert.
Zur Evaluierung wurden precision, recall, f-score und das HD-Maß (Huang-Dom-Maß)
verwendet. Das HD-Maß basiert auf der Hamming Distanz eines Segmentes der Grund-
wahrheit zu allen Segmenten der Segmentierung und umgekehrt. Das Maß ist geeignet
zur Evaluierung einer Multi-Objekt-Segmentierung. Weitere Details zum HD-Maß sind
in [HD95] und im Anhang A.4 zu finden. Alle genannten Maße haben einen Wertebereich
von [0, 1] und das bestmo¨gliche Ergebnis hat den Wert 1. Weiterhin wurde der S-Fehler
(Stammanzahl-Fehler) verwendet. Der S-Fehler kennzeichnet den relativen Fehler der
Stammanzahl. Er ergibt sich aus der realen sr und der detektierten Stammanzahl sd
durch:
S-Fehler =
|sr − sd|
sr
(3.52)
Je kleiner der Fehler, umso besser das Ergebnis. Alle Werte der Evaluierung wurden
anhand der 71 GT-Bilder bestimmt (siehe Anhang C.2).
In der Tabelle 3.5 hat der f-score der Stammschnittfla¨chendetektion einen Wert von
0,741. Das bedeutet, dass im Durchschnitt die Stammschnittfla¨chen zu 74 % richtig
detektiert wurden. Nach der Verifikation ist der f-score leicht besser und liegt bei 0,75.
Allerdings hat sich der recall von 0,876 auf 0,901 verbessert. Im Fazit fu¨hrt die Verifikation
zu einer Verbesserung der Ergebnisse.
Die beiden Segmentierungsansa¨tze Kreise und aktive Konturen zeigen unterschiedliche
HD-Maße. Das HD-Maß bei der Segmentierung durch aktive Konturen ist etwas besser,
als die durch einfache Kreise. Der S-Fehler ist bei beiden Ansa¨tzen gleich, da sich die
Anzahl der Segmente bei beiden Ansa¨tzen nicht vera¨ndert. Beide Ansa¨tze basieren auf
den verifizierten Kreisparametern CP v. Der S-Fehler zeigt, dass die Anzahl der Sta¨mme
geringfu¨gig fehlerhaft ist. Die Betrachtung der Ergebnisse als bina¨res Schnittholzbild Ibh
besta¨tigt, dass aktive Konturen zu besseren Ergebnissen fu¨hren.
Alles in allem ist das beschriebene und evaluierte Konzept der Segmentierung durch
Stammschnittfla¨chendetektion durchaus fu¨r die Lo¨sung der Problemstellung geeignet. Es
werden wenige Restriktionen in der Bildaufnahme beno¨tigt und die Stammschnittfla¨chen
werden einzeln segmentiert. Das Ergebnis der Multi-Objekt-Segmentierung ist das Bild
Imst . Das Konzept hat allerdings den Nachteil, dass von den Stammschnittfla¨chen ein
gutes Objektmodell ΘO notwendig ist und nicht detektierte Stammschnittfla¨chen auch
nicht segmentiert werden.
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3.4 Stammschnittfla¨chensegmentierung mit Graph-Cut und
Objektdetektion
Im Unterkapitel 3.2 wurde ein Konzept der Schnittholzsegmentierung mit Graph-Cut
und im Unterkapitel 3.3 ein Konzept der Stammschnittfla¨chendetektion entwickelt und
evaluiert. In diesem Unterkapitel sollen beide Konzepte kombiniert werden, um die
jeweiligen Vorteile zu vereinen und die Nachteile zu verringern. Ein Vorteil der Graph-Cut-
Segmentierung ist die Genauigkeit. Ein Vorteil der Segmentierung mit Objektdetektion
ist, dass es eine Multi-Objekt-Segmentierung ist, welche einzelne Stammschnittfla¨chen
segmentiert. Ein weiterer Vorteil ist, dass weniger Restriktionen in der Bildaufnahme
notwendig sind.
In diesem Unterkapitel wird eine Segmentierung der Stammschnittfla¨chen OGst mit
Graph-Cut und Objektdetektion konzipiert, beschrieben und evaluiert. In Abschnitt
3.4.1 wird zuerst das Konzept der kombinierten Segmentierung erarbeitet. Durch die
detektierten Stammschnittfla¨chenfenster W wird eine Trimap erstellt, welche wie folgt
definiert werden soll:
Itri = {ltri|∀px ∈ Iwood∃ltri ∈ Ltri}; Ltri = {fg, bg, unknown} (3.53)
Ein Label ltri der Trimap korrespondiert zu einem Pixel im Bild Iwood und kennzeichnet
ein Pixel als unbekannt (unknown), Vorder- (fg) oder Hintergrund (bg). Auf Basis
der Trimap wird Schnittholz bina¨r segmentiert. Im Bina¨rbild Ibh werden anschließend
anhand der detektierten Stammschnittfla¨chenfenster W einzelne Segmente extrahiert
(Separierung). In Abschnitt 3.4.2 wird die Erstellung der Trimap und in Abschnitt 3.4.3
die Separierung der Stammschnittfla¨chen OGst untersucht und beschrieben. Im letzten
Abschnitt 3.4.4 werden die wesentlichen Erkenntnisse zusammengefasst und die Ergebnisse
evaluiert.
3.4.1 Konzeption einer kombinierten Segmentierung
Die entwickelten Konzepte der Schnittholzsegmentierung und der Stammschnittfla¨chen-
detektion aus den Unterabschnitten 3.2 und 3.3 haben verschiedene Vor- und Nachteile.
Die Graph-Cut-basierte bina¨re Segmentierung von Schnittholz hat sich als robust und
weitestgehend genau herausgestellt. Sie hat allerdings zwei Nachteile. Der erste Nachteil
ist die Restriktion in der Bildaufnahme von Iwood. Speziell muss im oberen und unteren
Bildbereich von Iwood Hintergrund (Nicht-Schnittholzpixel) und im mittleren Bildbereich
Schnittholz zu sehen sein. Der zweite Nachteil ist die bina¨re Segmentierung. Es wird nur
Schnittholz segmentiert, wodurch die einzelnen Stammschnittfla¨chen unbekannt sind. Zur
Berechnung der Fla¨che des Schnittholzes nach einer entsprechenden Maßstabsbestimmung
ist das Konzept geeignet, aber nicht zur Ermittlung der Stammgro¨ßen. Das Konzept der
Stammschnittfla¨chendetektion segmentiert hingegen einzelne Stammschnittfla¨chen und
beno¨tigt weniger Restriktionen in der Bildaufnahme. Allerdings beno¨tigt das Konzept ein
gutes Objektmodell ΘO. Außerdem werden atypische Stammschnittfla¨chen, wie kaputte,
dreckige oder verdeckte Fla¨chen, nicht detektiert.
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Die Vorteile beider Konzepte lassen sich kombinieren. Theoretisch kann die Abscha¨tz-
ung von Vorder- und Hintergrund durch die detektierten Stammschnittfla¨chen erfolgen.
Damit verringern sich die Restriktionen in der Bildaufnahme und der Graph zur Graph-
Cut-Segmentierung kann ohne heuristische Annahmen in der Polterposition erstellt
werden. Das Ergebnis der Graph-Cut-Segmentierung ist ein bina¨res Bild und das Ergeb-
nis der Stammschnittfla¨chendetektion sind n Bildobjekte. Das bina¨re Bild segmentiert
das Schnittholz genauer, als die Bildobjekt. Der Vergleich beruht auf der bina¨ren Betrach-
tung der Bildobjekte als Bildobjektpixel und Nicht-Bildobjektpixel. Die Ergebnisse der
Stammschnittfla¨chendetektion zeigen, dass nach der Verifikation der detektierten Objekte
mit Haarkaskaden (ΘO7 ) nur wenige falsch-positiv detektierte Bildobjekte vorkommen.
Der gro¨ßte Fehler liegt in der falsch-negativ Detektion. Das heißt, dass nur ein geringer
Teil des Hintergrunds als Stammschnittfla¨che detektiert wird, aber stattdessen einige
Stammschnittfla¨chen gar nicht detektiert werden. Es folgt daraus die Idee, die detektierten
Stammschnittfla¨chen aus dem bina¨ren Bild zu separieren und zusa¨tzlich auch aus den
verbleibenden Schnittholzsegmenten die Stammschnittfla¨chen zu segmentieren. Aus der
Diskussion der Vor- und Nachteile leitet sich das grobe Konzept der Kombination in
Abbildung 3.30 ab.
Abbildung 3.30: Grobes Konzept zur Segmentierung der Stammschnittfla¨chen durch
Objektdetektion und Graph-Cut.
Das Konzept gliedert sich in fu¨nf Schritte. Die ersten beiden Schritte sind identisch mit
dem Konzept der Stammschnittfla¨chendetektion und erzeugen eine Menge von verifizier-
ten Kreisparameter CP v. Der dritte Schritt, die Vorder- und Hintergrundabscha¨tzung,
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ist hinzugekommen und berechnet eine Trimap auf Basis von CP v. Der vierte Schritt
beinhaltet eine angepasste Graph-Cut-Segmentierung des KD-NN-Ansatzes und segmen-
tiert bina¨r Schnittholz im Bild Iwood anhand der Trimap. Der fu¨nfte und letzte Schritt
ist ebenfalls neu und separiert Stammschnittfla¨chen auf Basis von CP v aus dem bina¨ren
Schnittholzbild Ibh. Das Ergebnis der Multi-Objekt-Segmentierung ist das Bild I
m
st .
Aus dem groben Konzept ergeben sich die folgenden Fragestellungen und For-
schungsinhalte:
1. Wie ko¨nnen mit den verifizierten Kreisparametern CP v Vorder- und Hintergrund
(FGsmp, BGsmp) abgescha¨tzt werden?
• Wie ko¨nnen fehlerhafte oder fehlende Objekte in CP v kompensiert werden?
• Welche Mo¨glichkeiten der Trimap gibt es und welche ist davon geeignet?
2. Wie lassen sich CP v und das bina¨re Segmentierungsergebnis Ibh zur Segmentierung
von OGst kombinieren.
• Welche Mo¨glichkeiten bestehen, Ibh weiter in kreisa¨hnliche Segmente zu zerle-
gen?
• Sind die Ergebnisse einer Zerlegung von Ibh genau genug?
• Wie kann die fehlerbehaftete Menge CP v zur Separierung beitragen?
Nachfolgend werden nur die neuen erga¨nzten Schritte drei und fu¨nf des Konzeptes
in Abbildung 3.30 ausfu¨hrlich betrachtet. Die Erzeugung einer Trimap auf Basis der
verifizierten Kreise CP v und die Anpassung der Graph-Cut-Segmentierung werden
in Abschnitt 3.4.2 betrachtet. In Abschnitt 3.4.3 werden verschiedene Methoden zur
Separierung von Stammschnittfla¨chen aus dem bina¨ren Schnittholzbild Ibh diskutiert
und weiterentwickelt. Die Ergebnisse der kombinierten Segmentierung der verschiedenen
Methoden werden in Abschnitt 3.4.4 gegenu¨bergestellt und diskutiert.
3.4.2 Ermittlung der Trimap und Graph-Cut
Im Unterkapitel 3.2 erzielte die eigene Methode KD-NN in der Schnittholzsegmentierung
die besten Ergebnisse. Die auf Graph-Cut basierende Methode beno¨tigt je ein Wahrschein-
lichkeitsbild vom Vorder- und vom Hintergrund (Ipfg, I
p
bg). Die Wahrscheinlichkeitsbilder
werden auf Basis abgescha¨tzter Stichproben von Schnittholz- (FG) und nicht Schnitt-
holzpixeln (BG) ermittelt. Die Stichproben werden durch die zwei disjunkten Mengen
FGsmp und BGsmp repra¨sentiert. Die Menge der verifizierten Kreisparameter CP v ist
nicht frei von Fehlern. Der ha¨ufigste Fehler besteht darin, das einige Stammschnittfla¨chen
nicht in CP v enthalten sind.
Zur Erzeugung einer Trimap Itri anhand von CP v ergeben sich verschiedene Mo¨glichkei-
ten. So besteht eine Mo¨glichkeit darin, die Pixel der Kreissegmente CPSv als Vordergrund
(Ltri = fg) und alle Anderen als Hintergrund (Ltri = bg) anzunehmen. Da die Kreise i.d.R.
nicht genau eine Stammschnittfla¨che umschließen, sollte zusa¨tzlich entlang der Kreiskontur
ein Ring mit einer gewissen Breite relativ zum Radius mit dem Label Ltri = unknown
versehen werden. Allerdings ko¨nnen durch das Vorgehen viele Hintergrundpixel als
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Vordergrund angenommen werden, da zumeist nicht alle Stammschnittfla¨chen durch
CP v repra¨sentiert werden. Eine andere und genauere Mo¨glichkeit besteht a¨hnlich wie
im WS-GC-R-Ansatz in einer zweistufigen Segmentierung. Im Bildraum bildet CP v ein
Cluster. Auch wenn die Kreise von CP v fehlerbehaftet sind, streuen die Kreise theoretisch
immer um den mittleren Bereich des Schnittholzes im Bild. Damit la¨sst sich der mittlere
Schnittholzbereich automatisch bestimmen und die entsprechende Restriktion in der
Bildaufnahme ist nicht mehr notwendig, wie im WS-GC-R-Ansatz. Der automatisch
bestimmte mittlere Bereich wird segmentiert und mit dem Ergebnis eine Trimap Itri
erstellt. Der mittlere Bereich ist analog das Zentrum von CP v. Das Zentrum wird durch
die innersten Kreise gebildet. Alle Pixel der Segmente CPSv von CP v ergeben zusammen
die Pixelmenge P :
P =

i∈Λ
Si; Si ∈ CPS; (3.54)
Der Schwerpunkt der Segmentmenge hat die Position (x, y) und ist durch P einfach
berechenbar (siehe Anhang A.1). Die innersten Kreise von CP v sind die n dichtesten
Kreise zum Schwerpunkt. Da die Kreise CP v fehlerbehaftet sind, ist es sinnvoll eine
geringe relative Anzahl n von Kreisen zu nehmen, wie n = |CP v|/4. Es wird damit
gewa¨hrleistet, dass der Bereich immer innerhalb des Schnittholzes liegt. Die konvexe
Hu¨lle u¨ber alle n inneren Kreise ergibt den gesuchten mittleren Schnittholzbereich mit
Stammschnittfla¨chen und Stammzwischenra¨ume. In Abbildung 3.31 ist die Methodik der
Bestimmung des inneren Schnittholzbereiches verdeutlicht.
Abbildung 3.31: Die Zwischenschritte zur Bestimmung des inneren Schnittholzbereiches:
Von links nach rechts sind CP v, die inneren Kreise und der innere
Bereich zu sehen.
Der innere Schnittholzbereich entha¨lt Stammschnittfla¨chen und Stammzwischenra¨ume.
Wie bereits im WS-GC-R-Ansatz wird der Bereich segmentiert und das Resultat sind
Schnittholz- und Nicht-Schnittholzpixel. In der Trimap Itri bekommen die Pixel des
inneren Bereiches jeweils das Label fg oder bg. Alle Schnittholzpixel werden mit dem
Label fg und alle Nicht-Schnittholzpixel mit dem Label bg versehen. Alle u¨brigen
Pixel erhalten das Label unknown. Der Hintergrund (Ltri = bg) besteht bisher nur
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aus Pixeln der Stammzwischenra¨ume des inneren Schnittholzbereiches. Um eine gute
Segmentierung mit Graph-Cut zu erzeugen, mu¨ssen auch nicht Schnittholzpixel des
oberen und unteren Bildbereiches in BGsmp enthalten sein. Zur Bestimmung der Pixel ist
es sinnvoll, wieder die verifizierten Kreissegmente CPSv zu nutzen, um die Restriktionen
in der Bildaufnahme abzuschwa¨chen. Aus den verifizierten Kreisparametern la¨sst sich
durch die Segmentierungsfunktion f cs (px) das bina¨re Bild I
b
c erzeugen:
f cs (px) =

1, px ∈ S ∧ S ∈ CPSv
0, sonst
(3.55)
Im Bild Ibc geho¨ren große leere Bereiche px = 0 mit hoher Wahrscheinlichkeit zum
Hintergrund, da die Stammschnittfla¨chen im Bildraum einen Cluster mit kleinen Zwi-
schenra¨umen bilden. Durch eine Distanztransformation (siehe [RP66], [LW13]) ist es
mo¨glich, die Distanz von einem Pixel zum dichtesten Schnittholzpixel zu bestimmen.
Nach einer Transformation des Bildes Ibc in das Distanzbild I
d erhalten Pixel in leeren
Bereichen des Bildes Id einen relativ hohen Wert. Mit einer Schwellwertsegmentierung
nach einer Normalisierung von Id lassen sich leere Bereiche segmentieren. Ein guter
Schwellwert T fu¨r die zwischen [0, 1] normierten Distanzen ist 0,75. Alle Distanzen gro¨ßer
als T werden als Nicht-Schnittholzpixel segmentiert und erhalten in der Trimap das Label
bg. Die Abbildung 3.32 verdeutlicht die einzelnen Schritte.
Abbildung 3.32: Die Zwischenschritte zur Bestimmung des Außenbereiches eines Polters:
Von links nach rechts sind das Bild Ibc , das Distanzbild I
d und das
segmentierte Bild zu sehen
Zusammenfassend haben in der finalen Trimap Itriv die Labels L
tri den Wert:
• fg, wenn px ein Schnittholzpixel des inneren Schnittholzbereiches ist
• bg, wenn px ein Nicht-Schnittholzpixel des inneren Schnittholzbereiches ist
• bg, wenn px ein Pixel des segmentierten Außenbereiches ist
• unknown, wenn px weder bg noch fg ist
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Fu¨r die Graph-Cut-Segmentierung werden alle Pixel der Trimap mit dem Label fg der
Pixelmenge FGsmp und mit bg der Pixelmenge BGsmp hinzugefu¨gt. Letztendlich wird
mit den Pixelmengen FGsmp und BGsmp das Bild mit Graph-Cut (KD-NN) segmentiert.
Die einzelnen Schritte der Trimap-Erzeugung und Segmentierung sind in Abbildung 3.33
verdeutlicht.
Abbildung 3.33: Die Zwischenschritte in der bina¨ren Schnittholzsegmentierung durch
CP v: Von links nach rechts sind CP v, die Trimap Itri, die verfeinerte
Trimap Itriv und das Ergebnisbild I
b
h zu sehen. Weiße Pixel in I
tri sind
fg, schwarze sind bg und graue unknown.
Der spezielle Ansatz der Schnittholzsegmentierung mit Hilfe der Kreisparameter CP v
ist unter dem Namen KD-NN-A (KD-NN adaptive) in [GV12] vero¨ffentlicht.
3.4.3 Separierung der Stammschnittfla¨chen
In diesem Abschnitt soll ein Ansatz zur Separierung von Stammschnittfla¨chen auf dem
bina¨ren Schnittholzbild Ibh entwickelt werden. Die Kreisparameter CP
v enthalten bereits
Positionen der Stammschnittfla¨chen. Entsprechend der Evaluierung sind die Positionen
nicht frei von Fehlern und decken i.d.R. die Stammschnittfla¨chen nicht vollsta¨ndig ab.
Dennoch entha¨lt CP v Vorwissen u¨ber die Positionen der Stammschnittfla¨chen und soll
entsprechend zur Separierung genutzt werden.
Das bina¨re Bild Ibh trennt Schnittholzpixel von Nicht-Schnittholzpixeln. Die Evaluierung
anhand der 71 verschiedenen Evaluierungsbilder des WS-GC-R Ansatzes hat gezeigt,
dass die Schnittholzsegmentierung relativ genau ist (f-score=0,8981, Abschnitt 3.2.4).
Im Vergleich dazu sind die verifizierten Kreise CP v als Bina¨rbild betrachtet ungenauer
(f-score=0,788, Abschnitt 3.3.4). Da sowohl das Bina¨rbild Ibh und die detektierten Kreise
einen relativ hohen f-score aufweisen, ist es sinnvoll, zuerst die Ergebnisse zu verbessern.
Die Frage ist, wie zwei fehlerbehaftete Verfahren verbessert werden ko¨nnen? Eine Lo¨sung
ist, die Verbesserung der Ergebnisse eines Verfahrens durch die Ergebnisse des Anderen.
Allerdings kann sowohl CP v anhand von Ibh als auch I
b
h anhand von CP
v verbessert
werden. Es ergibt sich ein Henne-Ei-Problem. Da eine Entscheidung nicht mo¨glich ist,
ist ein kombinierter Ansatz aus beiden Richtungen notwendig.
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Im kombinierten Ansatz wird zuerst das Bina¨rbild und CP v mit Hilfe der U¨berdeck-
ungsbedingung
oc(cps, Ib, T ) =

wahr, |cps∩ˇI
b|
|cps| > T
falsch, sonst
; cps ∈ CPSv;T ∈ [0, 1];T ∈ R (3.56)
verbessert. Die Bedingung oc (overlap circle) ist erfu¨llt, wenn die relative U¨berdeckung
des Segments cps ∈ CPSv mit dem korrespondierenden Segment in Ib einen gewissen
Schwellwert T u¨berschreitet. Ein empirisch ermittelter guter Schwellwert ist T =0,6. Ist
die Bedingung erfu¨llt, so wird cps zu CPSoc hinzugefu¨gt. Fu¨r CPSoc gilt:
CPSoc = {cps|∀cps ∈ CPSoc : oc(cps, Ib, T ) ∧ cps ∈ CPSv} (3.57)
Das Bina¨rbild Ibh wird anschließend verbessert, indem die Segmente der Menge CPS
oc
mit Ibh vereinigt werden. Um sicherzustellen, dass nur wenige bis keine falschen Holzpixel
hinzukommen, werden die Kreise CP oc der Segmente CPSoc um T skaliert.
CP s = {(x, y, T ∗ r)|(x, y, r) ∈ CP oc};T ∈ [0, 1];T ∈ R (3.58)
Nach der Skalierung ergeben sich die skalierten Kreisparameter CP s und entsprechenden
Segmente CPSs. Sie werden mit dem Bild Ibh zu dem verifizierten Bild I
b
v wie folgt
vereinigt10:
Ibv =
ˇ
λ∈Λ
(CPSsλ∪ˇIbh), (3.59)
wobei Λ wieder die Indexmenge ist und CPSs indexiert. Durch die Verbesserung werden
kleine Lo¨cher in Ibv geschlossen und im idealen Fall falsch-positiv detektierte Stamm-
schnittfla¨chen entfernt. In Abbildung 3.34 sind die beschriebenen Schritte verdeutlicht.
Abbildung 3.34: Die Schritte der Verbesserung von CP und Ib: Von links nach rechts
sind CP v in Iwood, I
b
h, I
b
h mit CP
v und die Ergebnisse Ibv und CP
oc zu
sehen. Gelbe Kreise sind eliminierte Kreisparameter.
10Das Symbol ∩ˇ kennzeichnet die Pixelweise ODER-Verknu¨pfung; siehe Anhang A.1
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Die Ergebnisse der genannten Schritte sind die bereinigten Kreisparameter CP oc und
das verbesserte Schnittholzbild Ibv. Nach der Verbesserung von I
b
h zu I
b
v durch CP
v wird
nun entgegengesetzt CP oc durch Ibv verbessert. Bisher wurde die Segmentmenge CPS
der Kreisparameter CP ohne U¨berfu¨hrungsfunktion verwendet, da die Erzeugung aus der
Formel 3.35 klar hervorgeht. Fu¨r die weitere Betrachtung ist eine U¨berfu¨hrungsfunktion
einzelner Kreisparameter notwendig. Sie soll definiert werden mit:
fcps : (x, y, r) → S;x, y, r ∈ R;S ∈ SI
fcps(cp) = {S|∀pxx,y ∈ S : (xc − x)2 + (yc − y)2 ≤ r2}
(3.60)
Die Kreisparameter in CP oc lassen sich optimieren, indem die Positionen (x, y) und
Radien r an das Bina¨rbild Ibv angepasst werden. Dazu wird fu¨r jeden Kreisparameter die
Funktion ec mit der Nebenbedingung, dass der Radius r maximal wird, minimiert.
min
x,y,r
ec(cp, Ib) = 1− |fcps(cp)∩ˇI
b|
|fcps(cp)| ; cp = (x, y, r);x, y, r ∈ R (3.61)
Zur Lo¨sung des Minimierungsproblems wurde der GMC-Algorithmus (Growing Moving
Circle) entwickelt. Die Beschreibung inklusive des Pseudocodes ist im Anhang D.1 zu
finden. Der GMC-Algorithmus startet mit den herunterskalierten Kreisparametern CPSoc.
Fu¨r alle Positionen (x, y, r) ∈ CP s innerhalb einer Achter-Nachbarschaft und Zwei-Pixel-
Suchweite (x+1, x+2, y+1, y+2, r+1, r+2, usw.) wird gepru¨ft, wo die Energie (ec) am
geringsten ist. Entsprechend der neuen Position wachsen oder bewegen sich die Kreise, bis
keine neue Position mehr existiert, wo die Energie ec kleiner als der Schwellwert T ist. Das
Wachstum der Kreise hat Vorrang vor einer Bewegung, da sich die Kreise ansonsten hin
und her bewegen und es im schlechtesten Fall zu keiner Konvergenz kommt. Alle neuen
Kreisparameter werden im letzten Schritt nochmal hinsichtlich U¨berschneidungen gepru¨ft
und ggf. miteinander verschmolzen. Das Ergebnis sind die angepassten Kreisparameter
CP a. In Abbildung 3.35 ist der GMC-Algorithmus verdeutlicht.
(a) CP oc in Iwood (b) CP
oc in Ibv (c) CP
a in Ibv (d) CP
a in Iwood
Abbildung 3.35: Die Abbildung zeigt in (a) und (b) die Ausgangskreise CP oc und in (c)
und (d) die Ergebniskreise CP a des GMC-Algorithmus.
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Die angepassten Kreise CP a des GMC-Algorithmus u¨berdecken optimal das Bina¨rbild
Ibv. Allerdings gibt es in I
b
v noch Bereiche, in denen Schnittholz segmentiert ist, aber
kein Kreis existiert. Der Grund ist, dass Stammschnittfla¨chen nicht detektiert wurden.
Stammschnittfla¨chen kennzeichnen sich in Ibv i.d.R. durch homogene kreisfo¨rmige Bild-
bereiche mit l = 1 (siehe Abbildung 3.34, 3.35 und Anhang B.3). Damit auch in CP a
fehlende, aber in Ibv segmentierte Stammschnittfla¨chen O
st separiert werden, werden als
na¨chstes die Kreise CP a vom Schnittholzbild Ibv entfernt
11 durch:
Ibrest = I
b
v \ˇ
ˇ
λ∈Λ
CPSaλ

(3.62)
Die Kreissegmentmenge CPSa wird wieder durch die Indexmenge Λ indexiert. Das Ergeb-
nis der Formel 3.62 ist das Bina¨rbild Ibrest, welches u¨berwiegend nicht detektierte Holzpixel
entha¨lt. Um potenzielle Kreise in Ibrest zu finden, wird eine Distanztransformation auf
dem invertierten Bina¨rbild Ibrest ausgefu¨hrt. Relativ große lokale Maxima im Distanzbild
repra¨sentieren Kreismittelpunkte (x, y) eines Kreissegmentes. Aus diesem Grund werden
die lokalen Maxima gesucht. Der Wert eines lokalen Maximums entspricht dem Radius r
des Kreissegmentes. Aus der Position und den Werten der Maxima wird die neue Menge
CP rest von Kreisparametern generiert. Da im Distanzbild viele unbedeutende lokale
Maxima auftauchen ko¨nnen, wird die Menge CP rest zuerst bereinigt. Dazu werden alle
Kreise, die sich mit einem gro¨ßeren Kreis in mehr als 60% der Fla¨che u¨berdecken, aus
CP rest entfernt. Die Kreise in CP rest sind noch nicht an das Schnittholzbild Ibh angepasst.
Außerdem ko¨nnen einige Kreise im schlechtesten Fall in der Na¨he eines bereits in CP a
enthaltenen Kreises liegen. Aus den genannten Gru¨nden werden zuerst alle Kreismen-
gen vereinigt CPrest ∪ CP a. Die vereinigte Menge wird anschließend wieder durch den
GMC-Algorithmus an das Schnittholzbild Ibv angepasst. Im finalen Schritt werden die
ermittelten Kreise CPall durch die Funktion f
co
s|od(px) (siehe Formel 3.51 in Abschnitt
3.3.3) auf das Bina¨rbild Ibv abgebildet und das Labelbild I
m
st erzeugt.
Abbildung 3.36: Die Abbildung zeigt zwei Ergebnisse des LSGMC, wobei jeweils links
Iwood mit CP
v und rechts Imst zu sehen ist. Zur besseren visuellen Un-
terscheidung sind die Segmente in drei Farben dargestellt.
11Das Symbol \ˇ kennzeichnet die pixelweise Differenz, siehe Anhang A.1.
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Das beschriebene Verfahren zur Separierung der Kreise CPall und Bestimmung des
Labelbildes Imst aus einem Schnittholzbild I
b
h ist unter dem Namen LSGMC (Log Separation
by Growing Moving Maxima) in [GV12] vero¨ffentlicht. Zwei Ergebnisbilder sind in
Abbildung 3.36 dargestellt. Der entsprechende Algorithmus und Pseudocode befindet
sich im Anhang D.2.
3.4.4 Zusammenfassung und Ergebnisse
In diesem Unterkapitel 3.4 wurde ein kombiniertes Konzept zur Segmentierung von
Stammschnittfla¨chen OGst erarbeitet. Das Konzept kombiniert das Konzept der Schnitt-
holzsegmentierung (Unterkapitel 3.2) mit dem Konzept der Stammschnittfla¨chendetektion
(Unterkapitel 3.3). Das kombinierte Konzept hat weniger Restriktionen in der Bildauf-
nahme als das Konzept der Schnittholzsegmentierung (WS-GC-R-Ansatz). Die einzige
Restriktion ist, dass einige Stammschnittfla¨chen im Inputbild Iwood zu sehen sein mu¨ssen.
Weiterhin wird nicht nur Schnittholz bina¨r segmentiert, sondern einzelne Stammschnitt-
fla¨chen. Das kombinierte Konzept setzt sich prima¨r aus den zwei entwickelten Algorithmen
KD-NN-A und LSGMC zusammen. Die einzelnen Schritte des Konzeptes der Kombinati-
on sind:
1. Stammschnittfla¨chendetektion
2. Verifikation der Stammschnittfla¨chenkandidaten
3. Vorder- und Hintergrundabscha¨tzung sowie Trimap-Erstellung (KD-NN-A, Teil 1)
4. Graph-Cut-Segmentierung (KD-NN-A, Teil 2)
5. Separierung der Stammschnittfla¨chen (LSGMC)
Das Ergebnis der Anwendung des Konzeptes ist das Labelbild Imst , welches Hintergrund
und einzelne Stammschnittfla¨chen voneinander trennt. Die Schritte 1 und 2 sind aus
dem Konzept der Stammschnittfla¨chendetektion und der Schritt 4 aus dem Konzept der
Schnittholzsegmentierung. Die Schritte 3 und 5 wurden neu entwickelt. Die Schritte 3 und
4 zusammen kennzeichnen den KD-NN-A. Der KD-NN-A besteht aus den Teilschritten:
a) Trimap-Abscha¨tzung anhand verifizierter Stammschnittfla¨chen CP v
• Abscha¨tzung des mittleren Holzbereiches durch Schwerpunkt von CP v
• Hintergrundabscha¨tzung durch Segmentierung des Distanzbildes zu CP v
b) Segmentierung des mittleren Holzbereiches anhand der Holzfarbe und Graph-Cut
c) Erstellung eines Vorder- und Hintergrundmodells (KD-NN) und Graph-Cut
Der Schritt 5 ist der LSGMC-Algorithmus zur Separierung von Stammschnittfla¨chen
mit verifizierten Kreisparametern CP v aus dem Schnittholzbild Ibh. Die grundlegenden
Teilschritte sind:
a) Verifikation des Schnittholzbildes Ibh mit CP
v und umgekehrt; Output: Ibv, CP
oc
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b) Ausfu¨hrung des GMC-Algorithmus zur Anpassung von CP oc an Ibv
c) Entfernung der Kreise CP oc aus Ibv zu I
b
rest
d) Ermittlung fehlender Kreise durch Auswertung lokaler Maxima in Ibrest
e) Ausfu¨hrung des GMC-Algorithmus und Anpassung aller Kreise
f) Abbildung der angepassten Kreise auf das Bina¨rbild Ibv und Bestimmung von I
m
st
Fu¨r das Problem der Kreisanpassung in ein Bina¨rbild wurde der GMC-Algorithmus
entwickelt. Der Algorithmus und Pseudocode des LSGMC und GMC ist im Anhang D
zu finden.
Fu¨r die Evaluierung des Konzeptes wurden die Ergebnisse mit den 71 GT-Bildern
in Anhang C.2 verglichen. Weiterhin werden zur quantitativen Evaluierung precision,
recall, f-score und das HD-Maß (siehe Anhang A.4) angewandt. Alle Maße liegen im
Intervall [0, 1], wobei ein Wert von 1 das bestmo¨gliche Ergebnis kennzeichnet. Weiter-
hin wurde der S-Fehler (siehe Anhang A.4) verwendet. Je kleiner der S-Fehler, umso
besser das Ergebnis. Die Ergebnisse des Konzeptes bestehen aus den bina¨ren Schnitt-
holzbildern Ibv und den Labelbildern der Stammschnittfla¨chen I
m
st . In Tabelle 3.6 sind
die Ergebnisse evaluiert und anderen Methoden gegenu¨bergestellt. Die Ergebnisse der
Schnittholzsegmentierung werden mit dem WS-GC-R-Ansatz verglichen. Die Ergebnisse
der Stammschnittfla¨chensegmentierung sind der Methode in [CYP04] gegenu¨bergestellt.
In [CYP04] wird zur Objektseparierung im Bina¨rbild ein saatpunktbasierter Watershed
angewandt. Die Saatpunkte entsprechen den lokalen Maxima im Distanzbild.
Tabelle 3.6: In der oberen Tabelle sind precision, recall und f-score der Schnittholz-
segmentierung und in der unteren das HD-Maß und der S-Fehler der Stamm-
schnittfla¨chensegmentierung abgebildet. Die besten Werte sind fettgedruckt.
Segmentierungsmethode Mittelwert Standardabweichung
Schnittholz fhs prec. recall f-score prec. recall f-score
WS-GC-R 0,872 0,94 0,9 0,089 0,0473 0,0518
KD-NN-A 0,878 0,95 0,91 0,08 0,0334 0,043
Stammschnittfla¨chen fsts HD-Maß S-Fehler HD-Maß S-Fehler
Water-Dis auf KD-NN-A Ibh 0,918 0,8046 0,03 0,7296
LSGMC auf KD-NN-A Ibh 0,926 0,1508 0,03 0,153
Tabelle 3.6 zeigt, dass die bina¨re Schnittholzsegmentierung mit dem KD-NN-A besser
ist als mit WS-GC-R. Auch die Ergebnisse der Separierung sind mit LSGMC besser als mit
der Methode in [CYP04]. Eine deutliche Verbesserung ist in der Stammanzahl zu erkennen,
da durch die Watershed -Segmentierung auf die lokalen Maxima des Distanzbildes in
[CYP04] viele kleine falsche Regionen entstehen. Zusammenfassend beno¨tigt das Konzept
weniger Restriktionen in der Bildaufnahme, segmentiert Stammschnittfla¨chen und ist
genauer als andere Methoden. Das beschriebene Konzept mit dem LSGMC und KD-NN-A
wurde in [GV12] vero¨ffentlicht.
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3.5 Evaluierung und Diskussion der Konzepte
In diesem Kapitel 3 wurde die Segmentierung von Schnittholz und Stammschnittfla¨chen
betrachtet. Zur Lo¨sung der Segmentierungsaufgabe wurden drei verschiedene Konzepte
entwickelt, welche in den Unterkapiteln 3.2, 3.3 und 3.4 beschrieben wurden. Sie sind fu¨r
Bilder einer Holzpolter-Frontseite (Iwood) konzipiert.
Das Konzept der Schnittholzsegmentierung (WS-GC-R) im Unterkapitel 3.2
ermo¨glicht die Segmentierung von Schnittholz. Auf Basis der Holzfarbe und einer Re-
striktion in der Bildaufnahme wird ein Vorder- und ein Hintergrundmodell (Schnittholz
und Nicht-Schnittholz) erstellt. Mit den Modellen wird das Bild Iwood bina¨r durch
Graph-Cut segmentiert. Das Ergebnis ist das Schnittholzbild Ibh. Das Konzept der
Stammschnittfla¨chendetektion im Unterkapitel 3.3 ermo¨glicht die Segmentierung
einzelner Stammschnittfla¨chen. Im Konzept werden Stammschnittfla¨chen durch ein Ob-
jektmodell detektiert, verifiziert und Kreisparameter generiert. Mit den Kreisparametern
wird ein Labelbild Imst berechnet, welches Hintergrund und einzelne Stammschnittfla¨chen
separiert. Dazu wurden zwei Ansa¨tze entwickelt. Zum einen die direkte Abbildung von
Kreisen (PWL-H) und zum anderen die Anpassung der Kreiskonturen an das Bild Iwood
mit aktiven Konturen [KWT88]. DasKonzept der Kombination (KD-NN-A, LSGMC)
im Unterkapitel 3.4 kombiniert die Vorteile der ersten zwei Konzepte und ermo¨glicht die
Segmentierung einzelner Stammschnittfla¨chen. Auf Basis einer Detektion, Verifikation
und Kreisbestimmung wird eine Trimap erstellt. Das Bild Iwood wird anschließend mit
Graph-Cut unter Anwendung der Trimap bina¨r segmentiert. Anhand der verifizierten
Kreise werden abschließend einzelne Stammschnittfla¨chen im Bina¨rbild separiert.
Tabelle 3.7: Die Tabelle entha¨lt die Evaluierung aller Konzepte mit precision, recall und
f-score der Detektion (oben) und der Schnittholzsegmentierung (Mitte) sowie
HD-Maß und S-Fehler der Stammschnittfla¨chensegmentierung (unten).
Evaluierung Mittelwert Standardabweichung
Objektdetektion fod prec. recall f-score prec. recall f-score
Detektierte Fenster W 0,876 0,653 0,7412 0,087 0,137 0,114
Verifizierte Kreise CP v 0,901 0,649 0,748 0,078 0,138 0,115
Schnittholz fhs prec. recall f-score prec. recall f-score
WS-GC-R 0,872 0,94 0,9 0,089 0,0473 0,0518
Kreise (PWL-H) von CP v 0,8534 0,7409 0,7881 0,0520 0,1112 0,0783
Aktive Konturen auf CP v 0,907 0,7357 0,8070 0,045 0,115 0,083
KD-NN-A 0,878 0,95 0,91 0,08 0,0334 0,043
Stammschnittfla¨chen f sts HD-Maß S-Fehler HD-Maß S-Fehler
Kreise (PWL-H) von CP v 0,8887 0,1908 0,0279 0,14
Aktive Konturen auf CP v 0,907 0,1908 0,0263 0,14
Water-Dis auf KD-NN-A Ibh 0,918 0,8046 0,03 0,7296
LSGMC auf KD-NN-A Ibh 0,926 0,1508 0,03 0,153
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Alle bisherigen Evaluierungen der Konzepte (siehe Abschnitt 3.2.4, 3.3.4, 3.4.4) sind
in Tabelle 3.7 gegenu¨bergestellt. Alle Evaluierungen wurden mit den 71 Evaluierungs-
bildern aus Anhang C.2 vorgenommen. Die Genauigkeiten der Ergebnisse sind mit den
Maßen precision, recall, f-score, HD-Maß und S-Fehler (siehe Anhang A.4) hinterlegt. Die
Tabelle unterteilt sich in drei weitere Tabellen. Die oberste Tabelle zeigt die Ergebnisse
der Stammschnittfla¨chendetektion und Verifikation. Die mittlere Tabelle entha¨lt die
Ergebnisse der bina¨ren Schnittholz- und die Untere die Ergebnisse der Stammschnitt-
fla¨chensegmentierung.
Aus der oberen Tabelle geht hervor, dass die verifizierten Kreise CP v im f-score
geringfu¨gig besser sind als die detektierten Fenster W . Hingegen ist eine deutliche
Verbesserung in der precision zu erkennen. Die Verifikation ist Bestandteil der Konzepte
der Stammschnittfla¨chendetektion und der Kombination. Das Ziel ist die Verringerung
von falsch-positiv detektierten Ost. Falsch-positive Ost fu¨hren im ungu¨nstigen Fall zur
Segmentierung von Hintergrundbereichen als Stammschnittfla¨che. Auch gelangen im
ungu¨nstigen Fall Hintergrundpixel BG in das Vordergrundmodell ΘFG. Die Verbesserung
der precision ist ein gutes Zeichen und besta¨tigt die Notwendigkeit der Verifikation.
In der mittleren Tabelle ist die Genauigkeit der Schnittholzsegmentierung aller drei
Konzepte gegenu¨bergestellt. Das sind fu¨r das Konzept der Schnittholzsegmentierung die
Ergebnisse des WS-GC-R, fu¨r das Konzept der Objektdetektion aktive Konturen und
Kreise (PWL-H) und fu¨r das Konzept der Kombination die Ergebnisse der KD-NN-A-
Segmentierung. Nur das Konzept der Schnittholzsegmentierung ist prima¨r zur Seg-
mentierung von Schnittholz konzipiert. Die Anderen sind zur Segmentierung einzelner
Stammschnittfla¨chen. Um eine Vergleichbarkeit zu ermo¨glichen, wurden alle Labelbil-
der Imst in den bina¨ren Fall I
b
h umgewandelt. Das heißt, alle Nicht-Hintergrundpixel
(l ̸= 0) werden als Schnittholzpixel betrachtet. Die Ergebnisse zeigen, dass mit dem
Konzept der Stammschnittfla¨chendetektion zwar Schnittholz segmentiert werden kann,
aber die Segmentierung ungenauer ist als mit den anderen Konzepten. Das Konzept der
Schnittholzsegmentierung ist hingegen relativ genau und das Konzept der Kombination
noch genauer. Obwohl im Konzept der Schnittholzsegmentierung Restriktionen in der
Bildaufnahme notwendig sind, ist das kombinierte Konzept mit weniger Restriktionen
genauer. Folglich war die Kombination der Konzepte sinnvoll, und eine Verbesserung
wurde in zweierlei Hinsicht erreicht.
Die untere Tabelle entha¨lt die Ergebnisse der Stammschnittfla¨chensegmentierung. Das
bedeutet, die Ergebnisse sind Multi-Objekt-Segmentierungen. Die Konzepte der Stamm-
schnittfla¨chendetektion (PWL-H, aktive Konturen) und der Kombination (LSGMC)
ermo¨glichen eine Multi-Objekt-Segmentierung. Die Ergebnisse zeigen, dass alle Konzepte
relativ gut Stammschnittfla¨chen segmentieren und das Konzept der Kombination mit
dem LSGMC-Algorithmus dabei die besten Ergebnisse erzeugt.
Im Fazit besta¨tigen die Daten in der Tabelle 3.7, dass das Konzept der Kombinati-
on am besten zur Segmentierung von Stammschnittfla¨chen geeignet ist. Das Konzept
der Kombination ist im AFoRS-System umgesetzt und in der forstwirtschaftlichen An-
wendung (weiteres siehe Kapitel 5). Die beschriebenen Konzepte wurden in [Gut+10],
[Gut+11a] und [GV12] vero¨ffentlicht. Ausgehend vom Konzept der Kombination wird im
nachfolgendem Kapitel eine Generalisierung fu¨r beliebige organo-Gruppen erarbeitet.
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einer gleichartigen Gruppe
In diesem Kapitel wird aus den Konzepten der Stammschnittfla¨chensegmentierung in
Kapitel 3 ein generalisiertes Konzept zur Segmentierung von verschiedenen organo-
Gruppen erarbeitet. Zuerst werden in Abschnitt 4.1 die zu lo¨senden Probleme diskutiert
und Anforderungen an die Bildaufnahme aufgestellt. Ausgehend von den Anforderungen,
Problemen und den Konzepten der Stammschnittfla¨chensegmentierung wird in Abschnitt
4.2 ein generelles Konzept abgeleitet. Aus dem Konzept ergeben sich einige Schritte, die
generalisiert werden mu¨ssen. Die Generalisierungen der einzelnen Schritte werden in den
Abschnitten 4.3, 4.4 und 4.5 beschrieben. In Abschnitt 4.3 wird die Objektdetektion
und Verifikation, in Abschnitt 4.4 die bina¨re Segmentierung und in Abschnitt 4.5 die
Objektseparierung generalisiert. Das erarbeitete Konzept wird im letzten Abschnitt
4.6 kurz zusammengefasst und anhand vier verschiedener organo-Gruppen evaluiert.
Weiterhin werden die Grenzen des entwickelten Konzeptes aufgezeigt und diskutiert.
4.1 Problemdiskussion
Die Zielstellung dieses Kapitels ist die Generalisierung der bisherigen Konzepte der
Schnittholz- und Stammschnittfla¨chensegmentierung. Generalisierung heißt, dass auch
andere organo-Gruppen automatisch segmentiert werden sollen. Es stellt sich zuerst
die Frage, was kann und soll alles unter einer organo-Gruppe zu verstehen sein? Eine
organo-Gruppe ist eine Gruppe von gleichartigen organischen Objekten. Zu beachten
sei das Adjektiv gleichartig, welches eine gleiche Art kennzeichnet. In der biologischen
Taxonomie ist eine Art (species) die kleinste Einheit der Klassifikation von Lebewesen.
Wann man von einer Art spricht, ist allerdings keine triviale Sache und ha¨ngt von
vielen Faktoren ab. Das Artenproblem ist nicht Bestandteil dieser Arbeit und kann in
[Heu08] nachgelesen werden. Viel wichtiger ist im Kontext dieser Arbeit, dass die Objekte
(Lebewesen) A¨hnlichkeiten in Form, Farbe und Textur, aber dennoch, wie bei den Spezies
einer biologischen Art, auch eine Varianz in diesen Charakteristiken aufweisen. Lebewesen
oder einzelne Bestandteile einer Art wie Blu¨tenbla¨tter sollten in den meisten Fa¨llen die
Einschra¨nkung erfu¨llen.
Der dargelegte aktuelle Stand der Forschung zur Segmentierung zeigt, dass die exis-
tierenden Ansa¨tze sehr verschieden sind. Bisherige spezielle Methoden adaptieren und
kombinieren die verschiedensten Basismethoden. Daru¨ber hinaus sind die speziellen Me-
thoden zumeist fu¨r spezielle organo-Gruppen und/oder fu¨r spezielle Rahmenbedingungen
entwickelt. Bisher existiert noch keine generelle Lo¨sung fu¨r das Problem.
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In Abbildung 4.1 sind einzelne Objekte von drei weiteren organo-Gruppen abgebildet.
Die drei organo-Gruppen repra¨sentieren verschiedene Arten und sind eine kleine Stich-
probe der enorm großen Menge der organo-Gruppen. Sie werden im weiteren Verlauf
na¨her betrachtet (siehe auch Evaluierungsbilder in Anhang C.2).
Abbildung 4.1: Die einzelnen organischen Objekte von drei weiteren organo-Gruppen
(Plattfische, Kartoffeln und A¨pfel).
Bei der Segmentierung von Stammschnittfla¨chen ergaben sich die folgenden Probleme:
• Objekte variierender Form, Farbe und Textur
• Hintergrund (Nicht-Objektpixel) unbekannter Farbe und Textur
• Varianzen in Farbe, Form und Textur innerhalb der Objektklasse
• Varianzen in Farbe und Textur im Hintergrund
• U¨berschneidung der Farbbereiche vom Hintergrund mit den Objekten
Die Probleme bleiben auch bei der Segmentierung von anderen organo-Gruppen beste-
hen. Allerdings ko¨nnen aufgrund der Unterschiedlichkeit der organo-Gruppen weniger An-
nahmen u¨ber die Bildobjekte getroffen werden. Bei der Stammschnittfla¨chensegmentierung
wurde die Annahme getroffen, dass die Stammschnittfla¨chen Ost im Bildraum ein Cluster
bilden. Bei organo-Gruppen ist dies nicht mo¨glich, da zum Beispiel Kartoffeln u¨ber einem
Feld verstreut liegen ko¨nnen. Weiterhin wurde bei der Schnittholzsegmentierung in der
Vorsegmentierung eine Farbheuristik angewandt. Eine generelle Farbheuristik fu¨r alle
organo-Gruppen ist nicht bestimmbar, da die Menge der organo-Gruppen in der Farbe
zu verschieden ist. Die Bestimmung einer Farbheuristik fu¨r eine einzelne organo-Gruppe
ist mo¨glich, aber sehr aufwa¨ndig. Weiterhin sind im idealen Fall nur einige Bildobjekte
Oo kreisfo¨rmig oder elliptisch. Im Fazit ergeben sich kaum Annahmen fu¨r OG.
Um dennoch eine Lo¨sung der Segmentierungsaufgabe durch Generalisierung der bis-
herigen Konzepte zu finden, sind Restriktionen in der Bildaufnahme notwendig. Im
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Fall der Stammschnittfla¨chen lagen alle OGst auf einer Ebene. Auch gab es kaum
U¨berschneidungen und Stammschnittfla¨chen sind im idealen Fall rundlich. Im Weiteren
soll deshalb von folgenden Restriktionen ausgegangen werden:
• Mehrere Bildobjekte OG einer organo-Gruppe in einem Bild
• OG u¨berschneiden sich wenig bis gar nicht
• OG liegen ungefa¨hr auf einer Ebene, die orthogonal zur Kamera ausgerichtet ist
• Mehrere a¨hnliche organische Objekte in einem Bild
• Bildobjekte haben a¨hnliche Eigenschaften in Gro¨ße, Form, Farbe und Textur
• Bildobjekte sind quasi-rund, wobei die U¨berdeckung des besten angepassten Kreises
mit identischem Fla¨cheninhalt >60 % ist
4.2 Ableitung eines allgemeingu¨ltigen Konzeptes
In der Evaluierung fu¨hrte das Konzept der Kombination zu den besten Ergebnissen. Das
Konzept ermo¨glicht eine Multi-Objekt-Segmentierung und soll der Generalisierung zu
Grunde gelegt werden. Eine entsprechende Generalisierung ist in Abbildung 4.2 zu sehen.
Abbildung 4.2: Die Generalisierung des Konzeptes der Kombination zur Segmentierung
von organo-Gruppen.
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Das Konzept in Abbildung 4.2 beinhaltet fu¨nf Schritte. Der erste Schritt ist identisch
mit dem Konzept der Kombination und detektiert organische Objekte OG in Form von Ob-
jektfenstern W . Im Konzept der Stammschnittfla¨chendetektion haben sich Haarkaskaden
als angebracht erwiesen. Die Eignung zur Detektion von beliebigen organo-Gruppen muss
erneut untersucht und gepru¨ft werden. Der zweite Schritt hat zum Ziel, die Objektfenster
zu verifizieren und falsch-positiv detektierte Fenster W zu entfernen. Im Unterschied
zu den Stammschnittfla¨chen ist eine Beseitigung von Ausreißern durch Clustering der
Bildobjekte im Bildraum nicht sinnvoll, da die Bildobjekte Oo auch verstreut im Bild
liegen ko¨nnen. An dieser Stelle muss eine allgemeinere Methode gefunden werden. Das
Ergebnis des Schrittes sind wieder die Kreisparameter CP v. Durch CP v ergibt sich als
weitere Annahme die Einschra¨nkung der organo-Gruppen auf quasi-runde Bildobjekte
(U¨berdeckung zum besten angepassten Kreis mit identischem Fla¨cheninhalt >60 %).
Im dritten Schritt wird eine Trimap Itri erstellt, welche grob Vorder- und Hinter-
grund abscha¨tzt. Das Problem im dritten Schritt ist, dass zur Abscha¨tzung von Itri
keine Farb- oder Positionsheuristiken verwendet werden ko¨nnen. Im vierten Schritt
werden Bildobjekt- (Oo) und Nicht-Bildobjektpixel (Oo) bina¨r segmentiert. Die bina¨re
Schnittholzsegmentierung mit Graph-Cut auf Basis von Itri hat sich als relativ genau
herausgestellt. Graph-Cut ist eine optimierungsbasierte Segmentierungsmethode. Außer
Graph-Cut gibt es noch weitere optimierungsbasierte Methoden, die theoretisch ebenso
geeignet sind und entsprechend betrachtet werden sollen. Der KD-NN-Ansatz zur Bestim-
mung der Wahrscheinlichkeitskarten Ip hat sich im Fall der Schnittholzsegmentierung
als beste Methode herausgestellt. Aus diesem Grund soll der KD-NN-Ansatz in der
Generalisierung weiter verwendet werden.
Im fu¨nften und letzten Schritt werden die einzelnen Objekte voneinander getrennt.
Zur Stammschnittfla¨chensegmentierung wurde speziell der LSGMC-Algorithmus fu¨r das
Problem entwickelt. Der Algorithmus soll entsprechend generalisiert werden. Im Gegensatz
zu den Stammschnittfla¨chen Ost sind beliebige Oo in der Form unbekannt und weniger
rundlich. Aus diesem Grund wird zur Separierung auch das Inputbild Iog einbezogen.
Aus dem generellen Konzept ergeben sich die folgenden Fragestellungen:
• Sind Haarkaskaden auch zur Detektion beliebiger organo-Gruppen geeignet?
• Wie la¨sst sich die Objektverifikation generalisieren?
• Wie kann die Vorder- und Hintergrundabscha¨tzung mit CP v generalisiert werden?
• Welche Methode der optimierungsbasierten Segmentierung ist geeignet?
• Wie ko¨nnen beliebige organische Objekte Oo einzeln segmentiert werden?
In den folgenden Abschnitten werden die einzelnen Fragestellungen aufgefasst und
entsprechende Lo¨sungen erarbeitet. In Abschnitt 4.3 wird die Objektdetektion und Veri-
fikation untersucht. In Abschnitt 4.4 wird die optimierungsbasierte bina¨re Segmentierung
mit KD-NN generalisiert und in Abschnitt 4.5 die Objektseparierung. Zum Abschluss
wird in Abschnitt 4.6 das generalisierte Konzept zusammengefasst und evaluiert und die
Grenzen werden aufgezeigt und diskutiert.
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Das generelle Konzept mit Problembetrachtung, Diskussion der Lo¨sungsmo¨glichkeiten
und exemplarischen Beispielen (A¨pfel am Boden, A¨pfel am Baum, Hu¨hnern und Fischen
unter Wasser) ist in [GL13] vero¨ffentlicht.
4.3 Generalisierung der Objektdetektion und Verifikation
Im Abschnitt 3.3.2 wurden verschiedene Methoden der Objektdetektion untersucht. Zur
Detektion von Stammschnittfla¨chen haben sich Haarkaskaden [VJ01] als angebracht
herausgestellt. Sie sind schnell, relativ genau, haben kaum Parameter und ein erstes
Objektmodell Θo zur Detektion ist einfach mit openCV [Lag11] generierbar. Aus den
benannten Gru¨nden soll zuerst die Eignung von Haarkaskaden zur Detektion von Oo
untersucht werden.
Zur Pru¨fung der Eignung wurde je ein Detektor fu¨r A¨pfel, Kartoffeln und Plattfische
antrainiert. In Tabelle 4.1 sind die Daten der Modellerstellung (Θo) und die Genauigkeiten
der Detektion aufgelistet. Die verschiedenen Objektmodelle Θo und detektierten Fenster
W werden im Weiteren spezialisiert durch:
• A¨pfel (apples): Objektmodell Θoa, Objektfenster Wa
• Kartoffeln (potatoes): Objektmodell Θop, Objektfenster Wp
• Plattfische (flatfishes): Objektmodell Θof , Objektfenster Wf
• Stammschnittfla¨chen (wood): Objektmodell Θow, Objektfenster Ww
Ein Modell der Stammschnittfla¨chen1 (Θow) wurde bereits betrachtet und ist der Vollsta¨n-
digkeit halber mitaufgelistet. Die Spalte K kennzeichnet die Anzahl der Kaskaden, die
Spalte pos. die Anzahl positiver und neg. die Anzahl negativer Trainingsbilder. Es wurde
zum einen der Mittelwert und zum anderen die Standardabweichung von precision, recall
und f-score der Objektdetektion ermittelt. Der Mittelwert und die Standardabweichung
der Maße wurden u¨ber eine Menge von Evaluierungsbildern pro Gruppe vorgenommen
(siehe Anhang C.2). Die Anzahl der Evaluierungsbilder ist jeweils in der Spalte GT
aufgelistet.
Tabelle 4.1: Der Mittelwert und die Standardabweichung von precision, recall und f-score
der detektierten Fenster W auf Basis der jeweiligen GT-Bilder.
Modellerstellung Mittelwert Standardabweichung Eval.
K pos. neg. prec. recall f-score prec. recall f-score GT
ΘOw 19 5729 3019 0, 818 0, 691 0, 745 0, 104 0, 113 0, 099 71
ΘOa 20 171 301 0, 975 0, 955 0, 964 0, 043 0, 058 0, 046 25
ΘOp 17 159 472 0, 701 0, 597 0, 601 0, 182 0, 275 0, 206 25
ΘOf 20 197 482 0, 943 0, 659 0, 760 0, 111 0, 209 0, 166 25
1Die Ergebnisse der Detektion von ΘOw weichen etwas von den Ergebnissen in Abschnitt 3.3.2 ab. Der
Grund liegt in der Verwendung eines sensibleren und allgemeineren Skalierungsfaktors der Fenster.
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Die Ergebnisse in der Tabelle 4.1 zeigen, dass die Detektion mit Haarkaskaden bereits
mit wenigen positiven und negativen Trainingsbildern zu relativ guten Ergebnissen fu¨hrt.
Besonders A¨pfel werden sehr genau detektiert (f-score=0,964). Verschiedene A¨pfel sind
sich i.d.R. sehr a¨hnlich. Sie sind rund und haben zumeist eine rote, gru¨ne und/oder gelbe
Farbe. Im Gegensatz dazu ist die Detektion von Kartoffeln und Plattfischen ungenauer.
Kartoffeln sind nur im idealen Fall rund und Plattfische sind sehr verschieden in der
Form. Auch haben Plattfische auf der Ober- und Unterseite unterschiedliche Farb- und
Textureigenschaften. Aufsteigend geordnet nach dem Schwierigkeitsgrad ergibt sich die
Reihenfolge: A¨pfel, Kartoffeln und Plattfische.
Zusammenfassend sind die Ergebnisse als Grundlage der Generalisierung vollkommen
ausreichend. Im Vergleich zu den Stammschnittfla¨chen ΘOw sind die Ergebnisse a¨hnlich und
in vielen Fa¨llen sogar besser. Einige Ergebnisbilder inklusive den detektierten Fenstern W
der verschiedenen organo-Gruppen sind in Abbildung 4.3 zu sehen.
Abbildung 4.3: Von links nach rechts sind die detektierten Fenster W mit den Objekt-
modellen ΘOw , Θ
O
f , Θ
O
p und Θ
O
a dargestellt.
Die detektierten Fenster W sind zwar relativ genau, aber dennoch sind Verbesserungen
durch eine Verifikation mo¨glich und angebracht. Besonders falsch-positiv detektierte
Fenster sind eliminierbar. Eine Verringerung ist notwendig, da in den nachfolgenden
Schritten anhand der Ergebnisse ein Vordergrundmodell ΘFG erstellt wird. Das Vor-
dergrundmodell ΘFG wird ungenauer, je mehr falsch-positive Fenster zu Grunde gelegt
werden. Im Abschnitt 3.3.3 wurden dazu zwei Methoden der Verifikation entwickelt,
die Beseitigung von U¨berlappungen und Ausreißern im Bildraum. Nur die Beseitigung
von U¨berlappungen ist auch auf andere Bildobjekte Oo u¨bertragbar, da nicht von einer
Clusterbildung von Oo im Bildraum ausgegangen werden kann. Die Konvertierung der
Fenster W zu Kreisparametern CP ist auch in der Generalisierung sinnvoll. Eine entspre-
chende Konvertierung soll vor der Verifikation erfolgen. Ein Kreis beschreibt ein Objekt
genauer als ein Rechteck und ist besser algorithmisch anzuwenden, da ausgehend vom
Detektionszentrum der Abstand zum Segmentrand (Radius) identisch ist.
Eine weitere Mo¨glichkeit zur Verringerung der falsch-positiv detektierten Fenster W
ist die Nutzung von Bildobjektmerkmalen und ein anschließendes Clustering a¨hnlicher
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Bildobjekte. Es gibt eine Menge von Bildmerkmalen (siehe [Jah05] und [Ton05]), wie die
Merkmale der GLCM oder diverse Farbverteilungen. Theoretisch sind viele Farb- oder
Texturmerkmale adaptierbar. An dieser Stelle soll nur ein Beispiel und eine Methodik
der Beseitigung aufgezeigt und untersucht werden. Speziell wird von der Annahme
ausgegangen, dass die durchschnittliche Farbe innerhalb eines Kreises CP a¨hnlich ist. Zur
Verifikation anhand der Annahme sind ein Bildmerkmal und eine Metrik notwendig. Die
Bildobjekte werden durch die Kreisparameter CP beschrieben. Fu¨r jeden Kreisparameter
cp ∈ CP wird zuerst die durchschnittliche Farbe (mean) pxm = (rm, gm, bm)T eines
Pixels px = (r, g, b)T im RGB-Farbraum bestimmt. pxm errechnet sich aus allen Pixeln
innerhalb des herunterskalierten Kreises von cp. Eine Skalierung des Radius s ∗ r von cp
um einen Faktor s ∈ [0.5, 0.75] ist notwendig, da Objektgrenzen innerhalb des Kreises
den Mittelwert verfa¨lschen. Anschließend wird der Mittelwert px und die Varianz σpx
u¨ber alle Mittelwerte pxm mit dem Euklidischen Abstand bestimmt durch:
px =
1
n
n
i=1
pxmi ; σpx =
1
n
n
i=1
∥px− pxmi ∥ ;n = |CP | (4.1)
Zu jedem cp ∈ CP korrespondiert ein Mittelwert pxm. Der Index i indexiert die entspre-
chenden Mittelwerte. Ist die Varianz σpx gro¨ßer als ein gewisser Schwellwert T , so sind
nicht alle Kreise a¨hnlich in der Farbe und enthalten Ausreißer. Fu¨r T hat sich ein Wert
von 20 als sinnvoll erwiesen. Ein Ausreißer pxm hat die gro¨ßte Euklidische Distanz zu px
und wird entfernt. Der Prozess der Mittelwert- und Varianzbestimmung wird u¨ber alle
verbleibenden Kreise wiederholt, bis alle Kreise in der Farbe a¨hnlich sind (σpx < T ). Das
Ergebnis der farbbasierten Ausreißerentfernung und der Auflo¨sung von U¨berdeckungen
wird durch die Menge der verifizierten Kreise CP v repra¨sentiert. In Abbildung 4.4 sind
die Ergebnisse dargestellt.
Abbildung 4.4: Von links nach rechts sind die verifizierten Kreisparameter CP v der
detektierten Fenster Ww, Wf , Wp und Wa dargestellt.
Eine quantitative Evaluierung und Gegenu¨berstellung der detektierten Fenster W und
verifizierten Kreise CP v der beschriebenen Methodik ist in Tabelle 4.2 abgebildet. Die
Genauigkeit der verifizierten Kreise wurde mit der gleichen Methodik wie in Tabelle 4.1
bestimmt und den detektierten Fenstern W gegenu¨bergestellt.
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Tabelle 4.2: Der Mittelwert und die Standardabweichung von precision, recall und f-score
der detektierten Fenster W und verifizierten Kreisparameter CP v auf Basis
der jeweiligen GT-Bildern.
Evaluierung Mittelwert Standardabweichung
Evaluierung prec. recall f-score prec. recall f-score
detektierte Fenster Ww 0, 818 0, 691 0, 745 0, 104 0, 113 0, 099
verifizierte Kreise CP vw 0, 867 0, 680 0, 758 0, 071 0, 114 0, 093
detektierte Fenster Wa 0, 975 0, 955 0, 964 0, 043 0, 058 0, 046
verifizierte Kreise CP va 0, 976 0, 942 0, 958 0, 044 0, 061 0, 048
detektierte Fenster Wp 0, 701 0, 597 0, 601 0, 182 0, 275 0, 206
verifizierte Kreise CP vp 0, 884 0, 57 0, 652 0, 2 0, 271 0, 24
detektierte Fenster Wf 0, 943 0, 659 0, 760 0, 111 0, 209 0, 166
verifizierte Kreise CP vf 0, 967 0, 654 0, 765 0, 093 0, 213 0, 173
Die Tabelle 4.2 zeigt, dass die precision nach der Verifikation bei allen organo-Gruppen
besser wird. Eine Verbesserung der precision bedeutet, dass weniger falsch-positive
Elemente enthalten sind. Im Fall der Stammschnittfla¨chen CP vw, der Kartoffeln CP
v
p und
der Plattfische CP vf wird auch der f-score besser. Nur bei den A¨pfeln ist eine geringfu¨gige
Verschlechterung vom f-score zu sehen. Der recall hingegen verschlechtert sich bei allen
organo-Gruppen geringfu¨gig. Der Grund ist, dass in einigen Fa¨llen auch richtig-positive
Elemente entfernt werden und folglich die Anzahl der falsch-negativen Elemente steigt.
Im Fazit verschlechtert sich zwar der recall, aber die precision wird umso besser. Es
gelangen folglich weniger falsche Bildobjekte in das Vordergrundmodell ΘFG, wodurch
die Verifikation mit der beschriebenen Methodik ein sinnvoller Schritt ist.
4.4 Generalisierung der bina¨ren Segmentierung
Die bina¨re Segmentierung zerlegt das Bild Iog in Objekt- und Nicht-Objekt-Pixel (O
o,
Oo). Sie besteht aus zwei prinzipiellen Schritten, der Trimap-Erstellung und der optimie-
rungsbasierten Segmentierung. Im ersten Schritt wird eine Trimap Itri erstellt. Auf Basis
von Itri werden im zweiten Schritt Wahrscheinlichkeitsbilder (Ipfg, I
p
bg) vom Vorder- und
Hintergrund erstellt und das Bild wird mit einer optimierungsbasierten Basismethode
segmentiert.
Erstellung einer generellen Trimap I tri
Im Konzept der Kombination wurde eine Trimap Itri eingefu¨hrt. Itri kennzeichnet ein
Pixel als unbekannt (l = unknown oder kurz l = u), Vorder- (l = fg) oder Hintergrund
(l = bg). Die Trimap markiert die abgescha¨tzten Vorder- (FGsmp) und Hintergrundpixel
(BGsmp) fu¨r die nachfolgende optimierungsbasierte Segmentierung. Im Konzept der
Kombination wurde zur Abscha¨tzung von Itri auf Basis von CP v zuerst der mittlere
Schnittholzbereich im Bild ermittelt und anschließend segmentiert. Beides ist in einem
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generellen Ansatz nicht mo¨glich, da die Objekte Oo kein Cluster im Bildraum bilden
und keine Farbheuristiken zur Segmentierung bekannt sind. Es sind nur die verifizierten
Kreisparameter CP v bekannt und dass es eine organo-Gruppe ist.
Eine Lo¨sung ist, die Abscha¨tzung der Pixelmengen (FGsmp,BGsmp) unter der Annahme
vorzunehmen, dass ein Kreis c ∈ CP v ein Objekt Oo zum gro¨ßten Teil u¨berlagert.
Ausgehend von der Annahme wird zuerst eine tempora¨re Trimap Itritmp mit der Funktion
f tri erstellt durch:
f tri(x, y, CP v, a) =

fg, ∃(xc, yc, r) ∈ CP v :

(xc − x)2 + (yc − y)2 < ar
u, ∃(xc, yc, r) ∈ CP v :

(xc − x)2 + (yc − y)2 ∈ [ar, r]
bg, sonst
(4.2)
Die Argumente von f tri sind die Pixelposition (x, y)T , die Menge der verifizierten Kreise
CP v und ein Skalierungsfaktor a. Ein Wert von 0,7 ist ein guter Skalierungsfaktor a. Die
Funktion bildet alle Pixel außerhalb der Kreise CP v auf bg und die Pixel innerhalb des,
um a skalierten, Radius r von CP v auf fg ab. U¨brig bleiben die a¨ußeren Ringe von CP v,
welche auf u abgebildet werden. Die ringfo¨rmigen Bereiche (l = u) werden auf unbekannt
gesetzt, weil die Konturen von Oo noch nicht bekannt sind. Die resultierende Trimap
Itritmp markiert unterschiedlich viele Vorder- (FG
tmp) und Hintergrundpixel (BGtmp).
Die markierten Pixelmengen (FGtmp, BGtmp) sind nicht gleich groß und ko¨nnen falsch
markierte Pixel enthalten. Es gilt i.d.R. |FGtmp| ≪ |BGtmp|. In den meisten Fa¨llen
werden nicht detektierte Objekte als Hintergrund markiert. Um den Einfluss von falsch
klassifizierten Pixeln abzuschwa¨chen, werden zufa¨llige Stichproben (random sampling)
u¨ber die Mengen erhoben. Das Ergebnis sind zwei Teilmengen gleicher Ma¨chtigkeit
(FGsmp, BGsmp). Die Ma¨chtigkeit ist relativ zur Weite w und Ho¨he h von Iog und nicht
gro¨ßer als |FGtmp| und |BGtmp|. Sie ergibt sich durch:
min(w ∗ h ∗ b, min(|FGtmp|, |BGtmp|) ) = |FGsmp| = |BGsmp|
FGsmp ⊆ FGtmp; BGsmp ⊆ BGtmp; b ∈ [0, 1]
Ein geeigneter Wert fu¨r den Skalierungsfaktor b ist 0,05.
Abbildung 4.5: Beispiele von Itri mit l = fg (weiß), l = u (grau) und l = bg (schwarz).
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Die korrespondierende Trimap zu FGsmp und BGsmp ist die Basis fu¨r die optimie-
rungsbasierte Segmentierung. Zwei Beispiele von Itri sind in Abbildung 4.5 zu sehen.
Adaption optimierungsbasierter Segmentierungen
Optimierungsbasierte Basismethoden segmentieren ein Bild anhand von Wahrschein-
lichkeitsbildern Ip oder Vorsegmentierungen. Im Kontext der Schnittholzsegmentierung
wurde bereits Graph-Cut untersucht und adaptiert. Ausgehend von den abgescha¨tzten Pi-
xeln FGsmp und BGsmp wurden mit verschiedenen Modellen Wahrscheinlichkeitsbilder Ip
erstellt. Die besten Ergebnisse wurden mit dem Modell Θkn erzielt, dem KD-NN-Ansatz.
Aufgrund der guten Ergebnisse soll KD-NN die Basis bilden und generell zur Erstellung
von Ipfg und I
p
bg verwendet werden. Die im Vorschritt ermittelte Trimap I
tri markiert
bereits, die fu¨r KD-NN beno¨tigten Pixelmengen, FGsmp und BGsmp. In Abbildung 4.6
sind zwei Ergebnisse von Ipfg und I
p
bg mit KD-NN zu sehen.
Abbildung 4.6: In der Abbildung sind Iog (links), I
p
fg (Mitte) und I
p
bg (rechts) von Kar-
toffeln und Plattfischen zu sehen. In der Visualisierung ist p ∈ Ip auf den
Grauwert abgebildet (1 auf weiß, 0 auf schwarz).
Theoretisch lassen sich alle optimiertungsbasierten Methoden zur Segmentierung ad-
aptieren. Allerdings sind ausgehend von den berechneten Wahrscheinlichkeitsbildern
Ip entsprechende approximierte Schlussfolgerungen (probabilistic inference) auf MRF
sinnvoll. Fu¨r die Problemstellung haben sich in der Forschung Graph-Cut (GC) und
Belief-Propagation (BP) etabliert. GC wurde zur Segmentierung von OGst bereits ad-
aptiert und soll auch zur Segmentierung von OG in gleicher Weise verwendet werden
(siehe Abschnitt 3.2.3). BP wurde hingegen noch nicht adaptiert, da GC bereits gute
Ergebnisse erzielte und eines der besten Verfahren ist. Dennoch soll der Vollsta¨ndigkeit
halber zusa¨tzlich zu GC auch BP untersucht, adaptiert und evaluiert werden.
Zur Untersuchung der Eignung von BP soll der (loopy max-product) BP-Algorithmus
von [FH06] adaptiert werden. Der Algorithmus tauscht Nachrichten µ innerhalb eines
u¨ber das Bild I aufgespannten Graphen aus (Bild-Graph). Im Fall von Iog wird von
einer Vierer-Nachbarschaft ausgegangen. Das heißt, der Graph verbindet vertikal und
horizontal benachbarte Pixel miteinander. Eine Nachricht von einem Knoten i zu einem
verbundenen Knoten j wird mit µki→j bezeichnet. Der Index k kennzeichnet die Iteration.
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Im Fall einer bina¨ren Segmentierung gibt es nur zwei mo¨gliche Labels L = {0, 1}. Folglich
ist die Nachricht µ = (pfg, pbg)T zweidimensional. pfg ist die Wahrscheinlichkeit, dass das
Pixel Vordergrund ist (l = 1). pbg ist die Wahrscheinlichkeit, dass das Pixel Hintergrund
ist (l = 0). Eine Nachricht errechnet sich nach jeder Iteration (k) durch die Nachrichten
der Iteration zuvor (k − 1) durch:
µkj→i(li) = min
li
c ∗ ψ(lj , li) + c ∗ φ(li) + 
s∈N(j)\i
µk−1s→j(lj)
 (4.3)
Die Formel 4.3 ist eine erweiterte Form aus [FH06]. Die Formel wurde um einen Skalie-
rungsfaktor (c = 0, 9) erweitert, um eine Konvergenz zu erzwingen und die Startzusta¨nde
(Labels) ho¨her zu gewichten. li, lj ∈ L sind die Labels der Knoten i und j. ψ kennzeichnet
die Diskontinuita¨tskosten (discontinuity cost) und φ die Anpassungskosten (matching
cost). Als Kostenfunktionen ψ und φ werden
ψ(li, lj) =

0, li = lj
1, li ̸= lj
; φ(li) =

1− pfgi , li = 1
1− pbgi , li = 0
; pfgi ∈ Ipfg; pbgi ∈ Ipbg, (4.4)
verwendet. Die Indizes i, j indexieren die Knoten des Bild-Graphen und die korrespondie-
renden Wahrscheinlichkeiten in Ip. Die Funktion ψ gibt 1 zuru¨ck, wenn zwei benachbarte
Labels ungleich sind, und 0, wenn die Labels gleich sind. Die Kosten sind folglich bei
gleichen Labels geringer. Die Funktion φ gibt die korrespondierende inverse Wahrschein-
lichkeit 1−p des Labels zuru¨ck. p wird invertiert, weil die Formel 4.3 minimiert und somit
0 der wahrscheinlichste Wert fu¨r ein Label l ist. Der finale belief und das entsprechende
Ergebnisbild Ibog wird wie in [FH06] berechnet. In Abbildung 4.7 sind einige Ergebnisse
mit GC und BP zu sehen. Die besten Ergebnisse werden zumeist mit GC erzeugt.
Abbildung 4.7: In der Abbildung sind Iog (links), I
b
og mit BP (Mitte) und I
b
og mit GC
(rechts) von Kartoffeln und Plattfischen zu sehen.
Zusammenfassend wurde in diesem Abschnitt eine generelle Methodik zur bina¨ren
Segmentierung von Iog anhand von verifizierten Kreisen CP
v mit optimierungsbasierten
Methoden erarbeitet. Der beschriebene Ansatz der Trimap-Erstellung inklusive einer
optimierungsbasierten Segmentierung generalisiert den KD-NN-A und soll mit KD-NN-G
(KD-NN-generalized) bezeichnet werden.
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4.5 Generalisierung der Objektseparierung
Die Objektseparierung segmentiert einzelne Bildobjekte Oo anhand der bina¨ren Seg-
mentierung Ibog, der verifizierten Kreise CP
v und dem Inputbild Iog. Im Unterschied
zum Konzept der Kombination der Stammschnittfla¨chensegmentierung sollen nicht nur
die Objekte in Ibog durch CP
v separiert werden, sondern beide Zwischenergebnisse zur
Multi-Objekt-Segmentierung von Iog angewandt werden. Eine geeignete Basismethode
zur Multi-Objekt-Segmentierung ist die Watershed -Segmentierung (siehe [BL79], [Beu91],
[RM00]). Durch Ansteuerung einer Watershed -Segmentierung mit CP v und Ibog soll-
ten sich theoretisch auch Objekte verschiedenster Form im Bild Ibog entsprechend gut
segmentieren lassen.
Die Basis der generellen Objektseparierung bildet der im Abschnitt 3.4.3 entwickelte
LSGMC-Algorithmus zur Separierung von Stammschnittfla¨chen. Das Hauptproblem
des Algorithmus ist, dass nicht rundliche Objekte im schlechtesten Fall in mehrere
Bestandteile zerlegt werden. Es kommt folglich zur U¨bersegmentierung. Zur Vermeidung
einer U¨bersegmentierung werden zusa¨tzlich Statistiken erster Ordnung mit CP v u¨ber
die Objekte Oo abgescha¨tzt. Es muss an dieser Stelle das Wort Abscha¨tzung gebraucht
werden, weil nicht von fehlerfreien Kreisparametern CP v ausgegangen werden kann. Die
Abscha¨tzung besteht aus der Berechnung des Mittelwerts r und der Standardabweichung
σr der Radien in CP
v.
Die Separierung der Objekte auf Basis der Statistiken erfolgt in mehreren aufeinanderfol-
genden Schritten. Zuerst werden, wie auch im LSGMC-Algorithmus, die Kreisparameter
CP v durch den GMC-Algorithmus in das Bina¨rbild Ibog eingepasst. Das Ergebnis ist
die Menge von angepassten Kreisparametern CP a. Danach werden alle Pixel in Ibog
innerhalb von CP a auf l = 0 gesetzt. Anschließend wird eine Distanztransformation auf
das Ergebnisbild Ibrest angewandt und das Distanzbild segmentiert mit dem Schwellwert:
T = max

r − 3σr, r
2

(4.5)
Der Schwellwert T basiert auf den abgescha¨tzten Statistiken und fu¨hrt zu einem Bina¨rbild
Ib
′
rest mit mehreren Segmenten Srest. Ein Segment Srest repra¨sentiert, wenn die bina¨re
Segmentierung zuvor entsprechend genau ist, i.d.R. ein nicht detektiertes Objekt. Fu¨r
alle Segmente Srest wird der Radius rs und der Schwerpunkt mc = (xm, ym)
T ermittelt
(siehe Schwerpunktberechnung im Anhang A.1). Der Radius eines Segmentes ergibt sich
aus der Pixelanzahl Srest, welche analog die Segmentfla¨che widerspiegelt, durch:
rs =

|Srest|
π
(4.6)
Der Schwerpunkt mc zusammen mit dem Radius rs ergibt die Kreisparameter crest =
(xm, ym, rs). Alle Kreisparameter crest werden mit CP
a vereinigt. Das Ergebnis ist die
erweiterte Menge von Kreisparametern CP e. Die erweiterte Menge CP e wird erneut
mit dem GMC in das Bina¨rbild Ibog eingepasst. Es ergeben sich die angepassten und
erweiterten Kreisparameter CP ae, welche im idealen Fall die Bildobjekte Oo entsprechend
gut markieren.
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Im letzten Schritt wird mit den erweiterten Kreisparametern CP ae eine saatpunkt-
basierte Watershed -Segmentierung des Bildes Iog durchgefu¨hrt. Eine saatpunktbasierte
Watershed -Segmentierung2 zerlegt ausgehend von Saatpunkten ein Bild in Segmente.
Ausgehend von den Saatpunkten und der Betrachtung des Bildes als Grauwert-Gebirge
wird das Bild mit Wasser geflutet. Stoßen wa¨hrend des Flutens zwei Seen aneinander,
entstehen Segmentgrenzen (Wasserscheiden). Da die Segmentgrenzen i.d.R. an Bildkanten
entstehen, ist die Segmentierung mit Watershed eine ada¨quate Mo¨glichkeit, die Konturen
der Bildobjekte Oo zu finden bzw. in Bezug zu Ibog zu verbessern. Es muss allerdings
beachtet werden, dass sich Wasserscheiden auch innerhalb texturierter Bereiche bilden
ko¨nnen. Aus diesem Grund ist es angebracht, den Flutbereich so gering wie mo¨glich zu
halten. Der Flutbereich wird durch alle Pixel von Iog, die keine Saatpunkte sind, gebildet.
Eine Begrenzung des Flutbereiches ist durch Bestimmung ada¨quater Saatpunkte (Labels)
mit Ibog und CP
ae mo¨glich.
Saatpunkte entsprechen vordefinierten Labels im Ergebnisbild Imog. Im Kontext der
generellen Objektseparierung werden genau |Cae|+ 2 Labels vordefiniert. Zuerst wird
fu¨r jedes Objektpixel (l = 1) mit der Position x und y in Ibog ein Label in I
m
og mit der
Funktion
fs|od(x, y, a) =

i, ∃(xc, yc, r)i ∈ CP ae : i ∈ Λ ∧

(xc − x)2 + (yc − y)2 < a ∗ r
−1, sonst
(4.7)
zugeordnet. Dabei entspricht Λ der Indexmenge und a ∈ [0, 1] einem Skalierungsfaktor.
Ein geeigneter Skalierungsfaktor ist 0,8. Die Funktion fs|od setzt ein Label innerhalb des
herunterskalierten Kreises CP ae auf den Index i des jeweiligen Kreises. Alle anderen
Labels werden auf unbekannt (−1) gesetzt. Weiterhin werden alle Hintergrundpixel (l = 0)
in Ibog, die mehr als σr Pixel vom dichtesten Objektpixel (l = 1) entfernt sind, in I
m
og
auf Hintergrund (l = 0) gesetzt. Letztendlich wird die Watershed -Segmentierung auf Imog
durchgefu¨hrt. In Abbildung 4.8 ist das beschriebene Vorgehen illustriert.
Abbildung 4.8: Die Abbildung zeigt CP v in Iog (links), die vordefinierten Labels in I
m
og
und das Ergebnis Imog. Die Objekt-Labels sind mit drei Farben markiert.
Im mittleren Bild kodiert Weiß das Label unbekannt (−1).
Das beschriebene Verfahren generalisiert den LSGMC-Algorithmus und wird im Weite-
ren GMC-G (GMC-generalized) genannt. Der Pseudo-Code des GMC-G ist im Anhang
D.3 zu finden.
2Der adaptierte Watershed ist Bestandteil von OpenCV, Version 2.4.7, docs.opencv.org
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4.6 Zusammenfassung, Evaluierung und Grenzen
In diesem Kapitel wurde ein generelles Konzept zur Segmentierung verschiedenster
organo-Gruppen entwickelt. Das generelle Konzept gliedert sich in die Schritte:
1. Detektion der organischen Objekte
2. Verifikation der Objektkandidaten
3. Vorder- und Hintergrundabscha¨tzung (KD-NN-G, Teil 1)
4. Optimierungsbasierte Segmentierung (KD-NN-G, Teil 2)
5. Separierung der organischen Objekte mit GMC-G
Im ersten Schritt werden mit Haarkaskaden antrainierte Objekte im Bild Iog detektiert.
Im zweiten Schritt werden die detektierten Fenster verifiziert und in verifizierte Kreispa-
rameter CP v transformiert. Genauer betrachtet, werden in der Verifikation potenzielle
falsch-positiv detektierte Objekte durch Nutzung von Statistiken erster Ordnung und
Farba¨hnlichkeiten entfernt. Im dritten Schritt wird eine Trimap anhand der verifizierten
Kreisparameter CP v und zufa¨lligen Stichproben (random sampling) erstellt. Im vierten
Schritt werden mit der Trimap und Iog durch den KD-NN-Algorithmus Wahrscheinlich-
keitsbilder vom Vorder- und Hintergrund berechnet. Mit den Wahrscheinlichkeitsbildern
wird anschließend eine optimierungsbasierte Segmentierung durchgefu¨hrt. Speziell wur-
den Graph-Cut und Beliefpropagation adaptiert. Der dritte und vierte Schritt ergeben
zusammen den KD-NN-G-Algorithmus. Im fu¨nften und letzten Schritt wird der GMC-G-
Algorithmus zur Segmentierung einzelner Objekte im Bild Iog ausgefu¨hrt. Der GMC-G
erweitert den LSGMC um Statistiken erster Ordnung und eine Watershed -Segmentierung.
Das generelle Konzept verallgemeinert die Schritte (1-5) des Konzeptes der Kombination
(siehe Abschnitt 3.4.1) durch folgende Vera¨nderungen:
1. Spezieller Haarkaskaden-Detektor je organo-Gruppe
2. Farb- und Gro¨ßenverifikation statt Entfernung von Ausreißern im Bildraum
3. Trimap-Erstellung mit CP v und random sampling
4. Segmentierung mit BP oder GC (Segmentierung wa¨hlbar, GC allerdings besser)
5. Erweiterung um Statistiken erster Ordnung u¨ber CP v und Watershed
Zur Evaluierung des generalisierten Konzeptes sind manuell GT-Bilder weiterer organo-
Gruppen erstellt worden. Insgesamt ergibt sich ein erweiterter Evaluierungsdatensatz
(siehe Anhang C.2):
• 25 Bilder von Kartoffeln auf dem Boden (Wiese, Stein, Acker, Beton)
• 25 Bilder von A¨pfeln auf dem Boden (Wiese, Stein, Sand)
• 25 Bilder von Plattfischen auf einem Fo¨rderband und dem Boden (Beton, Platten)
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• 71 Bilder von Stammschnittfla¨chen (GT-Bilder der Stammschnittfla¨chen-Konzepte)
Die Genauigkeiten der Segmentierungen der einzelnen organo-Gruppen wurden mit
den Maßen precision, recall, f-score und HD-Maß (siehe Anhang A.4) ermittelt. Evaluiert
wurde die Genauigkeit der bina¨ren Segmentierung Ibog mit Graph-Cut (GC) und Belief-
propagation (BP) sowie die Genauigkeit der Multi-Objekt-Segmentierung Imog. In Tabelle
4.3 sind die Ergebnisse der Evaluierung dargestellt.
Die Tabelle 4.3 untergliedert sich in drei Untertabellen. Die obere Tabelle zeigt die
Ergebnisse der bina¨ren Segmentierung mit BP und die mittlere Tabelle die Ergebnis-
se mit GC. Die untere Tabelle zeigt die Ergebnisse der Multi-Objekt-Segmentierung
nach der GC- und nach der BP-Segmentierung. Weiterhin unterteilt sich die Tabelle in
drei grobe Spalten. Die mittlere Spalte kennzeichnet den Mittelwert und die linke die
Standardabweichung u¨ber die entsprechenden GT-Bilder.
Tabelle 4.3: Evaluierung der generalisierten Algorithmen zur Segmentierung verschiede-
ner organo-Gruppen. Zu sehen ist precision, recall und f-score der bina¨ren
Segmentierung mit BP (oben) und GC (Mitte) sowie die HD-Maße der
nachfolgenden Multi-Objekt-Segmentierung (unten).
Evaluierung Mittelwert Standardabweichung
Bina¨re Segmentierung mit KD-NN-G (Belief Propagation - BP)
organo-Gruppe precision recall f-score precision recall f-score
Holzpolter 0,786 0,939 0,852 0,098 0,045 0,066
A¨pfel 0,877 0,71 0,744 0,189 0,193 0,135
Kartoffeln 0,905 0,763 0,822 0,073 0,087 0,05
Plattfische 0,957 0,693 0,801 0,068 0,101 0,081
Bina¨re Segmentierung mit KD-NN-G (Graph-Cut - GC)
organo-Gruppe precision recall f-score precision recall f-score
Holzpolter 0,917 0,915 0,915 0,045 0,047 0,032
A¨pfel 0,987 0,893 0,935 0,011 0,085 0,049
Kartoffeln 0,933 0,871 0,899 0,047 0,065 0,041
Plattfische 0,971 0,816 0,884 0,078 0,099 0,08
Multi-Objekt-Segmentierung mit GMC-G nach GC oder BP
organo-Gruppe HD-M GC HD-M BP HD-M GC HD-M BP
Holzpolter 0,9353 0,8782 0,0232 0,04266
A¨pfel 0,9887 0,9521 0,007 0,0506
Kartoffeln 0,9742 0,9628 0,01437 0,0159
Plattfische 0,9443 0,9104 0,0277 0,0252
Die Tabelle zeigt, dass der f-score der bina¨ren Segmentierung mit GC (mittlere Tabelle)
bei allen organo-Gruppen besser ist als mit BP (obere Tabelle). Es ist auch zu erkennen,
dass sowohl der Mittelwert vom f-score beim GC immer ho¨her (mittlere Spalte) und die
Standardabweichung (rechte Spalte) immer geringer ist als beim BP. Damit stellt Graph-
Cut (GC) in allen Fa¨llen die bessere Wahl der bina¨ren Segmentierung dar. Die adaptierte
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GC-Segmentierung basiert auf Wahrscheinlichkeitsbildern (Ip) und einem Gradientenbild.
Die adaptierte BP-Segmentierung hingegen legt kein Gradientenbild zugrunde. Da die
Konturen der organo-Gruppen sich i.d.R. durch hohe Gradienten auszeichnen, ist der
benannte Unterschied eine mo¨gliche Erkla¨rung fu¨r das deutlich bessere Abschneiden
der GC-Segmentierung. Ausgehend vom f-score und der GC-Segmentierung wurden
mit KD-NN-G A¨pfel (0,935) am besten segmentiert, gefolgt von Holzpoltern (0,915),
Kartoffeln (0,899) und Plattfischen (0,884).
Die Multi-Objekt-Segmentierung mit GMC-G basiert auf den KD-NN-G-Ergebnissen.
Schlechte Ergebnisse mit KD-NN-G fu¨hren zu entsprechenden Ergebnissen des GMC-G.
Folglich sind (untere Tabelle) die HD-Maße vom GC besser als vom BP. Das HD-Maß
gibt die Genauigkeit der Segmentierung eines Segmentes relativ zu allen anderen Seg-
menten wider. Ausgehend vom HD-Maß und der besten bina¨ren Segmentierung, der
GC-Segmentierung, wurden A¨pfel (0,9887) am besten segmentiert, gefolgt von Kartoffeln
(0,9443), Plattfischen (0,9443) und Holzpoltern (0,9353). Die Reihenfolge der Genauigkei-
ten ist bis auf die Holzpolter identisch mit der Reihenfolge der GC-Segmentierung. Das
HD-Maß (0,9353) ist bei den Holzpoltern zwar am geringsten, aber dennoch sehr gut und
ho¨her als das HD-Maß (0,926) mit dem LSGMC auf die KD-NN-A-Segmentierung.
Im Fazit segmentiert das generelle Konzept die exemplarisch gewa¨hlten organo-Gruppen
sehr gut und segmentiert a¨hnlich genau (in einigen Fa¨llen sogar besser) Stammschnitt-
fla¨chen wie die speziellen Konzepte. Weitere Ergebnisse des generellen Konzeptes sind
im Anhang B.3 zu sehen. Die Grundidee des Konzeptes ist in [GL13] vero¨ffentlicht.
Untersuchungen der organo-Gruppe Zooplankton und Ha¨nde sind in [Rus+13], [Gut+14]
und [Gut+11b] vero¨ffentlicht.
Das Konzept hat aufgrund der verwendeten Annahmen und der gesetzten Rahmenbedin-
gungen in den Evaluierungsbildern (siehe Anhang C.2) einige Grenzen. Die Bildobjekte Oo
in den Evaluierungsbildern:
1. sind gleichartige organische Objekte (same species),
2. sind a¨hnlich in Textur und Farbe,
3. u¨berdecken sich gegenseitig nicht mehr als 20 %,
4. liegen ungefa¨hr auf einer Ebene orthogonal zur Kamera-Blickrichtung und
5. sind quasi-rund (U¨berdeckung des besten angepassten Kreises zu Oo ist >60 %).
Die Rahmenbedingungen (1-4) wurden von Anfang an in dieser Arbeit gesetzt. Aller-
dings hat sich die fu¨nfte Rahmenbedingung (quasi-runde Bildobjekte Oo) erst innerhalb
der Arbeit als notwendig erwiesen. Bei der Verwendung des generellen Konzeptes auf
nicht quasi-runde Oo sind ggf. entsprechende Anpassungen notwendig. Dies soll an dieser
Stelle nicht weiter ausgefu¨hrt werden und wird stattdessen im Ausblick 6.2 aufgegriffen.
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Holzpoltervermessung
In diesem Kapitel wird auf die Anwendung der Stammschnittfla¨chensegmentierung im
Vermessungssystem AFoRS eingegangen. Das AFoRS-System besteht aus mehreren Mo-
dulen und entha¨lt eine Umsetzung des Konzeptes der Kombination mit den Algorithmen
KD-NN-A und LSGMC. Das AFoRS-System ermittelt automatisch Volumen und Stamm-
gro¨ßen eines Holzpolters und wurde hinsichtlich der Vermessungsgenauigkeit mehrfach
evaluiert. In diesem Kapitel werden zuerst in Abschnitt 5.1 einige zum Versta¨ndnis not-
wendige forstwirtschaftliche Begriffe gekla¨rt. Anschließend wird in Abschnitt 5.2 AFoRS
vorgestellt und die Architektur aufgezeigt. Im Abschluss wird im Abschnitt 5.3 das
AFoRS-System evaluiert und ein Ru¨ckschluss auf die Anwendbarkeit des Konzeptes der
Kombination zur Vermessung von Holzpoltern gezogen.
5.1 Forstwirtschaftliche Begriffe
In der forstwirtschaftlichen Praxis werden einige spezielle Begriffe verwendet. Die wich-
tigsten und zum weiteren Versta¨ndnis notwendigen Begriffe werden nachfolgend gekla¨rt.
Weiteres zur Forstwirtschaft kann unter [BB11] nachgelesen werden.
Polter, Rundholzabschnitte und Polterfrontfla¨che
Als Polter werden in der Forstwirtschaft gestapelte Baumsta¨mme bezeichnet, welche
zumeist im Wald oder an der Straße zu finden sind. Die einzelnen Baumsta¨mme liegen
aufeinander, haben eine einheitliche La¨nge und bilden an der Frontfla¨che ein typisches
Trapez. Etwas abstrakter ist der Begriff Rundholzabschnitt zu betrachten, welcher
lediglich aufeinander gestapelte Sta¨mme beschreibt. Der Begriff inkludiert bspw. auch
eine Ladung Baumsta¨mme auf einem LKW. Die Polterfrontfla¨che bezeichnet die Seite
eines Polters, welche die Stammschnittfla¨chen zeigt. Nach dieser Definition gibt es folglich
zwei Polterfrontfla¨chen pro Polter.
Festmeter und Raummeter
Ein Festmeter (Fm) kennzeichnet das Volumen von Holz und entspricht einem Ku-
bikmeter (m3) festem Holz. Ein Raummeter (Rm) hingegen bezeichnet das Volumen
inklusive Lufteinschlu¨sse von gestapeltem Holz wie Rundholzabschnitte. Folglich ist ein
Raummeter ein Kubikmeter aufeinandergestapeltes Holz. Ein typischer Umrechnungsfak-
tor von Raum- zu Festmeter bei 3 m langen Holzsta¨mmen ist 0,6 (Fm = 0, 6 ∗Rm).
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Ru¨ttelmaß, Brutto- und Nettoraummeter
In der Praxis und im Holzhandel wird bei den Raummetern in Brutto- und Nettoraumme-
ter unterschieden. Die Bruttoraummeter kennzeichnen das Volumen von Holz direkt
nach dem Aufstapeln. Liegt das aufgestapelte Holz la¨ngere Zeit, so verdichtet sich das
Volumen auf die sogenannten Nettoraummeter. Zur Umrechnung von netto zu brutto
wird das Ru¨ttelmaß angewandt, das zumeist einem Wert von 1,04 entspricht. Der
Nettoraummeter ergibt sich aus dem Bruttoraummeter dividiert durch das Ru¨ttelmaß.
Mittendurchmesser
Ein Baumstamm ist kein geometrisch perfekter Zylinder und entlang der Baumstam-
machse i.d.R. unterschiedlich im Durchmesser. Zur Beschreibung des Durchmessers eines
Baumstammes ist in der Praxis daher der Mittendurchmesser u¨blich. Der Mitten-
durchmesser ist der Durchschnitt aller Durchmesser entlang der Baumachse.
Stammgro¨ßenklassen
In der Forstwirtschaft werden die Stammgro¨ßen abha¨ngig vom Durchmesser dst (Mitten-
durchmesser ohne Rinde) eines Baumstammes in Klassen eingeteilt. In diesem Kapitel wird
von den gesetzlichen Bestimmungen in [For83] ausgegangen. Die Stammgro¨ßenklassen
(L0 - L6) teilen sich ein in:
• L0: dst < 10 cm; L1a: dst ∈ [10 cm, 15 cm); L1b: dst ∈ [15 cm, 20 cm)
• L2a: dst ∈ [20 cm, 25 cm); L2b: dst ∈ [25 cm, 30 cm)
• L3a: dst ∈ [30 cm, 35 cm); L3b: dst ∈ [35 cm, 40 cm)
• L4: dst ∈ [40 cm, 50 cm); L5: dst ∈ [50 cm, 60 cm]; L6: dst > 60 cm
5.2 Das Holzpolter-Vermessungssystem AFoRS
AFoRS steht fu¨r Automatischer Fotogrammetrischer Rohholzvermessungsservice und
verko¨rpert nach [Foe+12]
”
einen Online-Service inklusive mobiler Endgera¨te fu¨r den
optimierten Datenaustausch entlang der Holzbereitstellungskette“. Der Grundstein fu¨r
das AFoRS-System1 wurde in den gleichnamigen Forschungsprojekten AFoRS (05.2008-
06.2010) und AFoRS II (09.2010 - 08.2011) gelegt. Die Scheller Systemtechnik GmbH
(SST) und das Fraunhofer IGD entwickelten kooperativ das AFoRS-System, das aktuell
vermarktet und zum Teil weiterentwickelt wird. Das Gesamtverfahren zur fotometrischen
Mengenermittlung von Holzpoltern ist in [Sch+14] patentiert.
Das AFoRS-System wurde zur automatischen Vermessung von Holzpoltern sowie der
entsprechenden Metadatenerfassung und Verwaltung entwickelt. Zur Vermessung mu¨ssen
zuerst vom Endanwender (zumeist einer Person aus der Forstwirtschaft) einige Marker
1Informationen zu AFoRS sich auch unter www.afors.eu zu finden.
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an die Polterfrontfla¨che gesteckt werden. Anschließend werden einzelne Fotos von der
Frontfla¨che aufgenommen, wobei mindestens zwei Marker in einem Bild sein mu¨ssen
und alle Bilder zusammen die Frontfla¨che abdecken mu¨ssen. Die Aufnahme mehrerer
Bilder ist in der Praxis oft unvermeidbar, da ein Polter mehrere Meter lang sein kann.
Nach der Aufnahme der Bilder und der Angabe einiger Metadaten werden die Daten an
eine Serviceplattform u¨bertragen und verarbeitet. Die Gesamtarchitektur gliedert sich in
eine Serviceplattform, eine mobile Applikation und der AFoRS-BV-Pipeline (Weiteres
siehe [Foe+12]). Die Serviceplattform steuert die AFoRS-BV-Pipeline an und entha¨lt
ein Webfrontend fu¨r den Endanwender. Die Serviceplattform und mobile Applikation
wurde von SST und die AFoRS-BV-Pipeline vom Fraunhofer IGD entwickelt. Die AFoRS-
BV-Pipeline berechnet automatisch aus einer Serie von Bildern und einigen Metadaten
die Volumen (Fest- und Raummeter), die Stammanzahl und die Stammgro¨ßenverteilung
eines Polters. Die Module der AFoRS-BV-Pipeline sind in Abbildung 5.1 skizziert.
Abbildung 5.1: Die einzelnen Module der AFoRS-BV-Pipeline (Stand 02.05.2013). Das
gru¨ne Modul markiert das Interface und analog Start- und Endpunkt der
Pipeline. Die roten Module beinhalten Ergebnisse dieser Arbeit.
Die AFoRS-BV-Pipeline besteht insgesamt aus acht Modulen und einem Interface
(Mobile Phone Interface). Die Pipeline arbeitet in den ersten vier Modulen Einzelbilder
sequenziell ab. Wenn alle Einzelbilder abgearbeitet wurden, werden ab dem fu¨nften Modul
alle Bilder zusammen sequentiell weiterverarbeitet. Die einzelnen Module haben folgende
wesentliche Aufgaben und Inhalte:
1. Markerdetektion: detektiert die Marker und deren lokale Koordinatensysteme
2. Preprocessing: verbessert die Farbe, beseitigt Rauschen und die Randabschattung
3. Qualitycheck: pru¨ft die Bildqualita¨t hinsichtlich Bildscha¨rfe, U¨ber- und Unterbe-
lichtung und bricht ggf. die Bearbeitung ab
4. Segmentation: segmentiert mit dem KD-NN-A-Algorithmus das Bild zu Ibh
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5. Sequencing: bringt die Bilder in eine Ordnung, wodurch diese im Ergebnis von
links nach rechts sortiert sind
6. Undistortion: entzerrt die Bilder optisch (Kissen oder Tonnenverzeichnung) und
perspektivisch, so dass die Bilder zur Polterfrontfla¨chenebene korrespondieren und
jeder Pixel gleich viele cm2 u¨berdeckt
7. Logseparation: separiert die Bildobjekte Ost mit dem LSGMC-Algorithmus
8. AppDatacalculation: setzt die Bilder zusammen und berechnet die Volumen,
Stammanzahl sowie pro Baumstamm den Stammdurchmesser und die Stamm-
gro¨ßenklasse
Die AFoRS-BV-Pipeline setzt die Sta¨mme virtuell (nicht sichtbar) zusammen und im-
plementiert kein bildbasiertes stitching. Fu¨r den Nutzer werden die visualisierten Bilder
lediglich an den Markern zusammengesetzt. Der Grund dafu¨r ist die Annahme dieser
Arbeit, dass Bildobjekte einer organo-Gruppe in einem Bild a¨hnlich, von Bild zu Bild
aber verschieden sind. So a¨ndern sich bspw. die Beleuchtungsbedingungen von einem
Bild zum na¨chsten, wodurch die Stammschnittfla¨chen heller oder dunkler werden. Eine
Segmentierung pro Bild ist daher besser und robuster. Ein weiteres Modul ist das Mobile
Phone Interface. Das Modul verwaltet die Eingangs- und Ausgangsdaten und ist die
Schnittstelle der AFoRS-BV-Pipeline. Die Eingangsdaten bestehen aus den Bildern Iwood,
der Stammla¨nge (Poltertiefe), dem Ru¨ttelmaß, intrinsischen Kameraparametern und
Parametern der Randabschattung, welche zuvor durch eine fotometrische Kalibrierung
anhand einer Graukarte bestimmt werden. Die Ergebnisdaten setzen sich zusammen aus:
• Volumen in Fest- und Raummetern, Stammanzahl je Stammgro¨ßenklasse
• Zusammengesetzten Bilder der Eingangs- und Ergebnisbilder
• Metadaten (Maßstab, Kreisparameter der Sta¨mme im Bild, ect.)
Ein visualisiertes zusammengesetztes Ergebnisbild ist in Abbildung 5.2 zu sehen.
Abbildung 5.2: Die Abbildung zeigt ein an den Markern (gelb) zusammengesetztes
AFoRS-Ergebnisbild. Jedes Einzelbild zeigt die konvexe Hu¨lle (hellgrau),
alternative Hu¨lle (grau) sowie Marker-Hu¨lle (dunkelgrau) und visualisiert
die U¨berschneidung von Iwood und I
m
st .
130
5.3 Evaluierung von AFoRS und Ru¨ckschluss
Im Ergebnisbild in 5.2 u¨berdeckt jedes Pixel die gleiche reale Fla¨che Apx. Die Festmeter
(Rm) eines Polters berechnen sich aus der Anzahl ast aller Stammschnittfla¨chenpixel
multipliziert mit der Stammla¨nge lst und Apx. Die Raummeter hingegen werden mit zwei
verschiedenen Verfahren ermittelt. Zum einen u¨ber die alternative und zum anderen u¨ber
die konvexe Hu¨lle der Stammschnittfla¨chenpixel (siehe Abbildung 5.2). Zur Ermittlung
der alternativen Hu¨lle werden im Bild jeweils von oben und unten schmale Balken (ca. 15
Pixel breit) in das Bild geschoben, bis ein Stammschnittfla¨chenpixel getroffen wird. Alle
Pixel, die nicht von den Balken u¨berdeckt werden, ergeben die alternative Hu¨lle. Aus der
Anzahl der Pixel ah der jeweiligen Hu¨llen ergeben sich die Raummeter Rm = ah ∗ lst ∗Apx.
Die alternative Hu¨lle wurde eingefu¨hrt, weil in der Praxis oftmals oben auf dem Polter
vereinzelte Baumsta¨mme liegen und folglich die Raummeter durch die konvexe Hu¨lle zu
groß werden.
5.3 Evaluierung von AFoRS und Ru¨ckschluss
Das AFoRS-System, speziell die AFoRS-BV-Pipeline, wurde mehrfach auf Basis von
Praxisbildern evaluiert. Die Evaluierung hatte zum Ziel, die Genauigkeit der Vermessung
zu ermitteln. Im Vordergrund steht im AFoRS-System die genaue Ermittlung der Raum-
und Festmeter sowie die Anzahl der Sta¨mme pro Stammgro¨ßenklasse. Die Segmentierung
hat in der AFoRS-BV-Pipeline den gro¨ßten Einfluss auf die Ergebnisse. Je ungenauer
die Segmentierung, desto fehlerhafter die Vermessung. Ein quantitativer Ru¨ckschluss
auf die Genauigkeit der Segmentierung ist allerdings nicht mo¨glich, da viele Faktoren
die Genauigkeit der Vermessung beeinflussen. In [Fin04] stellte sich hinsichtlich des
Ru¨ckschlusses heraus, dass
”
Abweichungen bis 5 % auch bei perfekter Segmentierung“
vorkommen ko¨nnen. Dennoch kann und soll in diesem Abschnitt anhand der Evaluierung
ein Ru¨ckschluss u¨ber den Einfluss der Qualita¨t der Stammschnittfla¨chen Qst und der
Bildaufnahme QI auf die Segmentierung gezogen werden.
Die Genauigkeit der Vermessung ha¨ngt von vielen Einflussfaktoren ab. Faktoren, die
die Vermessung beeinflussen, sind:
• die Genauigkeit der Segmentierung und der Maßstabsbestimmung
• die Genauigkeit des virtuellen Zusammensetzens der Sta¨mme von Bild-zu-Bild
• die Abweichung vom Stammschnittfla¨chendurchmesser zum Mittendurchmesser
• die Dicke der Rinde und die Qualita¨t der Sta¨mme
Ein weiterer Einflussfaktor in der Evaluierung ist die Genauigkeit der erhobenen Grund-
wahrheit. In der Evaluierung der AFoRS-BV-Pipeline wurden insgesamt 22 Bildserien
von zwei Referenzpoltern und 90 Bildserien von 52 Praxispoltern verwendet. Eine
Bildserie u¨berdeckt jeweils die Frontfla¨che eines Polters. Die Einzeldaten der Evaluie-
rungen sind im Anhang C.3 zu finden. Die Grundwahrheit (Raum- und Festmeter) fu¨r
die Praxispolter wurde im Wald durch Forstarbeiter durch das Sektionsmessverfahren2
2Im Sektionsmessverfahren wird ein Polter in Sektionen unterteilt. Fu¨r jede Sektion wird die Ho¨he
gemessen und das Volumen abgeleitet. Das Verfahren ist in der forstwirtschaftlichen Praxis u¨blich.
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erhoben. Fu¨r die zwei Referenzpolter hingegen wurde die Grundwahrheit fu¨r jeden ein-
zelnen Baumstamm im Werk (Laservermessung) erhoben. Die Daten sind pra¨ziser und
im Gegensatz zu den Praxispoltern ist die Anzahl der Sta¨mme pro Stammgro¨ßenklasse
bekannt. Die Qualita¨t der Stammschnittfla¨chen Qst und der Bildaufnahme QI ist bei
den evaluierten Poltern sehr verschieden. Die zwei Qualita¨tstypen Qst = {A,B,C} und
QI = {A,B,C} klassifizieren jeweils die entsprechende Qualita¨t als A-gut, B-mittelma¨ßig
oder C-schlecht (Details siehe Abschnitt 3.1.1). Die Referenz- und Praxispolter beinhalten
Bildserien folgender Qualita¨ten:
• Referenzpolter (22 Bildserien) mit Qst: 22 B und QI : 9 A, 9 B, 4 C
• Praxispolter (90 Bildserien) mit Qst: 3 A, 57 B, 30 C und QI : 18 A, 41 B, 31 C
Die Praxispolter wurden von Personen aus der Forstwirtschaft und bewusst unter subop-
timalen Bedingungen aufgenommen, um die Grenzen das AFoRS-Systems auszuloten.
In Tabelle 5.1 sind Statistiken u¨ber die Einzelevaluierungen (siehe Anhang C.3) der
Referenz- und Praxispolter zu sehen. Die Statistiken zeigen den Mittelwert und die
Standardabweichung der relativen Fehler von Festmeter (Fm.-F.), Raummeter (Rm.-
F.) und Stammanzahl (S-F.) zur Grundwahrheit. Die evaluierten Raummeter (Rm.-F.)
basieren auf der alternativen Hu¨lle. Die ermittelten Raummeter durch die konvexe Hu¨lle
sind i.d.R. ungenauer. Weiterhin sind die Raummeter in netto angegeben und wurden mit
einem Ru¨ttelmaß von 1,04 bestimmt. Statistiken u¨ber die Stammgro¨ßenklassen (L1-L6)
der Referenzpolter werden an dieser Stelle nicht erhoben. Die Einzelevaluierungen der
Stammgro¨ßenklassen sind im Anhang C.3 in Tabelle C.2 abgebildet.
Tabelle 5.1: Statistiken u¨ber die relativen Messfehler des AFoRS-Systems von Poltern
verschiedener Qualita¨t (QI ;Qst); BS kennzeichnet die Anzahl der Bilder,
Fm-F. und Rm-F. den relativen Fehler in % zu den Fm und Rm in m3 und
S.-F. den relativen Fehler der Anzahl der Sta¨mme.
Polter Statistik zum relativen Fehler in %
Referenzpolter Mittelwert Standardabweichung
Qualita¨t BS Fm-F. Rm-F. S-F. Fm-F. Rm-F. S-F.
QI = A;Qst = B 9 4,871 3,709 1,707 4,421 4,182 1,038
QI = B;Qst = B 9 8,271 4,851 3,356 3,857 5,232 3,181
QI = C;Qst = B 4 9,690 7,538 7,743 4,929 6,014 7,959
alle 22 7,138 4,872 3,479 4,536 4,918 4,258
Praxispolter Mittelwert Standardabweichung
Qualita¨t BS Fm-F. Rm-F. S-F. Fm-F. Rm-F. S-F.
mittelma¨ßig 38 3,978 4,798 7,009 7,130 6,770 7,800
schlecht 52 14,992 12,964 10,595 22,505 18,860 13,507
alle 90 12,150 10,754 9,636 16,013 13,755 11,097
In der Tabelle 5.1 sind die relativen Fehler der Berechnungen bei verschiedenen Qua-
lita¨ten (Qst, QI) aufgeschlu¨sselt. Die obere Untertabelle zeigt die Ergebnisse der Re-
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ferenzpolter bei einer guten, mittelma¨ßigen und schlechten Bildaufnahmequalita¨t QI .
Die Qualita¨t der Stammschnittfla¨chen Qst ist bei allen Referenzpoltern mittelma¨ßig
(B). Die untere Untertabelle zeigt die Ergebnisse der Praxispolter. Die Qualita¨t der
Praxispolter ist bei allen Qualita¨tstypen sehr verschieden. Um die Evaluierung einfach
und u¨berschaubar zu halten, sind die Kategorien mittelma¨ßig und schlecht verwendet
worden. Unter mittelma¨ßig werden alle Polter mit guter oder mittelma¨ßiger Bildaufnah-
me und Stammschnittfla¨chenqualita¨t zusammengefasst (Qst ∈ {A,B} und QI ∈ {A,B}).
Unter schlecht werden alle Polter mit schlechter Bildaufnahme oder Stammschnitt-
fla¨chenqualita¨t zusammengefasst (QI = C oder Qst = C).
Die besten Ergebnisse wurden bei den Referenzpoltern mit QI = A erzielt. Alle
relativen Fehler sind in dem Fall unter 5 %. Bei den Praxispoltern hingegen wurden die
besten Ergebnisse mit guter oder mittelma¨ßiger Qualita¨t (QI oder Qst) erzielt, wobei
alle relativen Fehler kleiner-gleich 7 % sind. Allerdings liegen bei den Praxispoltern bei
schlechter Bildaufnahme (QI = C) oder Stammschnittfla¨chenqualita¨t (Qst = C) recht
hohe relative Fehler vor. Bei den Referenzpoltern sind die relativen Fehler geringer, wenn
(QI = C) ist.
Ein Ru¨ckschluss auf die Genauigkeit der Segmentierung ist aufgrund der vielen Ein-
flussfaktoren kaum mo¨glich. Dennoch zeigt sich, dass mit besserer Bild- und Stamm-
schnittfla¨chenqualita¨t die Genauigkeit zunimmt. Diese Aussage besta¨tigt auch die visuelle
Begutachtung der Ergebnisbilder. Es kann auch die Aussage getroffen werden, dass
bei guter bis mittelma¨ßiger Bild- und Stammschnittfla¨chenqualita¨t die Berechnung der
Stammanzahl einen durchschnittlichen relativen Fehler kleiner-gleich 7 % besitzt. Wei-
terhin ist der entsprechende relative Fehler bei guter bis mittelma¨ßiger Qualita¨t in der
Raummeterberechnung sogar unter 5 %.
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6.1 Zusammenfassung
Die Segmentierung ist ein breites Forschungsfeld und hat zum Ziel, die Pixel eines oder
mehrerer gewu¨nschter Bildobjekte wie eine Tasse aus einem Bild oder Video zu trennen.
Eine allgemeine Lo¨sung fu¨r beliebige Segmentierungsaufgaben gibt es nicht und ist auch
kaum denkbar, da jedes Bild und deren Bildobjekte anders ist. Auch kann ein Algorithmus
nicht entscheiden, was der Anwender segmentiert haben mo¨chte. Diese Arbeit adres-
siert eine spezielle Klasse von Objekten, die organo-Gruppe, und leistet einen Beitrag
zur Schaffung einer generellen Lo¨sung fu¨r verschiedene Segmentierungsaufgaben. Eine
organo-Gruppe ist eine Gruppe von gleichartigen organischen Objekten im Bild, wie To-
maten, A¨pfel oder Stammschnittfla¨chen. Die Segmentierung ermo¨glicht eine automatische
bildbasierte Vermessung, Inspektion, Sortierung und Za¨hlung von Objekten spezifischer
und beliebiger organo-Gruppen. Als Basis zur Lo¨sungsfindung wurde das Problem der
Stammschnittfla¨chensegmentierung zugrunde gelegt, da a¨hnlich wenig Annahmen u¨ber
den Bildinhalt mo¨glich sind wie bei der Menge der organo-Gruppen.
In dieser Arbeit wurde zuerst der aktuelle Stand der Forschung zur Segmentierung von
organo-Gruppen betrachtet, untersucht und neu strukturiert. Es wurde gezeigt, dass noch
keine robuste Lo¨sung fu¨r das Problem der Stammschnittfla¨chensegmentierung existiert.
Es wurde weiterhin herausgearbeitet, dass auch fu¨r das allgemeine Problem der Seg-
mentierung von organo-Gruppen noch keine Lo¨sung existiert und bestehende spezifische
Lo¨sungen nur schwer u¨bertragbar sind. Ausgehend vom aktuellen Stand der Forschung
wurden drei neue Konzepte fu¨r das Problem der Stammschnittfla¨chensegmentierung ent-
wickelt und ein allgemeineres Konzept abgeleitet. Alle Konzepte bauen aufeinander auf
und wurden quantitativ evaluiert. Die Evaluierung hat gezeigt, dass mit den Konzepten
gute bis sehr gute Segmentierungsergebnisse erreicht werden.
Zuerst wurde ein Konzept zur Schnittholzsegmentierung durch Holzfarbe und
Graph-Cut (GC) entwickelt. Es wurde der Farbraum von Holz untersucht und visualisiert.
Es hat sich gezeigt, dass Holz einen Cluster im Farbraum bildet, welcher aber stark
streut und sich mit dem Hintergrund u¨berschneidet. Ausgehend von den Erkenntnissen
wurde eine Vorsegmentierung von Holzfarbe entwickelt und mit einer GC-Segmentierung
kombiniert. Das entwickelte Konzept zur bina¨ren Segmentierung von Schnittholz erwies
sich in der Evaluierung als sehr genau.
Ausgehend von dem Gedanken der Segmentierung durch Objektdetektion wurde das
Konzept der Stammschnittfla¨chendetektion entwickelt. Es wurde aufgezeigt, dass
die Methoden der Objektdetektion unterschiedlich gut Stammschnittfla¨chen detektieren
und Haarkaskaden eine sinnvolle Lo¨sung bietet. Die Haarkaskaden wurden im Konzept
verankert und um eine Verifikation sowie Segmentierung erga¨nzt. Die Evaluierung zeigte,
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dass Stammschnittfla¨chen mit dem Konzept relativ gut segmentiert werden ko¨nnen.
Auf Basis der neuen Erkenntnisse wurden die Vorteile der beiden Konzepte imKonzept
der Kombination miteinander verbunden. Das resultierende Konzept kommt mit
weniger Restriktionen in der Bildaufnahme aus und beno¨tigt keine Farbheuristik. Die
Evaluierung ergab, dass die Schnittholz- und die Stammschnittfla¨chensegmentierung
sehr genau und sogar besser als bei den anderen Konzepten ist. Nichtsdestotrotz ist
das Konzept komplexer und beno¨tigt entsprechende Rechenleistung. Die Ergebnisse
des Konzeptes sind in ein praxistaugliches System zur automatischen Vermessung von
Holzpoltern eingeflossen. Das System AFoRS berechnet automatisch das Volumen und
die Stammgro¨ßen eines Holzpolters und wurde hinsichtlich der Genauigkeit mehrfach
evaluiert. Die Evaluierung ergab, dass bei guter bis mittelma¨ßiger Bildaufnahme- und
Stammschnittfla¨chenqualita¨t ein relativer Fehler kleiner 7 % zu verzeichnen ist.
Ein weiterer Beitrag dieser Arbeit wurde durch die Entwicklung einer allgemeineren
Segmentierung von organo-Gruppen geleistet. Das sogenannte generelle Konzept wurde
vom Konzept der Kombination abgeleitet und ermo¨glicht die Segmentierung einer gro¨ßeren
Menge von organo-Gruppen. Das Konzept wurde mit Kartoffeln, A¨pfeln, Plattfischen
und auch Stammschnittfla¨chen evaluiert. Fu¨r alle evaluierten organo-Gruppen wurden
gute bis sehr gute Ergebnisse erzielt.
Die Ergebnisse dieser Arbeit sind zum einen die Konzepte als auch die dazu entwickelten
Algorithmen. Innerhalb der Konzepte wurden die folgenden neuen Methoden und
Algorithmen entwickelt:
• KD-NN: Eine allgemeine Methode zum Ermitteln von Wahrscheinlichkeiten auf
Basis einer Vorsegmentierung oder Trimap – Die Methode ist genauer als bestehende
Methoden und basiert auf einer Dichteabscha¨tzung im Farbraum. Sie ermo¨glicht
die Anbindung optimierungsbasierter Segmentierungsverfahren wie GC oder BP.
• KD-NN-A: Eine spezielle Methode zur Schnittholzsegmentierung basierend auf
KD-NN und GC – Die Methode segmentiert automatisch Schnittholz anhand
detektierter Stammschnittfla¨chenfenster.
• KD-NN-G: Eine verallgemeinerte Form des KD-NN-A – Der Algorithmus ermo¨glicht
eine bina¨re Segmentierung von organo-Gruppen.
• PWL-H: Eine spezielle Methode zur Verifikation von detektierten Stammschnitt-
fla¨chenfenstern – Die Methode ermo¨glicht die Reduktion von falsch-positiv detek-
tierten Fenstern.
• GMC: Ein Algorithmus zur Kreiseinpassung in Bina¨rbildern auf Basis von bekannten
ungefa¨hren Kreispositionen.
• LSGMC: Ein spezieller Algorithmus zur Separierung von Stammschnittfla¨chen in
einem bina¨ren Schnittholzbild
• GMC-G: Eine verallgemeinerte Form des LSGMC-Algorithmus – Der Algorithmus
ermo¨glicht die Separierung von quasi-runden Objekten in einem Bina¨rbild anhand
detektierter Objektfenster.
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6.2 Ausblick
In dieser Arbeit wurden Segmentierungen fu¨r organo-Gruppen entwickelt. Die Konzepte
wurden anhand von Bildern mit organo-Gruppen, die
• sich gegenseitig nicht mehr als 20 % u¨berdecken,
• ungefa¨hr auf einer Ebene orthogonal zur Kamera-Blickrichtung liegen und
• quasi-rund sind (U¨berdeckung des besten angepassten Kreis zu Oo ist >60 %),
hergeleitet und evaluiert. Zur Segmentierung von organo-Gruppen unter abweichenden
Rahmenbedingungen sind ggf. erga¨nzende Arbeiten und Anpassungen des generellen
Konzeptes notwendig. Die Mo¨glichkeiten der Anpassungen sind vielfa¨ltig. Auch die
Erweiterung und/oder Adaption der Konzepte der Stammschnittfla¨chensegmentierung
ist in einigen Fa¨llen sinnvoll.
Bei organo-Gruppen mit mehr als 20%igen gegenseitigen U¨berdeckungen von Ob-
jekten wird die Detektion ungenauer, da ein Objektmodell zumeist komplette Objekte
besser bewertet als unvollsta¨ndige Objekte. Eine mo¨gliche Lo¨sung ist die Detektion eines
sichtbaren Objektbestandteiles, wie bspw. das Fischauge im Fischschwarm oder den
Hu¨hnerkopf in Hu¨hnerherden. Eine andere Mo¨glichkeit ist a¨hnlich wie im Konzept der
Schnittholzsegmentierung die Anwendung eines speziellen, fu¨r die organo-Gruppe typi-
schen Farbbereiches und/oder Farbraumes. Weiterhin wird bei starken U¨berdeckungen
auch die Objektseparierung mit dem GMC keine genauen Ergebnisse mehr erzeugen.
Anstelle der Kreise ko¨nnen bspw. aktive Konturen ausgehend von den detektierten Teil-
objekten synchron auf dem Eingangsbild Iog und dem Bina¨rbild I
b wachsen. Stoßen zwei
Konturen aneinander, wird eine Objektgrenze angenommen.
Bei einer organo-Gruppe mit Objekten, die nicht auf einer Ebene orthogonal zur
Kamera liegen, ist eine Anpassung erforderlich, wenn die Varianz in der Objektgro¨ße
zu groß wird. In Abbildung 6.1 (untere Bilderreihe) sind Hu¨hner zu sehen, die aus einer
schra¨gen Perspektive aufgenommen wurden. Die Hu¨hner sind im Bildraum a¨hnlich groß
und werden relativ gut segmentiert. In anderen Fa¨llen, wie bspw. bei einem Bienen-
schwarm mit sehr dichten und weit entfernten Bienen, wird es problematischer. Die
Objektseparierung mit Statistiken u¨ber die Objektgro¨ßen ist nicht mehr sinnvoll, da zu
hohe Gro¨ßenvarianzen bestehen. Eine dankbare Erweiterung bieten Multi-Skalen-Ansa¨tze.
Auf den verschiedenen Ebenen (Skalen) ko¨nnen Objekte der entsprechenden Gro¨ßenklasse
detektiert und segmentiert werden. Das Ergebnisbild ergibt sich dann aus der Vereinigung
der Ergebnisse der Ebenensegmentierung.
Anders verha¨lt es sich mit nicht-quasi-runden organischen Objekten. In diesem
Fall bedarf das generelle Konzept einer speziellen Anpassung auf die jeweilige Form der
organischen Objekte. So sind z.B. Fische wie Heringe oder Aale sehr schmal und nicht
quasi-rund. Die Erstellung der Trimap durch Kreise ist in diesem Fall nicht sinnvoll. Eine
geeignetere Abscha¨tzung ist durch die Segmentierung pro detektiertem Objektfenster
und anschließender Trimap-Erstellung auf Basis der Segmentierungsergebnisse mo¨glich.
Geeignete Basismethoden sind bspw. Region-Growing, aktive Konturen oder auch Otsu’s
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Methode. In Abbildung 6.1 sind einige erste Ergebnisse der Graph-Cut Segmentierung
basierend auf einer Trimap mit Otsu’s Methode auf Fischen unter Wasser zu sehen.
Auch die Objektseparierung mit dem GMC-G-Algorithmus ist nicht sinnvoll, da vor-
aussichtlich die wachsenden und bewegenden Kreise konvergieren, bevor das gesamte
Objekt u¨berdeckt wird. Nichtsdestotrotz wird das generelle Konzept Ergebnisse erzeugen,
aber voraussichtlich zu einer U¨bersegmentierung fu¨hren. Eine mo¨gliche Lo¨sung fu¨r das
Problem der Objektseparierung besteht in der Nutzung eines spezifischen Formmodells,
das die jeweilige organo-Gruppe beschreibt.
Abbildung 6.1: Segmentierung von Fischen unter Wasser und Hu¨hnern im Hof mit dem
generellen Konzept. Die linke Spalte zeigt die detektierten Objekte, die
mittlere die Trimap und die rechte die bina¨re Segmentierung in rot
u¨berlagert mit Iog. Bei den Fischen wurde die Trimap auf Basis einer
Einzelsegmentierung (Otsu’s Methode [Ots79]) erzeugt.
Im Konzept der Objektdetektion wurde sich auf Basis von Experimenten fu¨r die
Detektion von Stammschnittfla¨chen mit Haarkaskaden entschieden und ein Detektor
mit entsprechenden Trainingsdaten angelernt. Es ist sehr wahrscheinlich, dass mit einer
gro¨ßeren Trainingsmenge und entsprechenden aufwa¨ndigen Experimenten ein besserer De-
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tektor fu¨r eine spezifische organo-Gruppe erstellt werden kann. Auch ist die Kombination
verschiedener Methoden der Objektdetektion denkbar. In einem erst ku¨rzlich erschienen
technischen Bericht [Her14] wurde aufbauend auf dem Konzept der Kombination (siehe
[GV12]) eine Segmentierung der Stammschnittfla¨chen durch Kombination von HoG und
LBP vorgenommen. Nach einer ersten Detektion wird ein Wahrscheinlichkeitsbild der
Holzfarbe mit einem GMM-Modell erstellt und diese mit Watershed segmentiert. Die
verbleibenden und nicht detektierten Segmente werden in Stammschnittfla¨che oder Nicht-
Stammschnittfla¨che klassifiziert. Werden neue Stammschnittfla¨chen erkannt, so wird das
GMM-Modell neu angepasst und der Prozess wiederholt. Das beschriebene Vorgehen
stellt eine Abwandlung des Konzeptes der Kombination dar und ist eine nennenswerte
Alternative.
Weiterhin sind alle Konzepte nur fu¨r Einzelbilder mit einer aktuell u¨blichen Bild-
auflo¨sung (ca. 1-4, 9 Megapixel) geeignet. Gro¨ßere Bilder fu¨hren zu einer polynomial
wachsenden Berechnungszeit bei der optimierungsbasierten Segmentierung. Eine mo¨gliche
Lo¨sung ist die Kachelung (Tiling) des Bildes, Segmentierung jeder Kachel einzeln und
das Zusammensetzen der Konturen. Ein Algorithmus zur Segmentierung von Zooplank-
ton auf sehr großen Bilddaten (80.000 × 80.000 Pixel) durch konturbasiertes Split &
Merge ist in [Gut+14] vero¨ffentlicht. Der Algorithmus in [Gut+14] zerlegt das Bild in
Kacheln (Splitting) und segmentiert fu¨r jede Kachel Zooplankton mit Otsu’s Methode.
Anschließend werden die Konturen der Segmente pro Kachel bestimmt und die Konturen
an den Kachelgrenzen zusammengesetzt (Merging). Durch die Auswechslung von Otsu’s
Methode mit dem generellen Konzept wird theoretisch auch die Verarbeitung von großen
Bilddaten ermo¨glicht.
Das generelle Konzept ist außerdem fu¨r Einzelbilder und nicht fu¨r Videos konzipiert.
In der Videosegmentierung ist durch die Bild-zu-Bild-Koha¨renz eine zusa¨tzliche Annah-
me mo¨glich. Ein Objekt wird sich voraussichtlich von einem Bild zum na¨chsten nur
geringfu¨gig a¨ndern. Durch diese Annahme und der ha¨ufigen Forderung nach Echtzeit sind
andere Konzepte besser geeignet. Eine mo¨gliche Lo¨sung speziell zur Segmentierung von
Ha¨nden ist in [Gut+11b] vero¨ffentlicht. Die Hautfarbe wird u¨ber die Zeit angelernt und
verifiziert. Durch Ru¨ckprojektion der Hautfarbcluster in den Bildraum werden Ha¨nde
segmentiert. Das Verfahren ist bspw. an organo-Gruppen mit spezieller Farbgebung wie
die Stammschnittfla¨chen adaptierbar. Innerhalb eines Video der Stammschnittfla¨chen
lernt sich ein Farbmodell an. Anschließend wird das Farbmodell zur Segmentierung
einzelner automatisch ausgewa¨hlter Bilder angewandt.
Die Segmentierung von Einzelbildern sto¨ßt aufgrund der begrenzten Information durch
2D-Pixel an Grenzen. Verfahren der 3D-Erfassung und/oder die Fusion der Bilddaten
mit zusa¨tzlichen Sensoren wie Bewegungssensoren ero¨ffnen weitere Mo¨glichkeiten. Einige
Untersuchungen und Diskussionen zur 3D-Erfassung und Sensorfusion sind in [Bie+09],
[GVW10] und [AGU14] vero¨ffentlicht. Fische unter Wasser sollten sich theoretisch mit
Stereokameras und den entsprechenden Verfahren genauer segmentieren lassen. Gleiches
gilt fu¨r die Sensorfusion bei Personen oder Tieren im Video, die mit Bewegungssensoren
ausgestattet sind.
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A Grundlagen und Erga¨nzendes zum
Maschinellen Sehen
A.1 Morphologische Operationen und Schwerpunkt
Morphologische Operationen
Einige morphologische Operationen der BV auf Bina¨rbilder Ib werden i.d.R. mit Mengen-
Operationen (∩,∪, \) notiert. Um Mehrdeutigkeiten gegenu¨ber der Mengenlehre vorzubeu-
gen, werden die entsprechenden Operationen speziell mit “ ˇ ” notiert. Die Operationen
haben folgende Bedeutung:
• Ib1∩ˇIb2: die pixelweise logische UND (∧) Verknu¨pfung von Ib1 und Ib2
• Ib1∪ˇIb2: die pixelweise logische ODER (∨) Verknu¨pfung von Ib1 und Ib2
• Ib1\ˇIb2: die pixelweise Differenz von Ib1 minus Ib2 (Ausnahme: 0− 1 = 0)
• Ib: die pixelweise logische Negation (¬) von Ib
Weiterhin wird in dieser Arbeit die morphologische Erosion mit ⊖ und Dilatation mit ⊕
notiert. Bei beiden morphologischen Operationen wird ein Kernel K (auch strukturiertes
Element) u¨ber das Bild geschoben und der Zustand eines Pixels (0 oder 1) abha¨ngig
von K gea¨ndert. Der Kernel K ist zumeist eine quadratische Matrix und beschreibt im
Fall der Erosion und Dilatation die zu betrachtenden Nachbarschaften durch Einsen.
Die Erosion Ib ⊖ K setzt ein Pixel von 1 zu 0 und die Dilatation Ib ⊕ K von 0 zu 1,
wenn mindestens ein 1 Element in K auch den Wert 1 in Ib hat. Die Erosion wirkt im
Allgemeinen schrumpfend und die Dilatation erweiternd. Ein Beispiel 5× 5 Kernel K,
der auch innerhalb der Arbeit verwendet wurde, ist:
K =

0 0 1 0 0
0 1 1 1 0
1 1 1 1 1
0 1 1 1 0
0 0 1 0 0
 (A.1)
Schwerpunkt eines bina¨ren Bildes und einer Pixelmenge
Der Schwerpunkt (siehe [Jah05], [Ton05]) ist ein spezielles Bildmoment eines Bina¨r- oder
Grauwertbildes. Bildmomente sind Merkmale und charakterisieren Segmente oder Bilder.
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Im diskreten Fall errechnet sich ein Bildmoment Mij durch die Werte der Pixel pxx,y des
entsprechenden Bildes und den Positionen x und y durch:
Mij =

x

y
xiyjpxx,y (A.2)
Das Bildmoment M00 ist die Summe der Werte aller Pixel. Bei einem Bina¨rbild entspricht
das der Anzahl der Pixel mit dem Label 1. Der Schwerpunkt (x, y) ergibt sich durch:
(x, y) =

M10
M00
,
M01
M00

(A.3)
Bezogen auf ein Bina¨rbild Ib und die, in dieser Arbeit verwendeter Formalismen, ergibt
sich der Schwerpunkt (x, y) durch:
N =
w−1
x=0
h−1
y=0
pxx,y; x =
1
N
w−1
x=0
h−1
y=0
pxx,y ∗ x; y = 1
N
w−1
x=0
h−1
y=0
pxx,y ∗ y; (A.4)
Bezogen auf eine Pixelmenge P , welche auch einem Segment S entsprechen kann, ergibt
sich der Schwerpunkt (x, y) durch:
x =
1
|P |

i∈Λ
pxix,y ∗ x; y =
1
|P |

i∈Λ
pxix,y ∗ y; pxx,y ∈ P (A.5)
wobei Λ die Indexmenge ist und P indexiert.
A.2 Aktive Konturen und die Energieterme
Eine aktive Kontur nach [KWT88] der Form
E∗snake =
1
0
Esnake(c(s)) =
1
0
Eint(c(s)) + Eimage(c(s)) + Econ(c(s))ds, (A.6)
setzt sich aus der internen Energie Eint(c(s)) und den externen Energien Eimage(c(s))
und Econ(c(s)) zusammen. Die externe Energie Econ fu¨r externe Constrains wird i.d.R.
vernachla¨ssigt, womit in den meisten Fa¨llen nur die Bildenergie und die interne Energie
zur Anwendung kommt. Die interne Energie Eint(c(s)) bestimmt die Kru¨mmung der
Kurve mittels der ersten und zweiten Ableitung, wie folgt:
Eint(c(s)) = α
1
0
|c′(s)|2ds+ β
1
0
|c′′(s)|2ds (A.7)
Die Gewichtung wird u¨ber α und β vorgenommen. Eine Variante, die externe Bildenergie
zu Bestimmen, ist die Nutzung von Bildgradienten ∇I(c(s)). Nach [OF03] wird das
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Integral u¨ber die von der Kontur C u¨berlagerten Gradienten maximiert, somit ist:
Eint(c(s)) = −γ
1
0
|∆I(c(s))|2ds (A.8)
Die Gewichtung erfolgt u¨ber γ. Zusammengefasst ergibt sich die zu minimierende Formel
(siehe auch [OF03], [CV01]) mit den Gewichten α, β und γ:
min
s
E(c(s)) = min
s
α
1
0
|c′(s)|2ds+ β
1
0
|c′′(s)|2ds− γ
1
0
|∇I(c(s))|2ds (A.9)
A.3 Klassifikationen von Segmentierungsmethoden
Die Methoden der Segmentierung werden verschieden klassifiziert. Nachfolgende Klas-
sifikationen sind in den jeweiligen Bu¨chern zu finden, welche absteigend chronologisch
ju¨nger werden:
•
”
A guided tour of computer vision“, [Nal93]:
– (1) pixel classification, (2) splitting and merging
– (3) relaxation
•
”
Digital image processing: a practical introduction using Java“, [Eff00]:
– non contextuell
∗ (1) thresholding grey level, (2) thresholding color
– contextuell
∗ (1) pixel connectivity, (2) region similarity
∗ (3) region growing, (4) split and merge
•
”
Digital Image Processing“, [Jah05]:
– (1) Pixelorientierte, (2) Kantenorientierte
– (3) Regionenorientierte, (4) Modellbasierte
•
”
Grundlagen der Bildverarbeitung“, [Ton05]:
– Segmentierung
∗ (1) Histogrammbasiert, (2) Multiscalenstrategien
∗ (3) Segmentierung nach Homogenita¨tskriterien
∗ (4) Diskontinuita¨tskriterien, (5) Relaxation Labelling
– modelbasierte Segmentierung
∗ (1) Interaktive Suche, (2) Vollsta¨ndige Suche, (3) Vera¨nderbare Templates
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•
”
Computer Imaging: Digital Image Analysis and Processing“, [Umb05]:
– (1) region growing Shrinking, (2) clustering, (3) boundary detection
•
”
Bildverarbeitung in der Praxis“, [Ste06]:
– (1) Schwellwertsegmentierung, (2) Templates, (3) Kantendetektion
– (4) Gebietswachstum, (5) Split and Merge
•
”
Computer Vision: Algorithms and Applications“, [Sze10]:
– (1) active contours, (2) split and merge, (3) meanshift and mode finding
– (4) normalized cut, (5) graph cut and energybased methods
•
”
Computer Vision: A Modern Approach“, [FP11]:
– (1) Segmentation by Clustering, (2) Segmentation by Fitting a Model
– (3) Segmentation and Fitting using Probabilistic Methods
A.4 Evaluierungsmaße der Segmentierung
precision, recall und f-score
Zur Evaluierung der bina¨ren Segmentierung sind die Maße precision, recall und f-score
ga¨ngig und sinnvoll (siehe [Pow07]). Die Maße basieren auf den vier mo¨glichen Fa¨llen von
Grundwahrheit zum Segmentierungsergebnis. Die vier Fa¨lle sind tp (true positive), tn
(true negativ), fp (false positive) und fn (false negative). Im Bezug zur Grundwahrheit
(GT) am Beispiel der Vordergrundsegmentierung bedeutet dies:
tp: Pixel ist Vordergrund und Pixel ist segmentiert
tn: Pixel ist Hintergrund und Pixel ist nicht segmentiert
fp: Pixel ist Hintergrund und Pixel ist segmentiert
fn: Pixel ist Vordergrund und Pixel ist nicht segmentiert
Der Grundgedanke ist an die Objektdetektion adaptierbar, wobei dann gilt:
tp: Objekt ist vorhanden und Objekt wurde detektiert
tn: Objekt ist nicht vorhanden und Objekt wurde nicht detektiert
fp: Objekt ist nicht vorhanden und Objekt wurde detektiert
fn: Objekt ist vorhanden und Objekt wurde nicht detektiert
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Aus der Anzahl der tp, fp und fn Pixel ermittelt sich precision und recall, wie folgt:
precision =
tp
tp+ fp
; recall =
tp
tp+ fn
(A.10)
Der f-score ist das harmonische Mittel von precision und recall und ergibt sich durch:
fccore =
precision ∗ recall
precision+ recall
(A.11)
HD-Maß
Das HD-Maß ist geeignet zur Bestimmung der Genauigkeit einer Multi-Objekt-
Segmentierung. Der Name des Maßes (HD-Maß) wurde u¨bernommen aus [McG+07] und
ist eine Komposition der Namen der Autoren Q. Huang und B. Dom in [HD95]. Der
Wertebereich vom HD-Maß ist [0, 1], wobei ein Wert von 1 eine perfekte Segmentierung
kennzeichnet. Zur Bestimmung des HD-Maßes werden zuerst die Korrespondenzen der
Segmente SIsg der Segmentierung zu den Segmenten des GT-Bildes SIgt ermittelt. Die
Segmentmengen SIsg ⊂ SI und SIgt ⊂ SI enthalten die Segmente der segmentierten
Bilder:
SIsg = {S1sg, S2sg, ...Snsg}; n ∈ N>0
SIgt = {S1gt, S2gt, ...Smgt}; m ∈ N>0
(A.12)
Ein Segment in Sisg ∈ SIsg korrespondiert mit einem Segment Sjgt ∈ SIgt, wenn |Sigt∩Sjsg|
maximal ist. Die Korrespondenz wird in [HD95] als direkte Hamming Distanz bezeichnet
und wird mit DH(SIsg =⇒ SIgt) notiert. Die direkte Hamming Distanz wird berechnet
mit:
DH(SIsg =⇒ SIgt) =

Sigt∈SIgt

Sksg ̸=Sjsg ,Sksg∩Sigt ̸=∅
|Sigt ∩ Sksg| (A.13)
Die Indizes i, j und k indizieren die Segmente der jeweiligen Mengen. Die direkte Hamming
Distanz DH(SIsg =⇒ SIgt) ist die Anzahl der Pixel der Schnittfla¨che zwischen allen
Sigt ∈ SIgt mit den nicht-maximalen Segmenten Sksg inSIsg. Die umgekehrte Richtung
wird in [HD95] als inverse Hamming Distanz bezeichnet und mit DH(Sgt =⇒ Ssg) notiert.
Die Berechnung ist a¨hnlich der direkten Hamming Distanz. Aus der direkten und inversen
Hamming Distanz ergibt sich das in dieser Arbeit verwendete HD-Maß:
HD-Maß = 1− DH(Ssg =⇒ Sgt) +DH(Sgt =⇒ Ssg)
2 ∗ |I| (A.14)
I bezeichnet das Bild und die Ma¨chtigkeit von |I| entspricht der Pixelanzahl.
S-Fehler
Der S-Fehler (Stammanzahl-Fehler) ist eine Erga¨nzung zum HD-Maß in den Evaluierungen.
Der S-Fehler kennzeichnet den relativen Fehler der Stammanzahl. Er ergibt sich aus der
realen sr und der detektierten Stammanzahl sd durch:
S-Fehler =
|sr − sd|
sr
(A.15)
Je kleiner der Fehler, um so besser das Ergebnis.
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B Segmentierungsergebnisbilder
B.1 Ergebnisbilder mit Otsu’s Methode, Sobel und Canny
Nachfolgend sind die Ergebnisse von Otsu’s Methode [Ots79], dem Sobel Operator
und Canny Kanten Detektor [Can86] zu sehen. Die Ergebnisbilder von verschiedenen
organo-Gruppen wurden unter Nutzung von OpenCV 2.4.7 erzeugt. Rechts ist jeweils
das Eingabebild, in der Mitte das Ergebnis von Otsu’s Methode, links oben das Sobel-
Gradientenbild und links unten das Canny-Kantenbild.
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B.2 Ergebnisbilder regionenbasierter Basismethoden
Nachfolgend sind die Ergebnisse der regionenbasierten Basismethoden SLIC, Watershed
und Mean-Shift zu sehen. Die Ergebnisse korrespondieren zu den Bildern in Anhang B.1.
Die linke Spalte zeigt die Ergebnisse erzeugt mit SLIC [Ach+12] bei Compactness C = 20
mit 200 Clustern (oben links) und 50 (unten rechts). In der mittleren Spalte sind die
Watershed -Ergebnisse der VIGRA [Kot00] 1.9.0 mit einer Skalierung der Gradienten von
2 (oben links) und 8 (unten rechts) zu sehen. In der rechten Spalte sind die Mean-Shift-
Ergebnisse von OpenCV 2.4.7 mit einem Suchabstand im Farb- und Bildraum von 20
(oben links) und von 50 (unten rechts) zu sehen. Bei SLIC (linke Spalte) begrenzen rote
Linien die errechneten Segmente und bei Watershed (mittlere Spalte) sind es schwarze
Linien. Weiterhin bilden bei Watershed (mittlere Spalte) und Mean-Shift (rechte Spalte)
benachbarte Pixel gleicher Farbe ein Segment.
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B.3 Ergebnisbilder der verschiedenen Konzepte
Schnittholzsegmentierung mit Graph-Cut und Bildaufnahmerestriktionen
In Abbildung B.1 sind die Ergebnisse des Konzeptes der Schnittholzsegmentierung mit
Restriktionen in der Bildaufnahme (WS-GC-R) zu sehen. Abgebildet sind die Differenzen
Ibdif von den Ergebnissen der Schnittholzsegmentierung I
b
h zu den korrespondierenden
GT-Bildern.
(a) Iwood (b) I
b
dif mit Θhis (c) I
b
dif mit Θkm (d) I
b
dif mit Θgmm (e) I
b
dif mit Θkn
(f) Iwood (g) I
b
dif mit Θhis (h) I
b
dif mit Θkm (i) I
b
dif mit Θgmm (j) I
b
dif mit Θkn
(k) Iwood (l) I
b
dif mit Θhis (m) I
b
dif mit Θkm (n) I
b
dif mit Θgmm (o) I
b
dif mit Θkn
(p) Iwood (q) I
b
dif mit Θhis (r) I
b
dif mit Θkm (s) I
b
dif mit Θgmm (t) I
b
dif mit Θkn
Abbildung B.1: Die Abbildung zeigt von links nach rechts Iwood und die Differenzen I
b
dif
von Ibh zur Grundwahrheit von vier verschiedenen Modellen Θ.
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Schwarze Pixel kennzeichnen einen Segmentierungsfehler. Es wurden die Parameter
PAhis = (0.125, 1000), PAkm = (8, 0.02), PAgmm = (8) und PAkn = (2.5, 0.5) fu¨r die
verschiedenen Modelle Θ, der RGB-Farbraum und α = 0.0005 verwendet. Die besten
Ergebnisse wurden mit dem Modell Θkn erzielt. Einige Ergebnisse sind in Abbildung B.2
zu sehen.
Abbildung B.2: Abgebildet sind einige zufa¨llig ausgewa¨hlte Segmentierungsergebnisse
mit KD-NN von den 71 Evaluierungsbildern (Iwood). Weiße Pixel kenn-
zeichnen Schnittholz und schwarze Nicht-Schnittholz.
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Stammschnittfla¨chensegmentierung mit Objektdetektion
In Abbildung B.3 sind einige Ergebnisse des Konzeptes der Stammschnittfla¨chendetektion
(Unterkapitel 3.3) zu sehen. Es sind sowohl die Ergebnisse der direkten Abbildung der
verifizierten Kreise (PWL-H) als auch die Ergebnisse der Kreisanpassung durch aktive
Konturen abgebildet.
(a) detektierte Fenster W (b) Abbildung der Kreise (c) Aktive Konturen
(d) detektierte Fenster W (e) Abbildung der Kreise (f) Aktive Konturen
(g) detektierte Fenster W (h) Abbildung der Kreise (i) Aktive Konturen
Abbildung B.3: Von links nach rechts sind die detektierten Fenster W , die Segmentierung
durch Kreise und die aktiven Konturen dargestellt. Schwarze Konturen
kennzeichnen in den Ergebnisbildern Segmentgrenzen.
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Stammschnittfla¨chensegmentierung mit Objektdetektion und Graph-Cut
In Abbildung B.4 sind einige Ergebnisse vom Konzept der Kombination (Unterkapitel 3.4)
zu sehen. Pro Ausgangsbild Iwood sind jeweils die verifizierten Kreise CP
v, die Trimap
Itri und das Labelbild Imst abgebildet.
(a) verifizierte Kreise CP v (b) Trimap Itri (c) Labelbild Imst
(d) verifizierte Kreise CP v (e) Trimap Itri (f) Labelbild Imst
(g) verifizierte Kreise CP v (h) Trimap Itri (i) Labelbild Imst
Abbildung B.4: Von links nach rechts sind die verifizierten Kreise CP v, die Trimap Itri
und das Labelbild Imst dargestellt. Zur visuellen Unterscheidung sind die
Segmente in Imst in drei Farben abgebildet.
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Generalisierte Segmentierung von organo-Gruppen
In Abbildung B.4 sind einige Ergebnisse vom generalisierten Konzept (Kapitel 4) zu
sehen. Pro Ausgangsbild Iog sind jeweils die verifizierten Kreise CP
v, die Trimap Itri
und das Labelbild Imst abgebildet.
(a) verifizierte Kreise CP v (b) Trimap Itri (c) Labelbild Imog
(d) verifizierte Kreise CP v (e) Trimap Itri (f) Labelbild Imog
(g) verifizierte Kreise CP v (h) Trimap Itri (i) Labelbild Imog
(j) verifizierte Kreise CP v (k) Trimap Itri (l) Labelbild Imog
Abbildung B.5: Von links nach rechts sind die verifizierten Kreise CP v, die Trimap Itri
und das Labelbild Imst dargestellt. Zur visuellen Unterscheidung sind die
Segmente in Imst in drei Farben abgebildet.
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C Visualisierung und Evaluierungsdaten
C.1 Farbraumvisualisierung von Schnittholz
Abbildung C.1 zeigt die Visualisierung von Schnittholzpixeln FGgt und Nicht-Schnittholz-
pixeln BGgt. FGgt und BGgt wurde anhand von 71 GT-Bildern erhoben (siehe Anhang
C.2). Es sind normalisierte Histogramme der Farbra¨ume RGB, HSV, YCrCb und Luv
durch 2D Scatterplots visualisiert. Jeder Wert des Histogramms wurde zusa¨tzlich durch
die 3. Wurzel herunterskaliert.
(a) RGB: G (x) zu B (y) (b) RGB: R (x) zu B (y) (c) RGB: R (x) zu G (y)
(d) HSV: V (x) zu S (y) (e) HSV: V (x) zu H (y) (f) HSV: S (x) zu H (y)
(g) YCrCb: Cb (x) zu Cr (y) (h) YCrCb: Cb (x) zu Y (y) (i) YCrCb: Cr (x) zu Y (y)
(j) Luv: v (x) zu u (y) (k) Luv: v (x) zu L (y) (l) Luv: u (x) zu L (y)
Abbildung C.1: Visualisierung von FGgt (links) und BGgt (rechts).
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Abbildung C.2 zeigt die Visualisierung von Schnittholzpixeln FGsubgt und Nicht-
Schnittholzpixeln BGsubgt vom Bildzentrum (innerer Holzpolterbereich). Die Visuali-
serungstechnik ist die gleiche wie in Tabelle C.1. Auch wurden wieder 71 GT-Bilder
verwendet.
(a) RGB: G (x) zu B (y) (b) RGB: R (x) zu B (y) (c) RGB: R (x) zu G (y)
(d) HSV: V (x) zu S (y) (e) HSV: V (x) zu H (y) (f) HSV: S (x) zu H (y)
(g) YCrCb: Cb (x) zu Cr (y) (h) YCrCb: Cb (x) zu Y (y) (i) YCrCb: Cr (x) zu Y (y)
(j) Luv: v (x) zu u (y) (k) Luv: v (x) zu L (y) (l) Luv: u (x) zu L (y)
Abbildung C.2: Visualisierung von FGsubgt (links) und BG
sub
gt (rechts).
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C.2 Evaluierungsbilder und deren Grundwahrheit
In Abbildung C.3 sind die 71 Evaluierungsbilder (Iwood) zu sehen.
Abbildung C.3: Abgebildet sind die 71 Evaluierungsbilder (Iwood). Auf Basis der Bilder
wurden die GT-Bilder erstellt. Die Bilder sind von verschiedener Qualita¨t
Qst und QI und haben verschiedene Bildgro¨ßen.
Zu allen Evaluierungsbildern wurde die Grundwahrheit (Grund Truth) erstellt, wel-
che in dieser Arbeit als GT-Bilder bezeichnet werden. In den GT-Bildern wurden alle
Schnittholzfla¨chen manuell markiert. Die GT-Bilder dienen zusammen mit den Evaluie-
rungsbildern in Abbildung C.3 zur Evaluierung der Segmentierung und zur Visualisierung
der Holzfarbverteilung.
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Die 71 Evaluierungsbilder sind von verschiedener Qualita¨t (Qst, QI) und haben ver-
schiedene Bildgro¨ßen. Die Varianz in der Qualita¨t und Bildgro¨ße ist beabsichtigt, damit
eine aussagekra¨ftige Evaluierung hinsichtlich der Robustheit der Algorithmen ermo¨glicht
wird. Die Bilderanzahl pro Qualita¨tsstufe der Stammschnittfla¨chenqualita¨t Qst und der
Qualita¨t der Bildaufnahme und/oder des Bildes QI ist:
Ql: A (gut): 6; B (mittelma¨ßig): 53; C (schlecht): 12
Qst: A (gut): 33; B (mittelma¨ßig): 38; C (schlecht): 0
In Abbildung C.4 sind einige Evaluierungsbilder und die korrespondierenden GT-Bilder
verschiedener Qualita¨t zu sehen.
(a) Iwood mit QI = B (b) Iwood mit Qst = B (c) Iwood mit Qst = C
(d) GT-Bild zu Abb. C.4(a) (e) GT-Bild zu Abb. C.4(b) (f) GT-Bild zu Abb. C.4(c)
Abbildung C.4: Evaluierungsbilder (Iwood) verschiedener Qualita¨t ((Qst, QI)) und die
zugeho¨rigen GT-Bilder.
Die Weite und Ho¨he der Bilder Iwood variiert. Das gro¨ßte Bild Iwood hat 2560× 1920
und das kleinste 586× 664 Pixel. Die Ho¨he h und Weite w von Iwood liegen im Intervall:
w ∈ [586, 2560]; h ∈ [664, 1920]; w, h ∈ N (C.1)
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In Abbildung C.5 sind insgesamt 75 Evaluierungsbilder (Iog) weiterer organo-Gruppen
zu sehen. Die Evaluierungsbilder bestehen aus je 25 Bildern von Plattfischen, Kartoffeln
und A¨pfeln auf verschiedenen Hintergru¨nden.
Abbildung C.5: Abgebildet sind 75 Evaluierungsbilder (Iog) der organo-Gruppen Kartof-
feln, A¨pfel und Plattfische. Auf Basis der Bilder wurden entsprechende
GT-Bilder erstellt.
159
C Visualisierung und Evaluierungsdaten
C.3 Praxisdaten AFoRS
Die Praxisevaluierung umfasst eine Evaluierung der AFoRS-Ergebnisse von zwei Referenz-
poltern mit insgesamt 22 Aufnahmen (siehe Tabellen C.1, C.2) und von 52 Praxispoltern
mit insgesamt 90 Aufnahmen (siehe Tabelle C.3).
Referenzpolter
Die Datentabelle C.1 zeigt die Ergebnisse des Volumens, der Stammanzahl und den
relativen Fehler zu den Ground-Truth-Daten. Die Spalte Bez.1entha¨lt eine verschlu¨sselte
Bezeichnung des Polters. S steht fu¨r die Seite der Polterstirnfla¨che (V-Vorderseite, R-
Ru¨ckseite), FM fu¨r Festmeter, S.An. fu¨r Anzahl der Sta¨mme, RM1 fu¨r Raummeter
der alternativen Hu¨lle und RM2 der konvexen Hu¨lle.
Tabelle C.1: Berechnungen des Volumens, Stammanzahl und rel. Fehler (14.10.2012)
Polter Berechnungen in m3 relativer Fehler in %
Bez. S FM RM1 RM2 S.An. FM RM1 RM2 S.An.
1. Referenzpolter mit 56,42 Fm (Werk), 88,7 Rm (Netto) und 330 Sta¨mmen
P75.B.1 V 55,98 89,11 99,77 333 -0,78 0,46 12,48 0,91
P75.B.2 V 56,92 89,15 101,33 335 0,88 0,51 14,23 1,52
P75.C.1 R 58,14 93,62 103,79 326 3,04 5,55 17,01 -1,21
P75.C.2 R 55,32 91,66 103,27 320 -1,94 3,34 16,42 -3,03
P75.C.1 V 48,84 82,91 92,57 318 -13,43 -6,53 4,36 -3,64
P75.C.2 V 53,45 86,22 96,85 332 -5,26 -2,80 9,19 0,61
P75.C.3 V 52,68 86,88 96,81 326 -6,63 -2,06 9,14 -1,21
P75.D.1 R 63,04 88,10 99,59 333 11,74 -0,67 12,28 0,91
P75.D.2 R 59,28 87,32 98,95 330 5,07 -1,56 11,55 0,00
P75.D.3 R 62,34 101,09 88,16 338 10,49 13,97 -0,61 2,42
P75.D.4 R 63,79 89,68 100,83 333 13,07 1,11 13,68 0,91
2. Referenzpolter mit 9,504 Fm (Werk), 15,23 Rm (Netto) und 113 Sta¨mmen
P76.B.1 R 10,82 17,88 15,79 124 9,77 17,43 3,68 9,73
P76.B.1 V 10,76 15,01 17,88 117 9,15 -1,47 17,39 3,54
P76.C.1 R 9,28 14,51 17,62 103 -5,87 -4,72 15,69 -8,85
P76.C.1 V 9,56 14,17 16,41 108 -2,99 -6,99 7,72 -4,42
P76.C.2 V 8,62 12,78 15,48 92 -12,62 -16,07 1,63 -18,58
P76.D.1 R 10,10 15,46 18,32 120 2,47 1,51 20,29 6,19
P76.D.2 R 9,69 14,68 17,55 109 -1,75 -3,58 15,21 -3,54
P76.D.1 V 10,37 14,15 16,70 111 5,17 -7,07 9,68 -1,77
P76.D.3 V 11,35 15,58 18,24 115 15,10 2,29 19,75 1,77
1Verschlu¨sselung: POLTERBEZEICHNUNG.KAMERA.SERIE, wobei Kamera A dem Nokia N95
(Handy), B dem Sony Ericsson C705 (Handy), C dem Sony Ericsson C905 (Handy) und D der Sony
Cybershot DSC-F707 (Digital-Kamera) entspricht
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Bez. S FM RM1 RM2 S.An. FM RM1 RM2 S.An.
P76.D.4 V 10,86 14,68 16,84 113 10,19 -3,63 10,54 0,00
P76.D.5 V 10,81 14,64 17,05 115 9,63 -3,87 11,95 1,77
Die Datentabelle C.2 zeigt die Ergebnisse zu den Stammklassen der zwei Referenzpolter
sowie den relativen Fehler zu den Ground-Truth-Daten. Die Berechnungsergebnisse stellen
die Anzahl der Sta¨mme pro Stammklassen2(L1b, L2a, L2b, L3a, L3b) und die Anzahl
der falsch zugeordneten Sta¨mme F in den Stammklassen L0, L1a, L4 oder L5 dar.
Tabelle C.2: Berechnungen der Anzahl pro Stammklasse und rel. Fehler (14.10.2012)
Polter Berechnung d. Stammklassen relativer Fehler in %
Bez. L1b L2a L2b L3a L3b F L1b L2a L2b L3a L3b
1. Referenzpolter mit 169 L1b, 109 L2a, 40 L2b, 11 L3a und 1 L3b Sta¨mmen
P75.B.1 157 82 27 16 2 49 -7,1 -24,8 -32,5 45,5 100
P75.B.2 157 87 30 10 3 48 -7,1 -20,2 -25,0 -9,09 200
P75.C.1 134 79 31 11 5 66 -20,7 -27,5 -22,5 0,0 400
P75.C.2 142 72 28 12 4 62 -16 -33,9 -30,0 9,1 300
P75.C.1 155 73 27 6 1 56 -8,3 -33,0 -32,5 -45,5 0
P75.C.2 145 89 30 8 1 59 -14,2 -18,4 -25,0 -27,3 0
P75.C.3 148 84 25 10 1 58 -12,4 -22,9 -37,5 -9,09 0
P75.D.1 122 103 42 20 3 43 -27,81 -5,5 5,0 81,8 200
P75.D.2 130 88 45 10 4 53 -23,1 -19,3 12,5 -9,1 300
P75.D.3 125 99 44 16 4 50 -26,0 -9,2 10,0 45,5 300
P75.D.4 134 96 44 14 4 41 -20,7 -11,9 10,0 27,3 300
P75.D.5 143 107 36 17 1 38 -15,4 -1,8 -10,0 54,6 0
2. Referenzpolter mit 72 L1b, 31 L2a, 9 L2b und 1 L3a Sta¨mmen
P76.B.1 44 28 5 3 - 44 -38,9 -9,7 -44,4 200 -
P76.B.1 59 25 10 2 - 21 -18,1 -19,4 11,1 100 -
P76.C.1 39 26 5 1 - 32 -45,8 -16,1 -44,4 0 -
P76.C.1 50 23 5 1 - 29 -30,6 -25,8 -44,4 0 -
P76.C.2 45 21 4 2 - 20 -37,5 -32,3 -55,6 100 -
P76.D.1 49 23 8 1 - 28 -31,9 -25,8 -11,1 0 -
P76.D.2 52 25 12 2 - 20 -27,8 -19,4 33,3 100 -
P76.D.1 52 25 12 2 - 20 -27,8 -19,4 33,3 100 -
P76.D.3 61 27 9 2 - 16 -15,3 -12,9 0,0 100 -
P76.D.4 49 30 11 2 - 21 -31,9 -3,2 22,2 100 -
P76.D.5 50 27 11 2 - 25 -30,6 -12,9 22,2 100 -
2Stammklassen und zugeho¨riger Mittendurchmesser (ohne Rinde) nach der gesetzlichen Handelsklas-
sensortierung fu¨r Rohholz (Stand vom 1.10.1983): L0 (unter 10 cm), L1a (10 bis 14cm), L1b (15 bis
19cm), L2a (20 bis 24cm), L2b (25 bis 29cm), L3a (30 bis 34cm), L3b (35 bis 39cm), L4 (40 bis 49cm),
L5 (50 bis 59cm) und L6 (60 cm und mehr).
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Praxispolter
Die Datentabelle C.3 zeigt die Ergebnisse von 52 Praxispoltern mit insgesamt 90 Auf-
nahmen und den relativen Fehler zu den Ground-Truth-Daten. Die Spalte Bez. entha¨lt
eine verschlu¨sselte Bezeichnung des Polters (siehe Abschnitt C.3). B steht fu¨r Anzahl
der Bilder, FM fu¨r Festmeter, S.An. fu¨r Anzahl der Sta¨mme, RM1 fu¨r Raummeter der
alternativen Hu¨lle und RM2 der konvexen Hu¨lle.
Tabelle C.3: AFoRS-Berechnungen und relativer Fehler vom 5.10.2012.
Polter Berechnungen in m3 relativer Fehler in %
Bez. B FM RM1 RM2 S.An. FM RM1 RM2 S.An.
A1.A.1 7 108,27 187,98 207,22 756 -0,35 3,8 14,43 -3,94
A2.A.1 6 68,28 105,16 121,34 919 -13,15 -13,06 0,31 -11,63
A3.A.1 4 45,48 74,55 83,03 499 -3,8 -5,4 5,36 -8,61
A4.A.1 2 17,06 24,5 28,34 115 6,19 -8,52 5,82 -4,17
A5.A.1 3 24,5 34,06 37,34 203 10,16 -0,43 9,14 6,28
A6.A.1 4 52 85,11 95,18 444 -1,66 -3,43 8 1,37
A7.A.1 2 17,8 27,53 35,23 92 -4,59 -11,49 13,28 5,75
A8.A.1 3 85,05 123,37 138,54 226 22,28 3,31 16,01 0,89
A9.A.1 1 9,03 12,29 17,41 33 23 4,51 47,98 0
A10.A.1 2 26,35 40,9 50,91 89 60,45 55,44 93,49 12,66
A11.A.1 4 59,68 87,01 95,86 507 13,1 2,89 13,35 -4,16
A13.A.1 3 75,58 109,92 128,93 221 26,66 14,95 34,83 2,79
P1.B.1 2 5,69 9,5 13,05 54 -25,14 -25,04 2,99 -31,65
P1.C.1 2 8,03 13,12 18,04 97 5,65 3,55 42,42 22,78
P2.B.1 4 29,91 46,1 41,3 179 10,91 2,56 -8,12 55,65
P2.B.2 3 15,22 25,85 21,53 110 -43,57 -42,49 -52,1 -4,35
P2.C.1 4 29,42 40,39 45,56 190 9,07 -10,15 1,35 65,22
P2.C.2 3 15,54 21,83 25,7 128 -42,37 -51,44 -42,84 11,3
P3.B.1 5 47,07 82,22 98,09 490 -17,24 -13,27 3,47 -22,47
P4.B.1 1 5,14 8,3 10,73 55 0,83 -2,35 26,2 -14,06
P4.C.1 1 6,99 12,08 15,9 80 37,01 42,15 87,05 25
P5.B.1 2 6,96 11,14 15,07 73 -4,2 -7,96 24,54 -8,75
P5.B.2 2 7,26 11,78 15,98 76 0,06 -2,64 32,04 -5
P5.C.1 2 7,15 11,25 15,4 78 -1,48 -7,03 27,24 -2,5
P6.B.1 3 38,17 58,45 67,98 219 0,77 -7,41 57,63 -3,52
P6.C.1 3 40,24 59,05 67,43 240 6,25 -6,47 56,35 5,73
P7.B.1 4 28,96 49,23 56,21 655 -21,09 -19,52 -8,12 -4,38
P7.C.1 4 32,68 50,73 57,08 735 -10,97 -17,07 -6,68 7,3
P8.B.1 2 10,5 16,43 20,5 130 12,53 5,67 31,85 3,17
P8.C.1 2 11,27 16,63 20,41 144 20,77 6,96 31,23 14,29
P9.B.1 2 10,5 16,43 20,5 130 -2,63 -8,56 14,1 -9,09
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Bez. B FM RM1 RM2 S.An. FM RM1 RM2 S.An.
P9.C.1 2 13,34 18,04 20,45 147 23,76 0,4 13,83 2,8
P10.B.1 5 40,61 65,14 72,63 699 16,59 12,19 25,09 -3,45
P10.C.1 5 38,68 61,48 67,97 726 11,03 5,89 17,06 0,28
P11.B.1 2 12,38 16,4 19,97 73 -11,48 -26,84 -10,93 -1,35
P11.C.1 2 12,79 16,5 20,27 72 -8,59 -26,4 -9,6 -2,7
P12.B.1 1 8,62 12,01 14,83 119 10,95 -7,26 14,49 6,25
P12.C.1 1 9,35 13,22 15,68 135 20,3 2,06 21,07 20,54
P14.B.1 3 20,32 30,88 38,73 239 8,91 -0,71 24,53 -2,05
P14.C.1 3 21,01 32,24 39,75 256 12,62 3,67 27,8 4,92
P15.B.1 4 37,38 69,32 80,29 450 -22,62 -13,9 -0,28 -8,91
P15.C.1 4 37,68 68,84 82,4 470 -22,01 -14,5 2,33 -4,86
P16.B.1 2 24,78 39,12 51,87 145 -4,6 -6 24,64 5,84
P16.C.1 2 26,62 43,84 51,8 170 2,51 5,33 24,47 24,09
P18.B.1 2 9,62 14,36 19,14 84 6,06 -5,06 26,57 -5,62
P18.C.1 2 10,36 15,51 23,03 95 14,21 2,6 52,3 6,74
P19.B.1 2 5,84 8,37 13,58 37 -24,9 -35,38 4,79 -47,14
P19.C.1 2 8,03 12,85 17,68 85 3,26 -0,82 36,45 21,43
P20.B.1 6 64,68 111,1 125,59 763 -11,51 -8,8 3,09 -1,42
P20.C.1 6 75,35 120,07 133,21 864 3,09 -1,44 9,35 11,63
P21.B.1 2 6,92 10,21 13,12 80 14,42 1,29 30,12 1,27
P21.C.1 2 8,4 12,5 17,41 101 38,81 24,01 72,73 27,85
P22.B.1 2 11,69 14,43 20,67 42 80,98 39,39 99,66 13,51
P22.C.1 2 14,95 20,13 27,01 58 131,41 94,42 160,91 56,76
P23.B.1 4 50,4 69,02 75,65 229 12,07 -4,23 4,98 -0,43
P23.C.1 4 48,8 67,78 75,81 233 8,52 -5,94 5,19 1,3
P25.B.1 6 27,9 45,54 55,69 394 -24,12 -25,7 -9,14 -5,29
P25.C.1 6 30,7 49,26 60,67 459 -16,52 -19,63 -1 10,34
P26.B.1 9 108,04 167,64 184,26 1355 8,55 1,05 11,08 -3,35
P26.C.1 9 105,84 162,25 180,31 1458 6,33 -2,2 8,69 3,99
P27.B.1 4 31,11 43,01 49,91 151 -12 -24,07 -11,9 -0,66
P27.C.1 4 31,99 44,17 50,95 167 -9,52 -22,03 -10,06 9,87
P28.B.1 5 51,18 68,5 77,26 297 5,78 -11,65 -0,35 -3,26
P28.C.1 5 50,38 67,35 76,31 306 4,14 -13,13 -1,58 -0,33
P29.B.1 3 16,27 28,75 37,12 218 -0,35 5,65 36,42 -6,03
P29.C.1 3 19,83 34,53 45,3 260 21,46 26,92 66,49 12,07
P30.B.1 12 119,54 202,51 226,26 1723 -5,88 -4,33 6,89 -7,42
P30.C.1 12 129,65 210,45 230,49 2046 2,08 -0,58 8,88 9,94
P31.B.1 5 41,73 68,55 76,93 406 3,21 1,72 14,16 4,91
P31.B.2 5 43,13 72,42 83,46 397 6,66 7,47 23,84 2,58
P31.C.1 5 45,33 74,32 89,24 441 12,1 10,28 32,42 13,95
P32.B.1 4 35,83 59,57 67,19 308 14,18 13,9 28,47 0
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Bez. B FM RM1 RM2 S.An. FM RM1 RM2 S.An.
P32.C.1 4 35,05 57,06 65,15 328 11,68 9,11 24,58 6,49
P34.B.1 6 71,46 117,28 137,87 526 18,83 17,02 37,57 -0,19
P36.B.1 2 12,72 21,62 25,07 124 -1,87 0,09 16,08 -6,06
P36.C.1 2 12,01 19,27 25,78 137 -7,33 -10,77 19,36 3,79
P37.B.1 5 36,74 56,69 68,92 274 -4,24 -11,35 7,79 4,98
P37.C.1 5 37,06 56,6 67,3 317 -3,39 -11,49 5,25 21,46
F1.B.1 4 28,41 44,41 51,64 708 3,22 -3,21 12,56 -7,33
F1.B.2 4 29,76 45,45 51,82 736 8,1 -0,93 12,95 -3,66
F1.B.3 4 31,34 47,71 54,13 732 13,86 3,98 17,98 -4,19
F2.B.1 2 4,94 6,32 8,43 46 5,82 -18,75 8,36 4,55
F2.B.2 2 4,87 6,24 8,39 44 4,42 -19,74 7,85 0
F3.B.1 4 27,09 64,47 84,1 1103 -41,41 -16,35 9,13 -34,35
F3.B.2 4 22,14 55,05 69,21 1016 -52,12 -28,57 -10,2 -39,52
F4.B.1 6 26,58 59,12 85,67 497 -57,48 -43,26 -17,79 -43,07
K1.B.1 6 71,9 133,86 145,71 2731 -10,4 0,08 8,94 -0,11
K2.B.1 5 44,98 73,45 81,87 899 17,91 15,53 28,77 -4,26
K3.B.1 8 75,24 165,22 196,99 1353 -40,32 -21,37 -6,25 -29,64
K4.B.1 8 12,6 23,92 32,66 74 -2,75 10,73 51,19 -29,52
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D.1 GMC-Algorithmus
Der GMC-Algorithmus (Growing Moving Circle) sucht nach der besten Position von
Kreisen in einem Bina¨rbild Ib. Jeder Kreis wa¨chst und bewegt sich zu einer Position
mit der ho¨chsten Energie. Mit Energie e ∈ [0, 1] ist das Verha¨ltnis zwischen Anzahl
der segmentierten Holzpixel innerhalb des Kreises zur Kreisfla¨che gemeint. Es werden
verschiedene Richtungen und Gro¨ßen der Kreise getestet. Weiterhin wird jeweils eine
Achter-Nachbarschaft mit einem zwei Pixel breiten Testbereich genutzt. Der Kreis wa¨chst
und bewegt sich, bis die Energie kleiner ist als ein gewisser Schwellwert. Nach dem
Wachsen und Bewegen (Konvergenz) aller Kreise findet eine Verifikation der Kreise statt.
Alle Kreise innerhalb eines anderen werden zu einem Kreis verschmolzen (maximale
U¨berdeckung 50 %). Der nachfolgende Pseudocode verdeutlicht das prinzipielle Vorgehen.
1: list<circles> GMC(list<circles> lLogs, BinaryImage bImg, double e){
2: double ec, el, er, eu, ed; //Energien (links, rechts, ...)
3: double er2,el2,eu2,ed2; //Energien 2 Pixel weiter
4: for(int i=0; i<lLogs.size(); i++){
5: ec = 1.0;
6: c = lLogs[i];
7: while(e_c>e_min){
8: eg = energy(c.x, c.y, c.r+1, bImg); //wa¨chst
9: el = energy(c.x-1, c.y, c.r, bImg); //1 Pixel links
10: er = energy(c.x+1, c.y, c.r, bImg); //1 Pixel rechts
11: eu = energy(c.x, c.y-1, c.r, bImg); //1 Pixel hoch
12: ed = energy(c.x, c.y+1, c.r, bImg); //1 Pixel runter
13: el2 = energy(c.x-2, c.y, c.r, bImg); //2 Pixel links
14: er2 = energy(c.x+2, c.y, c.r, bImg); //2 Pixel rechts
15: eu2 = energy(c.x, c.y-2, c.r, bImg); //2 Pixel hoch
16: ed2 = energy(c.x, c.y+2, c.r, bImg); //2 Pixel runter
17: ec = max(eg,er,el,eu,ed,er2,el2,eu2,ed2);
18: c = growMoveCircle(c,eg,er,el,eu,ed,er2,el2,eu2,ed2);
19: }
20: lLogs[i] = c;
21: }
22: lLogs = improveMaxima(lLogs);
23: return lLogs;
24: }
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D.2 LSGMC-Algorithmus
Der nachfolgende Pseudocode beschreibt in Kurzform den LSGMC-Algorithmus (Log
Separation by Growing Moving Circles). Die einzelnen Zeilen des Pseudocodes werden
zur weiteren Beschreibung zu Grunde gelegt.
(11) Zuerst wird jeder Kreis mit der korrespondierenden Fla¨che in Ib verglichen. Wenn
ein gewisses Verha¨ltnis von Holz zu Nicht-Holzpixeln unterschritten ist, wird der Kreis
entfernt. Das Ergebnis ist eine reduzierte Menge von Kreisen. (12) Zur Reduzierung
von Lo¨chern in dem Bina¨rbild (Stammschnittfla¨chenpixel) werden alle Kreise mit einem
herunterskalierten Radius in das Bina¨rbild Ib eingezeichnet. Das Ergebnis ist ein ver-
bessertes Bina¨rbild Ib
′
. (13) Um die besten angepassten Kreise zu erhalten, wird der
erste GMC auf das verbesserte Bina¨rbild Ib
′
mit den reduzierten Kreisen aufgerufen. (14)
Anschließend werden die angepassten Kreise aus dem Bina¨rbild Ib
′
entfernt (l = 0). Das
resultierende Bina¨rbild Ibrest entha¨lt die u¨brigbleibenden Holzpixel (l = 1). (15) Eine
Extraktion der lokalen Maxima nach einer Distanz-Transformation auf Ibrest fu¨hrt zu
einer neuen Kreismenge (Radius der Kreise ist identisch mit dem Distanzwert). (16) Die
Vereinigung beider Kreismengen (angepasste und neue Menge) wird zum zweiten Mal
(17) an das Bina¨rbild Ib
′
durch einen GMC-Aufruf angepasst.
1: list<circles> LSGMC(list<circles> lCand, BinaryImage bImg){
2: list<circles> lLogs;
3: list<circles> lLocalMax;
4: BinaryImage bImgRest;
5:
6: double a=0.45; //Verha¨ltnis Holz zu Nicht-Holz
7: double b=0.75; //Skalierung der Kreise fu¨r’s Einzeichnen
8: double c=0.6; //maximale Energie fu¨r den 1. GMC
9: double d=0.85; //maximale Energie fu¨r den 2. GMC
10:
11: lLogs = verify(lCand, bImg, a);
12: bImg = drawFilledCircles(lLogs, bImg, b);
13: lLogs = GMC(lLogs, bImg, c);
14: bImgRest = removeCirclesFromImage(bImg, lLogs);
15: lLocalMax = findMaxima(distanceTransform(bImgRest));
16: lLogs = merge(lLogs, lLocalMax);
17: lLogs = GMC(lLogs, bImg, d);
18:
19: return lLogs;
10: }
Zusammenfassend werden durch den LSGMC alle ermittelten Kreise auf das Bina¨rbild
projiziert. Die Kreise wachsen und bewegen sich simultan, bis jedes Pixel einem Kreis
zugeordnet werden kann.
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D.3 GMC-G-Algorithmus
Der GMC-G-Algorithmus (Growing Moving Circles Generalized) ist eine Generalisie-
rung des LSGMC-Algorithmus (siehe Abschnitt D.2) auf beliebige organo-Gruppen. Der
Algorithmus erweitert den LSGMC um die Statistik erster Ordnung der Kreisradien
und eine Watershed -Segmentierung auf dem Ausgangsbild. Außerdem werden beliebige
Objekte und nicht nur Stammschnittfla¨chen adressiert. Die erga¨nzten und gea¨nderten
Bestandteile werden anhand des nachfolgenden Pseudocodes und der Zeilennummern
beschrieben. Hinzugekommen sind die Zeilen 17-21 und 26-27.
1: LImage GMCG(list<circles> lCand, BinaryImage bImg, RGBImg imgSrc){
2: list<circles> lObj, lObjRest; //Liste von Kreisen
3: list<segments> lSegments; //Liste von Segmenten
4: BinaryImage bImgRest, bImgRestInv; //Bina¨rbilder
5: pair<double, double> pObj_mv; //Mittelwert und Varianz
6: LImage imgMarker, imgResult; //Labelbilder
7:
8: double a=0.45; //Mindestverha¨ltnis von Objekt zu Nicht-Objekt
9: double b=0.75; //Skalierung der Kreise fu¨r’s Einzeichnen
10: double c=0.81; //maximale Energie fu¨r alle GMC’s
11: double d=0.95; //Skalierung des unsicheren Bereiches
12:
13: lObj = verify(lCand, bImg, a);
14: bImg = drawFilledCircles(lObj, bImg, b);
15: lObj = GMC(lObj, bImg, c);
16
17: pObj_mv = getFirstOrderStatistic(lObj);
18: bImgRest = removeCirclesFromImage(bImg, lLogs);
19: lSegments = segment(distanceTransform(bImgRest), pObj_mv);
20: lObjRest = determineCirclesByMassCenterAndRadii(lSegments);
21:
22: lObj = merge(lObj, lObjRest);
23: lObj = GMC(lObj, bImg, c);
24:
25: imgMarker = determineSeedPoints(bImg, lObj, d);
26: imgResult = watershed(imgMarker, imgSrc);
27:
28: return imgResult;
39: }
(13-15) Wie im LSGMC-Algorithmus werden die Kreise zuerst bereinigt, in das
Bina¨rbild eingezeichnet und mit dem GMC-Algorithmus in das Bina¨rbild eingepasst.
(17) Aus den angepassten Kreisen werden Statistiken erster Ordnung abgeleitet. (18)
Die angepassten Kreise werden anschließend aus dem Bina¨rbild entfernt. (19) Das redu-
zierte Bina¨rbild wird invertiert und eine Distanztransformation durchgefu¨hrt. Anhand
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der Statistiken erster Ordnung wird ein Schwellwert (minimaler Radius) ermittelt und
das Distanzbild segmentiert. Nach der Segmentierung ergeben sich Segmente, welche in
die Statistik der bisherigen Kreise passen und nicht detektiert wurden. (20) Aus den
Segmenten werden anschließend Kreisparameter anhand des Schwerpunktes und der Seg-
mentfla¨che bestimmt. (22-23) Wie bereits im LSGMC-Algorithmus wird ein zweiter GMC
mit allen ermittelten Kreisen durchgefu¨hrt. Das Ergebnis ist eine Menge von optimierten
Kreisen bzgl. dem Bina¨rbild. (25) Aus dem Bina¨rbild und den optimierten Kreisen wird
ein Markerbild (Labelbild mit Saatpunkten) berechnet. Dazu wird fu¨r jeden optimierten
Kreis ein einmaliges Label vergeben. Die Kreise werden herunterskaliert und mit dem
entsprechenden Label ins Markerbild abgebildet. Weiterhin wird ein Hintergrundlabel
abgebildet. Dazu wird eine Distanztransformation auf das Bina¨rbild durchgefu¨hrt und
das Ergebnis segmentiert. Alle segmentierten Pixel erhalten das Hintergrundlabel. (26)
Im letzten und finalen Schritt wird eine Watershed -Segmentierung durchgefu¨hrt.
Zusammenfassend fu¨hrt der GMC-G eine Multi-Objekt-Segmentierung auf einem
Farbbild (RGBImg) durch, wobei Kreise und ein Bina¨rbild der Objekte notwendig sind.
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Abku¨rzungsverzeichnis
AAA Begriff - Bedeutung (englische Bezeichnung)
AFoRS Automatisierter Fotogrammetrischer Rohholz-Vermessungs-Service
bspw. beispielsweise
bzgl. bezu¨glich
bzw. beziehungsweise
BK Bayes Klassifikator
BV Bildverarbeitung (Image Processing)
BP Belief Propagation
CV Maschinelles Sehen (Computer Vision)
d.h. das heißt
DT Entscheidungsba¨ume (Decision Trees)
EM Erwartungswert Maximierung (Expectation Maximization)
FCM Fuzzy C-Mean
FoE Fields of Experts
GC Graph-Cut
ggf. gegebenenfalls
GK Gauß Klassifikator
GLCM Grauwertematrix (Gray Level Co-occurrence Matrix)
GMC simultan wachsende Kreise (growing moving Circles); eigener Ansatz
GMC-G GMC-generalisiert fu¨r organo-Gruppen; eigener Ansatz
GT Grundwahrheit (Ground Truth)
GVF Gradienten Vektor Feld (gradient vector field)
HoG Histogramm von orientierten Gradienten (Histogram of oriented Gradients)
GMM Gaussian Mixture Model
GMM-EM Gaussian Mixture Models by Expectation Maximization
i.d.R. in der Regel
KD-NN Dichteabscha¨tzung im KD-Baum mit Na¨chste Nachbarschaft; eigener Ansatz
KD-NN-A KD-NN-adaptiert an Stammschnittfla¨chendetektion; eigener Ansatz
KD-NN-G KD-NN-generalisiert fu¨r organo-Gruppen; eigener Ansatz
LBP Local Binary Pattern
LSGMC GMC adaptiert an Baumsta¨mme (Log Separation GMC); eigener Ansatz
MRF Markov Random Fields
ML Maschinelles Lernen (Maschine Learning)
N-Cut Normalized Cut
NN Neuronale Netze
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PCA Prinzipielle Komponenten Analyse
PWL-H Post Processed Wood Log Haarcascades; eigener Ansatz
RoI Bereich von Interesse - Rechteckige Bildmarkierung (Region of Interest)
SGM Single Gaussian Model
SLIC Simple Linear Interative Clustering
SVM Support Vector Maschine
Trimap Karte mit den drei Labels Unbekannt, Vorder- und Hintergrund
VioNeS Visualisation of the Next Subvolume Method; eigener Ansatz
organo gleichartige organische Objekte
WS-GC-R Cut Wood Segmentation by Graph-Cut with Restrictions; eigener Ansatz
z.B. zum Beispiel
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Symbolverzeichnis
BG Menge der Hintergrundpixel (background)
C Kontur
cp Kreisparameter und Tripel (x, y, r); Kreismittelpunkt: x, y; Radius: r
CP Menge von Kreisparametern
CPS Menge von kreisfo¨rmigen Segmenten
D, d Domain und ein Ort d der Domain
DS Abstrakte Notation einer Datenstruktur
el Eine Entita¨t
FG Menge der Vordergrundpixel (foreground)
fk Klassifikationsfunktion
fl allgemeine Labelfunktion
fod Objektdetektionsfunktion
fwinod fensterbasierte Objektdetektionsfunktion
fs Segmentierungsfunktion
fsts Segmentierungsfunktion der Stammschnittfla¨chensegmentierung
fhs Segmentierungsfunktion der Schnittholzsegmentierung
fs|od Segmentierungsfunktion, die zur Abbildung die Relation ROD verwendet
I Bild (Image) - Matrix und Menge von Pixeln
Ib Bina¨rbild; Ergebnis einer Bina¨ren Segmentierung
Ibh Bina¨rbild mit Schnittholz- und nicht Schnittholzpixeln
Ibog Bina¨rbild mit organischen Objekt- und nicht Objektpixeln
Ic Bildkanal - Matrix und Menge von Pixelwerten
Im Bild mit n Labels; Ergebnis einer Multi-Objekt-Segmentierung
Imst Bild mit Labels einzelner Stammschnittfla¨chen OG
st
Imog Bild mit Labels einzelner Organischer Objekte OG
Iroi Bereich von Interesse zum Bild I
Ismp Teilmenge von Pixeln (samples) des Bildes I
Isub Teilbild vom Bild I
Itri Trimap; Bild mit drei Labels L = {foreground, background, unknown}
It Trainingsbild
Ip generelles Wahrscheinlichkeitsbild
Ipfg Vordergrund (foreground) Wahrscheinlichkeitsbild
Ipbg Hintergrund (background) Wahrscheinlichkeitsbild
Iwood Farbbild einer Holzpolterfrontseite
Iog Farbbild mit einer organo-Gruppe
h,w Ho¨he und Weite eines Bildes I
k Eine Klasse
L, l diskrete Labelmenge und ein Label
Lst, Lh Labelmenge der Stammschnittfla¨chen und Schnittholzsegmentierung
LD Diskrete oder kontinuierliche Labelmenge
m⃗, bm Merkmalsvektor und ein Bildmerkmal
Or reales 3D-Objekt
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O Bildobjekt - Menge von Pixeln
Or,o reales organisches 3D-Objekt
Oo Organisches Bildobjekt - Menge von Pixeln
Or,st, Ost reale 3D-Stammschnittfla¨che und das 2D-Bildobjekt
O Menge aller nicht Bildobjekt Pixel O eines Bildes
O
st
Menge aller nicht Stammschnittfla¨chenpixel Ost eines Bildes
OGr, OG reale 3D- und abgebildete 2D-Gruppe gleichartiger organischer Objekte
OGst Menge aller Stammschnittfla¨chen Ost im Bild
px Pixel eines Bildes und n-Tupel von Werten va
S ein Segment und Menge von Pixeln px
Qst Qualita¨t der Stammschnittfla¨chen; Qst ∈ {A,B,C}
QI Qualita¨t der Bildaufnahme und/oder des Bildes; QI ∈ {A,B,C}
Rod Ergebnisrelation der Objektdetektion
Rs Ergebnisrelation der Segmentierung
Swin ein rechteckiges Segment (window) und Menge von Pixeln px
SI Segmentmenge - Menge aller mo¨glichen Segmente S im Bild I
SIwin Segmentmenge rechteckiger Segmente - Teilmenge von SI
va Wert eines Pixels
win Fenster und 4-Tupel (x, y, w, h); Koordinaten: x, y; Weite: w; Ho¨he: h
W Menge von Fenstern win
WS Menge von Teilbildern und rechteckigen Segmenten Swin
Θ abstrakte Kennzeichnung eines Modells
ΘFG Vordergrundmodell
ΘBG Hintergrundmodell
Θhis Model zum Setzen der Gewichte mit einem 3D-Histogramms
Θkm Model zum Setzen der Gewichte mit k-mean
Θgmm Model zum Setzen der Gewichte mit GMM-EM
Θkn Model zum Setzen der Gewichte mit KD-NN
Λ Indexmenge
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Thesen
1. Vorwissen (A-Priori) umfasst Wissen u¨ber den Bildinhalt, u¨ber die zu segmentie-
renden Objekte und/oder u¨ber das Ziel der Segmentierung. Ohne Vorwissen sind
die Ergebnisse eines Segmentierungsalgorithmus unzureichend. Ein Segmentierungs-
algorithmus muss mit Vorwissen direkt gesteuert und/oder indirekt anhand von
Vorwissen konzipiert werden.
2. Vorwissen leitet sich ganz oder teilweise aus der Segmentierungsaufgabe ab. Je
pra¨ziser das Vorwissen und je spezieller die Segmentierungsaufgabe, um so genau-
er und spezieller wird ein entsprechend angepasster Segmentierungsalgorithmus.
Abha¨ngig vom Vorwissen erfolgt die Auswahl, Kombination und Adaption von
Basismethoden zur Segmentierung. Die Methoden der Objektdetektion beinhalten
Vorwissen in Form eines Objektmodells und sind ein Mittel zur Segmentierung.
3. Schnittholz besitzt eine charakteristische Farbgebung. Die Farbgebung ist Vorwis-
sen und geeignet zur bina¨ren Segmentierung von Schnittholz. Eine Restriktion in
der Bildaufnahme und spezielle Vorsegmentierung ermo¨glicht die Extraktion von
Schnittholz- (Vordergrund) und Nicht-Schnittholzpixeln (Hintergrund). Mit den
extrahierten Pixeln ist die Erstellung eines repra¨sentativen Vorder- und Hinter-
grundfarbmodells mo¨glich.
4. Mit einem Farbmodell von Schnittholz und Nicht-Schnittholz ist eine genaue bina¨re
Segmentierung von Schnittholz mo¨glich. Eine Dichteabscha¨tzung im Farbmodell mit
einer Kugelumgebung ist geeignet zur Erstellung eines Wahrscheinlichkeitsbildes der
Farbe. Wahrscheinlichkeitsbilder von Schnittholz und Nicht-Schnittholz ermo¨glichen
das Setzen der Gewichte eines Graphen, der fu¨r die Segmentierung mit Graph-Cut
geeignet ist.
5. Die Methoden der Objektdetektion sind zur Detektion von Stammschnittfla¨chen
nutzbar. Stammschnittfla¨chen in einem Bild der Frontfla¨che eines Holzpolters
u¨berdecken sich gegenseitig wenig und bilden einen Cluster im Bildraum. Falsch-
positiv detektierte Stammschnittfla¨chen lassen sich durch U¨berdeckungspru¨fung
und Ausreißeranalyse beseitigen.
6. Eine richtig-positiv detektierte Stammschnittfla¨che durch eine fensterbasierte Ob-
jektdetektion ist indirektes Vorwissen zur Segmentierung. Die Repra¨sentation des
detektierten Fensters als Kreis ist eine grobe Approximation der Stammschnittfla¨che.
Der Kreis an sich ist bereits eine grobe Segmentierung einer Stammschnittfla¨che.
Durch aktive Konturen ausgehend vom Kreis kann eine Stammschnittfla¨che noch
genauer segmentiert werden.
199
Thesen
7. Durch detektierte Fenster von Stammschnittfla¨chen ist es mo¨glich, Schnittholz
und Nicht-Schnittholzpixel abzuscha¨tzen. Eine Trimap bestehend aus den Labels
“Unbekannt”, “Vordergrund” und “Hintergrund” ist eine geeignete Repra¨sentation
der Ergebnisse der Abscha¨tzung. Mit der Trimap lassen sich auf Basis geeigneter
Farbmodelle Wahrscheinlichkeitsbilder errechnen und das Schnittholz mit Graph-
Cut bina¨r segmentieren.
8. Stammschnittfla¨chen sind in einem bina¨ren Schnittholzbild separierbar. Zur Sepa-
rierung der Stammschnittfla¨chen eignet sich eine Kreisanpassung im Bina¨rbild, da
die Wahrscheinlichkeit, dass große Segmente im Bina¨rbild zu einer Stammschnitt-
fla¨che geho¨ren, hoch ist. Durch eine Kreisanpassung an die großen Segmente und
synchron an die von den detektierten Fenstern u¨berdeckten Segmente wird eine
geeignete Segmentierung einzelner Stammschnittfla¨chen erreicht.
9. Die Methoden der Objektdetektion sind ebenso nutzbar zur Detektion von Objek-
ten einer beliebigen organo-Gruppe im Bild. Ein Klassifikator zur Detektion ist
mit entsprechenden Objektbildern und Nicht-Objektbildern einer organo-Gruppe
erstellbar. Bei großer Varianz der Objekte muss von Fehlern in der Detektion ausge-
gangen werden. Falsch-positiv detektierte Fenster einer organo-Gruppe lassen sich
durch U¨berdeckungspru¨fung und Ausreißeranalyse basierend auf A¨hnlichkeitsmaßen
beseitigen.
10. Die Segmentierung der Stammschnittfla¨chen durch Objektdetektion und Farbmo-
delle ist u¨bertragbar auf andere organo-Gruppen. Wie bei den Stammschnittfla¨chen
ist auch die Farbe der Objekte einer beliebigen organo-Gruppe a¨hnlich. Ebenso
ist auch eine optimierungsbasierte Segmentierung auf Basis eines Farbmodells
geeignet zur bina¨ren Segmentierung einer organo-Gruppe. Die Objektseparierung
ist auch bei vielen anderen organo-Gruppen durch die detektierten Objektfenster
und Annahme einer Kreisform mo¨glich. Allerdings sind spezielle Annahmen der
Objektform notwendig zur Segmentierung spezieller nicht-quasi-runder organo-
Gruppen.
11. Die Bestimmung des Volumens eines Holzpolters anhand von segmentierten Stamm-
schnittfla¨chen in Bildern ist mo¨glich, wenn ein Maßstab zum Bild gegeben oder
bestimmt werden kann. Die Abscha¨tzung des Volumens eines Baumstammes durch
nur eine Schnittfla¨che ist fehlerbehaftet, da ein Baumstamm kein perfekter Zylinder
ist. Im Praxiseinsatz ist die Abscha¨tzung dennoch eine geeignete Hilfestellung und
Alternative zur manuellen Volumenabscha¨tzung.
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