This technical note addresses the distributed consensus protocol design problem for multi-agent systems with general linear dynamics and directed communication graphs. Existing works usually design consensus protocols using the smallest real part of the nonzero eigenvalues of the Laplacian matrix associated with the communication graph, which however is global information. In this technical note, based on only the agent dynamics and the relative states of neighboring agents, a distributed adaptive consensus protocol is designed to achieve leader-follower consensus in the presence of a leader with a zero input for any communication graph containing a directed spanning tree with the leader as the root node. The proposed adaptive protocol is independent of any global information of the communication graph and thereby is fully distributed. Extensions to the case with multiple leaders are further studied.
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I. INTRODUCTION
Consensus of multi-agent systems has been an emerging research topic in the systems and control community in recent years. Due to its potential applications in several areas such as spacecraft formation flying, sensor networks, and cooperative surveillance [1] , the consensus control problem has been addressed by many researchers from various perspectives; see [1] , [2] , [3] , [4] , [5] and the references therein. Existing consensus algorithms can be roughly categorized into two classes, namely, consensus without a leader (i.e., leaderless consensus) and consensus with a leader which is also called leader-follower consensus or distributed tracking. For the consensus control problem, a key task is to design appropriate distributed controllers which are usually called consensus protocols. Due to the spatial distribution of the agents and limited sensing capability of sensors, implementable consensus protocols for multi-agent systems should be distributed, depending on only the local state or output information of each agent and its neighbors.
In this technical note, we consider the distributed consensus protocol design problem for multi-agent systems with general continuous-time linear dynamics. Previous works along this line include [6] , [7] , [8] , [9] , [10] , [11] , where different static and dynamic consensus protocols have been proposed. One common feature in the aforementioned works is that the design of the consensus protocols requires the knowledge of some eigenvalue information of the Laplacian matrix associated with the communication graph (specifically, the smallest nonzero eigenvalue of the Laplacian matrix for undirected graphs and the smallest real part of the nonzero eigenvalues of the Laplacian matrix for directed graphs). As pointed in [8] , for the case where the agents are not neutrally stable, e.g., double integrators, the design of the consensus protocols generally depends on the smallest real part of the nonzero eigenvalues of the Laplacian matrix. However, it is worth mentioning that the smallest real part of the nonzero eigenvalues of the Laplacian matrix is global information in the sense that each agent has to know the entire communication graph G to compute it. Therefore, the consensus protocols given in the aforementioned papers cannot be designed by each agent in a fully distributed fashion, i.e., using only the local information of its own and neighbors. To overcome this limitation, distributed adaptive consensus protocols are proposed in [12] , [13] . Similar adaptive schemes are presented to achieve second-order consensus with nonlinear dynamics in [14] , [15] . Note that the protocols in [12] , [13] , [14] , [15] are applicable to only undirected communication graphs or leader-follower graphs where the subgraphs among the followers are undirected. How to design fully distributed adaptive consensus protocols for the case with general directed graphs is quite challenging and to the best of our knowledge is still open. The main difficulty lies in that the Laplacian matrices of directed graphs are generally asymmetric, which renders the construction of adaptive consensus protocol and the selection of appropriate Lyapunov function far from being easy.
In this technical note, we intend to design fully distributed consensus protocols for general linear multi-agent systems with a leader of a zero input and a directed communication graph.
Based on the relative states of neighboring agents, a distributed adaptive consensus protocol is constructed. It is shown via a novel Lyapunov function that the proposed adaptive protocol can achieve leader-follower consensus for any communication graph containing a directed spanning tree with the leader as the root node. The adaptive protocol proposed in this technical note, independent of any global information of the communication graph, relies on only the agent dynamics and the relative state information and thereby is fully distributed. Compared to the distributed adaptive protocols in [12] , [13] for undirected graphs, a distinct feature of the adaptive protocol in this technical note is that monotonically increasing functions, inspired by the changing supply function notion in [16] , are introduced to provide extra freedom for design. As an extension, we consider the case where there exist multiple leaders with zero inputs. In this case, it is shown that the proposed adaptive protocol can solve the containment control problem, i.e., the states of the followers are to be driven into the convex hull spanned by the states of the leaders, if for each follower, there exists at least one leader that has a directed path to that follower. A sufficient condition for the existence of the adaptive protocol in this technical note is that each agent is stabilizable.
The rest of this technical note is organized as follows. Mathematical preliminaries required in this paper are summarized in Section II. The problem is formulated and the motivation is 
is said to be undirected. A path from node v i 1 to node v i l is a sequence of ordered edges of the
A directed graph contains a directed spanning tree if there exists a node called the root, which has no parent node, such that the node has directed paths to all other nodes in the graph.
The adjacency matrix A = [a ij ] ∈ R N ×N associated with the directed graph G is defined by a ii = 0, a ij is a positive value if (v j , v i ) ∈ E and a ij = 0 otherwise. Note that a ij denotes the weight for the edge (v j , v i ) ∈ E. If the weights are not relevant, then a ij is set equal to 
Lemma 1 ([17]):

III. PROBLEM STATEMENT AND MOTIVATIONS
Consider a group of N + 1 identical agents with general linear dynamics, consisting of N followers and a leader. The dynamics of the i-th agent are described bẏ
where x i ∈ R n is the state, u i ∈ R p is the control input, and A and B are constant matrices with compatible dimensions.
Without loss of generality, let the agent in (1) indexed by 0 be the leader (which receives no information from any follower) and the agents indexed by 1, · · · , N, be the followers. It is assumed that the leader's control input is zero, i.e., u 0 = 0. The communication graph G among the N + 1 agents is assumed to satisfy the following assumption.
Assumption 1:
The graph G contains a directed spanning tree with the leader as the root node 1 .
Denote by L the Laplacian matrix associated with G. Because the node indexed by 0 is the leader which has no neighbors, L can be partitioned as
where L 2 ∈ R N ×1 and L 1 ∈ R N ×N . Since G satisfies Assumption 1, it follows from Lemma 1 that all eigenvalues of L 1 have positive real parts. It then can be verified that L 1 is a nonsingular M-matrix and is diagonally dominant.
The intention of this technical note is to solve the leader-follower consensus problem for the agent in (1), i.e., to design distributed consensus protocols under which the states of the N followers converge to the state of the leader in the sense of lim t→∞ x i (t) − x 0 (t) = 0,
Several consensus protocols have been proposed to reach leader-follower consensus for the agents in (1), e.g., in [6] , [7] , [9] , [23] , [8] , [10] . A static consensus protocol based on the relative states between neighboring agents is given in [6] , [10] as
where c > 0 is the common coupling weight among neighboring agents,K ∈ R p×n is the feedback gain matrix, and a ij is (i, j)-th entry of the adjacency matrix A associated with G.
Lemma 3 ([6] , [10] ): For the communication graph G satisfying Assumption 1, the N agents described by (1) reach leader-follower consensus under the protocol (3) withK = −B T P −1 and
Re(λ i ), where λ i , i = 1, · · · , N, are the nonzero eigenvalues of L 1 and P > 0 is a solution to the following linear matrix inequality (LMI):
As shown in the above lemma, in order to reach consensus, the coupling weight c should be not less than the inverse of min
, that is, the smallest real part of the eigenvalues of L 1 . Actually it is pointed out in [8] , [23] that for the case where the agents in (1) are critically unstable, e.g., double integrators, the design of the consensus protocol generally requires
Re(λ i ). However, it is worth mentioning that min
information in the sense that each follower has to know the entire communication graph G to compute it. Therefore, the consensus protocols given in Lemma 3 cannot be designed by each agent in a fully distributed fashion, i.e., using only the local information of its own and neighbors.
This limitation motivates us to design some fully distributed consensus protocols for the agents in (1) whose directed communication graph satisfies Assumption 1.
IV. DISTRIBUTED ADAPTIVE CONSENSUS PROTOCOL DESIGN
In this section, we consider the case where each agent has access to the relative states of its neighbors with respect to itself. Based on the relative states of neighboring agents, we propose the following distributed adaptive consensus protocol with time-varying coupling weights:
where ξ i N j=0 a ij (x i − x j ), c i (t) denotes the time-varying coupling weight associated with the i-th follower with c i (0) ≥ 1, P > 0 is a solution to the LMI (4), K ∈ R p×n and Γ ∈ R n×n are the feedback gain matrices to be designed, ρ i (·) are smooth and monotonically increasing functions to be determined later which satisfies that ρ i (s) ≥ 1 for s > 0, and the rest of variables are defined as in (3) .
where L 1 is defined in (2) . Because L 1 is nonsingular for G satisfying Assumption 1, it is easy to see that the leader-follower consensus problem is solved if and only if ξ asymptotically converges to zero. Hereafter, we refer to ξ as the consensus error. In light of (1) and (5), it is not difficult to obtain that ξ and c i satisfy the following dynamics:
whereρ(ξ) diag(ρ 1 (ξ
Before moving on to present the main result of this section, we first introduce a property of the nonsingular M-matrix L 1 .
Lemma 4:
There exists a positive diagonal matrix
Proof: The first assertion is well known; see Theorem 4.25 in [19] or Theorem 2.3 in [20] .
The second assertion is shown in the following. Note that the specific form of G given here is different from that in [19] , [21] , [22] .
Since L 1 is a nonsingular M-matrix, it follows from Theorem 4.25 in [19] that (L
is nonnegative, and thereby cannot have a zero row. Then, it is easy to verify that q > 0 and hence
Since the diagonal entries of GL 1 + L T 1 G are positive, it then follows from Gershgorin's disc theorem [18] that every eigenvalue of
The following result provides a sufficient condition to design the adaptive consensus protocol (5).
Theorem 1:
Suppose that the communication graph G satisfies Assumption 1. Then, the leaderfollower consensus problem of the agents in (1) is solved by the adaptive protocol (5) with
, and ρ i (ξ Proof: Consider the following Lyapunov function candidate:
wherec i = c i −α, α is a positive scalar to be determined later,λ 0 denotes the smallest eigenvalue
Because c i (0) ≥ 1, it follows from the second equation in (7) that c i (t) ≥ 1 for t > 0.
Furthermore, by noting that ρ i (·) are smooth and monotonically increasing functions satisfying ρ i (s) ≥ 1 for s > 0, it is not difficult to see that V 1 is positive definite with respect to ξ i andc i ,
The time derivative of V 1 along the trajectory of (7) is given bẏ
In the sequel, for conciseness we shall useρ and ρ i instead ofρ(ξ) and ρ i (ξ
whenever without causing any confusion.
By using (7) and after some mathematical manipulations, we can get that
where we have used the fact that GL 1 + L T 1 G ≥λ 0 I to get the first inequality.
August 21, 2014 DRAFT Because ρ i are monotonically increasing and satisfy ρ i (s) ≥ 1 for s > 0, it follows that
where we have used the mean value theorem for integrals to get the first inequality and used Lemma 2 to get the second inequality.
Substituting (10) and (11) into (9) yieldṡ
Choose α ≥α + max i=1,··· ,N
, whereα > 0 will be determined later. Then, by noting that ρ i ≥ 1 and c i ≥ 1, i = 1, · · · , N, it follows from (12) thaṫ
Letξ = ( CρG ⊗ I)ξ and chooseα to be sufficiently large such that
we can get from (13) thaṫ
August 21, 2014 DRAFT where to get the last inequality we have used the assertion that
0, which follows readily from (4).
is bounded and so is each c i . By notingċ i ≥ 0, it can be seen from (7) that c i are monotonically increasing. Then, it follows that each coupling weight c i converges to some finite value. Note thatV 1 ≡ 0 implies thatξ = 0 and thereby ξ = 0. Hence, by LaSalle's Invariance principle [24] , it follows that the consensus error ξ asymptotically converges to zero.
That is, the leader-follower consensus problem is solved.
Remark 1:
As shown in [6] , a necessary and sufficient condition for the existence of a P > 0 to the LMI (4) is that (A, B) is stabilizable. Therefore, a sufficient condition for the existence of an adaptive protocol (5) satisfying Theorem 1 is that (A, B) is stabilizable. The consensus protocol (5) can also be designed by solving the algebraic Ricatti equation:
as in [23] , [10] . In this case, the parameters in (5) can be chosen as
and
The solvability of the above Ricatti equation is equal to that of the LMI (4).
Remark 2:
In contrast to the consensus protocols in [6] , [7] , [9] , [23] , [10] which require the knowledge of the eigenvalues of the asymmetric Laplacian matrix, the adaptive protocol (5) depends on only the agent dynamics and the relative states of neighboring agents, and thereby can be computed and implemented by each agent in a fully distributed way. Compared to the adaptive protocols in [13] , [12] which are applicable to only undirected graphs or leader-follower graphs where the subgraph among the followers is undirected, the adaptive consensus protocol (5) works for general directed leader-follower communication graphs.
Remark 3:
In comparison to the adaptive protocols in [13] , [12] , a distinct feature of (5) is that inspired by the changing supply functions in [16] , monotonically increasing functions ρ i are introduced into (5) to provide extra freedom for design. As the consensus error ξ converges to zero, the functions ρ i will converge to 1, in which case the adaptive protocol (5) will reduce to the adaptive protocols for undirected graphs in [13] , [12] . It is worth mentioning that the Lyapunov function used in the proof of Theorem 1 is partly motivated by [25] which designs adaptive consensus protocols for first-order multi-agent systems with uncertainties.
V. EXTENSIONS TO THE CASE WITH MULTIPLE LEADERS
In this section, we extend to consider the case where there exist more than one leader. In the presence of multiple leaders, the containment control problem arises, where the states of the followers are to be driven into the convex hull spanned by those of the leaders [26] .
The dynamics of the N + 1 agents are still described by (1) . Without loss of generality, the agents indexed by 0, · · · , M (M < N − 1), are the leaders whose control inputs are assumed to be zero and the agents indexed by M + 1, · · · , N, are the followers. The communication graph
G among the N + 1 agents is assumed to satisfy the following assumption.
Assumption 2: For each follower, there exists at least one leader that has a directed path to that follower.
Clearly, Assumption 2 will reduce to Assumption 1 if only one leader exists. Under Assumption 2, the Laplacian matrix L can be written as L =
, and the following result holds. 1 L 2 has a sum equal to one. In the following, we will investigate if the proposed adaptive protocol (5) can solve the containment control problem for the case where G satisfies Assumption 2. In this case, ζ
T , where ξ i is defined in (5), can be written into
Clearly, ζ = 0 if and only if spanned by the states of the leaders. Thus, the containment control problem can be reduced to the asymptotical stability of ζ. By using (1), (5) , and (15), we can obtain that ζ and c i satisfẏ
The following theorem can be shown by following similar steps in proving Theorem 1.
Theorem 2:
Supposing that G satisfies Assumption 2, the adaptive protocol (5) designed as in Theorem 1 can solve the containment control problem for the agents in (1) and each coupling weight c i converges to some finite steady-state value.
Remark 4: Theorem 2 extends Theorem 1 to the case with multiple leaders. For the case with only one leader, Theorem 2 will reduce to Theorem 1. The containment control problem of general linear multi-agent systems was previously discussed in [27] . Contrary to the static controller in [27] whose design relies on the smallest real part of the eigenvalues of L 1 , the adaptive protocol (5) depends on only local information and thus is fully distributed. In this section, a simulation example is provided for illustration.
VI. SIMULATION EXAMPLE
Consider a network of third-order integrators, described by (1), with
The communication graph is given as in Fig. 1 , where the node indexed by 0 is the leader which is only accessible to the node indexed by 1. The weights of the graph are randomly chosen within the interval (0, 3). It is easy to verify that the graph in Fig. 1 satisfies Assumption 1.
Solving the LMI (4) by using the SeDuMi toolbox [28] gives a solution 
VII. CONCLUSION
In this technical note, we have addressed the distributed consensus problem for a multi-agent system with general linear dynamics and a directed leader-follower communication graph. The main contribution of this technical note is that for any communication graph containing a directed spanning tree with the leader as the root, a distributed adaptive consensus protocol is designed, which, depending on only the agent dynamics and the relative state information of neighboring agents, is fully distributed. The case with multiple leaders has been also discussed.
It is worth mentioning that in this technical note the control input of the leader is assumed to be zero. A future research direction is to extend the results in this technical note to the general case where the leader has a bounded control input or the leader is any reference signal with bounded derivatives. Another interesting topic for future study is to extend the proposed distributed adaptive protocol to the case of directed communication graphs without a leader or to the case where only relative output information is available.
