Stephens and Donnelly (2000) constructed an efficient sequential importance-sampling proposal distribution on coalescent histories of a sample of genes for computing the likelihood of a type configuration of genes in the sample. In the current paper a characterization of their importance-sampling proposal distribution is given in terms of the diffusion-process generator describing the distribution of the population gene frequencies. This characterization leads to a new technique for constructing importance-sampling algorithms in a much more general framework when the distribution of population gene frequencies follows a diffusion process, by approximating the generator of the process.
Introduction
Molecular data have a sample distribution which is a mixture over possible ancestries. The state space of ancestries is huge and closed-form expressions for the probability distribution of the type configuration of genes in a sample are only known in the simplest case. An active research area in recent years has been in computing sample likelihoods by Markov chain Monte Carlo (MCMC), Bayesian or importance-sampling (IS) methods on the ancestral process back in time. A selection of research is: on IS, Griffiths and Tavaré (1994a ), (1994b ), (1994c ), (1999 , Griffiths and Marjoram (1996) , Nath and Griffiths (1996) , Nielsen (1997) , Bahlo and Griffiths (2000) , Stephens and Donnelly (2000) , Slade (2000a Slade ( ), (2000b , Fearnhead and Donnelly (2001) , Stephens (2001) ; MCMC by Felsenstein et al. (1999) , Beerli and Felsenstein (1999) , Kuhner et al. (1995 Kuhner et al. ( ), (1997 ; and other approaches, sometimes MCMC and of a Bayesian nature by Wilson and Balding (1998) , Wilson et al. (2003) , Beaumont (1999) , Markovtsova et al. (2000a Markovtsova et al. ( ), (2000b , Beaumont (2001) , Wakeley et al. (2001) . Liu (2001) discussed many modern MCMC and IS techniques which improve simulation performance when the state space of the process is large. Parameter estimation and ancestral inference from the underlying stochastic model of ancestry is possible once the likelihood can be computed. The methods are extremely computer intensive because of the large state space of genealogies. Stephens and Donnelly (2000) delineated the way to use IS efficiently in a model where there is a general Markov mutation mechanism between gene types.
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In this paper a new method is presented for deriving IS proposal distributions based on the diffusion-process generator that describes the distribution of the population gene frequencies. An approximate sampling distribution is found which then leads to an IS proposal distribution. The technique is very general because it is common in population genetics to assume a diffusionprocess model for population gene frequencies. The proposal distribution is identical to that of Stephens and Donnelly (2000) for the same model. There is also mathematical interest in the characterization of the Stephens-Donnelly proposal distribution in terms of an approximation to the diffusion-process generator.
A gene tree is a perfect phylogeny constructed from the configuration of mutations on a sample of DNA sequences when the infinitely-many-sites model of mutation holds. The IS proposal distribution can be extended to gene trees. This allows ancestral inference, such as ages of mutations and time to the most recent common ancestor, of sequences to be computed conditional on the topology of the gene tree (Griffiths and Tavaré (1999) ).
A companion paper, De , considers a general class of subdivided population models and develops an IS proposal distribution based on the techniques in this paper for computing the likelihood of a sample of genes from subpopulations. De considered in detail IS for a stepwise-mutation model in subdivided populations.
Importance sampling
A coalescent history {H k , k = 0, −1, . . . , −m} is defined as the set of ancestral configurations at the embedded events in the Markov process where coalescence, mutation or other events take place. H 0 denotes the current state, and H −m the state when a singleton ancestor is reached. In the original coalescent process (Kingman (1982) ), coalescent events from k to k − 1 ancestors take place at rate k 2 , k = n, . . . , 2. Here a more general ancestral process is envisaged which might include many complex models, for example those with migration, recombination and selection. The Markov nature of the process implies that the probability p(H k ) of a configuration H k is given by
While p(H k ) and {p(H k−1 )} are unknown, the probabilities p(H k | H k−1 ) are straightforward to derive from the distribution of the coalescent tree. The Stephens-Donnelly IS representation is based on finding a good approximation to the reverse chain probabilitiesp(
Their IS representation is then
Here, Ep denotes expectation taken over histories in the reverse direction, H −1 , . . . , H −m , with the reverse chain transition probabilitiesp(H k−1 | H k ). Thus, the likelihood of the data can be evaluated by repeated simulation of sample histories underp, averaging the importance weights to approximate (2). Ifp = p, (2) simplifies to p(H 0 ), because then the argument in the expectation can be expressed as
where p(H → ) and p(H ← ) are probabilities of a history sample path, evaluated as Markov chain probabilities in forward and reverse directions respectively.
Sampling distributions
Let E = {1, 2, . . . , d} be the type space for a collection of n genes. A type change occurs by mutation from a parent to an offspring according to a transition matrix P . There are two equivalent ways of viewing the distribution of a sample of n genes: (i) directly from a coalescent model; and
(ii) as a sample from a population of genes with a random distribution of gene frequencies for the d types.
In this section we briefly review Stephens and Donnelly's method of constructing proposal distributions, pointing out the significance of sampling exchangeability and relating the proposal-distribution construction to an approximation deduced from the diffusion generator describing the distribution of population gene frequencies.
In the coalescent model (i) the type of the ancestor is chosen from the stationary distribution of P , then changes of type occur along the edges of the coalescent tree at a rate θ/2 according to a Markov chain with transition matrix P = (P ij ). The sample configuration of types is determined in the n leaves of the tree. Let n = (n i ) i∈E denote the numbers of genes of different types in a sample of n and let p(n) be the probability distribution of the unordered type configuration n. An argument considering whether the first event back in time was a mutation with probability θ/(n − 1 + θ) or a coalescence with probability (n − 1)/(n − 1 + θ), and then what the sample configuration prior to the event must have been leads to a recursive set of equations for p(n) from (1),
This is the model in which IS techniques were developed by Griffiths and Tavaré (1994c) and Stephens and Donnelly (2000) to find p(n) by simulation. In (3), {e j } is a unit vector and δ ij is 1 if i = j and 0 if i = j . In the history process, if H k = n, then H k−1 = n − e j if a pair of type-j genes coalesce, or H k−1 = n − e j + e i if forward in time a mutation changed a type-i gene to a type-j gene. A coalescent tree illustrating the history process back in time is shown in Figure 1 .
. . , a n ) denote the ordered type configuration of n genes sequentially sampled from the population. An important exchangeability condition is that
for any permutation τ of 1, . . . , n. This exchangeability condition implies that
for an ordered configuration A n corresponding to an unordered type configuration n. The multinomial coefficient is denoted by n n . Define π(i | n) as the probability that an additional type chosen from the population is of type i, given a sample configuration of n. The exchangeability condition (4) implies the symmetry condition
by noting that each side of (5) is equal to
for an ordered configuration of n − 1 genes (a 1 , . . . , a −1 , a +1 , . . . , a n−1 ) corresponding to an unordered configuration n − e j . The type of the omitted th gene is a = j . A condition equivalent to (5), replacing n − e j by n, is
The reverse chain distributions p(H k−1 | H k ) can be expressed in terms of π by using Bayes's rule and (5):
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The sampling probability ratios in the case H k−1 = n − e j of (6) can be simplified by using the symmetry condition (5). Taking i = j in (5) for the first ratio,
and, in the case H k−1 = n − e j + e i of (6),
.
IS proposal distributions can be found by substituting an approximationπ for π in (6) to obtain
The Stephens-Donnelly sampling approximation
Stephens and Donnelly (2000) constructed an IS proposal distribution on coalescent histories approximating π byπ, the stationary distribution in a Markov chain with transition probability matrix
where N is the d × d matrix with each row equal to n = (n 1 , . . . , n d ). That is, for j ∈ E,
The solution to (7) is thatπ(j | n) is the j th entry in the vector (n/n)(1 − ρ)(I − ρP ) −1 , where ρ = θ/(n + θ) and I is the identity matrix. Define the sampling approximationp(n) recursively in terms ofπ byp
ending with the probability distribution of choosing a singleton sample gene as the stationary distribution of P . In the case of parent-independent mutation with E = {1, . . . , d} when P ij = P j ,π = π and the approximate sampling distribution is the real sampling distribution, with
θ (n) ,
How close is the approximate sampling distributionp(n) to the real sampling distribution p(n)?
Proposition 1. Ifπ andp defined by (7) and (8) satisfy the symmetry condition (5), thenp = p.
We expect that the symmetry condition will only hold in the parent-independent-mutation case; however, it shows how close p andp are and where exchangeability is needed.
Proof. We havê
Simplification to obtain (9) uses (5) whereas (10) is true since i∈Eπ (i | n) = 1, irrespective of (5). Thus,p satisfies the same recursive set of equations as p with the type distribution of singleton samples being the same, implying thatp = p.
Population frequencies
The population frequencies of types of genes X = (X i ) i∈E (with E = {1, . . . , d}) are distributed according to the stationary distribution in a diffusion process with state space
where the mutation-rate matrix R = (r ij ) is defined as
The sample distribution is a multinomial mixture with respect to the stationary distribution of the population frequencies, that is, where E denotes expectation in the stationary distribution of the diffusion process. The recursion (3) for p(n) can be derived by simplifying the generator equation
This equation holds because E(Lg(X)) = 0 for any bounded continuous function g whose second derivatives exist. Details of the derivation of (3) from a coalescent approach (i) and the diffusion generator approach (ii) using (12) are given in Griffiths and Tavaré (1994c) .
Diffusion-generator approximation
This section describes a general technique to find an approximation for the sampling distribution p(n) when the distribution of population gene frequencies is described by a generator of the form
with {µ j (x)} and {x i (δ ij − x j )} being the infinitesimal means and covariances. For example, in the model described by (11), µ j (x) = i∈E x i r ij . The technique is to suppose that there is a distribution with expectation operatorÊ such that, for each j ∈ E,
The assumption (14) is equivalent toÊ
by increasing the degree n j by 1 in (14). In the equations obtained below, we make the approximationp
, then assume that E =Ê. Further simplification is then obtained by assuming that the symmetry condition (5) holds. This is a device to simplify the equations and express them in terms ofπ; solutions to (14) or (15) over different j will in general not be consistent or satisfy exchangeability. A solution to the set of equations from (15) depends on the infinitesimal means being polynomials in x, or on making further approximations to obtain a solution. The aim is to find suitable approximations to use for IS, rather than a numerical analysis objective of finding a tight approximation. An interesting point is that this technique leads to sampling approximations and an IS proposal distribution that can be explained entirely from the diffusion generator. Of course the coalescent history is in the background, but it does not have to be explicitly invoked as it is here, in that the IS technique could be seen just as a way to solve the recursive system of equations for the sampling distribution. The functions { i∈E x n i i } form a basis of all functions g with continuous bounded second derivatives and domain S. Thus, for such a function g and for each j ∈ E,
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Note that
showing that the assumption (16) is equivalent to
In the sampling equation (15), g = x n := i∈E x n i i . The Stephens-Donnelly approximation (7) forπ can be obtained directly from (14) as follows. Note that
Thus,
n−e j + θ i∈E P ij (n i + 1 − δ ij ) n n − e j + e i x n−e j +e i .
Taking the expectation with respect to the stationary distribution of gene frequencies with the assumption (14),
Assuming that the symmetry condition (5) holds forπ andp, then substituting into (18) yields that
(19) Dividing this equation by n(n + θ − 1)p(n − e j ) and replacing n with n + e j produces the stationary distribution equation (7) forπ. Conversely, retracing steps back from (19) shows that assuming the symmetry condition and the stationary distribution equation forπ holding implies (14). If it were true thatπ = π, then the symmetry condition automatically holds because, by Proposition 1,p = p. A characterization of the Stephens-Donnelly assumption in terms of the diffusion-process generator is thus the following.
Proposition 2. The Stephens-Donnelly assumption that π satisfies the stationary distribution equation (7) is equivalent to (16) or (17).
There are two equivalent methods of obtaining a system of equations forπ : (i) apply the diffusion-generator technique and then use a symmetry argument, and (ii) equate terms in the sampling recursion inside the summation for each j ∈ E and then use a symmetry argument. The form of (3) for the method (ii) is
Equating each term inside the summation with j ∈ E to zero in (20) gives (18), and thus (19).
Justification of the coalescent and diffusion approximation
3.4.1. Coalescent justification. The following is a justification of the approximation (18) based on the coalescent. Let B j be the event that a gene of type j ∈ E is the first to be involved in either a coalescent or a mutation event back in time, and let Y be a random vector describing the configuration of types so that P(Y = n) = p(n). Then
The equation (21) is exact from a probabilistic argument, rather than approximate. Approxi-
yields the approximation (19). A heuristic argument for the approximation (22) is the following. Suppose that the matrix P has a stationary distribution (P j ) j ∈E . Then the unconditional probability that, at a given time in a sample's history, the first event prior to the time occurred to a gene of type j is P(B j ) = P j .
This is because of symmetry as to which gene is involved in the event, and because P j is the unconditional expected proportion of type-j genes at a given time in a sample's ancestry. Thus, the approximation (22) is a sample approximation to (23). Even when the matrix P may not have a stationary distribution, (22) is a sensible local approximation in the coalescent process. The condition (22) is exact in the parent-independent-mutation model when P ij = P j for all i, j ∈ E.
Moran model and diffusion-limit justification.
The justification argument is now extended from the sample to the population level via a Moran model which approximates the diffusion model. The Moran model is a multitype birth-and-death process with a fixed population size of N genes. Letting z i (t) be the number of genes of type i ∈ E at time t and z(t) = (z i (t)) i∈E for t ≥ 0, the state space of the process is {(z i ) i∈E , i∈E z i = N }. Let λ (N) ij (z) denote the rate corresponding to a death of type i ∈ E and a birth of type j ∈ E. A process whose limit as N → ∞ is the diffusion process with generator (13) has
The functions {µ j (x)} are infinitesimal means from the diffusion process. The choice of a gene to die is uniform in the model. The diffusion-process limit for X(t) = Z(t)/N follows by a calculation of the infinitesimal mean and covariance matrix of the increments X(t) = X(t + dt) − X(t). The total death rate for type-i genes is
and the total birth rate for type-j genes is
The identity j ∈E µ j (x) = 0, which is true because j ∈E X j (t) = 1, is used in simplifying (24) and (25). The mean and covariance matrix of the increments are easily found by noting that, conditional on Z(t) = z, Z(t +dt)−Z(t) is equal to e j −e i with probability λ
The conditions (26) imply weak convergence of the Moran process to the diffusion process (see Ethier and Kurtz (1986, Theorem 3.5, p. 428) ). Let Z be a random vector describing the configuration of types and B j be the event that the first birth back in time was of type j ∈ E. Then in the stationary distribution, an exact equation is
that is,
The sample analogue of (27) is obtained by multiplying (27) by the hypergeometric probability of obtaining a sample of size n without replacement,
then taking expectation in the stationary distribution of Z. The system of equations obtained
The sum on the right-hand side of (29) is
where
used in (30) is immediate by an interpretation that a sample of n from z + e j can be obtained by choosing a sample of n + 1 then randomly omitting one of the sample members. Thus, from (29) and (30),
Rearranging (31),
The equation (32) is an exact equation to o(N −1 ), rather than an approximation. We make the local approximation thatp
or at least that N(P(B j | Z = z) − x j ) → 0 as N → ∞. The heuristic argument for (33) is a similar population analogue of the argument used to obtain (22). Assuming (33), the left-hand side of (32) is zero and, taking the limit as N → ∞,
It is straightforward to check that
so (34) and (15) are equivalent. As a summary then, the main approximation assumption (22) thatP(B j | Y = n) = n j /n is equivalent to E{L j i∈E X n i i } = 0; and the approximation thatP(B j | Z = z) = x j in the Moran model is asymptotically equivalent as N → ∞ to the two mentioned sampling conditions in the limit diffusion process.
Gene trees
A model widely used in biological applications is the infinitely-many-sites model, where mutations occur on DNA sequences. New mutations are assumed to occur at sites never previously mutant. Each mutation produces a new gene type agreeing with the infinitelymany-alleles model, but the detail of where mutations occur is recorded. The configuration of mutations on the sequences is equivalent to a gene tree T , a tree whose vertices are labelled mutations. Each gene is labelled by its path of mutations to the root of the tree, j = (z 0 , z 1 , . . . ), with {z } denoting mutation labels. A sample configuration is thus (T , n), where T = {j 1 , . . . , j n } describes mutation paths and n denotes multiplicities of the sequences. Types in a gene tree are mutation paths from the leaves to the root of the tree (labelled 0). under the leaves of the tree are multiplicities of the sequences in n. For example, the type of the nine genes at the extreme left of the tree is (16, 4, 3, 2, 1, 0). Detail about the distribution of gene trees is given in Ethier and Griffiths (1987) , Griffiths (1989) , (2001) and Tavaré (1994a), (1999) . There is much evolutionary interest in regarding a sample of DNA sequences as a gene tree; a classic example is the β-globin study of Harding et al. (1997) , a gene tree from fungus DNA is given in Carbone and Kohn (2001) and a review article is by Griffiths (2001) . The analogue of (3) for a gene tree is
In the second term on the right-hand side of (35), removing the last mutation from lineage k leaves the lineage as a singleton in the data and a tree (T k − , n); in the third term, the lineage k with the mutation z 0 removed is identical to lineage j in the sample and removing the mutation leaves a tree (T k − , n + e j ), where the new multiplicity is adjusted. See Figure 3 for an illustration. An optimal proposal distribution for the gene-tree case can be determined by applying the method (ii) described in Section 3.3. Given the tree (T , n), the number of possible
Discussion
This paper sets up a framework for constructing IS proposal distributions for likelihood calculation of sample probabilities in population-genetics models where the distribution of gene frequencies in the population is described by a diffusion-process generator. The method is of interest because it gives a general way of constructing proposal distributions from a diffusionprocess generator. The proposal distributions reduce to those of Stephens and Donnelly (2000) in the case of a single population, but the technique is much more general.
Two companion papers are De Iorio and , which applies the methods of this paper to subdivided population models, and De , which considers a stepwise-mutation model in a subdivided population in detail.
Although the IS proposal distributions are derived for a finite number of types, it may be possible to extend them to cases with an infinite number of types, depending on the model. The infinitely-many-alleles model and the stepwise-mutation model are two such models, considered in the companion papers.
