Supplementary Note 1-Parameter names and definitions length ,inclination (θ) and rotation (φ) angles defining orientation minimum distance between the peaks of two distributions that are resolved FWHMis the full-width half-maximum of a normal distribution NAthe numerical aperture of a microscope's objective standard deviation SNRsignal-to-noise ratio vector describing a fluorophore dipole's electric field defined by the Cartesian-based components Ex, Ey, and Ez. tottotal number of photons emitted per second NP -effective non-polarized component of emission intensity, without net polarization P -effective polarized component of emission intensity angle of polarization relative to the x-axis ψmeasured intensity at polarized angle ψ polarization ratio -half angle of a cone defining the volume in which a microscope's objective collects light
angle of the motion in the rotation plane θstandard deviation of θ φstandard deviation of φ Δ , Δ -A given intensity-recording channel's x-y translation offsets from the reference channel nthe rotational offset around the x-axis between a given channel n and the reference channel. nthe rotational offset around the z-axis between a given channel n and the reference channel. ij,ntwo vectors that define the imaging plane in a given channel n nangle between the two vectors cij,n for a given channel n nthe position in the nth imagining channel relative to the reference channel ψ -electric field vector with an angle ψ defined relative to the x-axis ℎnumber of split polarization components components that describe the apportionment of intensity in the x, y, z directions with components Cx, Cy, and Cz. i -X1, X2 and X3 are constants of the model for the collection of light through the objective.
anisotropy ratio wobble angle ψcorrection factors for normalizing the intensity of a given channel (ψ°) to that of the 90° channel 0intrinsic anisotropy the angle between the emission and excitation dipole of the fluorophore viscosity
Supplementary Note 2 -Detection and integration of intensities
An EMCCD camera was used to capture intensities from a large number of individual single fluorophore particles via four polarization channels at a frame rate of 50 s -1 . It required an automated program to efficiently analyze the intensity of these particles in three steps. First, the positions of three selected particles from a single (e.g. 0°) reference channel (dubbed ref ) were determined to define a plane ( Supplementary Fig. 3a ). Second, using this plane as a reference, we determined the translational and rotational offsets between the image plane of this reference channel and those of other three channels ( Supplementary Fig. 3a ,b); these offsets were primarily caused by the non-parallel nature of the beams emerging from the beam splitters. By doing so, we could relate the particles in the reference channel to those in the other channels. Finally, the four intensities for each of the identified particles were integrated.
To identify the positions of the particles manually selected in the reference channel, we averaged a set of consecutive frames to obtain clear images of the particles ( Supplementary Fig.   3c ). The averaged (relative) intensity values were stored in the pixels at positions corresponding to where the individual fluorescent particles had originally occupied. In the entire imagecapturing field, pixels with intensities were selected if they were higher than a threshold empirically set to capture a great majority of particles. As shown with a simulation based on a point spread function (left and middle panels, Supplementary Fig. 3d ), each particle was then defined by four matrices (one for each of four channels) of selected pixels delineated by the magenta lines. The intersection between the row and the column with the highest intensity value was taken as the center of the examined particle (middle panel, Supplementary Fig. 3d ).
To relate the intensity in the reference channel from a given particle to those corresponding ones in the other three channels, we translated and rotated the x-y plane of the reference channel to those of the other three channels. A given channel's x-y translational offsets from the reference channel were denoted as Δx and Δy, whereas the rotational offsets around the x-and z-axes were defined by angles n and angles n , respectively ( Supplementary Fig. 3a,b ).
Each imaging channel was treated as an independent coordinate system where the upper left corner of the imaging plane was taken as its origin. The x,y coordinates in the imaging plane of a given channel n were referred to as n and n .
The rotational offsets could be obtained by calculating the matrix ref R n that rotated the reference channel's coordinates into those of a compared channel n. This rotation would be performed around the ref -axis by angle n (Supplementary Fig. 3b ) and then around the ref -axis by angle n ( Supplementary Fig. 3a ) in accordance with: 
Operationally, imaging planes were defined by reference vectors i,n (i = 1,2…k; where k ≥ 3). To specify vectors i,n , k particles were used in the reference channel. The location of the particles ( i,n , i,n ) was chosen such that the area of the plane that they define was maximal.
Vectors i,n were calculated relative to the origins of the n imaging coordinate frames as:
where j = 1,2…k, and j ≠ i.
The rotational offset n , which was the rotation angle between the ref -and n -axes around the ref -axis ( Supplementary Fig. 3a ), could be calculated from:
where angles n of the vectors ij,n for channel n were defined by:
The rotational offset n was the rotation angle around the ref -axis between the planes defined by the vectors ij,n and ij,ref ( Supplementary Fig. 3b ). Since these vectors had identical magnitudes, n could be calculated by rotating the reference vector, defined in the laboratory frame, into the local frame of a compared channel n, where the rotation matrix ref n was applied to the reference vector ij,ref : 
For a given intensity, its position in the n th imagining channel could be defined by a vector, n , and its position could be expressed in the reference channel's coordinate system with the rotational ( n , n ) and translational (Δx, Δy) offsets:
where Δx = 0 and Δy = 0 for the case of n = ref.
The present low and varying intensities were not well estimated by a fit of a model assuming a two-dimensional Gaussian distribution. We thus directly compute captured intensity values. The intensity value of a given particle was calculated as the mean of individual pixels within the area labeled by I (right panel, Supplementary Fig. 3d ), whose center was identified as described above. This area, defined as the data-capturing zone, was aimed to capture 90% of the total intensity. Given that we determined the orientation of the fluorophore dipole from the intensity ratio, this scaling of the data did not distort the angle values. The remaining 10% of the intensity fell within a layer of one to two pixels, called the buffer zone (Bf). The background was calculated as the mean of the pixels in the region (Bk) outside the buffer zone and inside a perimeter of a radius twice as large as that of the data-capturing zone. This 'zoning' approach is commonly used to integrate intensities in crystallography. For a given particle, the average intensity value, with the corresponding background value subtracted, was used in angle calculations.
Supplementary Note 3 -Derivation of the analytic solutions for direct calculation of the fluorophore orientation from polarized-emission intensities
Fluorophores, like rhodamine, have been successfully modeled as radiating dipoles 28 in which θ is the inclination angle measured against the z-axis and φ is the rotation angle in the xy plane measured against the x-axis.
If p were directed to pass through a 0°-90° polarizing beam splitter aligned with the x-y plane, its x = x 2 and y = y 2 components would be separated into the 0° and 90° polarization channels, respectively. Because the effective electric field of its z component, numerically equaling z 2 , would be normal to the x-y plane, this component should be split evenly between the 0° and 90° channels. Overall, p emerging from the splitter would be separated into the 0 and 90 components according to the following expressions:
Because 0 and 90 channels contained not only the x and y components but also the z component, they would be necessary but insufficient for deducing the dipole's φ or θ. Further required information could be obtained by splitting the fluorophore's emission according to additional polarizations. The resulting intensities would contain different apportionment of x and y than what would be in 0 and 90 but the same z contribution. x , y and z could then be determined and E's orientation be deduced. To implement such simultaneous splitting into four intensities, p would be first evenly divided with a non-polarizing beam splitter ( Fig. 2a ). One half would then be directed to the 0° and 90° polarizing beam splitter described above, and the other half to a 45° and 135° splitter to be split to 45 and 135 . Consequently, the three- 
where the additional term 
Effectively, the anisotropy is now reduced by a factor of 4 ( ) in accordance with the relation: δ = 4 ( ) sin 2 cos 2( − ). varies from 180° to 0°, α increases from 0.5 to 1. Under the conditions that 4 ( ) and ψ are both one, when α also approaches one, the observable anisotropy approaches the maximum but the collected light approaches zero.
Owing to imperfections of the microscope system, when checked with non-polarized light, the beams, emerging from the four channels, may have somewhat different intensities. The need to use non-polarized light was to ensure that the differences did not arise from any selection against polarization. To account for any potential differences, we normalized the intensity of a given channel (ψ°) to that of the 90° channel (as the reference here):
The calibration of ψ is described below in Supplementary Note 4. Further incorporating this ratio into the above equation gives the final equation with all practically necessary corrections discussed above: ψ = 1 4 ψ tot ( 4 ( ) (sin 2 ( ψ 1 ( ) cos(2( − )) + 2 ( )) − 2 3 2 ( )) + 3 ( )) (53) whose solutions, derived below, allow direct calculation of θ and φ from intensities.
Previously, it has been shown that tot , θ and φ can be theoretically calculated directly with three of the four intensities from the 0°, 45°, 90° and 135° channels 17 . To ensure a unique solution in practice (see main text), we derived the solutions that exploit the information from all four channels and are incorporated with all correction factors described above. Without corrections, from Eq. 40d the solution for φ in terms of the measured intensities, ψ , with ψ = 0°, 45°, 90° and 135°, is found to be: 
where all intensities are already scaled by ψ (Eq. 52), and 0 , 45 , 90 , and 135 are the observed polarization angle values for the four intensity components, which were determined from the calibration described below. The above three equations were used to directly calculate Itot, θ and φ.
Supplementary Note 4 -Calibration of beam splitters
As 
where θ was set to 90° ( Supplementary Fig. 5 ). The fitted values of fψ, gψ and ψ ( Supplementary   Table 1 ) were used to calculate θ, φ and Itot with Eqs. 61-63.
Supplementary Note 5 -Determination of wobble angle δ
The emission of a fluorophore, such as rhodamine, is anisotropic 28 . The intrinsic anisotropy (r0) of the emission is expressed as:
where β is the angle between the emission and excitation dipole of the fluorophore. The factor 2 10 limits the maximum intrinsic anisotropy to ≤0.4. The experimentally determined β for rhodamine is 5°, which translates to a r0 value of 0.395 31 . A rotational motion of the probe would give rise to a lower apparent anisotropy (rapp), which is in theory related to its rotation angle (ω) between two consecutive time points:
Practically, prior to emission of a single fluorescent event, the fluorophore's dipole may have adopted many orientations. In a model that assumes the dipole were tethered to the protein through a single attachment, the dipole would move within a space defined by a hard-edged cone with half-angle δ ( Supplementary Fig. 6 ). The apparent anisotropy, averaged over a time period sufficient for the dipole to visit all orientations within the cone volume, is given by the following integral: 
It is noteworthy that 〈 app 〉 = 4 ( ), which of the latter, as already discussed, would reduce the maximal observable anisotropy. According to the above relation, we could deduce δ if we knew 〈 app 〉, as 0 has been determined to be 0.395 31 .
We 
where R, T, η and V are the gas constant, temperature, viscosity and protein volume. To circumvent this confounding factor, we repeated the measurement with sample solutions of everincreasing viscosity (η) with glycerol (0-50%), as higher viscosity reduces diffusive motion in a volume dependent manner. At the maximum viscosity, r approximates 〈 app 〉, which in the present case was 0.32. Using 〈 app 〉 = 0.32 and r0 = 0.395, we estimated δ as 29.9°, which was comparable to the δ of 22.5° estimated for bi-functional-rhodamine labeling of myosin V via calmodulin 9 . In the latter case, the fluorophore was directly conjugated to calmodulin that bound to myosin. When the labeled calmodulin sample itself was examined, the estimated δ was only 4°. However, once the labeled calmodulin was attached, the estimated δ increased to 22.5°, which indicates that the larger δ value mostly reflected the motion of the part of the protein to which the calmodulin binds.
Supplementary Note 6 -Calculation of overall state-to-state angle change, Ω
As our main goal is to resolve a change in spatial orientation, we need to obtain the angle (Ω) of the motion in the rotation plane as the protein changes its conformation between states i and j (Fig. 1c) . To do so, we calculated Ω between i and j , electric field vectors of states i and j, according to the following dot-product-based equation:
where E is defined by the θ and φ values in accordance with Eq. 32, or Eq. 1 in the main text.
