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One major goal in condensed matter physics is identifying the physical mechanisms that lead to
arrested states of matter, especially gels and glasses. The complex nature and microscopic details
of each particular system are relevant. However, from both scientific and technological viewpoints,
a general, consistent and unified definition is of paramount importance. Through Monte Carlo
computer simulations of states identified in experiments, we demonstrate that adhesive hard-sphere
dispersions are the result of rigidity percolation with average number of bonds, 〈nb〉, equals to
2.4. This corresponds to an established mechanism leading to phase transitions in network-forming
materials. Our findings connect the concept of critical gel formation in colloidal suspensions with
short-range attractive interactions to the universal concept of rigidity percolation. Furthermore,
the bond, angular and local distributions along the gelation line are explicitly studied in order to
determine the topology of the structure of the critical gel state.
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The enormous interest in gels and glasses resides in
the fact that non-equilibrium states of matter exist in
nearly every area of our daily lives and are frequently
used in both technological and medical applications [1].
However, due to the particular features of each system,
we lack of a general definition of gelation that allows us
to understand, on one hand, the route that connects a
gel state with a glass transition in a continuous manner
[1] (and viceversa) and, on the other hand, the physical
mechanisms that give rise to the formation of the arrested
states of matter.
Gels and glasses typically exhibit a solid-like behav-
ior, such as yield stress where a finite mechanical force
is required to flow, but show a liquid-like (disordered)
structure [1, 2]. There still exists a debate with respect
to what makes a gel different from a glass [1, 3]. One
can find a large variety of properties or definitions that
try to establish the differences of such non-equilibrium
states. However, usually, a gel is viewed as a dilute sys-
tem with a system-spanning network [1, 2, 4, 5], whereas
glasses are denser systems where caging drives dynamical
arrest [6–8]. These features of gels and glasses depend on
the interaction potential. Therefore, the accurate knowl-
edge of the interaction potential is needed to completely
understand the mechanisms that give rise to a large di-
versity of arrested states. To reach this goal, one has to
deal with well-controlled model systems that allow us to
systematically tune the interparticle interaction [2, 4, 9].
Colloidal dispersions exhibit a rich phase behavior and
undergo transitions from ergodic to non-ergodic states
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[10]. The most studied arrested states in systems made
up of colloidal particles are the so-called repulsion-driven
glasses in which colloids interact as hard-spheres [7].
However, adding an attractive short-range tail to the
potential enriches the landscape of the possible arrested
states [7].
The inclusion of an attractive potential is essential to
reach the gel transition [1]. A short-range attraction be-
tween colloids can be induced, for example, by adding
a non-adsorbing polymer [4]; the polymer density allows
us to control the attraction strength. However, to un-
derstand the effect of the induced attraction on the gel
transition one has to assume that the polymer degrees
of freedom can be partially mapped onto an effective in-
teraction potential between colloids; such interaction is
usually assumed of the Asakura-Oosawa form within the
one-component model [11]. However, it has been recently
discussed that to fully account for the mechanisms of dy-
namical arrest, one has to take into account explicitly the
polymer degrees of freedom [12].
An alternative system is the well-characterized, steri-
cally stabilized, colloidal dispersion with adhesive inter-
actions that are controlled via temperature to study the
dynamical arrest [2, 8]. Gelation in this system is de-
fined using the classic Winter-Chambon rheological cri-
terion [13]. A combination of small-amplitude oscillatory
rheology and fiber-optic quasi-elastic light scattering is
used to characterize the temperature at which dynami-
cal arrest occurs. Small-angle neutron scattering (SANS)
measurements of the structure of the dispersion at the
gel temperature were carried out. The main conclusions
[2, 8] are that the dynamical arrest transition in systems
with short-range attractions extends from the dilute par-
ticle concentration side of the liquid-vapor coexistence to
2above the critical point following predictions of dynamic
percolation theory, until at sufficiently high particle con-
centrations (φ ≥ 0.40, where φ is the volume fraction)
it subtends the predictions and joins the mode-coupling
theory (MCT) prediction for the attractive driven glass
(ADG) [2, 8].
The above explanation is based on a protocol that de-
termines the potential parameters, i.e., attraction range
and well depth, in the liquid and the arrested states. The
dynamical arrest transition was characterized in terms of
the Baxter parameter: τ−1 = 4 (B∗2 − 1) [2]. This be-
havior is expected to be universal for all systems com-
posed of spherical Brownian particles that interact with
short-range potentials as suggested by the Noro-Frenkel
(NF) extended law of corresponding states [14], which
condenses all the details of the interaction potential in a
single parameter, namely, the reduced second virial coef-
ficient, B∗2(T ) ≡ B2(T )/BHS2 , where BHS2 is the second
virial coefficient of hard-spheres. This robust description,
however, did not provide a full insight of the local dis-
tribution of particles and the processes of clustering and
bonding during gelation. Nevertheless, it identified the
experimental boundary for gelation and, thus, allows us
to explore in more detail, through theoretical tools, the
mechanisms of gelation.
A common route to define a gel is through the concept
of bonds [1]. Particles can form bonds with a certain
probability and the lifetime of bonds allows us to make
a classification of gels; chemical gels are characterized
by an irreversible bond formation, i.e., an infinite bond
lifetime, whereas in a physical gel bonds can reversibly
break and form when the particle bonding is of the or-
der of kBT , i.e., the thermal energy, where kB is the
Boltzmann’s constant and T the absolute temperature
[1]. When the attraction between particles is below kBT ,
the bond lifetime is small and no physical gelation occurs,
but when the attraction overcomes the thermal energy,
long-lived bonds appear that can lead to the formation
of a gel state. Additionally, at sufficiently low densities
the latter mechanism also gives rise to a gas-liquid phase
separation [1, 2, 4]. However, although it is clear that the
formation of bonds is the main driving force to form gels,
the number of bonds needed to have a stable structure
capable of supporting mechanical stresses has not been
established.
In this Letter we report Monte Carlo (MC) computer
simulations of hard-spheres with adhesive interactions
along the experimentally determined dynamical arrest
transition. We demonstrate that gelation is the result of
rigidity percolation that occurs when the average num-
ber of bonds takes the value of 〈nb〉 = 2.4. This value
corresponds to that found within the context of mean-
field phase transitions in random networks [15]. Hence,
this common feature opens up the possibility of introduc-
ing a unified and general definition for gelation. Further
insight on the topology of the structures is gained by
studying the local, bond and angular distributions along
the dynamical arrest line.
Within the context of network-forming materials, co-
valent glasses can be divided into two classes: those with
low average coordination (polymeric glasses) and those
with high average coordination (amorphous) [15, 16].
This kind of glasses consists of rigid and floppy regions,
and undergoes a mechanical phase transition as the av-
erage coordination 〈nb〉 (or average number of bonds)
is increased and rigidity percolates through the network
[16]. He and Thorpe calculated that the phase transition
takes place when the network has 〈nb〉 = 2.4 [15]. Fur-
thermore, a polymeric glass with both rigid and floppy
regions exists for 2 < 〈nb〉 < 2.4. On the other hand,
for 〈nb〉 > 2.4 an amorphous solid is obtained in which
the rigid regions percolate. Thus, an average coordina-
tion of 2.4 describes a rigidity percolation transition. In
covalent glasses rigidity percolation leads to a permanent
solid, whereas for physical bonds the solid persists on a
time comparable with the bond lifetime.
The measured structure factor, S(q), in the adhesive
hard-sphere (AHS) dispersion was modeled by assuming
a short-range square-well (SW) potential between col-
loids [2, 8]. According to the experimental conditions,
the range, in units of the particle diameter σ, is λ = 1.01
and the well depth, ǫ, was adjusted to accurately describe
the structure probed through SANS experiments [2, 8].
In the AHS limit, the strength of the interaction can be
rewritten in terms of the B∗2(T ) [2, 8]. As shown by Noro
and Frenkel, the specific choice of potential is not impor-
tant as short range attractions of less than ∼ 10% follow
a law of corresponding states, see, e.g., Ref. [17] and
references therein.
The functional form of the SW potential unambigu-
ously defines when two particles are linked or form a bond
as when the separation between them is less or equal to
the interaction range λ. Another advantage of this po-
tential is that the total potential energy can be directly
expressed in terms of the average number of bonds, i.e.,
〈U〉 = −2 〈nb〉 ǫ. We carry out MC simulations in the
NV T ensemble with N = 864− 4096 particles for those
states above and below the arrested states within the
concentration interval: 0.11 < φ < 0.48. The explicit
details of the simulations can be found in Ref. [17].
The state diagram for the AHS dispersion is presented
in Fig. 1. One can appreciate that the arrested states
and the gas-liquid phase separation are buried inside the
fluid-solid coexistence [18], which confirms that both phe-
nomena occur in the meta-stable region of the diagram.
Particle polidispersity frustrates crystallization in the ex-
periments. Moreover, in the NV T ensemble one is able
to explore the meta-stable states in the computer simula-
tions [17]. The gas-liquid phase coexistences predicted by
Miller and Frenkel [19] and that calculated for λ = 1.01
are plotted. We observe that both equilibrium diagrams
are comparable. The dynamical arrest line, which corre-
sponds to critical gel formation [13], obtained in experi-
ments [2, 8] is also shown, along with the MCT predic-
tions [20] and the loci of states with an average number
of bonds equals to 2 and 2.4.
3B
* 2  
 
      Gel
Fluid - Solid
Gas - Liquid
0.100
0.125
0.167
0.250
 
0.500
FIG. 1: State diagram for the AHS system. The solid-dotted
line is the fluid-solid coexistence as determined by the self-
consistent phonon theory [18]. The solid line and diamonds
are the gas-liquid coexistence regions for the AHS [19] and
the SW fluid of range λ = 1.01 (this work), respectively. The
dashed line is the MCT prediction of the AHS transition [20].
The connectivity between particles is represented by the the
percolation threshold (closed circles), whereas the dotted line
and the line with closed squares represent those states with
average coordination number values 〈nb〉 = 2 and 〈nb〉 = 2.4,
respectively. Below the gas-liquid coexistence, these states
are displayed with half-filled symbols. The triangles are the
experimentally determined dynamical arrest transition [2, 8].
Continuous and broken lines between symbols are to guide
the eye.
At low concentrations, φ . 0.15, gelation occurs in-
side the gas-liquid coexistence [2, 4, 8, 9, 21]. Below
the binodal, percolation is congruent with gelation as ob-
served in numerous studies [4, 21]. The formation of a
percolating network, where particles are linked by high
energetic bonds (∼ 4kBT ), provides stability and can
modify the elastic properties of the suspension. Above
the critical B∗2 , at intermediate and high concentrations
0.15 < φ . 0.45, percolation is necessary but not suf-
ficient for gelation [22], as can be observed by compar-
ing the experiments with the exact percolation line com-
puted by MC simulations. In our previous work, it was
concluded that experiments follow the percolation the-
ory calculated from the Percus-Yevick approximation [2].
Here we find that the experiments indicate a stronger at-
traction is required for gelation and percolation.
At the highest concentrations (> 0.4), the attractive
glass transition is driven by the balance between the at-
tractive potential and the repulsion due to excluded vol-
ume effects. This balance may lead to a large variety of
distinguishable nonbonded and bonded repulsive glassy
states [7]. Particularly, Fig. 1 shows that the MCT pre-
dictions for the ADG converge to the experimental results
at high concentrations φ > 0.40, but at lower concen-
trations deviations are seen. This is not unexpected as
the ADG transition is a consequence of caging and this
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FIG. 2: Bond distribution of the AHS system along the iso-
coordination number curve 〈nb〉 = 2.4. The star with the
error bar corresponds to the probability of finding a particle
forming 3 bonds in model random networks [15].
structural arrangement is only possible at higher volume
fractions where there are sufficient nearest neighbors (see
[1] for further discussions of the limitations of the MCT
theory). Therefore, strong localization of bonds must
play an important role in the dynamical arrest transition
below φ < 0.40. Moreover, φc ∼ 0.4 has been identified
as the crossover from gel to glass transitions [8]. Around
this point the slope of B∗2 with φ changes significantly [8],
signalling a transition from a fluid dominated by strong
bonding to a fluid dominated by excluded volume inter-
actions augmented by weak bonding.
Of the importance in the state diagram are those states
that have average bond values 2 (dotted line) and 2.4
(closed squares). Interestingly, the curve for 〈nb〉 = 2
closely approximates the exact percolation threshold line,
whereas the curve for 〈nb〉 = 2.4 agrees quantitatively
with our experimental gelation line. According to the
mean-field model for network-forming materials, a sys-
tem with a coordination number or average bond value
of 2 can be mechanically deformed [15]. On the other
hand, He and Thorpe demonstrated that random net-
works undergo a phase transition to a solid network when
the 〈nb〉 = 2.4 [15]. In order to make a straightforward
comparison and analogy with the results reported in Ref.
[15], the bond distribution for the AHS along the line
〈nb〉 = 2.4 is shown in Fig. 2. This is a non-symmetric
distribution with a long tail that indicates particles are
coordinated preferably with 2 to 5 particles as is typical
for phase transitions of random networks [15]. Further-
more, the distribution is nearly invariant along this iso-
coordination number line despite the significant change
in volume fraction. Thus, different states points (φ, B∗2)
with the same average bond value would imply that the
topology of the structure responsible for the critical gel
is the same along the same iso-coordination number line.
He and Thorpe also calculated the probability distri-
bution of having a coordination number of 3 in random
networks [15]. This allows us a direct comparison with
the probability of having particles forming 3 bonds in the
AHS system along the iso-coordination curve 〈nb〉 = 2.4.
4FIG. 3: Snapshots of the AHS system at two different volume
fractions for three different iso-coordination number curves:
〈nb〉 = 2 (left), 〈nb〉 = 2.4 (middle) and 〈nb〉 = 3 (right).
Particles with 4 (blue), 5 (green), 6 (yellow) and 7 or more
(red) bonds are only displayed, which would correspond to
rigid regions.
Remarkable, the bond distributions (see Fig. 2) lie within
the values reported in Ref. [15]. The same authors re-
lated the elastic transition in model random networks
with the percolation of rigid regions, but in our simu-
lations we cannot, strictly speaking, identify any kind
of permanent rigidity because our bonds are transients.
However, it is still possible to consider that particles
forming 4 or more bonds are a reasonable representation
of rigid regions. A visual representation of the particle
distribution in real space is provided in Fig. 3. There,
snapshots at two different volume fractions for three dif-
ferent iso-coordination curves are presented: 〈nb〉 = 2
(left), 〈nb〉 = 2.4 (middle) and 〈nb〉 = 3 (right). The left
row, almost in the percolation state, exhibits isolated re-
gions of high coordinated or bonded particles, while mid-
dle and right rows displays a percolation of highly coor-
dinated particles. This representation agrees with the
physical picture suggested by He and Thorpe [15] and
provides insight about the formation of compact struc-
tures during gelation.
To better understand the local arrangement of parti-
cles, the structure factor, the radial distribution function,
g(r) and the angular distribution, g(θ), along the iso-
coordination curve 〈nb〉 = 2.4 are shown in Fig. 4. Here
θ is defined as the relative angle formed by three bonded
particles [23]. The S(q) exhibits a peak at qσ ∼ 2π, which
is related with the contact of particles and its height is al-
ways smaller than 2.85 (below the Hansen-Verlet’s freez-
ing criterion [2]). However, at low-q and low densities the
S(q) shows an upturn that is associated with the forma-
tion of large scale particle correlations; the AHS system
develops long-range correlations at around and below the
Boyle point (B∗2 = 0) [2, 4, 8]. At higher concentrations,
such a correlation is absent as excluded volume effects
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FIG. 4: a) Structure factor, b) radial distribution function
and c) angular bond distribution of the AHS system along the
iso-bond curve 〈nb〉 = 2.4. Symbols represent simulation data
and solid lines are results of the Percus-Yevick approximation
[2].
dominate.
The behavior of the g(r) along the gel line as shown
in Fig. 4 can be explained as follows. At high concen-
trations, corresponding to high B∗2 values, the structure
is similar to a hard-sphere liquid, i.e., weak bonds are
present but particle correlations due to caging mechanics
lead to the stability of the gel structure. On the other
hand, at low volume fractions, corresponding to low B∗2
values, strong bonds lead to correlations with specific
angular distributions. In fact, peaks at r/σ =
√
3 are
seen and can be associated with a plane trigonal par-
ticle distribution. The angular bond distribution, g(θ),
shows a maximum at 60◦, which indicates that particles
are arranged in an equilateral triangular structure. An
additional peak at 120◦ is also found, which is linked to
the peak found in the radial distribution at r/σ =
√
3.
We do not observe the multiple peak angular distribution
reported by Gao and Kilfoi for colloid-polymer mixtures
[23]. This difference might be due to the more complex
nature of a two-component system.
In conclusion, by means of Monte Carlo computer sim-
ulations and experiments of nanoparticle dispersions with
short-range interactions, we have demonstrated that crit-
ical gel formation in AHS dispersions is the result of
rigidity percolation of a dynamic network with an av-
erage value 〈nb〉 = 2.4. Thus, dynamical arrest for AHS
dispersions is another example of a rigidity phase tran-
5sition in network-forming materials. Furthermore, our
findings open up the possibility of having a general def-
inition of gelation in attractive-driven colloidal suspen-
sions. From the scientific point of view, this discovery
establishes a consistent and unified definition of critical
gel formation. Finally, theses findings can facilitate the
quantitative prediction of important product properties
for the manufacturing, fabrication and processing of com-
mercial products based on gels.
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