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Einleitung
Die Schro¨dinger-Gleichung stellt die Grundlage der quantenmechanischen Beschrei-
bung nichtrelativistischer, mikroskopischer Systeme dar. Die Lo¨sungen der Schro¨dinger-
Gleichung, die Wellenfunktionen, erlauben eine relativ anschauliche Interpretation des
Ergebnisses einer theoretischen Rechnung. Die Schro¨dinger-Gleichung fu¨r ein wech-
selwirkendes Vielteilchensystem kann allerdings in der Regel nicht exakt gelo¨st wer-
den. Zudem sind ihre Lo¨sungen auch schwer zu handhaben, da sie von den Koordi-
naten sa¨mtlicher Teilchen im zu beschreibenden System abha¨ngen. Die Vielteilchen-
Wellenfunktionen enthalten so eine Fu¨lle von Informationen, die zur Beantwortung
konkreter Fragen an das physikalische System wie z. B. nach Anregungsenergien oder
Lebenszeiten transienter Zusta¨nde nicht notwendig sind. Oft ist es sinnvoller, auf die
Berechnung der vollsta¨ndigen Wellenfunktion zu verzichten und stattdessen reduzier-
te Systemgro¨en zu betrachten, die es erlauben, gezielt auf die relevante Information
zuzugreifen. Ein Beispiel stellt die in den 40er und 50er Jahren entwickelte Theo-
rie der Vielteilchen-Greensfunktionen oder n-Punkt-Funktionen [1{9] dar, durch wel-
che die Propagation eines oder mehrerer Testteilchen bzw. -lo¨cher im wechselwirken-
den Vielteilchensystem beschrieben wird. Die Greensfunktionen ha¨ngen nur noch von
den Koordinaten eines oder weniger Teilchen und von Zeit- oder Energievariablen
ab und enthalten damit nur noch Informationen u¨ber ganz bestimmte physikalische
Eigenschaften. Eine Hierarchie von n-Teilchen-Greensfunktionen beginnend bei der
Einteilchen-Greensfunktion ermo¨glicht die Rekonstruktion der vollen Information aus
der Vielteilchen-Schro¨dinger-Gleichung.
Die Theorie der Greensfunktionen war vor allem deshalb sehr erfolgreich, weil die
Feynman-Dyson-Sto¨rungstheorie einen verha¨ltnisma¨ig einfachen Zugang zu gutar-
tigen Na¨herungen bietet. Ein praktischer Vorteil von Greensfunktionsmethoden ge-
genu¨ber der Berechnung einzelner Wellenfunktionen ergibt sich insbesondere bei der
Beschreibung von Anregungs- und Ionisierungsenergien oder U¨bergangsmomenten, da
hierzu die Beru¨cksichtigung verschiedener Zusta¨nde notwendig ist. Bei einer getrennten
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Berechnung von Ausgangs- und Endzustand aus der Schro¨dingergleichung, z. B. mit
der Methode der Kongurationswechselwirkung (
"
conguration interaction\, CI), ist es
schwierig, die Gu¨te der Na¨herungen fu¨r beide Zusta¨nde auszutarieren. Zudem kann es
auch zu numerischen Schwierigkeiten kommen wenn die Dierenz zweier groer Zahlen
berechnet werden mu. U¨ber sto¨rungstheoretische Na¨herungen fu¨r die entsprechende
Greensfunktion [10{18] ko¨nnen die interessierenden Gro¨en hingegen direkt berechnet
werden, und eine balancierte Behandlung von Ausgangs- und Endzustand wird durch
das sto¨rungstheoretische Verfahren garantiert.
Unter den Greensfunktionen der Vielteilchentheorie nimmt die Einteilchen-
Greensfunktion [9] eine Sonderrolle ein. Einer der Gru¨nde fu¨r ihre herausragende Be-
deutung ist die Tatsache, da die Einteilchen-Greensfunktion die sogenannte Dyson-
Gleichung [4, 5] erfu¨llt. Die Dyson-Gleichung stellt den Zusammenhang zwischen der
Einteilchen-Greensfunktion und der sogenannten Selbstenergie dar, die eine vereinfach-
te Sto¨rungsentwicklung gegenu¨ber der Greensfunktion besitzt. Die Dyson-Gleichung
ermo¨glicht somit ezientere Zuga¨nge zur na¨herungsweisen Berechnung der Einteilchen-
Greensfunktion (fu¨r Verfahren und Anwendungen siehe Referenzen [19{23]). Ande-
rerseits erlaubt die Dyson-Gleichung, auch zweite Resolventengleichung genannt, die
Einteilchen-Greensfunktion zu invertieren und somit als Resolvente eines eektiven
Einteilchenoperators darzustellen [10]. Damit wird es mo¨glich, bestimmte Prozesse
in Vielteilchensystemen wie Einteilchenstreuung oder Ionisierung (in der sogenannten
"
sudden approximation\) exakt durch eine Einteilchen-Schro¨dinger-Gleichung zu be-
schreiben, in der die Selbstenergie die Rolle einer Potentialfunktion u¨bernimmt und die
Einflu¨sse des Vielteilchensystems beru¨cksichtigt. Bell und Squires [24] haben erstmalig
gezeigt, da die Selbstenergie der Einteilchen-Greensfunktion ein sogenanntes optisches
Potential fu¨r elastische Einteilchenstreuung darstellt. Die Bezeichnung
"
optisches Po-
tential\ ist durch eine Analogie zum Bereich der Optik entstanden, wo Absorption
von Licht in einem Medium durch einen komplexwertigen Brechungsindex beschrieben
wird. Bei der Streuung von Einteilchenprojektilen an Vielteilchensystemen ist bei aus-
reichender Streuenergie neben der elastischen Streuung immer auch inelastische Streu-
ung mo¨glich. Der damit einhergehende Verlust an elastischer Streuamplitude la¨t sich
in Analogie zum Brechungsindex mittels eines komplexen Streupotentials beschreiben.
In der Kernphysik werden schon seit langer Zeit optische Modellpotentiale zur
pha¨nomenologischen Erkla¨rung von Streuexperimenten eingesetzt. Die Vorteile der ef-
fektiven Einteilchenbeschreibung liegen vor allem darin, da sie einen anschaulichen
Zugang zur komplexen Problematik der Vielteilchensysteme bietet. Die Streuung an
einem, wenn auch komplizierten Einteilchenpotential la¨t sich viel leichter intuitiv er-
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fassen als ein echtes Vielkanal-Streuproblem. Auch technisch gesehen bietet der Weg
u¨ber das optische Potential Vorteile bei der Beschreibung von Streuprozessen, da sich
im Gegensatz zu einem Vielteilchen-Streuproblem ein Einteilchenproblem numerisch
quasi exakt lo¨sen la¨t. Ein Teil der Schwierigkeiten ist nun natu¨rlich auf die Berech-
nung des optischen Potentials verlagert, die der Streurechnung vorausgehen mu. Fu¨r
die ab-initio-Berechnung der elektronischen Selbstenergie in Atomen oder Moleku¨len,
vergleichbar mit quantenchemischen Rechnungen an gebundenen Zusta¨nden, stehen je-
doch leistungsfa¨hige Methoden zur Verfu¨gung. Das optische Potential hilft somit, das
Gesamtproblem in Streu- und Vielteilchenproblem zu zergliedern, die getrennt vonein-
ander mit den jeweils geeigneten Methoden gelo¨st werden ko¨nnen.
Das optische Potential fu¨r ein gegebenes Vielteilchensystem ist in der Regel ein
sehr komplizierter, energieabha¨ngiger Operator, der zudem nicht eindeutig deniert
ist (siehe auch Abbildung 1). Eine Alternative zur Denition u¨ber die Selbstenergie
der Einteilchen-Greensfunktion wurde von Feshbach etwa zur gleichen Zeit vorgeschla-
gen [25, 26]. Sein durch Projektion der Vielteilchen-Schro¨dinger-Gleichung gewonne-
nes optisches Potential la¨t sich jedoch nicht direkt sto¨rungstheoretisch berechnen.
Die Unterschiede des optischen Potentials nach Feshbach und der Selbstenergie der
Einteilchen-Greensfunktion wurden in der Literatur eingehend vom formalen [27] und
vom praktischen Standpunkt [28] aus analysiert und deuten eine U¨berlegenheit des op-
tischen Potentials der Greensfunktion an. In Abschnitt 8.1 dieser Arbeit wird zu Teila-
spekten dieses Problems nochmals ausfu¨hrlicher Stellung genommen. Ein wesentlicher
Unterschied der beiden Potentiale ist, da die Einteilchen-Greensfunktion und damit
auch die Selbstenergie sowohl Teilchen- als auch Lochpropagation beschreibt, wogegen
bei Feshbach nur Teilchendynamik eine Rolle spielt. Die Kombination von Teilchen-
und Lochpropagation macht die Einteilchen-Greensfunktion exakt und sto¨rungstheo-
retisch invertierbar und ermo¨glicht so die Dyson-Gleichung. Die dadurch denierte
Selbstenergie bleibt dadurch sto¨rungstheoretisch entwickelbar.
Neben der Einteilchen-Greensfunktion gibt es in der klassischen Vielteilchentheorie
eine Reihe von Zwei- und Mehrteilchenpropagatoren [9, 29], die aber keiner Dyson-
Gleichung genu¨gen. Ein Analogon zur Dyson-Gleichung kann noch in der Bethe-
Salpeter-Gleichung fu¨r Zweiteilchen-Greensfunktionen gesehen werden, die jedoch eine
viel kompliziertere Gleichung darstellt [30, 31]. Ihr Integralkern ha¨ngt von mindestens
drei voneinander unabha¨ngigen Energie- oder Zeitvariablen ab und ist dementspre-
chend sehr schwer physikalisch zu deuten und zu berechnen. Die vereinfachten Zwei-
teilchenpropagatoren, die an Stelle von vier nur noch von zwei Zeit- bzw. einer Ener-
gievariablen abha¨ngen, sind normalerweise nicht invertierbar und erlauben daher kei-
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ne sinnvolle Denition einer Selbstenergie. In meiner dieser Arbeit zugrundeliegenden
Diplomarbeit [32] wurden erstmalig Zweiteilchen-Greensfunktionen untersucht, die ge-
eignet erweitert wurden, so da sie einer Dyson-Gleichung genu¨gen. In dieser Arbeit
u¨ber verschiedene Varianten der erweiterten Teilchen-Teilchen-Greensfunktion wurde
die Struktur dieser Propagatoren und ihrer Selbstenergie mit Hilfe einer Matrizendar-
stellung untersucht. U¨ber Bewegungsgleichungen wurde desweiteren die Selbstenergie
in zweiter Ordnung Sto¨rungstheorie entwickelt.
Im Rahmen dieser Doktorarbeit wurden nun
die Untersuchungen an erweiterten Zweiteilchen-
Greensfunktionen fortgesetzt. Es konnte gezeigt
werden, da die Selbstenergie der erweiterten
Teilchen-Teilchen-Greensfunktion ein exaktes op-
tisches Potential fu¨r Zweiteilchenstreuung dar-
stellt. Die Untersuchungen wurden auf Teilchen-
Loch-Propagatoren ausgedehnt und ein umfas-
  
 
  
  


sender Formalismus zur Beschreibung und Berechnung verschiedener Varianten der
erweiterten Zweiteilchen-Greensfunktionen entwickelt. Ausgehend von der Teilchen-
Loch-Selbstenergie wurde ein Na¨herungsschema zur Berechnung von Anregungsener-
gien und U¨bergangsmomenten entwickelt, dessen Eigenschaften u¨ber sto¨rungstheoreti-
sche Entwicklungen und an Hand eines einfachen Modellsystems ausfu¨hrlich untersucht
wurde.
 
 
 


  
Mit a¨hnlichen Konstruktionsprinzipien,
wie sie bei den erweiterten Zweiteilchen-
Greensfunktionen erfolgreich waren, konnte
die sogenannte dynamische Greensfunktion
deniert werden, mit der die Dynamik des
Kerngeru¨sts bei elektronischen Prozessen in
Moleku¨len beru¨cksichtigt werden kann. Die
dynamische Greensfunktion ist eine Einteilchen-
Greensfunktion, die zusa¨tzliche, quantenme-
chanische Freiheitsgrade mit der Einteilchen-
dynamik gleichstellt und ebenfalls eine Dyson-Gleichung erfu¨llt. Die zugeho¨rige Selbst-
energie deniert ein exaktes optisches Potential fu¨r Elektron-Moleku¨l-Streuung. Auf
diese Weise konnten exakte Streugleichungen in den Koordinaten des streuenden Elek-
trons und des Kerngeru¨sts des Targetmoleku¨ls hergeleitet werden, die besonders zur
Beschreibung von Streuprozessen mit sehr langsamen Projektilgeschwindigkeiten ge-
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eignet sind. Bei sehr langsamen Geschwindigkeiten des streuenden Elektrons werden
na¨mlich die Zeitskalen der Elektronenbewegung und der Kerndynamik vergleichbar, so
da die adiabatische oder Born-Oppenheimer-Na¨herung in diesen Fa¨llen aufgegeben
werden mu.
Die vorliegende Arbeit ist folgendermaen gegliedert: Im ersten Kapitel werden die
formalen Grundlagen des optischen Potentials der Einteilchen-Greensfunktion analy-
siert, indem eine algebraische Herleitung der Dyson-Gleichung vorgestellt wird. Damit
wird das wesentliche Konstruktionsprinzip aufgezeigt, das in der Projektion auf einen
in der Einteilchenbasis vollsta¨ndigen Satz von orthogonalen Zusta¨nden liegt. Dieses
Prinzip wird in den folgenden Teilen der Arbeit bei der Konstruktion der erweiterten
Greensfunktionen Anwendung nden.
Der erste Teil dieser Doktorarbeit behandelt erweiterte Zweiteilchen-
Greensfunktionen. Der grundlegende Formalismus fu¨r eine einheitlichen Behandlung
der verschiedenen Typen von erweiterten Zweiteilchen-Greensfunktionen wird in Kapi-
tel 2 abstrakt eingefu¨hrt. Das sich anschlieende dritte Kapitel entha¨lt die Denition
der Zweiteilchen-Greensfunktionen und die Herleitung der Dyson-Gleichung und ist
so konzipiert, da es auch ohne die vorherige Lektu¨re des mathematischen Prologs
aus Kapitel 2 lesbar sein sollte. In den Kapiteln 4 und 5 werden Eigenschaften der
erweiterten Greensfunktionen und ihrer Selbstenergien am Beispiel der erweiterten
Teilchen-Loch-Greensfunktion untersucht. Dabei steht in Kapitel 4 die Zusammen-
setzung der Erweiterungen und die analytische Struktur der Greensfunktion im
Vordergrund, wogegen Kapitel 5 die Eigenschaften der Selbstenergie behandelt. Hier
wird auch eine Besonderheit der erweiterten Greensfunktionen, na¨mlich das Auftreten
von entarteten Zusta¨nden in der dynamischen Selbstenergie, eingehend untersucht.
Das sechste Kapitel behandelt ein Na¨herungsschema zur Berechnung von Anre-
gungsenergien und U¨bergangsmomenten in endlichen Vielteilchensystemen, das aus der
Teilchen-Loch-Selbstenergie erster Ordnung hergeleitet wurde. Die sogenannte FOSEP-
Na¨herung (
"
rst-order static exciation potential\) wird verglichen mit der oft ver-
wendeten RPA (
"
random-phase approximation\) und der einfacheren TDA (
"
Tamm-
Danco approximation\), die sich beide ebenfalls durch denierte Na¨herungen an die
Teilchen-Loch-Selbstenergie herleiten lassen. Eine sto¨rungstheoretische Analyse zeigt,
da die FOSEP-Na¨herung eine Inkonsistenz in der Behandlung der Grundzustands-
korrelation bei der RPA korrigiert. Zudem vermeidet die FOSEP-Na¨herung Instabi-
lita¨ten der RPA. Diese Ergebnisse werden von einem sehr einfachen Modellsystem,
dem sogenannten Hubbard-Modell fu¨r H2, besta¨tigt, bei dem die FOSEP-Na¨herung im
Gegensatz zur RPA oder TDA die exakten Anregungsenergien liefert.
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Die letzten beiden Kapitel des ersten Teils wenden sich der Streuproblematik zu.
In Kapitel 7 wird gezeigt, da die Teilchen-Teilchen-Selbstenergie ein exaktes opti-
sches Potential fu¨r Zweiteilchen-Streuung darstellt. Kapitel 8 befat sich eingehender
mit dem energieunabha¨ngigen, dem sogenannten statischen Anteil der eektiven Streu-
potentiale. Nach einem kurzen Ru¨ckgri auf optische Potentiale fu¨r Einteilchenstreu-
ung, wobei die Potentiale von Feshbach und die Einteilchen-Selbstenergie verglichen
werden, folgt eine Untersuchung der statischen Zweiteilchenpotentiale. In diesem Zu-
sammenhang werden auch Teilchen-Loch-Potentiale diskutiert, die in Analogie zu den
Zweiteilchenpotentialen verstanden werden ko¨nnen.
Die dynamische Einteilchen-Greensfunktion wird im zweiten Teil dieser Arbeit be-
handelt. Nach einer Einfu¨hrung in Elektron-Moleku¨l-Streuung in Kapitel 9, die den
Rahmen fu¨r die nachfolgenden Ausfu¨hrungen setzt, wird in Kapitel 10 die dynamische
Greensfunktion deniert, ihre Dyson-Gleichung hergeleitet und damit auch ihre Selbst-
energie deniert. In Kapitel 11 werden schlielich eektive Streugleichungen hergeleitet,
in denen die Projektildynamik und die Dynamik der Atomkerne explizit gekoppelt sind
und alle Vielteilcheneinflu¨sse der Elektronenhu¨lle des Targetmoleku¨ls im optischen Po-
tential beru¨cksichtigt werden. Die na¨herungsweise Berechnung des optischen Potentials
mit ab-initio-Methoden wird diskutiert, wobei der Einflu der Kerndynamik auf das
optische Potential besondere Aufmerksamkeit erha¨lt.
Aus dieser Doktorarbeit gingen mehrere Vero¨entlichungen hervor: In Referenz [33]
wird neben der Denition und einer Herleitung der Dyson-Gleichung fu¨r die Teilchen-
Teilchen-Greensfunktion gezeigt, da die Teilchen-Teilchen-Selbstenergie ein optisches
Potential fu¨r Zweiteilchenstreuung darstellt (Kapitel 7). Der grundlegende Formalismus
in der in Kapitel 2 dargebotenen Form sowie die Untersuchungen der Kapitel 3 bis 5 und
Kapitel 8 sind zur Vero¨entlichung eingereicht [34]. In Referenz [35] sind die FOSEP-
Na¨herung und die Ergebnisse von Kapitel 6 vero¨entlicht. Die Untersuchungen an der
dynamischen Greensfunktion aus dem dritten Teil dieser Arbeit wurde ebenfalls zur
Vero¨entlichung eingereicht [36].
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a) statische Ladungsdichte
b) Austauschwechselwirkung
c) Polarisierung
e) Ionisierung
d) Feshbach-Resonanz
Abbildung 1: Physikalische Eekte bei der Streuung an einem Vielteilchensystem. Die
a) Coulomb- und b) Austauschwechselwirkung an der statischen Ladungsverteilung des
Targets liefern eine energieunabha¨ngige Potentialfunktion, die aber durch den Aus-
tausch zu einem nichtlokalen Operator wird. Die sogenannte dynamische Korrelation
beschreibt u. a. c) die Polarisierung des Targets durch das vorbeifliegende Projektil
und d) Feshbach-Resonanzen. Diese Resonanzen sind metastabile gebundene Zusta¨nde
des Projektilteilchens im Feld des angeregten Targetmoleku¨ls. Reicht die Streuenergie
aus, um inelastische Kana¨le, wie e) Ionisierung oder Anregung des Targets zu o¨nen,
dann wird das optische Potential komplex, um so dem Verlust von elastischer Streu-
amplitude Rechnung zu tragen. Das optische Potential entha¨lt somit nichtlokale [b),
d)], energieabha¨ngige [c), d), e)] und komplexwertige Beitra¨ge [e)].

Kapitel 1
Einteilchen-Greensfunktion
In der Hierarchie der Greensfunktionen nimmt die Einteilchen-Greensfunktion ei-
ne Sonderrolle ein und besitzt daher eine herausragende Bedeutung fu¨r die Viel-
teilchentheorie. Dies ist insbesondere dadurch bedingt, da sie die Dyson-Gleichung
erfu¨llt und mit ihrer Selbstenergie ein optisches Potential fu¨r Einteilchenstreuung
liefert. Die Einteilchen-Greensfunktion fu¨r nichtrelativistische, fermionische Vielteil-
chensysteme bildet den Ausgangspunkt fu¨r die in dieser Arbeit vorgestellten Studi-
en zur Konstruktion komplizierterer Greensfunktionen, die viele Eigenschaften der
Einteilchen-Greensfunktion erben werden. In diesem Kapitel soll daher die Einteilchen-
Greensfunktion und ihre wichtigsten Eigenschaften in einer Weise pra¨sentiert werden,
die eine U¨bertragung auf die spa¨ter betrachteten Zweiteilchen-Propagatoren (Teil I)
und die dynamische Greensfunktion (Teil II) ermo¨glicht.
1.1 Denition der Einteilchen-Greensfunktion
Die sogenannte zeitgeordnete Einteilchen-Greensfunktion der nichtrelativistischen
Quantenmechanik wird folgendermaen deniert [9]:
iG(rt; r0t0) = hΨN0 j (r; t) y(r0; t0) jΨN0 i (t− t0)
−hΨN0 j y(r0; t0) (r; t) jΨN0 i (t0 − t): (1.1)
Der Referenzzustand jΨN0 i soll hier durch den exakten Grundzustand des betrachte-
ten, wechselwirkenden Systems von N Fermionen realisiert werden. Der Feldoperator
im Heisenberg-Bild  y(r; t) erzeugt ein Teilchen am Ort r und zur Zeit t. Obwohl
im allgemeinen fermionische Teilchen, vor allem Elektronen oder auch Nukleonen, be-
trachtet werden, soll der Einfachheit halber die explizite Notation von Spin-Indizes
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unterdru¨ckt werden und r fu¨r das Ort-Spin-Indexpaar (r; ) stehen. Die Denition der
Heavysideschen Thetafunktion lautet:
(t) :=
8<
: 1 fu¨r t  00 fu¨r t < 0 : (1.2)
Die Einteilchen-Greensfunktion setzt sich aus dem sogenannten Teilchen-
Propagator Gp und dem Loch-Propagator Gh zusammen:
G(rt; r0t0) = Gp(rt; r0t0) +Gh(rt; r0t0): (1.3)
Beru¨cksichtigt man die Zeitentwicklung der Heisenberg-Operatoren  y(r; t) mit dem
Hamilton-Operator des Vielteilchensystems H
 y(r; t) = eiHt y(r)e−iHt; (1.4)
so lassen sich Teilchen- und Loch-Propagator in folgender Weise umformen:
iGp(rt; r0t0) = hΨN0 j (r)e−i[H−E
N
0 ](t−t0) y(r0) jΨN0 i (t− t0); (1.5)
iGh(rt; r0t0) = −hΨN0 j y(r0)e−i[E
N
0 −H](t−t0) (r) jΨN0 i (t0 − t): (1.6)
Hier wurde ausgenutzt, da der Grundzustand jΨN0 i ein Eigenzustand des Hamilton-
Operators H mit der Grundzustandsenergie EN0 als Eigenwert ist:
H jΨN0 i = EN0 jΨN0 i: (1.7)
An dieser Stelle mo¨chte ich darauf hinweisen, da bei Anwendung der Einteilchen-
Greensfunktion zur Beschreibung der elektronischen Struktur von Moleku¨len EN0 fu¨r
die rein elektronische Grundzustandsenergie steht und eine Hyperfla¨che im Raum der
mo¨glichen Kernkongurationen R darstellt. Ebenso ha¨ngen selbstversta¨ndlich auch H
und jΨN0 i parametrisch von den Kernkoordinaten ab.
Es wird spa¨ter von Nutzen sein, die Einteilchen-Greensfunktion in der Frequenz-
statt in der Zeitdoma¨ne zu betrachten und eine Orbitaldarstellung an Stelle der Orts-
raumdarstellung einzufu¨hren. Der zur Denition (1.1) a¨quivalente Ausdruck fu¨r die
Einteilchen-Greensfunktion lautet dann:
Gpq(!) = hΨN0 j ap
1
! −H + EN0 + i
ayq jΨN0 i
+hΨN0 j ayq
1
! −EN0 +H − i
ap jΨN0 i: (1.8)
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Die Fourier-Transformation von der Zeitdoma¨ne in die Frequenzdoma¨ne ist hierbei
folgendermaen deniert:
f(!) =
Z 1
−1
d(t− t0) ei!(t−t0)f(t− t0): (1.9)
Die positive innitesimale Gro¨e  im Nenner bleibt von einem Faktor u¨brig, der ein-
gefu¨hrt werden mu, um die Konvergenz der Fourier-Transformation sicherzustellen.
Der Parameter  ist als kleine, positive Gro¨e aufzufassen, die am Ende aller Rech-
nungen im Limes  ! 0+ verschwindet. Salopp nennen wir  daher gelegentlich auch
"
Innitesimale\. Das Vorzeichen der i Terme ha¨ngt mit der Zeitordnung der Greens-
funktion durch die Thetafunktionen in den Gleichungen (1.5) und (1.6) zusammen [9].
Der U¨bergang zur Orbitaldarstellung wird durch eine Transformation der Feldoperato-
ren bewerkstelligt. Der Einfachheit halber nehmen wir an, da die Menge der Orbitale
f’p(r)gp eine diskrete aber vollsta¨ndige Menge von quadratintegrablen und normier-
ten Basisfunktionen des Einteilchen-Hilbert-Raums ist. Der Erzeugungsoperator fu¨r
ein (fermionisches) Teilchen im Orbital ’p(r) wird folgendermaen deniert:
ayp =
Z
dr ’p(r) 
y(r): (1.10)
Wie u¨blich impliziert die Orthonormalita¨t der Orbitale die kanonischen Antivertau-
schungsrelationen fayp ; aqg = pq usw.
Der Orbitalsatz wurde nur aus Gru¨nden der konzeptionellen Klarheit und der einfa-
chen Notation diskret gewa¨hlt. Die Verallgemeinerung auf kontinuierliche Quantenzah-
len stellt aber kein prinzipielles Problem dar. Nu¨tzliche Realisierungen von Orbitalen
mag man in den Hartree-Fock-Orbitalen des N -Teilchen-Zustands jΨN0 i (zusammen
mit einer geeigneten Diskretisierung des Kontinuums) oder in der Impulsdarstellung
(diskretisiert durch einen groen, endlichen Kasten mit periodischen Randbedingun-
gen) nden.
1.2 Die Dyson-Gleichung
Im Gegensatz zur klassischen Vielteilchentheorie [4,5,9], wo die Dyson-Gleichung u¨ber
eine diagrammatische Sto¨rungsentwicklung der Einteilchen-Greensfunktion mit Hilfe
der Feynman-Dyson-Reihe gewonnen und die Selbstenergie durch unendliche Summa-
tion der sogenannten irreduziblen Diagrammen deniert wird, soll in dieser Arbeit die
Dyson-Gleichung als algebraische Eigenschaft der Greensfunktion aufgefat werden.
Dementsprechend werde ich eine rein algebraische Herleitung der Dyson-Gleichung
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vorstellen und ebenfalls die Selbstenergie ohne Bezug auf unendliche Reihenentwicklun-
gen denieren. Diese Sichtweise der Dyson-Gleichung bildet den Ausgangspunkt fu¨r die
Konstruktion einer allgemeinen Klasse von erweiterten Zweiteilchen-Greensfunktionen,
die im ersten Teil dieser Dissertation im Mittelpunkt stehen werden, wie auch fu¨r die
Betrachtungen zur dynamischen Greensfunktion im zweiten Teil. Die folgende Herlei-
tung der Dyson-Gleichung ist a¨hnlich zu der in den Referenzen [37] und [38] gegebenen.
In der hier vorliegenden Form wurde sie schon in meiner Diplomarbeit [32] vorgestellt.
Der Einfachheit halber verwenden wir die durch Gleichung (1.8) denierte Darstel-
lung der Einteilchen-Greensfunktion Gpq(!) in der Frequenzdoma¨ne und Orbitaldar-
stellung. Diese Darstellung la¨t sich noch kompakter notieren, wenn man Teilchen-
und Loch-Propagator zusammenfat. Dazu fu¨hre ich die folgenden zusammengesetz-
ten Zusta¨nde oder Vektoren von Zusta¨nden
jYpi =
 
ayp jΨN0 i
hΨN0 j ayp
!
(1.11)
und die Matrix
~H =
0
@ H − EN0 0
0 EN0 −H
1
A (1.12)
ein. Gleichung (1.8) la¨t sich nun umschreiben, indem man formal die Einteilchen-
Greensfunktion als Matrixelement der Resolvente von ~H mit Bezug auf die Zusta¨nde
jYpi schreibt:
Gpq(!) = hYpj 1
! − ~H jYqi: (1.13)
Die i Terme wurden hier weggelassen, um eine umsta¨ndliche Notation zu vermeiden.
Die durch diese Terme bewirkte Zeitordnung ist fu¨r die meisten Betrachtungen un-
wichtig. Sie bekommt allerdings in der zeitabha¨ngigen Formulierung der Streutheorie
eine gewisse Bedeutung und wird dann an gegebener Stelle diskutiert werden (siehe
Abschnitte 7.1 und 11.1).
Das Skalarprodukt der Vektoren jYpi beinhaltet jetzt ein Matrix-Vektor-Produkt
und ein gewo¨hnliches Hilbert-Raum-Skalarprodukt fu¨r die Komponenten, wobei die
Konvention gelten soll, da vor der Bildung des Skalarprodukts immer
"
bra\-Zusta¨nde
nach links und
"
ket\-Zusta¨nde nach rechts wandern. Bezu¨glich dieses kanonischen Ska-
larprodukts erfu¨llen die Zusta¨nde jYpi die folgenden Orthonormalita¨tsrelationen:
hYpjYqi = hΨN0 j apayq jΨN0 i+ hΨN0 j ayqap jΨN0 i = pq:
Na¨hert man die N -Elektronen-Wellenfunktion jΨN0 i durch eine Slater-Determinante
an, dann entha¨lt der Vektor jYpi entweder einen Ein-Loch-Zustand, wenn der Index p
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ein unbesetztes Orbital kennzeichnet, oder einen Ein-Teilchen-Zustand, wenn das Or-
bital ’p in der Slater-Determinante besetzt ist. Im allgemeineren Fall einer korrelierten
Wellenfunktion jΨN0 i mischen die Vektoren jYpi Zusta¨nde mit N + 1 und N − 1 Elek-
tronen. In jedem Fall und auch fu¨r beliebige Einteilchen-Indizes p stellen die Vektoren
jYpi orthogonale Zusta¨nde dar, die einen linearen Raum mit derselben Dimension wie
der des Einteilchen-Hilbert-Raums aufspannen. Diesen von den Vektoren fjYpigp auf-
gespannten Raum nenne ich den prima¨ren Raum. Da die prima¨ren Zusta¨nde jYpi und
ihre Linearkombinationen im allgemeinen keine exakten Eigenzusta¨nde des Hamilton-
Operators H sind, koppeln sie an ho¨here Anregungen wie Zwei-Teilchen-Ein-Loch-
Anregungen, Ein-Teilchen-Zwei-Loch-Anregungen usw. Der Raum der ho¨heren Anre-
gungen wird sekunda¨rer Raum genannt.1 Das Konzept der Ein-Loch-, Zwei-Teilchen-
Ein-Loch-Anregungen usw. trit natu¨rlich nur dann wirklich zu, wenn der Referenz-
zustand jΨN0 i von einer einzelnen Konguration dominiert wird; der verwendete For-
malismus ist jedoch unabha¨ngig hiervon gu¨ltig. Im allgemeinen wird jΨN0 i durch ei-
ne korrelierte Wellenfunktion dargestellt werden und daher ko¨nnen die prima¨ren und
sekunda¨ren Zusta¨nde nicht einfach durch Basiszusta¨nde mit einzelnen Konguratio-
nen ausgedru¨ckt werden. Eine explizite Konstruktion einer Basis fu¨r den sekunda¨ren
Raum, die auch zu nu¨tzlichen Na¨herungen fu¨r die Einteilchen-Greensfunktion oder
ihre Selbstenergie fu¨hrt, ist im Rahmen der sogenannten
"
intermediate state represen-
tation\ mo¨glich und wird in den Referenzen [37, 39] beschrieben. Der in dieser Arbeit
verwendete Formalismus ist zuna¨chst vo¨llig unabha¨ngig von der expliziten Konstrukti-
on der Basis des sekunda¨ren Raums. Ich werde daher einfach annehmen, da f jQJigJ
eine beliebige Basis des zusammengesetzten Raumes darstellt, die aus den prima¨ren
Zusta¨nden fjYpigp und einer geeigneten Basis fu¨r den sekunda¨ren Raum besteht.
Man kann nun die Dyson-Gleichung durch Inversion von Gleichung (1.13) herleiten.
Die Basis f jQJigJ des zusammengesetzten Raumes deniert eine Basissatzdarstellung
~H des Matrix-Operators ~H :
[ ~H ]IJ = hQI j ~H jQJi: (1.14)
1 Man kann die Vektoren jYpi als Elemente eines zusammengesetzten Hilbert-Raums YG auassen,
der eine direkte Summe aus dem Hilbert-Raum mit N + 1 Teilchen und dem Dualraum des (N − 1)-
Teilchenraums bildet: YG = H(N+1)H(N−1), wobei N die Anzahl der Fermionen ist (z. B. der Elek-
tronen des betrachteten Moleku¨les). Der durch die Zusta¨nde jYpi aufgespannte, sogenannte prima¨re
Raum ist nur ein (kleiner) Teilraum von YG. Der sekunda¨re Raum wird durch das orthogonale Kom-
plement des prima¨ren Raumes in YG deniert.
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Durch die Unterteilung der Basis in den prima¨ren und den sekunda¨ren Teil, erha¨lt die
Matrix ~H eine Blockstruktur:
~H =
0
@ ~Haa ~Hab
~H
ba
~H
bb
1
A : (1.15)
Der Blockindex a bezieht sich auf die prima¨ren Zusta¨nde fjYpigp und b auf den Rest der
Basis f jQJigJ . Der obere linke Block der Matrix la¨t sich mit Hilfe der Gleichungen
(1.11) und (1.12) sofort auswerten. Fu¨r seine Matrixelemente gilt:
h
~H
aa
i
pq
= hYpj ~HjYqi = hΨN0 j fap ; [ ~H ; ayq]g jΨN0 i: (1.16)
Man sieht nun leicht, da die Einteilchen-Greensfunktion aus Gleichung (1.13) als
der obere linke Block einer inversen Matrix aufgefat werden kann:
G(!) =
 
1
!1− ~H
!
aa
: (1.17)
In den Beweis dieser Aussage geht die Vollsta¨ndigkeit der Basis f jQJigJ und die Ortho-
normalita¨t der prima¨ren Zusta¨nde fjYpigp ein. Durch einfache Matrix-Partitionierung
kann die inverse Matrix der Greensfunktion G(!) folgendermaen ausgedru¨ckt werden:
h
G(!)
i−1
= !1− ~H
aa
− ~H
ab
1
!1− ~H
bb
~H
ba
: (1.18)
Um die Selbstenergie denieren und damit die u¨bliche Form der Dyson-Gleichung
formulieren zu ko¨nnen, fu¨hre ich wie u¨blich eine sto¨rungstheoretische Aufspaltung des
Hamilton-Operators in zwei Teile durch:
H = H0 +H1: (1.19)
Dabei entha¨lt H1 die gesamte Zweiteilchenwechselwirkung [siehe auch Gln. (4.1) bis
(4.4)]. Der Anteil H0 deniert die nullte Ordnung der Sto¨rungstheorie und ist ein
Einteilchenoperator der Form
H0 =
X
ij
"ij a
y
iaj : (1.20)
Eine geeignete Wahl fu¨r H0 stellt oft der Hartree-Fock-Operator oder der Hamilton-
Operator freier Teilchen (die kinetische Energie) dar. Es soll hier nicht generell an-
genommen werden, da H0 in der gegebenen Orbitalbasis diagonal ist, aber es ist
immer mo¨glich, eine diagonalisierende Einteilchenbasis zu nden. Falls z. B. H0 durch
den Operator der kinetischen Energie realisiert wird, dann wird die Matrix " mit den
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Matrixelementen
h
"
i
ij
= "ij in der Impulsdarstellung diagonal. Die diagonalen Ein-
tra¨ge der Matrix lauten dann einfach "p = p
2=2 in atomaren Einheiten. Entsprechend
ist die Wahl von Hartree-Fock-Orbitalen fu¨r die Einteilchenbasis oft sinnvoll, da der
Hartree-Fock-Operator dann diagonal wird. Bei praktischen Anwendungen auf Atome,
Moleku¨le oder Atomkerne wird in der Regel so vorgegangen.
Nimmt man an, da sowohl die elektronische Grundzustandswellenfunktion jΨN0 i
und -energie E0 gutartige Sto¨rungsentwicklungen besitzen, dann kann die nullte Ord-
nung der Matrix ~H
aa
leicht aus Gleichung (1.16) berechnet werden. Man erha¨lt die
Matrix der Orbitalenergien der nullten Ordnung:
~H
(0)
aa
= ": (1.21)
Man sieht ebenfalls leicht, da die nichtdiagonalen Blo¨cke ~H
ab
und ~H
ba
in nullter
Ordnung verschwinden. Fu¨r die Einteilchen-Greensfunktion nullter Ordnung G(0) ndet
man dann gema¨ Gleichung (1.18):
G(0)(!) =
1
!1− ": (1.22)
Die Selbstenergie der Einteilchen-Greensfunktion wird nun folgendermaen deniert:
(!) = ~H
aa
− "+ ~H
ab
1
!1− ~H
bb
~H
ba
; (1.23)
womit sich Gleichung (1.18) kompakter fassen la¨t:
G(!) =
1
!1− "− (!) : (1.24)
An dieser Form der Dyson-Gleichung sieht man scho¨n, da man die Einteilchen-
Greensfunktion als Resolvente eines eektiven Einteilchen-Hamilton-Operators " +
(!) auassen kann. Damit wird auch bereits deutlich, da das jeweils betrachte-
te Gesamtproblem in zwei Teilprobleme, die Berechnung der Selbstenergie und die
Lo¨sung eines eektiven Einteilchenproblems aufgeteilt werden kann. Wie bereits in der
Einleitung erwa¨hnt wurde, kann man beispielsweise zeigen, da die Selbstenergie ein
optisches Potential fu¨r Einteilchenstreuung darstellt [10, 24].
Durch algebraische Umformung und Verwendung von Gleichung (1.22) gelangt man
zur u¨blichen Form der Dyson-Gleichung:
G(!) = G(0)(!) +G(0)(!)(!)G(!): (1.25)
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Damit die Dyson-Gleichung Sinn macht, mu die Greensfunktion als Matrix,
d. h. im gesamten Indexraum, invertierbar sein, wie aus Gleichung (1.24) deutlich
wird. Mit Ausnahme der Nullstellen des Nenners, also z. B. fu¨r beliebige nichtreelle
Werte von !, ist die Einteilchen-Greensfunktion G(!) als Matrix oder als Operator
im gesamten Einteilchenraum invertierbar. Daraus wird auch klar, da es keinen Sinn
macht, die Dyson-Gleichung fu¨r einen beliebigen Propagator zu postulieren, um damit
eine Selbstenergie zu denieren. Andererseits garantiert die Dyson-Gleichung auch, da
die Selbstenergie im gesamten Indexraum deniert ist und damit als Operator im Ein-
teilchenraum aufgefat werden kann. Mit Hilfe der Feynman-Dyson-Sto¨rungstheorie,
u¨ber welche die Dyson-Gleichung u¨blicherweise hergeleitet und die Selbstenergie de-
niert wird [9], la¨t sich die Selbstenergie sto¨rungstheoretisch entwickeln. Man kann
sogar zeigen, da die Sto¨rungsreihe der Selbstenergie sehr viel einfacher und kompakter
ist als die der Greensfunktion. Im Gegensatz dazu kann z. B. das optische Potential
nach Feshbach [26] bei nicht vollsta¨ndig korrelierten Target nicht auf dem gesamten
Einteilchenraum deniert werden. Als Folge davon la¨t es sich auch nicht ohne weiteres
sto¨rungstheoretisch entwickeln. In Abschnitt 8.1 werde ich nochmals auf die Unterschie-
de zwischen der Selbstenergie und dem optischen Potential nach Feshbach eingehen.
Was ist nun aber der Nutzen der Dyson-Gleichung und der durch sie denierten Selbst-
energie? Dieser Frage soll im na¨chsten Unterabschnitt nachgegangen werden.
1.3 Zur Bedeutung der Dyson-Gleichung
Ein Skeptiker mag nun fragen [40], wozu denn u¨berhaupt eine Dyson-Gleichung oder ein
optisches Potential no¨tig sei? Man ko¨nne doch viele interessieren Gro¨en wie z. B. An-
regungsenergien oder U¨bergangsmomente direkt aus einer geeigneten Greensfunktion
berechnen, die sich auch ohne Umweg u¨ber eine Dyson-Gleichung na¨herungsweise be-
rechnen lassen. Ich sehe folgende Gru¨nde, an der Dyson-Gleichung festzuhalten:
 Das Konzept eines optischen Potentials als physikalische Gro¨e stellt ein intui-
tiv ansprechendes Konzept dar. Der technische Vorteil bei Streuproblemen, die
Streurechnung vom Vielteilchenproblem trennen zu ko¨nnen, wurde in der Ein-
leitung schon erwa¨hnt. Auch in Anwendungen im Bereich gebundener Zusta¨nde
wie der Berechnung von Ionisierungs- oder Anregungsenergien beha¨lt das Kon-
zept eines optischen Potentials seine Vorteile. Wenn die Selbstenergie nach einem
denierten Schema gena¨hert wird und anschlieend die Dyson-Gleichung benutzt
wird, um die Greensfunktion zu denieren, dann wird das
"
Streuproblem\ exakt
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gelo¨st und die einzige vorgenommene Na¨herung betrit das Potential. Im Rah-
men der Sto¨rungstheorie manifestiert sich dieser Gedanke in der Tatsache, da
die mit Hilfe der Dyson-Gleichung gewonnene Greensfunktion Diagramme belie-
biger Ordnung entha¨lt, selbst wenn die Selbstenergie nur in endlicher Ordnung
gena¨hert wird. Wird stattdessen das
"
Streuproblem\ nur bis zu einer gegebenen
Ordnung gelo¨st, so macht man einen zusa¨tzlichen Fehler. Als Beispiel sei hier die
Mller-Plesset-Sto¨rungstheorie [41] in der Atom- und Moleku¨lphysik angefu¨hrt.
Im Vergleich mit anderen quantenchemischen Methoden wie z. B. sto¨rungstheore-
tisch konsistenten
"
coupled-cluster-Methoden\ [42] liefert sie sehr schlechte Na¨he-
rungen fu¨r angeregte Zusta¨nde, obwohl sie die direkte Methode darstellt, Anre-
gungsenergien sto¨rungstheoretisch zu berechnen. Es wurde sogar gezeigt, da die
Mller-Plesset-Sto¨rungsreihe in numerischen Studien an atomaren und moleku-
laren Systemen mit sehr groen Orbitalbasen divergieren kann, selbst wenn eine
einzelne Slater-Determinante vorherrscht und damit bereits die nullte Ordnung
nahe am exakten Ergebnis ist [43].
 Auch der Fall von Einteilchen-Hamilton-Operatoren verdient Beachtung. Wenn
der Hamilton-Operator des Systems ein Einteilchenoperator ist und damit keine
Zweiteilchenkra¨fte sondern nur a¨uere oder gemittelte Felder auftreten, dann
wird die Selbstenergie der Einteilchen-Greensfunktion eine energieunabha¨ngige
Gro¨e, deren Sto¨rungsreihe nach der ersten Ordnung abbricht, wie sich leicht
zeigen la¨t:
In Gleichung (1.21) wurde bereits die Matrix ~H fu¨r den Einteilchenoperator H0
berechnet. Lautet der vollsta¨ndige Hamilton-Operator des Systems H0 + v, wo-
bei v =
P
ij vija
y
iaj ein Einteilchen-Wechselwirkungsoperator ist, dann bleibt die
Struktur der Matrix ~H so wie in nullter Ordnung (mit ~H
ab
= ~H
ba
= 0), und
fu¨r die Selbstenergie bleibt die energieunabha¨ngige Matrix pq = vpq u¨brig. Die
Selbstenergie ist damit linear in der Wechselwirkung, wie oben bereits behauptet
wurde.
Eine Na¨herung der Selbstenergie in erster Ordnung stellt also schon die exakte
Lo¨sung dar. Na¨hert man hingegen den Propagator direkt, also ohne die Dyson-
Gleichung zu verwenden, so bricht die Sto¨rungsreihe nicht ab (es sei denn, man
wa¨hlt eine diagonalisierende Einteilchenbasis).
 Numerische Beispiele deuten darauf hin [44], da die statischen Diagramme der
Feynman-Dyson-Reihe fu¨r die Einteilchen-Greensfunktion [9] eine schlecht kon-
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vergierende Reihe ergeben. Sie mu¨ssen renormiert werden. Eine deutlich stabile-
re Na¨herung fu¨r die statische Selbstenergie la¨t sich aus dem energieabha¨ngigen
Anteil der Selbstenergie berechnen, wie in Referenz [21] beschrieben ist. Mit
geeigneten numerischen Algorithmen [45] ist die Berechnung der Selbstenergie
zu einer gegebenen Ordnung auch nicht langsamer als die direkte Berechnung
des Propagators, da dieselbe Anzahl an Matrixelementen berechnet werden mu.
Trotzdem wurden in der Literatur auch Na¨herungsverfahren fu¨r Eigenschaften
gebundener Zusta¨nde vorgeschlagen, welche die Einteilchen-Greensfunktion ohne
Dyson-Gleichung na¨hern [46, 47].
 Ein weiteres Argument fu¨r die Nu¨tzlichkeit der durch die Dyson-Gleichung de-
nierten Selbstenergie wird das in dieser Arbeit vorgestellt FOSEP-Na¨herungs-
schema sein. In Kapitel 6 wird gezeigt werden, da die einfachste nichttrivia-
le Na¨herung fu¨r die Selbstenergie der erweiterten Teilchen-Loch-Greensfunktion
ein gutartiges, hermitesches Schema hervorbringt. Durch diese Na¨herung werden
Nachteile der u¨blicherweise verwendeten RPA, welche sich vom traditionellen
Polarisierungspropagator ableitet, vermieden. Eine sto¨rungstheoretische Analyse
und Untersuchungen an einem einfachen Modell werden zeigen, da dies darauf
zuru¨ckzufu¨hren ist, da Beitra¨ge der Grundzustandskorrelation zu Anregungs-
energien in der Selbstenergie erster Ordnung konsistent beru¨cksichtigt werden.
Teil I
Eektive Zweiteilchenbeschreibung
mit erweiterten
Zweiteilchen-Greensfunktionen
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Kapitel 2
Grundlegender Formalismus
Viele der algebraischen Eigenschaften der Einteilchen-Greensfunktion, insbesondere die
Erfu¨llung der Dyson-Gleichung, lassen sich auf Zweiteilchenpropagatoren u¨bertragen,
wenn sie ausgehend von einem orthonormalen Satz von
"
prima¨ren\ Zusta¨nden kon-
struiert werden. Im folgenden sollen Propagatoren G(!) mit der Hilfe von
"
erweiterten
Zusta¨nden\ jA;B) konstruiert werden, die in diesem Kapitel deniert werden. Die be-
sondere Eigenschaft dieser Zusta¨nde ist, da sie
"
orthonormal\ sind, wenn fu¨r A und
B kanonische Erzeugungs- und Vernichtungsoperatoren eingesetzt werden. Die erwei-
terten Greensfunktionen ko¨nnen dann folgendermaen deniert werden:
G(!) = (A;B j 1
! − H jA
0; B0): (2.1)
Die runden Klammern stehen hier fu¨r das sogenannte -Produkt, das eine Verallge-
meinerung des Skalarprodukts im Hilbert-Raum mit einer indeniten Metrik darstellt.
Der
"
erweiterte Operator\ H u¨bernimmt die Rolle eines Anregungsenergieoperators,
der wie die erweiterten Zusta¨nde jA;B) in einem
"
erweiterten Hilbert-Raum\ Y lebt.
Alle diese Objekte werden in diesem Kapitel formal deniert. Beim ersten Lesen ko¨nnen
diese formalen Denitionen zuna¨chst u¨bersprungen werden.
Der in diesem Kapitel eingefu¨hrte, abstrakte Formalismus bildet das Fundament der
Theorie der erweiterten Zweiteilchen-Greensfunktionen. Der Zugang ist sehr allgemein
und erlaubt eine umfassende Behandlung der verschiedenen, erweiterten Zweiteilchen-
Greensfunktionen, die in dieser Arbeit untersucht wurden. Da die betrachteten Propa-
gatoren auf ganz unterschiedliche physikalische Situationen angewandt werden ko¨nnen,
liegt die Betonung zuna¨chst auf der vereinheitlichenden mathematischen Struktur. Der
Formalismus wird simultan fu¨r fermionische und bosonische Teilchen entwickelt. Die
erweiterten Zusta¨nde, mit denen der Modellraum fu¨r die erweiterten Greensfunktionen
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aufgespannt wird werden allgemein deniert. Unter dem -Produkt, dessen Denition
vorgestellt wird, erfu¨llen die erweiterten Zusta¨nde Orthonormalita¨tsrelationen. Schlie-
lich wird eine kanonische Erweiterung fu¨r gewo¨hnliche Fock-Raum-Operatoren und
Superoperatoren auf dem Raum der erweiterten Zusta¨nde eingefu¨hrt. Dieses Kapitel
basiert auf Referenz [34].
2.1 Erweiterte Zweiteilchenzusta¨nde
Denition Seien j i und j’i normierte Vielteilchenzusta¨nde, d. h. Elemente des
physikalischen Fock-Raums mit h j i = h’j’i = 1, und sei Q = 1 − j ih j der
orthogonale Projektor auf das Komplement von f j ig. Dann ist der erweiterten
Zustand jA;B) fu¨r lineare Fock-Raum-Operatoren A und B durch den Vektor
jA;B) =
0
BBBBB@
QAB j i
h jABQ
h’jA⊗ h jB  h’jB ⊗ h jA
A j’i ⊗ h jB B j’i ⊗ h jA
1
CCCCCA (2.2)
deniert, wobei das obere bzw. untere Vorzeichen fu¨r Operatoren A und B mit fermio-
nischem bzw. bosonischem Charakter gilt.
Eigenschaften
1. Der erweiterte Zustand jA;B) ist linear in den beiden Argumenten A und B.
2. Wenn die beiden Operatoren A und B antikommutieren (kommutieren), dann ist
der erweiterte Zustand jA;B) antisymmetrisch (symmetrisch) bezu¨glich Vertau-
schung von A und B:
jA;B) = jB;A) falls [A;B] = 0: (2.3)
Die eckigen Klammern [: ; :] bezeichnen den u¨blichen Antikommutator (Kom-
mutator). Das obere bzw. untere Vorzeichen gilt wieder im Fall von Fermionen
bzw. Bosonen.
3. Mit Hilfe der folgenden kanonischen Regeln fu¨r direkte Summen und Tensor-
produkte [48] kann man fu¨r die erweiterten Zusta¨nde ein Skalarprodukt (inneres
Produkt) konstruieren:
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 Bei einer direkten Summe addieren sich die Produkte der Komponenten:*0@ jAi
hBj
1
A ;
0
@ jCi
hDj
1
A+ = hAjCi+ hDjBi: (2.4)
In diesem Beispiel wurde als zweite Komponente ein sogenannter
"
bra\-
Zustand gewa¨hlt. Wir wollen solche bra-Zusta¨nde als Elemente des Dual-
raums zum Hilbert-Raum der entsprechenden
"
ket\-Zusta¨nde verstehen. Im
Sinne des Rieszschen Darstellungssatzes [48] ist die Zuordnung zwischen bra
und ket eineindeutig.
 Bei Tensorprodukten multiplizieren sich die Skalarprodukte der Komponen-
ten: D
jAi ⊗ jBi ; jCi ⊗ jDi
E
= hAjCihBjDi: (2.5)
Spa¨ter werden wir an Hand eines Beispiels sehen [Gleichung (2.12)], wie Skalar-
produkte der erweiterten Zusta¨nde (2.2) ausgewertet werden.
4. Die erweiterten Zusta¨nde jA;B) sind Elemente eines Hilbert-Raums Y, der
sich durch direkte Summen und Produkte von Komponentenra¨umen zusammen-
setzt und das unter Punkt 3 beschriebene Skalarprodukt besitzt. Die erweiterten
Zusta¨nde jA;B) ko¨nnen natu¨rlich nur Elemente eines Hilbert-Raums sein, wenn
alle Komponenten wie in der Quantenmechanik u¨blich eine endliche Norm haben.
Ausgehend von einem Satz erweiterter Zusta¨nde ist die Denition des zugeho¨ri-
gen Hilbert-Raums Y nicht eindeutig. In Anhang A wird eine formale Denition
des
"
minimalen\ Hilbert-Raums Y vorgestellt. Es ist wichtig zu beachten, da der
Raum Y im allgemeinen nicht zu einem Teilraum des physikalischen Fock-Raums
isomorph ist. Dies ru¨hrt daher, da die Tensorprodukte in der dritten und vierten
Komponente in Gleichung (2.2) nicht die korrekte Symmetrie von Wellenfunktion
fu¨r Systeme ununterscheidbarer Teilchen aufweisen (d. h. im Falle von Fermionen
das Pauli-Prinzip verletzen).
Beispiel Wa¨hlt man fu¨r die beiden Referenzzusta¨nde j i und j’i den N -
Teilchengrundzustand jΨN0 i eines fermionischen Systems, dann erha¨lt man fu¨r die
sogenannten erweiterten Teilchen-Loch-Zusta¨nde j ayr; as), die spa¨ter noch
ausfu¨hrlich diskutiert werden:
j ayr; as) =
0
BBBBB@
Qayras jΨN0 i
hΨN0 j ayrasQ
hΨN0 j ayr ⊗ hΨN0 j as − hΨN0 j as ⊗ hΨN0 j ayr
ayr jΨN0 i ⊗ hΨN0 j as − as jΨN0 i ⊗ hΨN0 j ayr
1
CCCCCA : (2.6)
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Hier sind ayr und ar die Erzeugungs- und Vernichtungsoperatoren fu¨r ein Fermi-
on in dem Einteilchenzustand (Orbital) j’ri und Q = 1 − jΨN0 ihΨN0 j ein Pro-
jektionsoperator. Die erweiterten Zusta¨nde j ayr; as) sind Elemente eines Hilbert-
Raums Y, welcher als direkte Summe von vier Komponentenra¨umen dargestellt
werden kann. Die erste Komponente Qayras jΨN0 i ist Element des physikalischen
N -Teilchen-Hilbert-Raums HN . Man kann sie na¨herungsweise als Teilchen-Loch-
Anregung verstehen. Der zweite Eintrag hΨN0 j ayrasQ ist ein bra-Zustand und da-
her ein Element des Dualraums (HN)

des physikalischen N -Teilchen Hilbert-
Raums. Der zweite Eintrag kann ebenfalls als approximativer Anregungszustand
interpretiert werden, aber die Einteilchenindizes r und s haben ihre Funktion zur
Beschreibung von Loch- bzw. Teilchenposition im Vergleich mit dem ersten Bei-
trag getauscht. Die beiden letzten Komponenten im erweiterten Zustand j ayr; as)
aus Gleichung (2.6) bestehen ihrerseits aus direkten Summen von Produkten aus
bra- und ket-Zusta¨nden, z. B. gilt
hΨN0 j ayr ⊗ hΨN0 j as 2 H(N−1)
 ⊗ H(N+1): (2.7)
Damit lautet der zusammengesetzte Hilbert-Raum Y im betrachteten Fall folglich
Y = HN HN  
h
H(N−1)
 ⊗ H(N+1)  H(N+1) ⊗ H(N−1)
i

h
H(N+1) ⊗ H(N+1)  H(N−1) ⊗ H(N−1)
i
: (2.8)
Eine Basis fu¨r diesen Raum kann leicht durch entsprechende Summen- und Pro-
duktbildung aus den Basen der Komponentenra¨ume, welche selbst aus Slater-
Determinanten aufgebaut sein ko¨nnen, gewonnen werden. Die Dimension des
zusammengesetzten Hilbert-Raums Y ist bedeutend gro¨er als die des physika-
lischen N -Teilchen-Raums HN , welcher alle teilchenzahlerhaltenden Anregungen
entha¨lt. Gleichung (2.8) erlaubt jedoch lediglich eine grobe Abscha¨tzung der Di-
mension des relevanten Raumes, durch die man eine obere Grenze erha¨lt. Un-
ter Ausnutzung von Symmetrien kann die Dimension des tatsa¨chlich beno¨tigten
Raums eventuell noch drastisch reduziert werden. Dadurch, da beide Referenz-
zusta¨nde in Gleichung (2.6) gleich gewa¨hlt wurden, ist es beispielsweise mo¨glich,
die dritte Komponente der erweiterten Zusta¨nde durch
p
2hΨN0 j ayr ⊗ hΨN0 j as zu
ersetzen. Dadurch fa¨llt der Term H(N+1)
 ⊗ H(N−1) aus der direkten Summe
(2.8) heraus. Auch dem physikalischen System inha¨rente Symmetrien ko¨nnen die
Dimension des Raumes Y verringern. Fu¨r eine exakte, aber nicht konstruktive De-
nition des minimal notwendigen Raumes Y sei der Leser nochmals auf Anhang
A verwiesen.
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Eine Mo¨glichkeit zur Konstruktion einer Basis fu¨r den Raum Y ko¨nnte auch dar-
in bestehen, Operatormengen A und B zu denieren, so da die Menge von
Zusta¨nden fjA;B) jA 2 A; B 2 Bg den Hilbert-Raum Y aufspannt. In der
Theorie der traditionellen Ein- und Zweiteilchenpropagatoren wurden derartige
vollsta¨ndige Operatormannigfaltigkeiten gefunden und erfolgreich zur Herleitung
von Na¨herungsschemata eingesetzt (siehe z. B. Referenz [49] und dort zitierte
Literatur). Im vorliegenden Fall ist eine a¨hnliche Konstruktion jedoch aufgrund
der komplizierten Natur der erweiterten Zusta¨nde jA;B) fragwu¨rdig.
5. Lineare Operatoren im Raum Y sind im allgemeinen durch beliebige 4  4 Ma-
trizen von Operatoren gegeben. In dieser Arbeit werden allerdings nur diagonale
Matrixoperatoren eine Rolle spielen, welche die verschiedenen Komponenten des
Y-Raumes nicht mischen. Ein derartiger diagonaler Matrixoperator O wird durch
Spezizierung der Operatoren Oi bestimmt, die in den verschiedenen Teilra¨umen
von Y wirken. Man schreibt
O = diag(O1; O2; O3; O4): (2.9)
In einem Dualraum agieren die Operatoren
"
von rechts.\ Fu¨r die zweite Kompo-
nente gilt zum Beispiel
h
OjA;B)
i
2
= h jABQO2: (2.10)
Man beachte, da es zuna¨chst keine kanonische Mo¨glichkeit gibt, die Anwendung
eines allgemeinen Fock-Raum-Operators auf einen Zustand aus dem Raum Y zu
denieren. Spa¨ter werde ich jedoch zeigen, wie man sogenannte erweiterte Ope-
ratoren, die auf dem Hilbert-Raum Y deniert sind, aus Fock-Raum-Operatoren
konstruieren kann.
2.2 Das -Produkt
Das Skalarprodukt (oder innere Produkt) h: ; :i im Hilbert-Raum Y ergibt sich gema¨
der Regeln fu¨r Skalarprodukte in direkten Summen und Tensorprodukten von Hilbert-
ra¨umen, wie weiter oben schon angemerkt wurde. Wir benutzen die u¨bliche Dirac-
Schreibweise fu¨r das Matrixelement hY jO jZi eines Operators O und der Vektoren
jY i und jZi im Hilbert-Raum Y.
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Denition Das -Produkt zwischen zwei Zusta¨nden jY i; jZi 2 Y wird durch das
Matrixelement hY j jZi deniert, wobei  = diag(1;−1; 1;1) den sogenannten me-
trischen Operator darstellt. Hier wie auch im folgenden bezieht sich das obere Vor-
zeichen auf den fermionischen Fall und das untere auf den bosonischen. Fu¨r die gema¨
Gleichung (2.2) denierten, erweiterten Zusta¨nde fu¨hren wir die folgende Kurzschreib-
weise ein:
(A;B jC;D) =
D
jA;B) ; jC;D)
E
: (2.11)
Eigenschaften
1. Man beachte, da der metrische Operator  mit allen diagonalen Operatoren im
Y-Raum kommutiert.
2. Die durch das -Produkt induzierte
"
Metrik\ ist indenit. Dies bedeutet, da
hY j jY i nicht notwendigerweise positiv sein mu, sondern auch negativ werden
oder verschwinden kann, auch wenn jY i nicht der Null-Vektor ist.
3. Das -Produkt der erweiterten Zusta¨nde jA;B) und jC;D) berechnet sich
(gema¨ der oben erwa¨hnten kanonischen Regeln) zu
(A;B jC;D) = h j [ByAy; CD]− j i
+h’j [C;Ay] j’ih jDBy j i+ h’j [D;By] j’ih jCAy j i
+h’j [C;By] j’ih jDAy j i+ h’j [D;Ay] j’ih jCBy j i: (2.12)
Dieser Ausdruck vereinfacht sich erheblich, wenn sich die Antikommutatoren
(Kommutatoren) eines beliebigen Paares der Operatoren Ay, By, C und D durch
komplexe Zahlen ausdru¨cken lassen:
(A;B jC;D) = [Ay; C][By; D]  [Ay; D][By; C]: (2.13)
Man beachte, da dieses Ergebnis unabha¨ngig von der Wahl der Referenzzusta¨nde
j i und j’i ist.
Beispiel Seien ayr und ar Erzeugungs- und Vernichtungsoperatoren, welche die kanoni-
schen Vertauschungsrelationen erfu¨llen ([ayr; as]+ = rs, usw.). Die erweiterten Zusta¨nde
j ayr; as) sind dann "normiert\ und bilden bezu¨glich des -Produkts einen "orthogona-
len\ Satz:
(ayr; as j ayr0; as0) = rr0ss0: (2.14)
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Denition Eine Menge von Zusta¨nden f jYIigI  Y heit -orthonormal, wenn
hYI j jYJi = IJ (2.15)
gilt. Das Vorzeichen sei hier unbestimmt (und zwar sowohl im fermionischen als auch
im bosonischen Fall).
Anmerkungen
1. Ein -orthonormaler Satz von Zusta¨nden ist notwendigerweise linear unabha¨ngig.
2. Ein (abza¨hlbarer) Satz linear unabha¨ngiger Zusta¨nde f j ~YIigI  Y mit nicht-
verschwindender
"
-Norm\ kann mit Hilfe des Gram-Schmidt-Verfahrens -
orthonormiert werden.
3. In diesem Kapitel wird sowohl die Notation des -Produkts mit runden Klam-
mern wie auch die u¨bliche Dirac-Schreibweise des Skalarprodukts mit eckigen
Klammern fu¨r erweiterte Zusta¨nde verwendet. Wa¨hrend sich die Schreibweise
als -Produkt als sehr praktisch im Zusammenhang mit Superoperatorentwick-
lungen erweist, liegt der Hauptvorteil der Dirac-Schreibweise darin, die Hilbert-
Raum-Natur des Formalismusses zu betonen, was ein intuitives Versta¨ndnis von
Basisentwicklungen und Matrixdarstellungen erlaubt.
2.3 Superoperatoren
Die Bezeichnung
"
Superoperator\ ist in der quantenchemischen und physikalisch-
chemischen Literatur fu¨r lineare Abbildungen von Fock-Raum-Operatoren gebra¨uch-
lich. Es ist sehr hilfreich, dieses Konzept auf die erweiterten Zusta¨nde zu u¨bertragen
und die Anwendung von Superoperatoren auf den erweiterten Zustand jA;B) u¨ber die
Wirkung auf die Operatoren A und B zu denieren. Spa¨ter wird klar werden, wie die-
se Denition uns zu einer kompakteren Notation von iterierten Bewegungsgleichungen
und Sto¨rungsentwicklungen verhelfen kann. In bestimmten Fa¨llen ist die Anwendung
eines Superoperators a¨quivalent zur Anwendung eines Operators im Hilbert-Raum Y.
Das alternative Konzept der Operatoren im Y-Raum erlaubt dann Na¨herungen durch
endliche Basisdarstellungen der Operatoren auf wohldenierte und durchsichtige Art
und Weise durchzufu¨hren. Im folgenden soll ausschlielich von Superoperatoren die
Rede sein, die folgendermaen konstruiert sind:
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Denition Ausgehend von einem Fock-Raum-Operator U denieren wir U^ als die
lineare Abbildung, die einen Operator A auf den Kommutator von U mit A abbildet:
U^(A) = [U;A]−: (2.16)
Man nennt U^ den dem Operator U zugeordneten Superoperator.
Die Anwendung des Superoperators U^ auf die erweiterten Zusta¨nde jA;B) wird fu¨r
beliebige Operatoren A und B folgendermaen deniert:
U^ jA;B) = j U^(A); B) + jA; U^(B))
= j [U;A]−; B) + jA; [U;B]−): (2.17)
Beispiel Sei a(y)r ein fermionischer Operator wie oben und sei v =
P
ij vija
y
iaj ein
Einteilchenoperator in zweiter Quantisierung. Dann beschreibt
(ayr; as jv^j ayr0; as0) = vrr0ss0 − vs0srr0 (2.18)
ein Matrixelement, welches ausschlielich durch den Operator v und die Einteilchen-
basis bestimmt wird, aber unabha¨ngig von den Referenzzusta¨nden j i und j’i ist.
Eigenschaften Sind die Zusta¨nde j i und j’i Eigenzusta¨nde eines selbstadjungier-
ten Operators U mit Eigenwerten u und u', so ist die Anwendung des Superoperators
U^ auf die erweiterten Zusta¨nde vo¨llig a¨quivalent zur Anwendung des diagonalen Ope-
rators
U = diag(U − u ; u −U; u' −U ⊗ 1 + u − 1⊗U; U ⊗ 1− u' + u − 1⊗U): (2.19)
Die Behauptung U^ jA;B) = U jA;B) soll am Beispiel der Wirkung auf die zweite
Komponente illustriert werden. Weil Q mit U vertauscht, gilt
h
U jA;B)
i
2
= h jABQ(u − U) = h jUABQ− h jABQU
= h j [U;AB]Q =
h
U^ jA;B)
i
2
: (2.20)
Denition Man nennt U den dem selbstadjungierten Fock-Raum-Operator U zu-
geordneten erweiterten Operator im Raum Y.
Anmerkungen
1. Die Symbole ^ und  sind als Operationen zu verstehen, die einen Fock-Raum-
Operator auf den entsprechenden Superoperator bzw. Operator im Raum Y ab-
bilden.
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2. Ein dem Superoperator U^ entsprechender Y-Raum-Operator existiert im allge-
meinen nur dann, wenn j i und j’i Eigenzusta¨nde von U sind.
3. Die Operationen ^ und  sind linear in folgendem Sinne: Ist der Operator U durch
eine Linearkombination von Fock-Raum-Operatoren V und W gegeben
U = aV + bW (2.21)
mit komplexen Zahlen a und b, dann gilt auch fu¨r den zugeordneten Superope-
rator
U^ = aV^ + bW^ : (2.22)
Falls weiterhin j i und j’i Eigenzusta¨nde von V und W sind, gilt auch fu¨r die
zugeordneten erweiterten Operatoren
U = a V + b W: (2.23)
4. Wie man leicht sieht, ist der dem selbstadjungierten Operator U zugeordnete
erweiterte Operator U ebenfalls selbstadjungiert:
D
jA;B);  U jC;D)
E
=
D
U jA;B); jC;D)
E
: (2.24)
Entsprechendes gilt fu¨r zugeordnete Superoperatoren.

Kapitel 3
Eektive Zweiteilchenbeschreibung
mit orthonormalen Zusta¨nden
Im vorhergehenden Abschnitt wurde eine in sich geschlossene Einfu¨hrung in den ab-
strakten Formalismus der erweiterten Zusta¨nde und des -Produkts gegeben. Viele
wichtige Eigenschaften der erweiterten Zusta¨nde werden aber auch im folgenden Text
erkla¨rt werden. In diesem Kapitel wird gezeigt werden, wie man fu¨r die erweiterten
Zweiteilchenzusta¨nde eine Dyson-Gleichung herleiten und eine Selbstenergie denieren
kann. Diese Herleitung wurde in Referenz [33] fu¨r das Beispiel der erweiterten Teilchen-
Teilchen-Greensfunktion und in Referenz [35] in dem hier dargestellten allgemeineren
Zusammenhang vero¨entlicht. Die vorgestellte Herleitung gilt fu¨r eine allgemeine Klas-
se von fermionischen wie auch bosonischen erweiterten Zweiteilchen-Greensfunktionen.
Die Analogie zur algebraischen Herleitung der Dyson-Gleichung fu¨r die Einteilchen-
Greensfunktion ( [37], s. a. Abschnitt 1) spiegelt sich im benutzten abstrakten Forma-
lismus wider, welcher die zugrundeliegenden Konzepte deutlich werden la¨t.
3.1 Erweiterte Zweiteilchen-Greensfunktion
Die erweiterten Greensfunktionen G(!) werden nach folgendem Schema aus erweiterten
Zusta¨nden jA;B) und jA0; B0), dem verallgemeinerten Anregungsenergieoperator H
und einer Energievariablen ! gebildet:
G(!) = (A;B j 1
! − H jA
0; B0): (3.1)
Die Wahl der Operatoren A, A0 und B, B0 bestimmt den Typ des konstruierten Pro-
pagators. Der Hamilton-Operator und der in der Denition der erweiterten Zusta¨nde
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(2.2) enthaltene Referenzzustand j i legen dagegen das betrachtete physikalische Sy-
stem fest. Im Folgenden werden drei verschiedene Greensfunktionen untersucht werden,
die sich vom formalen Standpunkt aus sehr a¨hneln, aber die Beschreibung unterschied-
licher physikalischer Situationen erlauben:
(a) Die erweiterte Teilchen-Loch-Greensfunktion wird folgendermaen de-
niert:
G(ph)rs;r0s0(!) = (ayr; as j
1
! − H j a
y
r0; as0); (3.2)
Sie beinhaltet Informationen u¨ber teilchenzahlerhaltende Anregungen und
"
linear-response\-Eigenschaften wie z. B. Polarisierbarkeiten von Moleku¨len. Die
ihrer Konstruktion zugrundeliegenden Zusta¨nde jY (ph)rs i = j ayr; as) heien erwei-
terte Teilchen-Loch-Zusta¨nde.
(b) Die erweiterte Teilchen-Teilchen-Greensfunktion wird durch
G(pp)rs;r0s0(!) = (ayr; ays j
1
! − H j a
y
r0; a
y
s0) (3.3)
deniert und kann zur Beschreibung von Zweiteilchen-Anlagerungsprozessen oder
Streuprozessen verwendet werden. Sie wird aus den erweiterten Teilchen-
Teilchen-Zusta¨nden jY (pp)rs i = j ayr; ays) konstruiert.
(c) Die erweiterte Loch-Loch-Greensfunktion wird deniert durch
G(hh)rs;r0s0(!) = (ar; as j
1
! − H j ar0; as0): (3.4)
Sie erlaubt die Beschreibung von Prozessen, bei denen zwei Teilchen entfernt wer-
den, wie z. B. den atomaren oder molekularen Auger-Zerfall. Die entsprechenden
erweiterten Loch-Loch-Zusta¨nde sind durch jY (hh)rs i = j ar; as) gegeben.
Die Operatoren ayr und ar bezeichnen hier die kanonischen Erzeuger und Vernichter
fu¨r Fermionen. Im Folgenden werde ich nicht weiter auf bosonische Greensfunktionen
eingehen, obwohl ein Groteil der in diesem Kapitel entwickelten Ableitungen auch fu¨r
bosonische Greensfunktionen gilt.
Als vorla¨uge Rechtfertigung fu¨r die oben gegebene Einteilung der erweiterten
Greensfunktionen und erweiterten Zusta¨nde mo¨chte ich anfu¨hren, da die erste oder
physikalische Komponente des Vektors jA;B) gema¨ Denition (2.2) durch den
Zustand AB j i bestimmt wird. Im folgenden soll der zuna¨chst nicht na¨her bestimmte
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Referenzzustand j i die exakte Grundzustandswellenfunktion jΨN0 i eines wechselwir-
kenden N -Fermionen-Systems beschreiben. Die physikalischen Komponenten der er-
weiterten Zusta¨nde jY (ph)rs i, jY (pp)rs i und jY (hh)rs i beschreiben folglich Zusta¨nde mit N ,
N + 2 bzw. N − 2 Teilchen. Die u¨brigen Komponenten des Vektors jA;B) beschrei-
ben andere physikalische Situationen und sollen als unphysikalische Komponen-
ten klassiziert werden. Diese zusa¨tzlichen Komponenten sind nu¨tzlich, da durch sie
die besonderen algebraischen Eigenschaften, die im Folgenden besprochen werden, er-
reicht werden ko¨nnen. Spa¨ter wird ihre Bedeutung insbesondere im Zusammenhang
mit Na¨herungslo¨sungen genauer untersucht werden.
Die Zusta¨nde fjYrsig, deren Indizes r uns s jeweils u¨ber den gesamten Satz von Ein-
teilchenindizes laufen, spannen den sogenannten prima¨ren Raum oderModellraum
auf und werden auch prima¨re Zusta¨nde oder Y -Zusta¨nde genannt. Die prima¨ren
Zusta¨nde bilden in jedem der drei oben genannten Fa¨lle jeweils einen -orthonormalen
Satz von Zusta¨nden (im Sinne von Abschnitt 2.2):
(ayr; as j ayr0; as0) = rr0ss0; (3.5)
(ayr; a
y
s j ayr0; ays0) = (ar; as j ar0; as0) = rr0ss0 − rs0sr0 : (3.6)
Diese Relationen folgen direkt aus der formalen Eigenschaft (2.13) der erweiterten
Zusta¨nde jA;B).
Man beachte, da sich die obigen Gleichungen auch ohne Benutzung der -Produkt-
Schreibweise ( j ) schreiben la¨t. Stattdessen kann man die u¨bliche Dirac-Schreibweise
des Skalarprodukts im Hilbert-Raum Y verwenden. In diesem Fall taucht der (in Ab-
schnitt 2.2 denierte) metrische Operator  explizit auf und Gleichung (3.5) wird zu
hY (ph)rs jjY (ph)r0s0 i = rr0ss0: (3.7)
Im Weiteren werden beide Schreibweisen verwendet werden, da jede ihre spezischen
Vorteile besitzt.
Die Orthogonalita¨tsrelation (3.5) fu¨r den Teilchen-Loch Fall (a) unterscheidet sich
von der Relation (3.6) fu¨r die Fa¨lle (b) und (c). Fu¨r die beiden letzteren Fa¨lle dru¨ckt
Gleichung (3.6) Antisymmetrie bezu¨glich der Vertauschung der Einteilchenindizes r
und s, bzw. von r0 und s0 aus. Antisymmetrie bezu¨glich der Vertauschung von Einteil-
chenindizes tritt auch bei den zugeho¨rigen erweiterten Zusta¨nden jY (pp)rs i und jY (hh)rs i
auf, wie in Abschnitt 2.1 gezeigt wurde. Folglich spannen die prima¨ren Zusta¨nde fjYrsig
in den Fa¨llen (b) und (c) einen Modellraum auf, der isomorph zum physikalischen
Hilbert-Raum fu¨r zwei ununterscheidbare Fermionen ist. Im Teilchen-Loch-Fall (a)
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hingegen ist diese Symmetrie gebrochen und die prima¨ren Zusta¨nde fjY (ph)rs ig spannen
einen Modellraum auf, der zum physikalischen Raum zweier unterscheidbarer Teilchen
isomorph ist.
Die oben denierten Zusta¨nde jYrsi sind Elemente des erweiterten Hilbert-Raums Y,
was in Abschnitt 2.1 ausfu¨hrlich diskutiert wurde. Im Raum Y u¨bernimmt der auf dem
u¨blichen Fock-Raum-Operator basierende erweiterte Operator H (wie er in Abschnitt
2.3 deniert wurde) die Rolle eines Anregungsenergieoperators. Gleichung (2.19)
zeigt in der Tat, da der Operator H auf die physikalische Komponente der Zusta¨nde
jYrsi wie H−EN0 wirkt, wobei EN0 der Energieeigenwert des N -Teilchengrundzustands
jΨN0 i ist. Man kann folglich sagen, da H die Energie des Systems relativ zur Grund-
zustandsenergie des N -Teilchensystems mit.
Die erweiterten Zweiteilchenpropagatoren (3.2) bis (3.4) sind Projektionen der Re-
solvente des Anregungsenergieoperators H auf die erweiterten Zusta¨nde jYrsi. Man
kann daher, ohne einen der Fa¨lle (a), (b) oder (c) zu spezizieren, durch die folgenden
Matrixelemente eine allgemeine erweiterte Zweiteilchen-Greensfunktion G(!) als
Funktion der Energievariable ! und als Matrix in den Zweiteilchenindizes (rs) denie-
ren:
Grs;r0s0(!) = hYrsj 
! − H jYr0s0i: (3.8)
Diese Gleichung umfat gewissermaen die zuvor gegebenen Denitionen (3.2), (3.3)
und (3.4).
3.2 Dyson-Gleichung und Selbstenergie
Man kann nun eine Dyson-Gleichung herleiten, indem man die inverse Matrix der
erweiterten Zweiteilchen-Greensfunktion Grs;r0s0(!) durch eine Matrixdarstellung des
erweiterten Operators H ausdru¨ckt. Es wurde schon angemerkt, da die prima¨ren
Zusta¨nde fjYrsig nur einen Unterraum (den prima¨ren Raum) des Hilbert-Raums Y
aufspannen. Zur Begru¨ndung sei angemerkt, da die von den Y-Zusta¨nden repra¨sen-
tierten Teilchen-Loch-Anregungen in korrelierten Systemen keine exakten Zusta¨nde
bilden, sondern an Zwei-Teilchen{Zwei-Loch- und ho¨here Anregungen koppeln. Da die
Zusta¨nde fjYrsig -orthonormal sind, sind sie auch linear unabha¨ngig und stellen daher
eine Basis des von ihnen aufgespannten Unterraums dar. Die Menge der Paare von Ein-
teilchenindizes (r; s) mu nun fu¨r die Teilchen-Teilchen- und Loch-Loch-Fa¨lle (b) und
(c) durch die Bedingung r > s eingeschra¨nkt werden, da hier die Zusta¨nde jYrsi anti-
symmetrisch unter Vertauschung von r und s sind. Im Teilchen-Loch-Fall (a) ist keine
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Beschra¨nkung notwendig. Die prima¨ren Zusta¨nde fjYrsig ko¨nnen zu einer vollsta¨ndi-
gen Basis f jQJig  fjYrsig des Hilbert-Raums Y erweitert werden. Auerdem kann
man fordern, da die Zusta¨nde jQJi -orthonormal sind:
hQI j jQJi = IJ : (3.9)
Da die Metrik  indenit ist, treten auch Zusta¨nde mit negativer
"
Norm\ auf. Dies ist
eine Konsequenz des Sylvesterschen Tra¨gheitssatzes [50]. Die diagonale U¨berlappmatrix
 sei deniert durch h

i
IJ
:= hQI j jQJi: (3.10)
Entsprechend wird die Matrixdarstellung H des erweiterten Operators H durch die
Matrixelemente h
H
i
IJ
:= hQI j H jQJi (3.11)
deniert. Durch die Einteilung der Basis f jQJig in die prima¨ren Zusta¨nde fjYrsig und
den Rest ergibt sich eine Blockstruktur fu¨r die Matrix H:
H =
0
@ Haa Hab
H
ba
H
bb
1
A : (3.12)
Der prima¨re Block H
aa
ist dabei gerade die Projektion des Operators H auf die
prima¨ren Zusta¨nde fjYrsig:
h
H
aa
i
rs;r0s0
= hYrsj HjYr0s0i: (3.13)
Die erweiterte Greensfunktion G(!) kann nun als
"
obere linke Ecke\ einer inversen
Matrix aufgefat werden:
G(!) =
2
4 1
!−H
3
5
aa
: (3.14)
Durch diese Gleichung wird letztlich ausgedru¨ckt, da man die erweiterte Greensfunk-
tion G(!) als Projektion einer Operatorresolvente auf eine Menge -orthonormaler
Zusta¨nde auassen kann. Man beachte, da die Matrix H hermitesch ist, falls der
Hamilton-Operator H des Vielteilchensystems hermitesch ist, wovon in dieser Arbeit
durchgehend ausgegangen wird. Mit Hilfe von Matrixpartitionierung la¨t sich die in-
verse Matrix der Greensfunktion folgendermaen ausdru¨cken:
h
G(!)
i−1
= !1−H
aa
−H
ab
1
!
bb
−H
bb
H
ba
: (3.15)
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Diese Gleichung ist eine alternative Formulierung der Dyson-Gleichung und stellt das
wichtigste Ergebnis diese Kapitels dar. Um nun die Zweiteilchen-Selbstenergie S(!) zu
denieren und den Bezug zur u¨blichen Darstellung der Dyson-Gleichung herzustellen,
ist die Einfu¨hrung einer sto¨rungstheoretischen Sichtweise no¨tig, in der eine geeignete
Einteilchenbeschreibung (zum Beispiel die Hartree-Fock-Na¨herung) die nullte Ordnung
deniert. Spa¨ter wird man sehen, da die Kopplungsblo¨cke H
ab
und H
ba
in einer Ein-
teilchenbeschreibung verschwinden. In diesem Fall ist die erweiterte Greensfunktion die
echte Resolvente des prima¨ren Blocks nullter Ordnung H(0)
aa
, welcher als Operator im
physikalischen Zweiteilchenraum verstanden werden kann:
G(0)(!) = 1
!1−H(0)
aa
: (3.16)
Fu¨hrt man nun die Zweiteilchen-Selbstenergie
S(!) = H
aa
−H(0)
aa
+H
ab
1
!
bb
−H
bb
H
ba
(3.17)
ein, so la¨t sich Gleichung (3.15) in die folgende Form bringen:
G(!) = 1
!1−H(0)
aa
− S(!) : (3.18)
Durch Umformung erha¨lt man die u¨bliche Form einer Dyson-Gleichung:
G(!) = G(0)(!) + G(0)(!)S(!)G(!): (3.19)
3.3 Der statische und der dynamische Anteil der
Selbstenergie
Die in Gleichung (3.17) denierte Selbstenergie S(!) hat eine a¨hnliche analytische
Struktur wie die in Abschnitt 1 besprochene Selbstenergie [11, 37] der Einteilchen-
Greensfunktion. In der komplexen !-Ebene treten entsprechend dem Eigenwertspek-
trum des sekunda¨ren BlocksH
bb
Pole erster Ordnung und Verzweigungsschnitte entlang
der reellen Achse auf. Fu¨r hohe Energien !, die weit auerhalb des Eigenwertspektrums
des Hamiltonoperators liegen hat die Selbstenergie S(!) einen endlichen Limes. Diese
sogenannte statische Selbstenergie S(1) besteht aus den Beitra¨gen ho¨herer Ord-
nung zum prima¨ren Block H
aa
:
S(1) = H
aa
−H(0)
aa
: (3.20)
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Diese Gleichung liefert einen geschlossenen Ausdruck fu¨r die statische Selbstenergie. Ih-
re physikalische Bedeutung besteht darin, die Wechselwirkungen und Austauschpha¨no-
mene zwischen zwei Testteilchen (bzw. -lo¨chern) und der (statischen) Ladungsdichte
des isolierten N -Teilchensystems zu beschreiben. Auch die zusa¨tzlichen, unphysikali-
schen Komponenten der erweiterten Zusta¨nde nehmen hier Einflu. Die Diskussion
der statischen Zweiteilchen-Selbstenergien und ihrer physikalischen Bedeutung ist ein
wichtiges Ziel der Kapitel 6 sowie 8.
Der verbleibende energieabha¨ngige TeilM(!) der Selbstenergie wird dynamische
Selbstenergie genannt:
M(!) = S(!)− S(1) = H
ab
1
!
bb
−H
bb
H
ba
: (3.21)
Dieser Teil beru¨cksichtigt die dynamische Korrelation zwischen den Testteilchen und
dem Vielteilchensystem und wird zur vollsta¨ndigen Beschreibung von Zweiteilchen-
anregungen beno¨tigt. Auch in dieser Gro¨e spielen selbstversta¨ndlich Einflu¨sse der
unphysikalischen Komponenten der erweiterten Zusta¨nde eine Rolle.
Wa¨hlt man die Zusta¨nde jYrsi gema¨ der drei zu Beginn des Kapitels besprochenen
Fa¨lle, dann erha¨lt man drei verschiedene Sorten von Zweiteilchen-Selbstenergien. Bevor
diskutiert werden soll, inwiefern sich diese Selbstenergien fu¨r eine eektive Zweiteilchen-
beschreibung diverser Vielteilchenprobleme eignen, soll kurz ein nu¨tzlicher Zugang zur
Berechnung der Selbstenergie skizziert werden.
3.4 Superoperatorentwicklungen
In der bisherigen Argumentation wurde ein Bild von Operatoren benutzt, wie z. B. H
und , die im Hilbert-Raum Y auf Zusta¨nde wie jYrsi und jQIi wirken. Zur Herlei-
tung von sto¨rungstheoretischen Argumentationen ist es dagegen oft nu¨tzlich, auf das
komplementa¨re Konzept von Superoperatoren zuru¨ckzugreifen, die so auf Fock-Raum-
Operatoren wirken, wie es in Abschnitt 2.3 beschrieben wurde. Unter Benutzung des
Superoperators H^ kann die Denition der erweiterten Teilchen-Loch-Greensfunktion
aus Gleichung (3.2) folgendermaen umgeschrieben werden:
G(ph)rs;r0s0(!) = (ayr; as j
1
! − H^ j a
y
r0; as0): (3.22)
Die
"
Superoperatorresolvente\ 1
!−H^ deniert man wie u¨blich durch Reihenentwicklung.
Die Anwendung von H^ auf die erweiterten Zusta¨nde j ayr0; as0) wurde in Gleichung (2.17)
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deniert. Sto¨rungsentwicklungen der Greensfunktion und der Selbstenergie gewinnt
man leicht durch Entwicklungen der Superoperatorresolventen in Verbindung mit
Sto¨rungsentwicklungen der Referenzzusta¨nde. Fu¨r die Einteilchen-Greensfunktion wur-
de dieses Verfahren explizit von Kutzelnigg und Mukherjee durchgefu¨hrt [51]. Sie konn-
ten zeigen, da man die u¨bliche Feynman-Dyson-Reihe auf diese Weise ohne Ausnut-
zung des Wickschen Theorems erhalten kann. Sie konnten auch geeignete Sto¨rungsent-
wicklungen angeben, die von Multikongurationszusta¨nden als Referenzzusta¨nden null-
ter Ordnung ausgingen. Ihre Techniken ko¨nnen auch auf die erweiterten Zweiteilchen-
Greensfunktionen u¨bertragen werden, was sehr hilfreich ist, da das Wicksche Theorem
hier nicht zur Verfu¨gung steht. Man kann diese Entwicklungen nicht auf dieselbe Weise
wie in Referenz [51] rechtfertigen, da sich die mathematischen Konzepte, mit denen
dort Eigenwertspektren von Superoperatoren beschrieben werden, nicht direkt auf die
erweiterten Zweiteilchen-Greensfunktionen u¨bertragen lassen. Man kann aber leicht
eine entsprechende Argumentation fu¨hren, indem man die A¨quivalenz zwischen dem
Superoperator H^ und dem Anregungsenergieoperator H ausnutzt (siehe Abschnitt 2.3).
Im folgenden Kapitel sollen einige Eigenschaften wie die Polstruktur sowie eine
Na¨herung erster Ordnung fu¨r die Selbstenergie am Beispiel der erweiterten Teilchen-
Loch-Greensfunktion besprochen werden. Im Zusammenhang mit Streupotentialen
werden spa¨ter (Abschnitt 8) auch noch Analogien zwischen der Teilchen-Teilchen- und
der Teilchen-Loch-Selbstenergie diskutiert werden.
Kapitel 4
Formale Eigenschaften der
erweiterten Propagatoren
Verschiedene formale Eigenschaften der im voranstehenden Kapitel denierten erwei-
terten Zusta¨nde, Greensfunktionen und Selbstenergien [Gleichungen (3.2) { (3.4) und
(3.17)] sollen nun diskutiert werden. Insbesondere mo¨chte ich die Bedeutung der ein-
zelnen Komponenten der erweiterten Zusta¨nde betrachten und auf Auswirkungen der
Erweiterungen eingehen, die sich fu¨r Entartungen der erweiterten Zusta¨nde und fu¨r die
analytische Struktur der Greensfunktionen ergeben. In diesem Kapitel wird exempla-
risch nur der Teilchen-Loch-Fall [Fall (a) in Abschnitt 3.1] diskutiert, obwohl sich die
meisten Eigenschaften auch analog auf die anderen Fa¨lle u¨bertragen lassen. Die hier
gegebene Darstellung basiert auf Referenz [34].
Wir betrachten ein nicht na¨her speziziertes, endliches nichtrelativistisches System
von ununterscheidbaren Fermionen, die u¨ber statische Zweiteilchenkra¨fte miteinander
wechselwirken und gegebenenfalls unter dem Einflu a¨uerer statischer Felder stehen.
Um Sto¨rungstheorie zu ermo¨glichen, spalten wir den Hamilton-Operator wie u¨blich auf:
H = H0+H1. Der Einteilchenoperator H0 =
P
i "i a
y
iai wird hier diagonal gewa¨hlt und
deniert die nullte Ordnung der Sto¨rungstheorie. Er wird durch die diagonalisierende
Basis der Einteilchenorbitale f j’iig und die Einteilchenenergien f"ig charakterisiert.
Der verbleibende Wechselwirkungsanteil
H1 = v + V (4.1)
entha¨lt in der Regel Beitra¨ge von einem Einteilchenoperator v und einer Zweiteilchen-
Wechselwirkung V :
v =
X
i;j
vij a
y
iaj; (4.2)
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V =
1
2
X
i;j;k;l
Vijkl a
y
ia
y
jalak: (4.3)
Bei der Mller-Plesset-Aufteilung des Hamilton-Operators wird die nullte Ordnung H0
durch die Hartree-Fock-Na¨herung deniert. Fu¨r einen nichtentarteten Grundzustand
lauten die Matrixelemente vij des Einteilchenanteils von H1 aus Gleichung (4.2) dann
folgendermaen:
vHFij = −
X
k
nkVik[jk]: (4.4)
Hier steht Vrs[r0s0] = Vrsr0s0 − Vrss0r0 fu¨r antisymmetrisierte Matrixelemente der Zwei-
teilchenwechselwirkung und nr fu¨r die Besetzungszahl des Orbitals ’r in der Slater-
Determinante jN0 i der nullten Ordnung des Grundzustands:
jN0 i =
h
jΨN0 i
i(0)
=
Y
i
ni a
y
i jvaki: (4.5)
4.1 Erweiterte Teilchen-Loch-Zusta¨nde
In der Denition der erweiterten Teilchen-Loch-Greensfunktion G(ph)rs;r0s0(!) von Glei-
chung (3.2) treten die folgenden erweiterten Zusta¨nde jY (ph)rs i auf:
jY (ph)rs i = j ayr; as) =
0
BBBBB@
Qayras jΨN0 i
hΨN0 j ayrasQ
h’j ayr ⊗ hΨN0 j as − h’j as ⊗ hΨN0 j ayr
ayr j’i ⊗ hΨN0 j as − as j’i ⊗ hΨN0 j ayr
1
CCCCCA : (4.6)
Die Wahl des sekunda¨ren Referenzzustands j’i ist irrelevant fu¨r die algebraischen
Umformungen des vorangegangenen Kapitels wie auch fu¨r die folgende Diskussion
der formalen Eigenschaften. Sinnvollerweise ko¨nnen fu¨r j’i z. B. der N -Teilchen-
Grundzustand jΨN0 i oder das Vakuum jvaki gewa¨hlt werden. Die Freiheiten bei
der Wahl des Fock-Raum-Zustands j’i werden in Abschnitt 8.2 genauer betrachtet.
Der Operator Q bezeichnet den Projektor, der auf das orthogonale Komplement des
prima¨ren Referenzzustands jΨN0 i projiziert.
Die erste Komponente Qayras jΨN0 i des erweiterten Teilchen-Loch-Zustands jY (ph)rs i
bestimmt die physikalischen Situationen, die beschrieben werden sollen. In diesem Fal-
le sind das die teilchenzahlerhaltenden Anregungen des Systems. Die u¨brigen Kom-
ponenten sind lediglich notwendig, um die Orthogonalita¨tsrelation (3.5) zu erfu¨llen
und damit die Herleitung der Dyson-Gleichung in Abschnitt 3.2 zu ermo¨glichen. Die
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-Orthogonalita¨t (3.5) der erweiterten Zusta¨nde ist in zweifacher Hinsicht beachtens-
wert: Erstens erstreckt sie sich u¨ber den gesamten Indexraum von zwei unabha¨ngigen
Einteilchenindizes, und zweitens gilt sie vo¨llig unabha¨ngig von den Referenzzusta¨nden
jΨN0 i und j’i. Die Orthonormalita¨t gilt daher auch in allen Ordnungen Sto¨rungstheo-
rie.
Es ist hilfreich die nullte Ordnung der erweiterten Teilchen-Loch-Zusta¨nde zu be-
trachten, um zu verstehen, wie die Orthogonalita¨t zustande kommt. Die Rolle der
einzelnen Komponenten kann hier auf einfache Weise verstanden werden, wenn wir
fu¨r den prima¨ren und den sekunda¨ren Referenzzustand die Slater-Determinante jN0 i,
welche die nullte Ordnung der Wellenfunktion jΨN0 i darstellt, wa¨hlen:
jY (ph)rs i(0) =
0
BBBBB@
Q(0)ayras jN0 i
hN0 j ayrasQ(0)
hN0 j ayr ⊗ hN0 j as − hN0 j as ⊗ hN0 j ayr
ayr jN0 i ⊗ hN0 j as − as jN0 i ⊗ hN0 j ayr
1
CCCCCA
 ph
 hp
 hp
 pp; hh
: (4.7)
Die auf der rechten Seite gegebene Klassizierung der Eintra¨ge bezieht sich auf den
Charakter der Einteilchenindizes. Dabei soll der Index r als Teilchenindex (p) be-
zeichnet werden, wenn er sich auf ein Einteilchenorbital ’r(x) bezieht, welches in der
Grundzustands-Slater-Determinante jN0 i unbesetzt (virtuell) ist. Im Gegensatz dazu
kennzeichnet ein Lochindex (h) ein besetztes Orbital in jN0 i. Dementsprechend wird
die erste Komponente von jY (ph)rs i(0) in Gleichung (4.7) mit ph klassiziert, da sie nur
dann beitra¨gt, wenn r ein Teilchen- und s ein Lochindex ist. Genauso verschwinden die
zweite und die dritte Komponente falls das Indexpaar (r; s) nicht hp-Charakter besitzt
und die vierte Komponente tra¨gt nur fu¨r hh- oder pp-Indexpaare bei.
Die Rolle der Komponenten der erweiterten Zusta¨nde jY (ph)rs i la¨t sich nun auf
folgende Weise interpretieren: Gema¨ der Orthogonalita¨tsrelation (3.7) haben die er-
weiterten Zusta¨nde immer die -Norm 1. Da die erste und physikalische Komponente
in nullter Ordnung nur fu¨r ph-Indexpaare beitra¨gt, mu¨ssen in den anderen Fa¨llen die
u¨brigen Komponenten (die Erweiterungen) Beitra¨ge liefern. Die zweite Komponente
des erweiterten Zustands aus Gleichung (4.6) oder (4.7) ist eine Art symmetrischer
Partner der ersten Komponente und tritt auch im u¨blichen Polarisierungspropagator
der traditionellen Vielteilchentheorie auf. Die zweite Komponente alleine liefert einen
negativen Beitrag zum -Produkt hY (ph)rs jjY (ph)r0s0 i, da die Metrik  ein Minuszeichen
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fu¨r diese Komponente beitra¨gt:
 =
0
BBBBB@
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
1
CCCCCA : (4.8)
Die dritte Komponente des erweiterten Zustands jY (ph)rs i mu daher diesen Beitrag
u¨berkompensieren, um eine positive
"
-Norm\ sicherzustellen. Dies bedeutet aber, da
bei einem hp-Indexpaar zwei Komponenten beitragen. Folglich mu es auch linear
unabha¨ngige
"
Partner\ der Y -Zusta¨nde mit negativer
"
-Norm\ geben. Spa¨ter wird
man sehen, da diese Zusta¨nde, die ich K-Zusta¨nde nennen werde, in nullter Ordnung
zu den Y -Zusta¨nden entartet sind und zum energieabha¨ngigen Teil der Selbstenergie
beitragen. Die vierte Komponente der prima¨ren Zusta¨nde jY (ph)rs i tra¨gt in den beiden
u¨brigen Fa¨llen von pp- und hh-Indexpaaren bei. Sie entha¨lt Tensorproduktzusta¨nde,
wie es auch bei der dritten Komponente der Fall ist.
Auf den ersten Blick erscheint es etwas fragwu¨rdig, eine indenite Metrik zu benut-
zen und sich dadurch negative Beitra¨ge einzuhandeln, die kompensiert werden mu¨ssen.
Der Grund fu¨r diesen seltsamen Mechanismus, mit dem die Orthogonalita¨tsrelation
(3.7) unabha¨ngig vom Referenzzustand gewa¨hrleistet wird, liegt darin, da die erste
Komponente des erweiterten Zustands jY (ph)rs i zum -Produkt hY (ph)rs jjY (ph)r0s0 i die Zwei-
teilchendichte des Grundzustands entha¨lt:
hΨN0 j aysarQayr0as0 jΨN0 i = hΨN0 j aysarayr0as0 jΨN0 i − hΨN0 j aysar jΨN0 ihΨN0 j ayr0as0 jΨN0 i: (4.9)
Die zweite Komponente fu¨hrt entsprechende Beitra¨ge mit einem Minuszeichen ein. Zu-
sammengenommen ergibt sich so der Kommutator [aysar ; a
y
r0as0 ] = as0a
y
srr0 + ara
y
r0ss0,
wodurch die Zweiteilchendichten zu Einteilchendichten reduziert werden. Die dritte und
die vierte Komponente kompensieren dann noch die verbleibenden Einteilchendichten.
4.2 Der verallgemeinerte Anregungsenergieopera-
tor H˘
Der Operator H ist der dem Hamilton-Operator H zugeordnete erweiterte Operator
aus Abschnitt 2.3. Er stellt eine geeignete Verallgemeinerung des Anregungsenergie-
operators fu¨r die erweiterten Greensfunktionen dar. Der Anregungsenergieoperator H
erscheint in den Denitionen der erweiterten Greensfunktion Grs;r0s0(!) in Gleichung
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(3.8) und der Matrix H , aus der die Selbstenergie S(!) aufgebaut wird, in Gleichung
(3.11). Bei gewo¨hnlichen (einkomponentigen) Propagatoren steht an der Stelle von H
normalerweise die Dierenz des (Fock-Raum-) Hamilton-Operators H und der Grund-
zustandsenergie EN0 . Dieser Operator mit die Anregungsenergie bezogen auf den N -
Teilchen-Grundzustand jΨN0 i. Da sich die erweiterten Greensfunktionen von den vier-
komponentigen Zusta¨nden jYrsi ableiten, ist der Operator H eine 44 Matrix. Die fu¨r
die Teilchen-Loch-Greensfunktion geeignete Wahl ist gema¨ Gleichung (2.19) gegeben
durch
H =
0
BBBBB@
H − EN0 0 0 0
0 EN0 −H 0 0
0 0 A 0
0 0 0 B
1
CCCCCA (4.10)
mit
A = E' −H ⊗ 1 + EN0 − 1⊗H; (4.11)
B = H ⊗ 1− E' + EN0 − 1⊗H: (4.12)
Hier bezeichnet E' den zum Referenzzustand j’i geho¨rigen Eigenwert des Hamilton-
Operators H . Gegen Ende dieses Unterabschnitts wird der Operator H explizit durch
seine Eigenwerte und Eigenzusta¨nde charakterisiert werden. Zuna¨chst soll aber noch
auf den zum Anregungsenergieoperator a¨quivalenten Superoperator eingegangen wer-
den.
Das Matrixelement von H , das auf die erste (und physikalische) Komponente der
erweiterten Zusta¨nde jYrsi wirkt, mit tatsa¨chlich die Anregungsenergie. Die genaue
Form der anderen Komponenten kann man am besten durch eine Herleitung u¨ber den
in Abschnitt 2.3 denierten Superoperator H^ motivieren. H^ ist der dem Hamilton-
Operator H zugeordnete Superoperator und wirkt auf die erweiterten Zusta¨nde, indem
er die kanonischen Operatoren ayr und as folgendermaen durch den Kommutator mit
dem Hamilton-Operator ersetzt:
H^j ayr; as) = j [H ; ayr]−; as) + j ayr; [H ; as]−): (4.13)
Falls der Referenzzustand j’i ein Eigenzustand des Hamilton-Operators H ist, kann
der Superoperator H^ durch den zugeordneten erweiterten Operator H aus Gleichung
(4.10) ersetzt werden:
Hj ayr; as) = H^j ayr; as); falls H j’i / j’i: (4.14)
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Wa¨hrend das Konzept des (Hilbert-Raum-) Operators H die Mo¨glichkeit ero¨net, die
Matrix H aus Gleichung (3.11) als Matrixdarstellung eines gewo¨hnlichen Operators
zu interpretieren, bietet die a¨quivalente Formulierung mit dem Superoperator H^ ein
ansprechendes, alternatives Konzept. Die Superoperatorformulierung bietet nicht nur
eine einfache und einheitliche Mo¨glichkeit, einen Anregungsenergieoperator fu¨r alle in
dieser Dissertation behandelten Familien von Zweiteilchen-Greensfunktionen zu de-
nieren, sondern sie vereinfacht auch sto¨rungstheoretische Entwicklungen. Superope-
ratorentwicklungen von traditionellen Vielteilchenpropagatoren sind schon seit vielen
Jahrzehnten ein beliebtes Werkzeug zur Herleitung von Na¨herungsschemata [19, 52].
Den praktischen Vorteil erkennt man, wenn man den Hamilton-Operator in einen An-
teil nullter Ordnung und einen Wechselwirkungsanteil aufspaltet:
H^j ayr; as) = H^0j ayr; as) + H^1j ayr; as): (4.15)
Der erste Term auf der rechten Seite la¨t sich sehr einfach und vor allem unabha¨ngig
von Na¨herungen oder einer bestimmten Wahl fu¨r die Referenzusta¨nde jΨN0 i und j’i
in Gleichung (4.6) berechnen:
H^0j ayr; as) = ("r − "s) j ayr; as): (4.16)
Die Dierenz von Einteilchenenergien "r−"s erscheint hier als eine Art "Eigenwert\. In
einem ersten Schritt zur physikalischen Interpretation der Zusta¨nde jY (ph)rs i = j ayr; as)
kann man nun den Index r einem Test-Teilchen und den Index s einem Test-Loch
zuordnen, welche mit dem Vielteilchensystem wechselwirken. Ohne Wechselwirkung
bewegen sich die Test-Teilchen wie freie Teilchen (bzw. Lo¨cher) und werden durch die
Dierenz der Einteilchenenergien "r − "s korrekt charakterisiert.
Gleichung (4.16) gilt fu¨r beliebige Referenzzusta¨nde. Sie wird zu einer echten Ei-
genwertgleichung, wenn man in Gleichung (4.6) die Slater-Determinante jN0 i als Refe-
renzzustand wa¨hlt. Dies bedeutet na¨mlich, da der erweiterte Zustand jY (ph)rs i = j ayr; as)
durch seine nullte Ordnung jY (ph)rs i(0) aus Gleichung (4.7) ersetzt wird. In diesem Fall
kann man den Superoperator H^0 durch den entsprechenden erweiterten Operator H
(0),
welcher die nullte Ordnung des Operators H darstellt, ersetzen (vgl. Abschnitt 2.3):
H(0)jY (ph)rs i(0) = ("r − "s)jY (ph)rs i(0): (4.17)
Tatsa¨chlich sind also die erweiterten Zusta¨nde nullter Ordnung Eigenzusta¨nde der null-
ten Ordnung des Anregungsenergieoperators. Man beachte, da die Sto¨rungsentwick-
lung des erweiterten Operators H im Gegensatz zum Superoperator H^ im allgemeinen
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nicht nach der ersten Ordnung abbricht, da die Grundzustandsenergie EN0 eine allge-
meine Funktion der Wechselwirkungssta¨rke darstellt.
Schlielich mo¨chte ich eine explizite Diagonaldarstellung des erweiterten Operators
H in der Form
H =
X
q
!q jqihqj (4.18)
angeben und dabei die Eigenvektoren jqi und Eigenwerte !q charakterisieren. Wenn
man Entartungen zwischen den physikalisch unterschiedlichen Komponentenra¨umen
ausschliet, dann sind die Eigenvektoren von H einkomponentige Zusta¨nde in dem
vierkomponentigen Raum Y, wie man aus den Gleichungen (4.10) bis (4.12) sehen
kann. Die Projektoren jqihqj auf die Eigenzusta¨nde sind daher zu den 4  4 Projek-
tionsmatrizen P
i
proportional, in denen alle Elemente bis auf das in der i-ten Reihe
und i-ten Spalte verschwinden, welches eins ist. Z. B. ist
P
3
=
0
BBBBB@
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
1
CCCCCA : (4.19)
Wa¨hlt man fu¨r den sekunda¨ren Referenzzustand j’i = jΨN0 i, dann la¨t sich Gleichung
(4.18) explizit folgendermaen schreiben:
H =
X

(EN − EN0 )
  −−−
jΨN i
 −−−!
hΨN j

P
1
+
X

(EN0 − EN )
  −−−
hΨN j
 −−−!
jΨN i

P
2
+
X
;
(2EN0 −EN−1 − EN+1 )
  −−−−−−−−−−−−−−−−−−−−−
hΨN−1 j ⊗ hΨN+1 j
 −−−−−−−−−−−−−−−−−−−−−!
jΨN−1 i ⊗ jΨN+1 i

P
3
+
(X
;
(EN+1 − EN+1 )
  −−−−−−−−−−−−−−−−−−−−−
jΨN+1 i ⊗ hΨN+1 j
 −−−−−−−−−−−−−−−−−−−−−!
hΨN+1 j ⊗ jΨN+1 i

+
X
;
(EN−1 − EN−1 )
  −−−−−−−−−−−−−−−−−−−−−
jΨN−1 i ⊗ hΨN−1 j
 −−−−−−−−−−−−−−−−−−−−−!
hΨN−1 j ⊗ jΨN−1 i
)
P
4
(4.20)
Die Notation jqihqj fu¨r den Projektionsoperator auf den
"
ket\-Zustand jqi wurde hier
allgemeiner mit
  −
jqi
 −!
hqj

notiert, da nicht alle Eigenzusta¨nde von H ket-Vektoren
sind, sondern manche aus
"
bra\-Vektoren hpj oder Tensorproduktzusta¨nden hpj ⊗ hqj
bestehen. Selbstversta¨ndlich kann man auf Tensorproduktzusta¨nde wie hpj ⊗ hqj ge-
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nauso projizieren, wie man auf ket-Zusta¨nde projiziert. In der fu¨r diesen Projektions-
operator gewa¨hlten Notation
P =
  −−−−−−−−−
hpj ⊗ hqj
 −−−−−−−−−!
jpi ⊗ jqi

deuten Pfeile die relevanten Richtungen an, in die Skalarprodukte gebildet werden
ko¨nnen. Wenn man in dem gegebenen Beispiel P auf einen Produktzustand haj ⊗ hbj
anwendet, erha¨lt man
P(haj ⊗ hbj ) = hajpihbjqi(hpj ⊗ hqj ):
Dieser Zustand ist ein zu hpj ⊗ hqj proportionaler Produktzustand mit der Proportio-
nalita¨tskonstante hajpihbjqi.
Alle Summen in Gleichung (4.20) laufen u¨ber die vollsta¨ndigen Mengen der Eigen-
vektoren der entsprechenden Hilbert-Ra¨ume. Insbesondere laufen die Summen u¨ber
den Index  u¨ber alle exakten Zusta¨nde mit N Teilchen,  und  sind die Indizes der
Summen u¨ber die (N+1)- und  und  die Indizes u¨ber die (N−1)-Teilchen-Zusta¨nde.
Wie schon in der Diskussion des Hilbert-Raums Y aus Gleichung (2.8) angesprochen
wurde, ko¨nnen Symmetrieu¨berlegungen die Anzahl der Zusta¨nde, die an die prima¨ren
Zusta¨nde koppeln, drastisch verringern. Zusammen mit einem verkleinerten Hilbert-
Raum Y werden auch in der Diagonaldarstellung (4.20) von H weniger Terme beno¨tigt.
Das in Gleichung (4.20) enthaltene Eigenwertspektrum des erweiterten Anregungs-
energieoperators H bestimmt die Polstruktur der erweiterten Greensfunktion, die im
folgenden Abschnitt besprochen wird.
4.3 Die analytische Struktur der erweiterten
Teilchen-Loch-Greensfunktion
Die analytische Struktur der Teilchen-Loch-Greensfunktion G(ph)(!) als Funktion der
komplexen Variable ! wird durch einfache Pole und Verzweigungsschnitte bestimmt,
deren Positionen sich aus dem Eigenwertspektrum des verallgemeinerten Anregungs-
energieoperators H ergeben. Dies sieht man leicht, wenn man den (im Raum Y)
vollsta¨ndigen Satz von Eigenvektoren jqi dieses Operators mit Eigenwerten !q in die
Denition von G(ph)(!) [in Gleichung (3.8) oder (3.2)] einsetzt:
G(ph)rs;r0s0(!) =
X
q
hY (ph)rs jqimqhqjY (ph)r0s0 i
! − !q : (4.21)
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a)
b)
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Im ω
Re 
Re
Re
ω
ω
ω
1. Komponente
2. Komponente
3. und 4. Komponente
Abbildung 4.1: Skizze der Polstruktur der erweiterten Greensfunktion G(!) in der
komplexen !-Ebene. Kreuze markieren einfache Pole und Linien Verzweigungsschnitte.
Teil a) zeigt die von der ersten Komponente der erweiterten Zusta¨nde jY (ph)rs i herru¨hren-
den Pole, die bei den physikalischen Anregungsenergien des Systems liegen. Da nur
Anregungen aus dem Grundzustand auftreten, sind alle Energien nicht-negativ. Der
Anfang des Verzweigungsschnittes markiert die Schwellenenergie zur Ionisierung eines
Teilchens. Teil b) zeigt die von der zweiten Komponente eingefu¨hrten Pole und Schnit-
te. Sie entsprechen den Polen und Schnitten der ersten Komponente gespiegelt an der
imagina¨ren Achse. Die Beitra¨ge der dritten und vierten Komponente sind in Teil c)
aufgetragen. Im allgemeinen ergibt sich ein Schnitt entlang der gesamten reellen Achse.
Hier bezeichnet mq = 1 die Eigenwerte des metrischen Operators .
Die Eigenwerte !q und Eigenvektoren jqi wurden schon explizit in Gleichung (4.20)
fu¨r j’i = jΨN0 i und unter der Annahme eines diskreten Eigenwertspektrums angege-
ben. Im allgemeinen fu¨hren die diskreten Eigenwerte !q von H gema¨ Gleichung (4.21)
zu einfachen Polen in der erweiterten Greensfunktion. Entsprechend verursachen konti-
nuierliche Anteile im Eigenwertspektrum Verzweigungsschnitte in der Greensfunktion.
Die U¨berlappintegrale hqjY (ph)r0s0 i ko¨nnen allerdings auch verschwinden, wenn die Kom-
ponenten von jY (ph)rs i aus Symmetriegru¨nden von exakten angeregten Zusta¨nden oder
ganzen Klassen angeregter Zusta¨nde entkoppeln. In diesem Fall beeinflussen die zu-
geho¨rigen Eigenwerte die Polstruktur der erweiterten Greensfunktion nicht.
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Abbildung 4.1 veranschaulicht die Beitra¨ge der verschiedenen Komponenten zum
Eigenwertspektrum von H und damit zur Polstruktur von G(ph)(!). Die sich von der
ersten, physikalischen Komponente von H ableitenden Eigenwerte !q sind die exak-
ten (diskreten und kontinuierlichen) Anregungsenergien ENq − EN0 des untersuchten
N -Teilchen-Systems. Da EN0 die Grundzustandsenergie darstellt, sind diese Energien
immer positiv. Meistens existieren einige diskrete Anregungsenergien, doch oberhalb
der Schwellenenergie fu¨r die Ionisierung eines Teilchens ist das Eigenwertspektrum
kontinuierlich. Die zweite Komponente von H spiegelt das Anregungsspektrum der
ersten Komponente auf die negative, reelle Halbachse. Die Anteile des Spektrums,
die von der dritten und der vierten Komponente herru¨hren, sind nicht so leicht zu
interpretieren. Wie man aus Gleichung (4.20) sehen kann, werden durch diese Kom-
ponenten u. a. die Eigenwertspektren des (N + 1)- und des (N − 1)-Teilchen-Systems
eingefu¨hrt. Von der vierten Komponente von H kommen insbesondere die Energiedif-
ferenzen (EN+1 − EN+1 ) und (EN−1 − EN−1 ) hinzu. Da das Eigenwertspektrum des
Hamilton-Operators in (N  1)-Teilchen-Systemen im allgemeinen nach oben unbe-
schra¨nkt ist und von einem kontinuierlichen Anteil abgeschlossen wird, darf man den
Schlu ziehen, da das Spektrum der letzten Komponente des verallgemeinerten Anre-
gungsenergieoperators H die gesamte reelle Achse umfat. Man kann das auch schon
an der nullten Ordnung sehen, wo die prima¨ren Zusta¨nde jY (ph)rs i(0) die Eigenwerte
"r− "s besitzen. Da die Indizes r und s virtuelle Orbitale oder Streuorbitale mit belie-
biger, positiver Energie bezeichnen ko¨nnen, kann die Dierenz "r− "s jeden beliebigen
(reellen) Wert annehmen.
4.4 Die erweiterte Greensfunktion fu¨r reelle Argu-
mente
Um die erweiterte Greensfunktion G(!)fu¨r reelle Argumente ! zu denieren, mu¨ssen
die Verzweigungsschnitte, die durch das Eigenwertspektrum von H eingefu¨hrt werden,
von der reellen Achse in die komplexe Ebene hineinverschoben werden. U¨blicherweise
erreicht man dies, indem man einen positiven (innitesimalen) Parameter  einfu¨hrt,
den man nach allen Rechnungen und formalen Manipulationen durch Grenzwertbil-
dung  ! 0+ wieder verschwinden la¨t. Auf diese Weise la¨t sich durch G(E  i)
eine retardierte, bzw. avancierte erweiterte Greensfunktion denieren, wobei E
nun als reelle Energievariable dient. Das Konzept einer retardierten oder avancierten
Greensfunktion wird traditionell mit den Eigenschaften der Fourier-transformierten
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Greensfunktion in der Zeitdarstellung verknu¨pft. Die Fourier-Transformation von der
Energie- in die Zeitdarstellung kann unter Benutzung des Residuensatzes durchgefu¨hrt
werden und erzeugt eine Funktion der Zeit, die entsprechend dem Vorzeichen von i
nur fu¨r positive oder negative Zeiten beitra¨gt [9].
Die formale Denition (3.8) der erweiterten Greensfunktion impliziert eine Sum-
me von Propagatoren entsprechend der verschiedenen Komponenten der erweiterten
Zusta¨nde. Die durch die Produktzusta¨nde eingefu¨hrten Terme ko¨nnen, wenn wir uns
auf reelle Energien festlegen, durch Faltungen von Einteilchenpropagatoren darge-
stellt werden. Fu¨r die retardierte Version der erweiterten Teilchen-Loch-Greensfunktion
G(ph)rs;r0s0(!) aus Gleichung (3.2) erha¨lt man
G(ph)rs;r0s0(E + i) = phrs;r0s0(E + i)−hprs;r0s0(E + i)
+
1
i

h’j ayr0
1
E −E' +H + i ar j’i  hΨ
N
0 j as0
1
E − Eo +H + i a
y
s jΨN0 i
+hΨN0 j ayr0
1
E −Eo +H + i ar jΨ
N
0 i  h’j as0
1
E −E' +H + i a
y
s j’i
+h’j ar 1
E −H + E' + i a
y
r0 j’i  hΨN0 j as0
1
E − Eo +H + i a
y
s jΨN0 i
+hΨN0 j ayr0
1
E −Eo +H + i ar jΨ
N
0 i  h’j ays
1
E −H + E' + i as
0 j’i

: (4.22)
Der Stern  bezeichnet hier die Faltung mit Bezug auf die Energievariable E:
f(E)  g(E) = 1
2
Z 1
−1
dE 0f(E 0)g(E −E 0): (4.23)
Der Teilchen-Loch-Teil phrs;r0s0(!) und der Loch-Teilchen-Anteil 
hp
rs;r0s0(!) des wohlbe-
kannten Polarisierungspropagators [9] sind folgendermaen deniert:
phrs;r0s0(!) = hΨN0 j aysar
Q
! −H + EN0
ayr0as0 jΨN0 i; (4.24)
hprs;r0s0(!) = hΨN0 j ayr0as0
Q
! − EN0 +H
aysar jΨN0 i: (4.25)
Eine andere Mo¨glichkeit, erweiterte Greensfunktionen fu¨r reelle Energien zu de-
nieren, besteht darin, verschiedene Inntesimale i oder verschiedene Vorzeichen fu¨r i
auf die verschiedenen Komponenten des Propagators zu verteilen. Dies ist z. B. der Fall
bei den sogenannten zeitgeordneten Greensfunktionen der traditionellen Vielteilchen-
Theorie [9]. In dem hier beschriebenen Formalismus kann man eine unterschiedliche
Behandlung der Komponenten erreichen, indem man die imagina¨ren Innitesimalen i
mit entsprechend gewa¨hltem Vorzeichen zu jeder Komponente des verallgemeinerten
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Anregungsenergieoperators H aus Gleichung (4.10) addiert. Dies hat den Eekt, da
die Eigenwertspektren der verschiedenen Komponenten in die komplexe Ebene verscho-
ben werden und folglich das Argument ! der erweiterten Greensfunktion reell gewa¨hlt
werden darf. Bei der erweiterten Teilchen-Teilchen-Greensfunktion, die ich in Abschnitt
7 besprechen werde, werden sinnvollerweise die Vorzeichen von i so gewa¨hlt, da die
physikalische Komponente (in diesem Fall die pp-Komponente) ein positives Vorzeichen
tra¨gt, wa¨hrend bei allen anderen Komponenten das Vorzeichen negativ gewa¨hlt wird.
Fu¨r die Fourier-transformierte Greensfunktion in der Zeitdarstellung hat dies die Kon-
sequenz, da fu¨r positive Zeiten nur die physikalische Komponente beitra¨gt, wodurch
eine korrekte Beschreibung von Streuprozessen gewa¨hrleistet wird.
Bisher wurde nur die Polstruktur der erweiterten Teilchen-Loch-Greensfunktion
besprochen, die sich unmittelbar vom Eigenwertspektrum des verallgemeinerten Anre-
gungsenergieoperators H ableitet. Formal gesehen, hat die Selbstenergie eine a¨hnliche
analytische Struktur wie die Greensfunktion, aber die Pole und Verzweigungsschnit-
te erscheinen bei anderen Energien. Der Zusammenhang zwischen der Polstruktur
der Greensfunktion und ihrer Selbstenergie wird natu¨rlich durch die Dyson-Gleichung
(3.18) bestimmt. Im folgenden Kapitel sollen nun Eigenschaften der erweiterten Selbst-
energie besprochen werden.
Kapitel 5
Eigenschaften der Selbstenergie
Die erweiterte Selbstenergie S(!) kann gema¨ Gleichung (3.21) in einen eindeutig be-
stimmten statischen, d. h. energieunabha¨ngigen Anteil S(1) und den sogenannten
dynamischen AnteilM(!) zerlegt werden:
S(!) = S(1) +M(!): (5.1)
Wa¨hrend die statische Selbstenergie S(1) von erster Ordnung ist, tra¨gt der dynami-
sche Teil erst ab zweiter Ordnung Sto¨rungstheorie zur Selbstenergie bei. Im Gegen-
satz zur Einteilchen-Greensfunktion, bei der die Selbstenergie ausgehend von einem
Hartree-Fock-Ansatz in erster Ordnung verschwindet, ergibt bereits die erste Ordnung
der Teilchen-Loch-Selbstenergie ein interessantes, nicht-triviales Modell fu¨r die erwei-
terte Teilchen-Loch-Selbstenergie.
Nach einer kurzen Betrachtung des statischen Teils der Selbstenergie und seiner be-
sonderen Bedeutung fu¨r Einteilchenpotentiale sollen in diesem Kapitel die Bedeutung
und die analytische Struktur des dynamischen Anteils der Selbstenergie besprochen
werden. Abschlieend werde ich auf die entarteten K-Zusta¨nde eingehen, die eine be-
sondere Klasse der zum dynamischen Teil beitragenden Zusta¨nde bilden. Das physika-
lische Modell, welches hinter einer Na¨herung der Teilchen-Loch-Selbstenergie in erster
Ordnung steht, wird dann ausfu¨hrlich in Kapitel 6 behandelt werden. Die in diesem
Kapitel vorgestellten Untersuchungen wurden in Referenz [34] vero¨entlicht.
5.1 Der statische Anteil
Die statische Selbstenergie S(1) ergibt sich gema¨ der Gleichungen (3.20) und (3.13)
aus dem prima¨ren Block H
aa
der Matrix H aus Gleichung (3.12) abzu¨glich seiner null-
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ten Ordnung. Einen expliziten Ausdruck ndet man am leichtesten durch Anwendung
des Superoperator-Formalismusses und unter Verwendung der Denition der erweiter-
ten Zusta¨nde (4.6):
h
H
aa
i
rs;r0s0
= (ayr; as jH^j ayr0; a0s)
= hΨN0 j
h
aysar ;
h
H ; ayr0as0
ii
jΨN0 i
+h’j
nh
H ; ayr0
i
; ar
o
j’ihΨN0 j as0ays jΨN0 i
+rr0hΨN0 j [H ; as0 ] ays jΨN0 i
+hΨN0 j
h
H ; ayr0
i
ar jΨN0 iss0
+hΨN0 j arayr0 jΨN0 ih’j
n
[H ; as0 ] ; a
y
s
o
j’i: (5.2)
Fu¨r den Einteilchenanteil H0+ v des Hamilton-Operators H = H0+ v+ V vereinfacht
sich dieser Ausdruck zu:
(ayr; as jH^0 + v^j ayr0; a0s) = rr0ss0("r − "s) + vrr0ss0 − vs0srr0: (5.3)
In dem Spezialfall eines Systems ohne echte Zweiteilchenwechselwirkung V , in dem
lediglich Wechselwirkungen mit externen Kra¨ften oder gemittelten Einteilchenpoten-
tialen (
"
mean elds\) beru¨cksichtigt werden mu¨ssen, stellt der einfache Ausdruck (5.3)
die exakte Lo¨sung fu¨r den prima¨ren Block H
aa
und somit fu¨r die statische Selbstenergie
dar. Weiterhin verschwindet in diesem Fall der dynamische Anteil der Selbstenergie, wie
in Ku¨rze gezeigt werden wird. Folglich ist die Teilchen-Loch-Selbstenergie fu¨r Systeme
mit Einteilchenwechselwirkungen energieunabha¨ngig und wird durch den Ausdruck
Srsr0s0 = vrr0ss0 − vs0srr0 (5.4)
gegeben. Man beachte, da diese exakte Lo¨sung fu¨r die Selbstenergie linear (d. h. von
erster Ordnung) in der Wechselwirkung und vo¨llig unabha¨ngig vom Grundzustand des
Vielteilchensystems oder dem sekunda¨ren Referenzzustand ist. Dies sollte man selbst-
versta¨ndlich fu¨r eektive Einteilchensysteme auch erwarten. Oensichtlich la¨t sich die
Matrix H
aa
aus Gleichung (5.3) durch eine geeignete Wahl der Einteilchenorbitale dia-
gonalisieren und nimmt dann die Form des Anteils nullter Ordnung rr0ss0("
0
r−"0s) an.
Folglich beschreibt die Selbstenergie aus Gleichung (5.4) Teilchen-Loch-Anregungen
in einem System unabha¨ngiger Teilchen. Die unphysikalischen Komponenten in den
erweiterten Zusta¨nden jY (ph)rs i dienen hier gewissermaen dazu, das Pauli-Prinzip zu
umgehen, da die Gleichungen (5.3) und (5.4) Anregungen von jedem Orbital in ein be-
liebiges anderes Orbital erlauben, unabha¨ngig von der Besetzung dieser Orbitale in dem
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Vielteilchenzustand jΨN0 i. Dem Auftreten von unphysikalischen, d. h. nach dem Pauli-
Prinzip verbotenen Anregungen, steht die Tatsache gegenu¨ber, da die physikalischen
Anregungen schon in erster Ordnung exakt beschrieben werden. In der traditionel-
len Vielteilchentheorie ist dies keineswegs selbstversta¨ndlich und kann im allgemeinen,
z. B. beim Polarisierungspropagator [9], nur dann erreicht werden, wenn von vornherein
die diagonalisierende Einteilchenbasis zur Darstellung der Propagatoren benutzt wird.
Ein entsprechendes Verhalten gegenu¨ber Einteilchenpotentialen wie bei der Teilchen-
Loch-Greensfunktion ndet man auch bei den anderen in dieser Arbeit behandelten
erweiterten Zweiteilchen-Greensfunktionen, sowie bei der traditionellen (zeitgeordne-
ten) Einteilchen-Greensfunktion. Das Verhalten der Einteilchen-Greensfunktion wurde
in Abschnitt 1 angesprochen. Auf eine ausfu¨hrliche Diskussion der anderen erweiterten
Zweiteilchen-Propagatoren verzichte ich hier, da diese Fa¨lle ganz analog zur Teilchen-
Loch-Greensfunktion zu behandeln sind.
Der Grund fu¨r das erstaunliche Verhalten der erweiterten Selbstenergie gegenu¨ber
Einteilchenpotentialen la¨t sich auf zwei Eigenschaften der behandelten Theorie
zuru¨ckfu¨hren: zum einen auf die Benutzung von orthonormalen Zusta¨nden bei der
Konstruktion der erweiterten Greensfunktionen, zum anderen auf die Tatsache, da
der Anregungsenergieoperator H a¨quivalent zum Superoperator H^ ist, was zu leicht
auszuwertenden Kommutatorausdru¨cken (5.2) fu¨hrt. Um dies zu verdeutlichen, be-
trachten wir den zu einem beliebigen Einteilchenoperator A =
P
ij a
y
iajAij assoziierten
Superoperator A^. Angewandt auf die erweiterten Zusta¨nde jY (ph)rs i ergeben sich Line-
arkombinationen der prima¨ren Zusta¨nde:
A^jY (ph)rs i = j [A ; ayr]−; as) + j ayr; [A ; as]−)
=
X
kl
(Arksl −Alsrk)jY (ph)kl i: (5.5)
Folglich verschwinden die -Produkte mit Basiszusta¨nden aus dem sekunda¨ren Raum
jQIi 2 fjY (ph)rs ig?
hQI jA^jY (ph)rs i = 0 (5.6)
und somit auch die nicht-diagonalen Blo¨cke H
ab
und H
ba
. Im Falle eines reinen
Einteilchen-Hamilton-Operators ist die Selbstenergie also in der Tat rein statischer
Natur und liefert die exakten Energieeigenwerte fu¨r Anregungen vom Teilchen-Loch-
Typ. Die ho¨heren Anregungsklassen, wie z. B. Zwei-Teilchen{Zwei-Loch-Anregungen
entkoppeln hingegen vollsta¨ndig und tragen nicht zur erweiterten Greensfunktion bei.
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Im allgemeinen Fall eines korrelierten Systems verschwindet der dynamische Anteil
der Selbstenergie natu¨rlich keineswegs und folglich stellen die Eigenwerte des prima¨ren
Blocks H
aa
nur grobe Na¨herungen fu¨r die exakten Anregungsenergien dar.
5.2 Der dynamische Anteil
Der dynamische Anteil der erweiterten Selbstenergie M(!) als Funktion der kom-
plexen Energievariable ! hat eine analytische Struktur, die der Struktur der zuvor
untersuchten erweiterten Greensfunktion G(!) (siehe Abschnitt 4.3) sehr a¨hnlich ist.
Die Selbstenergie wurde durch Partitionierung der Matrix H aus Gleichung (3.12) de-
niert, wodurch sich der Ausdruck (3.21) fu¨r den dynamischen Anteil ergab. Aus Formel
(3.21) ist ersichtlich, da der dynamische Teil der Selbstenergie einfache Pole oder Ver-
zweigungsschnitte an den Stellen hat, an denen der Nenner singula¨r wird, d. h. wenn
gilt:
det(!
bb
−H
bb
) = 0: (5.7)
Durch Anwendung einer A¨hnlichkeitstransformation, welche die Matrizen 
bb
und H
bb
simultan diagonalisiert, kann Gleichung (3.21) in die Form von Gleichung (4.21) ge-
bracht werden. Der Unterschied zwischen Greensfunktion und Selbstenergie ist hier,
da die Pole und Schnitte der Greensfunktion G(!) bei den (verallgemeinerten) Eigen-
werten der vollen Matrix H erscheinen, wohingegen die Polstruktur der Selbstenergie
durch die (verallgemeinerten) Eigenwerte des Blocks H
bb
allein bestimmt wird. Die
Beziehung der Eigenwertspektren des Blocks H
bb
und der vollen Matrix H ha¨ngt we-
sentlich von den Kopplungsblo¨cken H
ab
und H
ba
= Hy
ab
ab.
Im Grenzfall verschwindender Kopplung H
ab
= 0 ist das Eigenwertspektrum von
H
bb
eine Teilmenge des Spektrums von H. Gleichzeitig verschwindet aber dann auch
der dynamische Anteil der Selbstenergie und die Selbstenergie wird energieunabha¨ngig.
Dies ist z. B. der Fall, wenn der Hamilton-Operator ein Einteilchenoperator ist und
keine echten Zweiteilchenkra¨fte entha¨lt, wie im letzten Abschnitt (5.1) besprochen
wurde.
Im allgemeinen Fall eines vollsta¨ndig korrelierten Systems tragen alle ho¨heren An-
regungen zur dynamischen Selbstenergie bei. Falls die Kopplung dieser Anregungen
schwach genug ist, liefert bereits die (diagonale) nullte Ordnung der Matrix H
bb
einen
guten Anhaltspunkt fu¨r die Lage der Pole der Selbstenergie. Natu¨rlich ko¨nnen durch
die Kopplung die Lage der Pole verschoben und gegebenenfalls auch Entartungen auf-
gehoben werden, wie es fu¨r den Fall der Einteilchen-Greensfunktion in Referenz [11]
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gezeigt wurde. In der nullten Ordnung der Matrix H
bb
treten a¨hnlich wie bei den erwei-
terten Greensfunktionen physikalische und unphysikalische Eigenwerte auf. Wie zuvor
erscheinen die physikalischen Pole der Selbstenergie bei positiven Energien. Sie liegen
u¨ber der Schwelle, bei der Doppelanregungen (2p-2h) mo¨glich werden. Die Schwelle
fu¨r Doppelanregungen ins Kontinuum markiert die untere Grenze des physikalischen
Verzweigungsschnittes in der analytischen Struktur der Selbstenergie. Der dynamische
Anteil der Selbstenergie entha¨lt aber auch verschiedene Pole und Schnitte, die ihren
Ursprung in den unphysikalischen Komponenten der erweiterten Zusta¨nde jY (ph)rs i aus
Gleichung (4.6) haben. Insbesondere die sogenannten K-Zusta¨nde, die im folgenden
Abschnitt eingefu¨hrt werden, fu¨hren zu Polen der dynamischen Selbstenergie, die in
nullter Ordnung zu Polen aus dem prima¨ren Block entartet sind. Dies betrit allerdings
nur einen Teil des Eigenwertspektrums, der bei negativen Energien liegt und ohnehin
unphysikalisch ist. Das Auftreten dieser entarteten K-Zusta¨nde la¨t sich auf die Entar-
tung der zweiten und dritten Komponente { beide sind unphysikalisch { der erweiterten
Zusta¨nde jY (ph)rs i in Gleichung (4.7) zuru¨ckfu¨hren. Diese beiden Komponenten treten
in den Y -Zusta¨nden nullter Ordnung gemeinsam auf, werden also gewissermaen ge-
mischt. Erweitert man nun die Menge der prima¨ren Y -Zusta¨nde um die K-Zusta¨nde, so
erha¨lt man eine minimale Erweiterung des prima¨ren Blocks H
aa
, in dem die entarteten
Komponenten entkoppeln ko¨nnen. Interessanterweise fu¨hrt die auf dem Hartree-Fock-
Ansatz aufbauende Na¨herung erster Ordnung fu¨r diesen erweiterten prima¨ren Block
Hext
aa
(1)
zur wohlbekannten
"
random phase approximation\ (RPA) [9, 53{55]. In Ab-
schnitt 6.3 werde ich eine universale unita¨re Transformation vorstellen, die das erwei-
terte Eigenwertproblem auf die RPA transformiert.
An dieser Stelle mo¨chte ich kurz darauf eingehen, da die Selbstenergie S(!) aus
Gleichung (3.17) durch die Dyson-Gleichung (3.18) oder (3.19) nur fu¨r solche Energi-
en ! vollsta¨ndig bestimmt ist, bei denen die Greensfunktion G(!) invertiert werden
kann. Capuzzi und Mahaux haben am Beispiel der Einteilchen-Greensfunktion gezeigt,
da die Selbstenergie an isolierten Nullstellen der Greensfunktion modiziert werden
kann und weiterhin die Dyson-Gleichung erfu¨llt [38]. Diese Modikationen ko¨nnen be-
nutzt werden, um Dispersionsrelationen fu¨r Teile der Selbstenergie mazuschneidern,
aber sie haben keine physikalischen Implikationen. Die in Referenz [38] gefu¨hrte Argu-
mentation kann problemlos auf die erweiterten Zweiteilchen-Greensfunktionen u¨bert-
ragen werden.
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5.3 Die entarteten K-Zusta¨nde
Im Folgenden soll beispielhaft eine Klasse von Zusta¨nden besprochen werden, die au-
erhalb des Modellraums der prima¨ren Y -Zusta¨nde liegen. Die betrachteten Zusta¨nde
heien K-Zusta¨nde und spielen eine besondere Rolle, da sie in nullter Ordnung zu
Zusta¨nden aus dem prima¨ren Raum entartet sind, aber in erster Ordnung koppeln.
Die u¨brigen Zusta¨nde im sekunda¨ren Raum sind im allgemeinen nicht zu Y -Zusta¨nden
entartet, obwohl zufa¨llige Entartungen natu¨rlich trotzdem auftreten ko¨nnen.
Es wurde schon fru¨her angemerkt, da fu¨r ein gegebenes Indexpaar (r; s) nur ganz
bestimmte Komponenten der prima¨ren Zusta¨nde nullter Ordnung jY (ph)rs i(0) aus Glei-
chung (4.7) entsprechend der Klassikation der Indizes als p- oder h-Indizes beitragen.
Fu¨r hp-Indexpaare tragen zwei Komponenten der erweiterten Zusta¨nde gleichzeitig bei
und besitzen dieselben Energien (in nullter Ordnung), da die erweiterten Zusta¨nde in
nullter Ordnung Eigenzusta¨nde des verallgemeinerten Anregungsenergieoperators H
sind. Folglich existiert eine linear unabha¨ngige, entartete Kombination dieser beiden
Komponenten. Eine geeignete Wahl fu¨r diese Zusta¨nde lautet:
jK(ph)n i =
0
BBBBB@
0p
2hN0 j ayan
1p
2

hN0 j ay ⊗ hN0 j an − hN0 j an ⊗ hN0 j ay

0
1
CCCCCA ; (5.8)
wo die Indizes  bzw. n besetzte (h) bzw. virtuelle (p) Orbitale bezeichnen. Man kann
sich leicht davon u¨berzeugen, da die Zusta¨nde jK(ph)n i die folgenden Orthogonalita¨ts-
relationen erfu¨llen (wobei ; 0 besetzte, n; n0 virtuelle und r und s beliebige Orbitale
bezeichnen sollen):
hK(ph)n jjY (ph)rs i(0) = hY (ph)rs j(0) jK(ph)n i = 0; (5.9)
hK(ph)n j jK(ph)0n0 i = −0nn0: (5.10)
Die Zusta¨nde jK(ph)n i sind oensichtlich Elemente des zusammengesetzten Hilbert-
Raums Y, liegen aber auerhalb des prima¨ren Raums (nullter Ordnung), der von den
Zusta¨nden fjY (ph)rs i(0)g aufgespannt wird. Folglich tragen die "entarteten Zusta¨nde\jK(ph)n i zum dynamischen, !-abha¨ngigen Teil M(!) der Selbstenergie S(!) aus Glei-
chung (3.21) bei, wohingegen die prima¨ren Zusta¨nde fjY (ph)rs ig die statische Selbstener-
gie S(1) denieren.
Die Entartung der K- und der Y -Zusta¨nde in nullter Ordnung wird in der Spek-
traldarstellung der vollsta¨ndig wechselwirkenden Greensfunktion aufgehoben. Die ex-
akten Eigenzusta¨nde entkoppeln zu N -Teilchenzusta¨nden in der zweiten Komponente
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und zu Tensorprodukten von (N − 1)- und (N + 1)-Teilchenzusta¨nden in der dritten
Komponente. Auf die Bedeutung der entarteten Zusta¨nde jK(ph)n i im Zusammenhang
mit der niedrigsten Ordnung der statischen Selbstenergie S(1) wird in Abschnitt 6.3
noch ausfu¨hrlich eingegangen werden.
Der Vollsta¨ndigkeit mo¨chte ich noch anmerken, da sich die K-Zusta¨nde auch
gema¨ der Denition (2.2) als erweiterte Zusta¨nde in der Form jA;B) schreiben lassen.
Der bequemeren Schreibweise halber fu¨hre ich den Teilchenzahloperator N = Pi ayiai
ein und deniere m = (N − N)2 + 1, wobei N die Anzahl der Teilchen im Zustand
jΨN0 i bezeichne. Die K-Zusta¨nde lassen sich dann auch folgendermaen schreiben:
jK(ph)n i =
p
2 j ay; anm−1)(0): (5.11)
Auer den K-Zusta¨nden gibt es noch andere Zusta¨nde nullter Ordnung auerhalb
des prima¨ren Raumes, die in erster Ordnung an die Y -Zusta¨nde koppeln. Sie set-
zen sich aus ho¨heren Anregungen der Komponenten der Y -Zusta¨nde nullter Ordnung
aus Gleichung (4.7) zusammen. Z. B. gibt es Zusta¨nde mit einer Zwei-Teilchen{Zwei-
Loch-Konguration ayna
y
n0a0a jN0 i in der ersten oder zweiten Komponente, Zusta¨nde
mit einem Tensorprodukt aus einer Zwei-Loch{Ein-Teilchen- und einer Ein-Teilchen-
Konguration in der dritten Komponente, usw. Alle diese Zusta¨nde tragen in zweiter
Ordnung zur dynamischen Selbstenergie bei, da sie in erster Ordnung, d. h. u¨ber direkte
Zweiteilchen-Coulomb-Wechselwirkung an die Y -Zusta¨nde koppeln. Ho¨here Anregun-
gen koppeln entsprechend erst in ho¨herer Ordnung, wie es auch fu¨r die Einteilchen-
Greensfunktion der Fall ist [39].

Kapitel 6
Die Teilchen-Loch-Selbstenergie in
erster Ordnung: ein
Na¨herungschema fu¨r
Anregungsenergien und
U¨bergangsmomente
Die Ergebnisse dieses Kapitels wurden bis auf Abschnitt 6.3, der auf Referenz [34]
beruht, in Referenz [35] vero¨entlicht.
6.1 Einleitung: Na¨herungsschemata erster Ord-
nung
Die traditionelle Vielteilchentheorie hat verschiedene Standardna¨herungsschemata zur
Berechnung von Eigenschaften angeregter Atome, Moleku¨le und Atomkerne hervor-
gebracht. Ausgehend von einer geeigneten Einteilchenbeschreibung wie zum Bei-
spiel der Hartree-Fock-Na¨herung fu¨hren diese Verfahren u¨blicherweise zu Matrix-
Eigenwertproblemen. Diese liefern dann Na¨herungen fu¨r die Anregungsenergien und
die U¨bergangsoperator-Matrixelemente des betrachteten Systems. Ausgangspunkt die-
ser Verfahren ist oft der wohlbekannte Polarisierungspropagator [9], eine Zweiteilchen-
Greensfunktion der nichtrelativistischen Vielteilchentheorie. Er setzt sich aus zwei sym-
metrischen Beitra¨gen zusammen (siehe z. B. [13]), die in den Gleichungen (4.24) und
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(4.25) bereits deniert wurden:
rs;r0s0(!) = 
ph
rs;r0s0(!) + 
hp
rs;r0s0(!): (6.1)
Der sogenannte Teilchen-Loch-Beitrag ph(!) entha¨lt schon die gesamte, physikalisch
relevante Information und hat einfache Pole als Funktion der Energievariablen ! bei
den exakten Anregungsenergien des Systems. Der Leser sei daran erinnert, da die
Bezeichnungen ph oder Teilchen-Loch-Teil sich darauf beziehen, da dieser Propaga-
tor in nullter Ordnung der Vielteilchen-Sto¨rungtheorie nur dann beitra¨gt, wenn r und
r0 Teilchenorbitale (p), d. h. in der Slater-Determinante jN0 i unbesetzte (virtuelle)
Orbitale, und s und s0 Lochorbitale (h), d. h. in der Slater-Determinante besetzte Or-
bitale, indizieren. Der Teilchen-Loch-Anteil beschreibt also vorrangig Anregungen, die
im Einteilchenbild als Anheben eines (fermionischen) Teilchens aus einem besetzten
Orbital in ein unbesetztes Orbital beschrieben werden ko¨nnen. In einem korrelierten
System gibt es allerdings keine vollsta¨ndig besetzten oder vollsta¨ndig unbesetzten Ein-
teilchenzusta¨nde und daher tra¨gt der exakte Teilchen-Loch-Teil ph auch fu¨r andere
Indexpaare (r; s) als Teilchen-Loch-Indizes bei.
Die unterschiedlichen Na¨herungsschemata ko¨nnen nach der Ordnung klassiziert
werden, in der die Korrelation beru¨cksichtigt wird. Ein weiteres Kriterium zur Eintei-
lung ist, welche Teile des Polarisierungspropagators gena¨hert werden.
Ein einfaches Na¨herungsschema erster Ordnung ist die Tamm-Danco-Na¨herung
(
"
Tamm-Danco approximation\, TDA [9,55]), die man als Na¨herung erster Ordnung
an die Matrix-Inverse des Teilchen-Loch-Teils ph sehen kann. Aus quantenchemischer
Sicht la¨t sich die TDA auch als Methode auassen, die sowohl den angeregten als auch
den Grundzustand na¨hert. Hierbei werden die angeregten Zusta¨nde auf dem Niveau
der Kongurationswechselwirkung mit Einzelanregungen (
"
single-excitation congura-
tion interaction\, SCI [56]) gena¨hert, wa¨hrend dem Grundzustand eine unkorrelierte
(Hartree-Fock-) Beschreibung zugrundeliegt. Die sogenannte ADC-Na¨herung (
"
alge-
braic diagrammatic construction\ [13, 18]) ist ein Beispiel fu¨r eine Familie von syste-
matischen Na¨herungen ho¨herer Ordnung fu¨r den Teilchen-Loch-Teil ph.
Eine weitere Gruppe von Na¨herungen ergibt sich bei Hinzunahme des zweiten
Teils des Polarisierungspropagators hp. Dieser zu ph symmetrische Teil wird Loch-
Teilchen-Teil genannt, weil seine nullte Ordnung verschwindet, wenn nicht sowohl r
und r0 Lochindizes als auch s und s0 Teilchenindizes sind. Der Loch-Teilchen-Teil tritt
zusammen mit dem Teilchen-Loch-Teil in der bereits ausfu¨hrlich besprochenen erwei-
terten Teilchen-Loch-Greensfunktion auf. Die Pole von hp treten im Gegensatz zu ph
bei den mit negativem Vorzeichen versehenen Anregungsenergien auf. Das fundamen-
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tale Na¨herungsschema erster Ordnung, welches beide Teile des Polarisierungspropaga-
tors gleichermaen beru¨cksichtigt, ist die sogenannte
"
random phase approximation\
(RPA [9,53{55]). Unter den vielen verschiedenen Mo¨glichkeiten, die RPA herzuleiten,
mo¨chte ich die Rolle der RPA als Na¨herung erster Ordnung der Matrixinversen des Po-
larisierungspropagators (6.1) hervorheben. Diese Matrix umfat jetzt natu¨rlich zusa¨tz-
lich zu den Teilchen-Loch- auch die Loch-Teilchen-Kongurationen und hat daher die
doppelte Dimension der entsprechenden TDA-Matrix. Unter den Na¨herungsschemata
ho¨herer Ordnung, die beide Teile des Polarisierungspropagators na¨hern, mo¨chte ich die
SOPPA- (
"
second-order polarization propagator\ [12,14,17]) und die EOM- (
"
equation
of motion\ [54, 57]) Methoden erwa¨hnen.
Im Bild der Kongurationswechselwirkung (CI) kann man die RPA so verstehen,
da sie die Grundzustandskorrelation zusa¨tzlich zu der in die TDA eingehende Korre-
lation der angeregten Zusta¨nde beru¨cksichtigt [14, 58]. Die Grundzustandskorrelation
geht allerdings auf nichtvariationelle Weise in die RPA ein und es ist daher nicht
sicher, da die RPA gegenu¨ber der TDA verbesserte Resultate hervorbringt. Man
kann im Gegenteil beobachten, da die mit RPA gena¨herten Anregungsenergien in be-
stimmten Fa¨llen schlechter sind als die TDA-Ergebnisse, selbst in Systemen, in denen
die Grundzustandskorrelation eine besondere Rolle spielt. Einige numerische Verglei-
che kann man in den Referenzen [42, 59] nden. Tatsa¨chlich werde ich spa¨ter zeigen,
da die Grundzustandskorrelation in den RPA-Anregungsenergien nicht konsistent mit
Rayleigh-Schro¨dinger-Sto¨rungstheorie beru¨cksichtigt wird (siehe auch Referenz [13]).
Desweiteren wird in diesem Abschnitt ein einfaches Modellsystem vorgestellt werden,
fu¨r das die RPA viel schlechtere Ergebnisse liefert als die TDA. Fu¨r dieses spezielle
Beispiel liefert die im Rahmen dieser Doktorarbeit entwickelte FOSEP-Na¨herung (rst-
order static excitation potential) die exakten Ergebnisse, obwohl sie auf ein Matrix-
Eigenwertproblem derselben Dimension wie die RPA fu¨hrt. Auch eine sto¨rungstheore-
tische Untersuchung belegt, da FOSEP die Grundzustandskorrelation auf konsistente
Weise beru¨cksichtigt.
Die FOSEP-Methode basiert auf der Na¨herung der erweiterten Teilchen-Loch-
Selbstenergie in erster Ordnung, wobei man von der Hartree-Fock-Na¨herung als nullte
Ordnung ausgeht. Damit stellt FOSEP ein Na¨herungsschema erster Ordnung dar, das
sich von einer Erweiterung des Polarisierungspropagators ableitet. Zusa¨tzlich zu dem
Teilchen-Loch- und dem Loch-Teilchen-Anteil treten noch andere Terme auf, die Kom-
binationen aus Einteilchenpropagatoren entsprechen [siehe Gleichung (4.22)].
In den folgenden Abschnitten sollen nun die Na¨herungen erster Ordnung an die
Teilchen-Loch-Selbstenergie ausfu¨hrlich diskutiert werden. Nach der Denition der
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FOSEP-Na¨herung und ersten Diskussion des sich stellenden Eigenwertproblems wird
in Abschnitt 6.3 ein erweitertes Eigenwertproblem untersucht, das sich durch Hinzu-
nahme von entarteten Blo¨cken aus der dynamischen Selbstenergie zur FOSEP-Matrix
deniert. Es stellt sich heraus, da dieses erweiterte Eigenwertproblem a¨quivalent zur
RPA ist. Abschnitt 6.4 behandelt verschiedene Eigenschaften der FOSEP-Na¨herung
auf rein formalem Niveau. Anschlieend wird die Na¨herung an einem sehr einfachen
aber illustrativen Modell u¨berpru¨ft und mit der RPA und TDA verglichen.
6.2 Die FOSEP-Na¨herung
Die erweiterte Teilchen-Loch-Greensfunktion wurde in Abschnitt 3.1 und ihre Selbst-
energie in Abschnitt 3.2 eingefu¨hrt. Nach Gleichung (3.20) berechnet sich die statische
Teilchen-Loch-Selbstenergie Sph(1) aus dem prima¨ren Block H
aa
der Matrixdarstel-
lung H des verallgemeinerten Anregungsenergieoperators H im erweiterten Hilbert-
Raum Y. Der prima¨re Block H
aa
besteht [nach Gl. (3.13)] aus den Matrixelementen
des Operators H (im -Produkt) bezu¨glich der erweiterten Teilchen-Loch-Zusta¨nde
jY (ph)rs i: h
H
aa
i
rs;r0s0
= hY (ph)rs j HjY (ph)r0s0 i = (ayr; as jH^j ayr0; as0): (6.2)
Die nullte Ordnung dieses Ausdrucks ist sehr leicht auszuwerten, da nach Gleichung
(4.17) die -orthonormalen Zusta¨nde jY (ph)rs i in nullter Ordnung Eigenzusta¨nde von H
mit dem Eigenwert "r − "s sind:h
H(0)
aa
i
rs;r0s0
=
h
"
i
rs;r0s0
= ("r − "s)rr0ss0: (6.3)
Bei voller Wechselwirkung gilt fu¨r die Matrix H
aa
der Ausdruck (5.2). Fu¨r den se-
kunda¨ren Referenzzustand j’i soll in diesem Kapitel der wechselwirkende Grundzu-
stand jΨN0 i des betrachteten Vielteilchensystems gewa¨hlt werden. Man u¨berzeugt sich
leicht, da die nullte Ordnung des Ausdrucks (5.2) Gleichung (6.3) ergibt. Auch die
Auswertung in erster Ordnung bereitet keine besonderen Schwierigkeiten, da man hier
den wechselwirkenden Grundzustand jΨN0 i durch die Slater-Determinante jN0 i erset-
zen kann. Fu¨r die Beitra¨ge erster Ordnung zur (statischen) Selbstenergie erha¨lt man
h
S(1)
i(1)
rs;r0s0
=
h
H
aa
i(1)
rs;r0s0
= vrr0ss0 − vs0srr0
+Vrs0[sr0] (nrns − nrns)(nr0ns0 − nr0ns0)
+ss0
X
k
nkVrk[r0k] − rr0
X
k
nkVs0k[sk]: (6.4)
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Hier wurde die Notation nr = 1−nr eingefu¨hrt, wobei nr die Besetzungszahl (0 oder 1)
des Einteilchenzustands j’ri ist. In der Mller-Plesset-Sto¨rungstheorie, wo man von der
Hartree-Fock-Na¨herung als nullter Ordnung ausgeht, vereinfacht sich die erste Ordnung
noch weiter, da man Gleichung (4.4) fu¨r das Einteilchenpotential vij verwenden kann.
Die erhaltene Na¨herung soll mit der Abku¨rzung FOSEP fu¨r
"
rst-order static excitation
potential\ belegt werden:
h
SFOSEP
i
rs;r0s0
= Vrs0[sr0] (nrns − nrns)(nr0ns0 − nr0ns0): (6.5)
Da der energieabha¨ngige Teil der Selbstenergie erst Beitra¨ge ab zweiter Ordnung liefert,
stellt SFOSEP die korrekte Na¨herung der erweiterten Teilchen-Loch-Selbstenergie in
erster Ordnung Mller-Plesset-Sto¨rungstheorie dar. U¨ber die Dyson-Gleichung deniert
SFOSEP auch eine entsprechende Na¨herung fu¨r die erweiterte Greensfunktion. Um die
Pole der erweiterten Greensfunktion in diesem Modell zu berechnen, mu das folgende
Eigenwertproblem gelo¨st werden:

"+ SFOSEP

X = !X: (6.6)
Die (physikalischen) Eigenwerte ! liefern Na¨herungen fu¨r die Anregungsenergien des
Systems und der zugeho¨rige Eigenvektor X kann zur Berechnung von Matrixelemen-
ten von U¨bergangsoperatoren (U¨bergangsmomenten) herangezogen werden. Die U¨ber-
gangsmomente des Dipoloperators denieren die sogenannten Oszillatorsta¨rken, welche
von groer Bedeutung fu¨r Photoabsorptions- und Photoemmissionsprozesse sind [14].
Bei der erweiterten Teilchen-Loch-Greensfunktion wie auch beim herko¨mmlichen Po-
larisierungspropagator lassen sich U¨bergangsmomente aus den Residuen der Pole des
zugeho¨rigen U¨bergangs berechnen. Die FOSEP-Na¨herung fu¨r U¨bergangsmomente lau-
tet
hΨN0 j T jΨiFOSEP =
X
ij
T ijXij; (6.7)
wobei T ij die Matrixelemente des (Einteilchen-) U¨bergangsoperators T =
P
ij T
ijayiaj
sind. Xij bezeichnen die Komponenten des zur Anregung in den Zustand jΨi geho¨ri-
gen Eigenvektors.
Aufgrund der in den prima¨ren Zusta¨nden jY (ph)rs i enthaltenen Erweiterungen ent-
sprechen jedoch nicht alle Eigenwerte und -vektoren aus Gleichung (6.6)
"
physikali-
schen\ Anregungen. Ein besseres Versta¨ndnis der Zusammenha¨nge kann man erlangen,
wenn man sich die besondere Blockstruktur des Eigenwertproblems vor Augen fu¨hrt.
Diese zeigt sich, wenn man die Menge der Indexpaare entsprechend der Besetzung der
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einzelnen Orbitale aufteilt. In nullter Ordnung bleibt nur die Diagonalmatrix " u¨brig
und die Aufteilung in
"
physikalische\ und
"
unphysikalische\ Na¨herungen ist oensicht-
lich, da der Grundzustand des betrachteten Systems durch eine Slater-Determinante
gena¨hert wird. In diesem Fall sind Anregungen eines einzelnen Teilchens nur dann
physikalisch mo¨glich, wenn sie aus einem besetzten in ein unbesetztes Orbital erfolgen.
Daher ist nur der ph-ph-Block physikalischer Natur. In der (FOSEP-) Na¨herung erster
Ordnung hat die Sa¨kularmatrix die folgende Struktur:
"+ SFOSEP =
0
BBBBB@
"hh 0 0 0
0 "ph + V W 0
0 ~W
 −~"ph + ~V  0
0 0 0 "pp
1
CCCCCA
 hh
 ph
 hp
 pp
: (6.8)
Der Stern () soll an dieser Stelle fu¨r die komplexe Konjugation stehen. Die Tilde (~)
bezeichnet die simultane Transposition der beiden Indexpaare, die ein Matrixelement
kennzeichnen, was lediglich eine Umnummerierung der Reihen und Spalten der ent-
sprechenden Matrix zur Folge hat:h
~A
i
rs;r0s0
=
h
A
i
sr;s0r0
Zuna¨chst stellt man fest, da die FOSEP-Selbstenergie SFOSEP fu¨r Indexpaare,
bei denen beide Orbitale besetzt (hh) oder beide unbesetzt (pp) sind, gar nicht bei-
tra¨gt. Folglich entkoppeln die hh-hh- und pp-pp-Blo¨cke vom Rest der Matrix und das
Eigenwertproblem (6.6) wird fu¨r diese Blo¨cke, die ohnehin schon diagonal sind, trivi-
al und liefert einfach die Dierenzen der Hartree-Fock-Orbitalenergien. Oensichtlich
werden diese Blo¨cke in erster Ordnung nicht korreliert. Die Entkopplung der hh-hh-
und pp-pp-Blo¨cke ist allerdings eine Besonderheit der Mller-Plesset-Partitionierung
des Vielteilchen-Hamilton-Operators einerseits und der speziellen Wahl der erweiterten
Zusta¨nde jY (ph)rs i (mit jΨN0 i als prima¨rem und sekunda¨rem Referenzzustand) anderer-
seits. Wa¨hlt man insbesondere den sekunda¨ren Referenzzustand anders (z. B. bietet
sich j’i = jvaki an), dann ndet keine Entkopplung statt, wie man leicht ausgehend
von Gleichung (5.2) nachrechnet. Die Entkopplung fu¨hrt zu einer beachtlichen Verrin-
gerung des numerischen Aufwands bei der Lo¨sung des Eigenwertproblems und recht-
fertigt daher die getroene Wahl. Viele der im Folgenden besprochenen Eigenschaften
der FOSEP-Na¨herung lassen sich jedoch leicht auf andere Fa¨lle verallgemeinern.
Der ph-Block der "-Matrix "ph entha¨lt die Energien, die zu den einfachen Teilchen-
Loch-Anregungen im Einteilchenbild geho¨ren:h
"ph
i
n;m
= nm("n − "): (6.9)
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Die Indizes  und  kennzeichnen hier besetzte (h), n und m unbesetzte Orbitale (p).
Der Beitrag der Wechselwirkungsmatrix
h
V
i
n;m
= Vn[m] (6.10)
im ph-ph-Block beschreibt die Wechselwirkung der unkorrelierten Slater-Determinante
mit einer einfach angeregten Konguration. In der Tat liefert die Diagonalisierung des
ph-ph-Blocks "ph + V alleine die wohlbekannte Tamm-Danco-Na¨herung (TDA) [9].
Die Kopplung W an den hp-hp-Block kann man als Einbeziehung der Grundzustands-
korrelation verstehen. Diese Aussage soll spa¨ter anhand von sto¨rungstheoretischen Ar-
gumenten noch untermauert werden. Eine a¨hnliche Kopplung tritt auch in der RPA
auf [9]. Die Beziehung zwischen der vorgestellten FOSEP-Na¨herung und der RPA wird
im weiteren Verlauf dieses Kapitels, insbesondere in Abschnitt 6.3, noch detailliert
erla¨utert werden.
Der hp-hp-Block alleine scheint keinen physikalischen Charakter zu haben. Die An-
regungsenergien nullter Ordnung sind negativ und resultieren von der Erzeugung eines
Lochs in einem virtuellen Orbital und eines Teilchens in einem besetzten. Allerdings
koppelt der hp-hp-Block u¨ber die Matrix
h
W
i
n;m
= −Vnm[] (6.11)
an den physikalischen ph-ph-Block und fu¨hrt dadurch zusa¨tzliche Korrelation in die
Tamm-Danco-Anregungsenergien ein.
Aufgrund der angesprochenen Entkopplung der pp- und hh-Blo¨cke bleibt ein Eigen-
wertproblem zu lo¨sen, welches die Blo¨cke der FOSEP-Matrix mit ph- und hp-Indizes
umfat:
MFOSEP x = ! x (6.12)
MFOSEP = "+ SFOSEP

ph- und hp-Blo¨cke
=
0
@ "ph + V W
~W
 −~"ph + ~V 
1
A (6.13)
Im Gegensatz zur RPA ndet man hier ein hermitesches Eigenwertproblem das immer
reelle Eigenwerte liefert. In den meisten Fa¨llen wird die Matrix MFOSEP sogar reell-
symmetrisch sein.
Solange die Wechselwirkung schwach genug bleibt, lassen sich
"
physikalische\ und
"
unphysikalische\ Eigenwerte der FOSEP-Matrix MFOSEP am Vorzeichen dieser Ener-
gien unterscheiden. Auch bei sta¨rkerer Wechselwirkung mag diese Unterscheidung im-
mer noch zutreen. Dies kann man leicht an einem einfachen Modell verstehen, wo der
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ph-ph-Block die Dimension 1 hat und alle Matrixelmente reell sind: MFOSEP ist dann
eine 2 2-Matrix und ihre Eigenwerte lauten

q
"ph2 +W 2 + V:
Man erha¨lt also einen positiven und einen negativen Eigenwert vorausgesetzt, da
V 2 < "ph
2
+W 2
gilt. Diese Bedingung sagt nun, da der schon in der TDA eingefu¨hrte Beitrag der
Korrelation V klein genug sein mu im Vergleich zur Anregungsenergie in nullter Ord-
nung und dem zusa¨tzlichen Wechselwirkungsterm W . Wenn diese Bedingung verletzt
wird oder allgemeiner gesagt die Anzahl der positiven und negativen Eigenwerte in
einer gegebenen Symmetrie nicht gleich sind, dann kann es no¨tig sein, die Eigenvekto-
ren heranzuziehen, um zwischen physikalischen und unphysikalischen Eigenwerten zu
unterscheiden. Trotzdem kann man wohl im allgemeinen die
"
physikalische\ Na¨herung
durch die obere Ha¨lfte der Eigenvektoren denieren.
6.3 Das erweiterte Eigenwertproblem erster Ord-
nung und die RPA
Die im vorangegangenen Abschnitt denierte FOSEP-Na¨herung stellt eine gewisserma-
en natu¨rlich vorgegebene erste Na¨herung an die Teilchen-Loch-Selbstenergie Sph(!)
und daher auch an die Matrix H dar. Andere Na¨herungen erha¨lt man zum Beispiel,
indem man die Menge der prima¨ren Zusta¨nde (Y -Zusta¨nde) erweitert, und somit einen
gro¨eren Block der Matrix H na¨hert. Ein spezielle Na¨herung, die in diese Kategorie
fa¨llt und die bereits besprochenen K-Zusta¨nde (5.8) mit einbezieht, soll in diesem
Abschnitt vorgestellt werden. Ich werde zeigen, da das resultierende erweiterte Eigen-
wertproblem mit Hilfe einer unita¨ren Transformation in das RPA-Eigenwertproblem
transformiert werden kann.
Wir betrachten dieselbe Na¨herung erster Ordnung an den Block H
aa
, der die
FOSEP-Na¨herung deniert, und beziehen zusa¨tzlich die Kopplung an die K-Zusta¨nde
aus Gleichung (5.8) mit ein. Die Zusta¨nde jK(ph)n i stellen aufgrund ihrer in Ab-
schnitt 5.3 diskutierten Entartung zu den Y -Zusta¨nden eine sinnvolle minimale Er-
weiterung der Menge der prima¨ren erweiterten Zusta¨nde fjY (ph)rs ig dar. Gema¨ der
Gleichungen (3.9) bis (3.11) erha¨lt man nun zusa¨tzlich einen Block H
bb
und die Kopp-
lungsblo¨cke H
ab
und H
ba
. Die Matrixelemente dieser Blo¨cke bis zu erster Ordnung
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berechnen sich zu
h
H
ba
i(1)
m;rs
= hK(ph)m jH^jY (ph)rs i(0) = −
p
2Vs[rm](nr − ns); (6.14)h
H
bb
i(0)+(1)
m;0m0
= −0mm0(" − "m)− 2Vm0[0m]: (6.15)
Unter Beachtung der Blockstruktur der Matrix H
aa
in der FOSEP-Na¨herung sieht
man, da die pp-pp- und hh-hh-Blo¨cke der prima¨ren Matrix auch nicht an die K-
Zusta¨nde koppeln. Die Struktur der nun betrachteten Na¨herung an die Matrix H sieht
also folgendermaen aus:
Hext =
0
BBBBBBBB@
 0 0 0 0
0   0 
0   0 
0 0 0  0
0   0 
1
CCCCCCCCA
 hh
 ph
 hp
 pp
 K(hp)
: (6.16)
La¨t man die nicht an den Rest der Matrix koppelnden hh- und pp-Reihen und Spal-
ten weg, bleibt eine 3  3-Blockmatrix mit quadratischen Blo¨cken u¨brig, die man auf
folgende Weise schreiben kann:
M ext =
0
BB@
"ph + V W
p
2W
W −"ph + V p2Vp
2W
p
2V "ph + 2V
1
CCA
 ph
 hp
 K(hp)
: (6.17)
Die Matrix nullter Ordnung "ph und die Kopplungsblo¨cke erster Ordnung V und W
sind wie in Abschnitt 6.2 deniert. Der Einfachheit halber wurde angenommen, da
alle Matrixelmente reell sind. Auerdem wurden hier die Zeilen und Spalten der Blo¨cke
in den mit hp und K(hp) gekennzeichneten Zeilen vertauscht, wodurch die Tilde (~)
gegenu¨ber Gleichung (6.8) wegfa¨llt.
Das Eigenwertproblem der verbleibenden Matrix M ext lautet
M extx = !S x: (6.18)
Die diagonale U¨berlappmatrix S ist der zu M ext passende Teil der Matrix  aus Glei-
chung (3.10), die in Blockschreibweise folgendermaen aussieht:
S =
0
BB@
1 0 0
0 1 0
0 0 −1
1
CCA
 ph
 hp
 K(hp)
: (6.19)
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Man kann nun das Eigenwertproblem (6.18) unter Beibehaltung der Eigenwerte mit
einer Transformationsmatrix T transformieren, die orthogonal bezu¨glich der Metrik S
ist:
T yS T = S: (6.20)
Mit Hilfe der inversen Matrix
T−1 = S−1T yS (6.21)
la¨t sich Gleichung (6.18) umformulieren und ergibt dann
T yM extT T−1x = !T yS T T−1x: (6.22)
Fu¨hrt man nun die folgenden Gro¨en ein
M 0 = T yM extT ; (6.23)
x0 = T−1x; (6.24)
dann erha¨lt man fu¨r die transformierte Eigenwertgleichung
M 0x0 = !S x0: (6.25)
Mit der speziellen Wahl
T =
0
BB@
1 0 0
0
p
21 1
0 1 −p21
1
CCA
 ph
 hp
 K(hp)
(6.26)
fu¨r die Transformationsmatrix la¨t sich das Eigenwertproblem (6.18) weiter entkoppeln:
M 0 =
0
BB@
"ph + V 0 −W
0 −"ph 0
−W 0 "ph + V
1
CCA : (6.27)
La¨t man die entkoppelte mittlere Reihe und Spalte dieser Blockmatrix weg, so bleibt
das folgende 2 2 Blockmatrix-Eigenwertproblem u¨brig:
0
@ "ph + V −W
−W "ph + V
1
A x00 = !
0
@ 1 0
0 −1
1
A x00: (6.28)
Dies ist das RPA-Eigenwertproblem, auf welches anschlieend noch na¨her eingegangen
werden soll und wie es in a¨hnlicher Notation in Referenz [60] diskutiert wird.
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Wie wir gesehen haben, fu¨hrt also die in diesem Abschnitt besprochene Na¨herung
Hext
aa
an die MatrixH zur RPA. Vom Standpunkt der Selbstenergie aus wird in dem hier
diskutierten Modell der statische Teil der Selbstenergie wie in der FOSEP-Na¨herung
beschrieben und zusa¨tzlich ein Teil der dynamischen Selbstenergie hinzugenommen.
Im dynamischen Teil der Selbstenergie werden allerdings nur die in nullter Ordnung
zu den prima¨ren Zusta¨nden entarteten K-Zusta¨nde beru¨cksichtigt. Die resultierende
Na¨herung (die RPA) ist selbstversta¨ndlich genau wie die FOSEP-Na¨herung von erster
Ordnung. Zur zweiten Ordnung wa¨re die Beru¨cksichtigung aller in erster Ordnung an
die prima¨ren Zusta¨nde koppelnden Kongurationen im sekunda¨ren Raum notwendig,
so z. B. die Kopplung an 2p-2h-Anregungen.
Es ist leicht zu zeigen, da die aus der Na¨herung Hext
aa
resultierende Beschreibung
der U¨bergangsmomente die RPA ergibt. Die so gena¨herten U¨bergangsmomente haben
folglich auch alle Eigenschaften der RPA, wie z. B. die A¨quivalenz von
"
length-\ und
"
velocity-Form\ der Dipol-U¨bergangsmomente, auf die ich in Abschnitt 6.4.6 noch
na¨her eingehen werde.
6.4 Eigenschaften der FOSEP-Na¨herung
In diesem Abschnitt sollen einige allgemeine Eigenschaften der FOSEP-Na¨herung be-
sprochen werden. Um den Zusammenhang mit den bekannten Na¨herungsschemata
TDA und RPA zu beleuchten, werde ich die RPA kurz in die bisher benutzte Notation
umschreiben. Anschlieend sollen zwei fundamentale Invarianzen betrachtet werden,
die FOSEP mit der RPA und der TDA teilt, na¨mlich die Gro¨enkonsistenz und die In-
varianz unter unita¨ren Transformationen der Einteilchenbasis. Um die Unterschiede der
drei Na¨herungen zu untersuchen, wird eine sto¨rungstheoretische Analyse der Na¨herun-
gen fu¨r Anregungsenergien und U¨bergangsmomente durchgefu¨hrt werden. Zum Schlu
wird noch die A¨quivalenz zwischen
"
length-\ und
"
velocity-Form\ der Dipol-U¨ber-
gangsmomente angesprochen.
6.4.1 Bezug zur RPA
Die RPA [9, 55] zur Berechnung von Anregungsenergien und U¨bergangsmomenten in
endlichen Fermi-Systemen kann auf viele verschiedene Weisen hergeleitet und verstan-
den werden. Traditionell wird die RPA durch die unendliche Summation von Diagram-
men eines bestimmten Typs in der Feynman-Dyson-Sto¨rungsreihe des Polarisierungs-
propagators hergeleitet [53]. Alternativ kann man die RPA aber auch als Na¨herung
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erster Ordnung an den Integralkern der Bethe-Salpeter-Gleichung [61] oder als speziel-
le Na¨herung erster Ordnung an die Bewegungsgleichung des Polarisierungspropagators
verstehen [14,54]. Hier mo¨chte ich die RPA in einer Form vorstellen, die einen Vergleich
mit FOSEP ermo¨glicht.
Die auf der Hartree-Fock-Na¨herung als nullter Ordnung aufbauende RPA ist durch
das folgende Eigenwertproblem deniert [60]:

"m+R

x = !mx (6.29)
Die Matrixelemente von " sind wie in Gleichung (6.3) deniert, aber die Indexmenge fu¨r
alle Matrizen und Vektoren ist hier auf Paare von Einteilchenindizes eingeschra¨nkt, die
entweder ph- oder hp-Charakter haben (also entweder unbesetzt-besetzt oder besetzt-
unbesetzt). Der RPA-Kern R besteht aus den Matrixelementen Rrs;r0s0 = Vrs0[sr0] und
die metrische Matrix m aus
h
m
i
rs;r0s0
= rr0ss0 (nrns − nrns): (6.30)
Man beachte, da m in Blockschreibweise folgendermaen geschrieben werden kann:
m =
0
@ 1 0
0 −1
1
A ; (6.31)
wobei jeder Block dieser Matrix die Dimension eines ph- (bzw. hp-) Blocks hat.
Das RPA-Eigenwertproblem hat also dieselbe Dimension wie die FOSEP-Gleichungen
(6.12). Der entscheidende Unterschied besteht im Auftreten der indeniten Metrikm im
RPA-Fall, wodurch die RPA-Gleichungen zu einem nichthermiteschen Eigenwertpro-
blem werden. Als Konsequenz dieser Nichthermitezita¨t kann die RPA instabil werden
und komplexe Eigenwerte liefern [14]. Der RPA-Kern R ist auf folgende Weise mit der
FOSEP-Selbstenergie SFOSEP verknu¨pft:
SFOSEP = mRm: (6.32)
Fu¨hrt man die Matrix
MRPA = "m+ SFOSEP

ph und hp Blo¨cke
=
0
@ "ph + V W
~W

~"ph + ~V

1
A (6.33)
mit derselben Nomenklatur wie in den Gleichungen (6.10) und (6.11) ein, dann la¨t
sich das RPA-Eigenwertproblem folgendermaen schreiben:
MRPA x0 = !mx0 (6.34)
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mit x0 = mx. Vergleicht man nun die RPA-Gleichungen (6.34) und (6.33) mit dem
FOSEP-Eigenwertproblem (6.12) und (6.13), so fa¨llt auf, da beide Gleichungssysteme
dieselbe Dimension besitzen und dieselben Ausgangsdaten beno¨tigen und der Unter-
schied eigentlich nur in einigen Minuszeichen besteht. Bevor die sich daraus ergebenden
Unterschiede beider Na¨herungen eingehender untersucht werden sollen, mo¨chte ich die
Aufmerksamkeit des Lesers auf zwei grundlegende Eigenschaften richten, die fu¨r beide
Na¨herungen zutreen.
6.4.2 Gro¨enkonsistenz der FOSEP-Na¨herung
Die Frage der Gro¨enkonsistenz einer Vielteilchenmethode besteht darin, ob die resul-
tierenden Na¨herungen fu¨r physikalische Gro¨en korrekt mit der Gro¨e des untersuchten
Systems skalieren [62, 63]. Diese Frage ist schwer in voller Allgemeinheit zu beantwor-
ten. In der Regel mu man sich auf einfache Modelle oder numerische Rechnungen
beschra¨nken. Trotzdem wird die Frage der Gro¨enkonsistenz bei Anwendungen auf
groe oder ausgedehnte Systeme sehr wichtig.
Im Bereich endlicher Systeme (z. B. fu¨r Moleku¨le) ist das Modell der separier-
ten Fragmente sehr hilfreich, um das Skalierungsverhalten eines Na¨herungsschemas
zu u¨berpru¨fen. Betrachten wir dazu ein Vielteilchensystem, das aus zwei oder mehr
getrennten (nicht-wechselwirkenden) Teilsystemen (Fragmenten) besteht. Gro¨enkon-
sistenz der Anregungsenergien und U¨bergangsmomente bedeutet dann, da eine An-
regung, die an einem Teilsystem lokalisiert ist, mit demselben Ergebnis gena¨hert wird,
wenn das Na¨herungsschema auf das gesamte System oder nur auf das betroene Frag-
ment angewandt wird. Eine ausreichende aber nicht notwendige Bedingung fu¨r diese
Eigenschaft ist, da die Sa¨kulargleichungen des Na¨herungsschemas bei lokalen Anre-
gungen an Subsystemen in unabha¨ngige Gleichungssysteme fu¨r die Fragmente zerfallen.
Diese a priori-Entkopplung von unabha¨ngigen lokalen Gleichungen nennt man Sepa-
rabilita¨t [64].
Die Separabilita¨t von FOSEP und RPA beweist man mit den folgenden Argumen-
ten: Im Modell der separierten Fragmente ist der Hamilton-Operator des Gesamtsy-
stems eine Summe aus den Hamilton-Operatoren der Subsysteme. Dies impliziert, da
die (Hartree-Fock-) Einteilchenzusta¨nde ’r lokal fu¨r jedes Fragment gewa¨hlt werden
ko¨nnen und da die Matrixelemente der Zweiteilchen-Wechselwirkung Vijkl verschwin-
den, wenn nicht alle vier Indizes i, j, k und l Orbitale bezeichnen, die zum selben
Subsystem geho¨ren. Aus den Denitionen der FOSEP-Matrix (6.5) und (6.13) und
der RPA-Matrix (6.33) wird daher sofort klar, da beide Methoden separabel sind und
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man sie daher auch als gro¨enkonsistent bezeichnen kann. Dieselben Argumente treen
auch auf die TDA zu, auf die sich FOSEP und die RPA im Falle des Verschwindens des
KopplungsblocksW reduzieren, wie in Abschnitt 6.2 gezeigt wurde. Im Falle von nicht-
lokalen Anregungen (bei denen ein Loch an einem bestimmten Fragment lokalisiert ist
und ein Teilchen an einem anderen) werden die Anregungsenergien in allen drei Sche-
mata durch Dierenzen der Einteilchenenergien gena¨hert. In diesem Fall stimmt das
Niveau der Na¨herung mit dem auf Koopmans Theorem beruhenden Schema u¨berein,
welches eine in erster Ordnung Sto¨rungstheorie konsistente Beschreibung liefert. Ich
mo¨chte hier noch darauf hinweisen, da die Separabilita¨tseigenschaft fu¨r die genaueren
Na¨herungsmethoden der Vielteilchentheorie wie z. B. fu¨r die CI-Methode [56] in keiner
Weise selbstversta¨ndlich ist.
6.4.3 Unita¨re Transformationen der Einteilchenbasis
Um den Einflu der endlichen Na¨herung der zugrundeliegenden Einteilchenbasis
von den systematischen Unzula¨nglichkeiten eines Na¨herungsschemas unterscheiden zu
ko¨nnen, ist es wichtig, da die Na¨herung invariant unter Rotationen (d. h. unita¨ren
Transformationen) der zugrundeliegenden Einteilchenbasis ist. Eine globale Invarianz
ist nur fu¨r sogenannte
"
exakte\ Methoden wie
"
full CI\ 1 selbstversta¨ndlich. Systema-
tisches Abschneiden der CI-Matrix, bei dem man Einfach-, Doppel- oder Dreifachan-
regungen bezu¨glich einer gegebenen Referenzkonguration mitnimmt, sind immerhin
noch invariant unter solchen Transformationen, die besetzte und virtuelle Orbitale nicht
miteinander mischen. Eine derartige Invarianz trit auf sto¨rungstheoretische Propaga-
tormethoden im allgemeinen nicht zu. Die FOSEP-Methode wie auch die RPA und
die TDA teilen diese Invarianz mit der CI-Methode, wohingegen die Na¨herungsver-
fahren ho¨herer Ordnung dies normalerweise nicht tun. Bei der SOPPA-Methode, einer
Na¨herung zweiter Ordnung an den Polarisierungspropagator, wurden die Einflu¨sse von
Rotationen der Einteilchenbasis numerisch untersucht [65].
Eine physikalische Motivation fu¨r eine Modikation der Einteilchenfunktionen kann
man daraus beziehen, da die virtuellen Hartree-Fock-Orbitale ein zua¨tzliches Teil-
chen in einem gemittelten Feld beschreiben und daher eher diuse Funktionen darstel-
1Mit
"
full conguration interaction (full CI)\ bezeichnet man die Diagonalisierung des Vielteilchen-
Hamilton-Operators in einer Basis, die sich aus allen mo¨glichen Slater-Determinanten (Konguratio-
nen) aus einer gegebenen endlichen Einteilchenbasis mit vorgegebener, fester Teilchenzahl zusammen-
setzt. Die zugrundegelegte endliche Einteilchenbasis kann die Physik natu¨rlich nur na¨herungsweise
beschreiben, aber darauf aufbauend wird dann das Vielteilchenproblem exakt gelo¨st.
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len, wohingegen die wesentlichen Eekte der Korrelation eher bei kleinen Absta¨nden
auftreten, da hier Abschirmungseekte noch nicht so wirksam sind wie bei gro¨eren
Absta¨nden. Folglich kann man hoen, durch Transformation auf Orbitale, die sta¨rker
lokalisiert sind als Hartree-Fock-Orbitale, eine bessere Beschreibung der Korrelation
zu erreichen.
In einem sto¨rungstheoretischen Ansatz kann eine unita¨re Transformation in der
Menge der virtuellen Einteilchenzusta¨nde realisiert werden, indem man ein (hermite-
sches) Einteilchenpotential zu H0 aus Gleichung (1.20) addiert, das nur auf die virtu-
ellen Zusta¨nde Einflu nimmt. Dieses Einteilchenpotential wird von H1 aus Gleichung
(4.1) wieder abgezogen. Die neue Einteilchenbasis wird dann als die Orbitalbasis de-
niert, die den modizierten Hamiltonoperator nullter Ordnung diagonalisiert. Oen-
sichtlich ist nun die neue Basis mit der urspru¨nglichen durch eine unita¨re Transforma-
tion verknu¨pft, welche die besetzten Einteilchenzusta¨nde nicht vera¨ndert und auch die
Slater-Determinante jN0 i unberu¨hrt la¨t, wodurch die Unterscheidung zwischen be-
setzten und virtuellen Orbitalen erhalten bleibt. Aus den Denitionen (6.3) und (6.5)
der Matrizen " und SFOSEP kann man sehen, da eine solche Transformation der Ein-
teilchenbasis auch eine unita¨re Transformation der Sa¨kulargleichung (6.6) bewirkt, die
ihre Blockstruktur (6.8) erha¨lt. Das FOSEP-Eigenwertproblem (6.12) und (6.13) wird
also transformiert, ohne da sich die Eigenwerte a¨ndern. Diese Argumentation la¨t sich
analog auch auf die verwandten Na¨herungen RPA und TDA u¨bertragen. Zusammenfas-
send kann man sagen, da sowohl die FOSEP-Na¨herung wie auch die RPA und die TDA
invariant unter unita¨ren Transformationen innerhalb der Menge der virtuellen Einteil-
chenorbitale sind. Diese Eigenschaft la¨t sich leicht auf unita¨re Transformationen der
Orbitalbasis verallgemeinern, die besetzte und unbesetzte Orbitale nicht mischen.
In einem viel allgemeineren Sinn ist die Matrix H
aa
, die den prima¨ren Block der
Matrixdarstellung H des verallgemeinerten Anregungsenergieoperators H darstellt, in-
variant unter beliebigen unita¨ren Transformationen im Einteilchenraum. Da die einzige
unbekannte Gro¨e bei der Auswertung von H
aa
aus Gleichung (5.2) der exakte Grund-
zustand jΨN0 i ist (wir haben hier j’i = jΨN0 i gewa¨hlt), folgen die Invarianzeigen-
schaften einer Na¨herung an H
aa
aus der fu¨r den Grundzustand gewa¨hlten Na¨herung.
In anderen Worten: Die Eigenwerte der Matrix H
aa
aus Gleichung (5.2) ha¨ngen nur
von der gewa¨hlten Na¨herung fu¨r den Grundzustand ab und nicht von den Einzelheiten
der Einteilchenbasis. Im speziellen Fall eines Systems von Teilchen, die nur mit Ein-
teilchenpotentialen wechselwirken, ist der prima¨re Block H
aa
sogar unabha¨ngig vom
Grundzustand. In diesem schon in Abschnitt 5.1 diskutierten Fall liefert die erste Ord-
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nung der Matrix H
aa
schon die exakte Lo¨sung fu¨r die Anregungsenergien, die natu¨rlich
invariant unter beliebigen unita¨ren Transformationen der Einteilchenbasis ist.
6.4.4 Sto¨rungstheoretische Analyse der Anregungsenergien
Um die Unterschiede zwischen der FOSEP-Na¨herung, der RPA und der TDA zu un-
tersuchen, soll nun eine sto¨rungstheoretische Analyse der Anregungsenergien bis zu
zweiter Ordnung Rayleigh-Schro¨dinger-Sto¨rungstheorie a¨hnlich der in Referenz [13]
gegebenen durchgefu¨hrt werden. Die Rayleigh-Schro¨dinger-Sto¨rungsreihe stellt selbst
keine zuverla¨ssige Methode zur Berechnung der Energien angeregter Zusta¨nde dar, ist
aber zur Analyse und zum Vergleich verschiedener Na¨herungsmethoden sehr nu¨tzlich.
Wir nehmen an, da die von der einfach angeregten Slater-Determinante
ji = aya jN0 i (6.35)
ausgehende Rayleigh-Schro¨dinger-Reihe gegen den angeregten Zustand jΨi konver-
giert. Man beachte, da hier  ein Teilchenindex und  ein Lochindex sein mu. Einen
Ausdruck fu¨r die Anregungsenergie zweiter Ordnung erha¨lt man, indem man den Aus-
druck zweiter Ordnung fu¨r die Grundzustandsenergie EN0 vom entsprechenden Aus-
druck fu¨r die Energie des angeregten Zustands E abzieht.
Fu¨r die Grundzustandsenergie zweiter Ordnung gilt der bekannte Ausdruck
E0(2) = E0(1) + U
(2p−2h)
0 ; (6.36)
wobei E0(1) = hN0 j H^ jN0 i die Grundzustandsenergie erster Ordnung darstellt. Der
Term
U
(2p−2h)
0 = −
X
i<j
k<l
Vij[kl]2
"i + "j − "k − "lninjnknl (6.37)
bezeichnet die Beitra¨ge zweiter Ordnung zur Grundzustandskorrelation. Die in der
Quantenchemie sehr gebra¨uchliche Na¨herung (6.36) fu¨r die Grundzustandsenergie
bezeichnet man auch als Mller-Plesset-Na¨herung zweiter Ordnung (MP-2). In der
Sprache der CI-Methode kann der Term zweiter Ordnung U
(2p−2h)
0 als Wechsel-
wirkung der Grundzustands-Slater-Determinante jN0 i mit Zwei-Teilchen-Zwei-Loch-
Kongurationen interpretiert werden. Die Energie des angeregten Zustands in zweiter
Ordnung kann ebenfalls leicht ausgewertet werden. Man ndet den entsprechenden
Ausdruck in Referenz [13].
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Die Anregungsenergie in zweiter Ordnung lautet dann
E(2) = E(2)− E0(2)
= E(1) + U
(p−h)
 + U
(2p−2h)
 +R (6.38)
wobei E(1) = "−"−V[] die Anregungsenergie erster Ordnung ist. Die Terme
U
(p−h)
 und U
(2p−2h)
 bezeichnen Beitra¨ge zweiter Ordnung zur Energie des angeregten
Zustands, die von Wechselwirkungen der Konguration ji mit anderen p-h- und
mit 2p-2h-Kongurationen herru¨hren und in Referenz [13] zu nden sind. Der Teil R
ist der Rest einer teilweisen Auslo¨schung des Korrelationsanteils U
(2p−2h)
0 der Grundzu-
standsenergie aus Gleichung (6.37) mit einem Beitrag zur Korrelation des angeregten
Zustands. Man kann ihn als Summe dreier Terme schreiben:
R = R
1
 +R
2
 +R
3
 ; (6.39)
wobei
R1 =
X
j;k;l
k<l
k;l 6=
Vj[kl]2
" + "j − "k − "lnjnknl
R2 =
X
i;j;l
i<j
i;j 6=
Vij[l]2
"i + "j − " − "lninjnl (6.40)
R3 =
X
j;l
Vj[l]2
" + "j − " − "lnjnl
Diese Terme verbleiben von U
(2p−2h)
0 und entsprechen den Summanden aus Gleichung
(6.37) mit i =  oder k = . Die u¨brigen Terme von U
(2p−2h)
0 heben sich mit Beitra¨gen
des angeregten Zustands weg.
Wir ko¨nnen nun Ausdruck (6.38) mit den Anregungsenergien zweiter Ordnung der
TDA, der RPA und der FOSEP-Methode vergleichen. Die Na¨herungen fu¨r die Anre-
gungsenergien in diesen Schemata ndet man durch Lo¨sen des entsprechenden Matrix-
Eigenwertproblems. Einfache Sto¨rungstheorie fu¨r Matrizen fu¨hrt zur Na¨herung zweiter
Ordnung fu¨r die Eigenwerte. Man ndet die folgenden Ausdru¨cke:
ETDA (2) = E(1) + U
(p−h)
 (6.41)
ERPA (2) = E(1) + U
(p−h)
 −R3 (6.42)
EFOSEP (2) = E(1) + U
(p−h)
 +R
3
 (6.43)
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Alle drei Na¨herungen sind also in erster Ordnung konsistent mit dem Ausdruck der
Rayleigh-Schro¨dinger-Theorie (6.38). Demnach bezeichnet man sie gerechtfertigterwei-
se als Na¨herungsschemata erster Ordnung. Die Beitra¨ge nullter und erster Ordnung
E(1) stammen aus den diagonalen Matrixelementen des ph-ph-Blocks (also des
TDA-Blocks) der Matrizen MFOSEP und MRPA der Gleichungen (6.12) und (6.33),
wohingegen die Terme zweiter Ordnung durch die Diagonalisierung erzeugt werden.
Selbstversta¨ndlich reproduziert keines der drei Schemata den Rayleigh-Schro¨dinger-
Ausdruck zweiter Ordnung (6.38) vollsta¨ndig. Eine konsistente Beschreibung in zweiter
Ordnung erreicht man nur mit genaueren und aufwendigeren Na¨herungen wie ADC(2)
oder SOPPA.
Der Term U
(p−h)
 beschreibt einen Teil der Korrelation zweiter Ordnung des angereg-
ten Zustands, wie man aus Gleichung (6.38) sieht. Er stellt den einzigen Beitrag zweiter
Ordnung zur TDA-Anregungsenergie dar und stammt aus dem auerdiagonalen Teil
der TDA-Matrix, welche ja auch als ph-ph-Block Teil der FOSEP-Matrix MFOSEP ist.
In den FOSEP- und den RPA-Ausdru¨cken kommt zusa¨tzlich noch der Term R3 vor,
der schon als Teil der Grundzustandskorrelation identiziert wurde. Vergleicht man mit
der Sto¨rungsentwicklung (6.38) der exakten Anregungsenergie, so fa¨llt auf, da dieser
Term in der RPA-Anregungsenergie (6.42) mit falschem Vorzeichen auftritt. Bei der
FOSEP-Na¨herung (6.43) hingegen ist das Vorzeichen mit der Rayleigh-Schro¨dinger-
Entwicklung konsistent. Der Term R3 entsteht durch die Kopplung des ph- mit dem
hp-Block in der FOSEP-MatrixMFOSEP aus Gleichung (6.12), bzw. in der RPA-Matrix
MRPA aus Gleichung (6.33). Der Leser sei daran erinnert, da der einzige Unterschied
zwischen den FOSEP- und den RPA-Gleichungen in negativen Vorzeichen im hp-hp-
Block der Sa¨kulargleichungen und der RPA-Metrik bestand. Diese Vorzeichen ziehen
sich hier in die Ausdru¨cke zweiter Ordnung durch und zeigen die Inkonsistenz der RPA
mit der Rayleigh-Schro¨dinger-Sto¨rungstheorie.
Interessanterweise liefern alle drei Teile von R aus Gleichung (6.40) positive Kor-
rekturen zur Anregungsenergie. Daher liegen die RPA-Anregungsenergien in zweiter
Ordnung immer niedriger als die TDA-Werte, wohingegen die FOSEP-Na¨herung im
Einklang mit dem Vorzeichen des vollsta¨ndigen Terms R die TDA-Energie nach
oben korrigiert. Beru¨cksichtigt man, da die TDA die Grundzustandsenergie mit der
variationellen Hartree-Fock-Methode approximiert, dann ist es sinnvoll, eine Vergro¨e-
rung der Anregungsenergie zu erwarten, wenn Grundzustandskorrelation zusa¨tzlich
beru¨cksichtigt wird. Folglich ko¨nnen wir den Schlu ziehen, da die FOSEP-Methode
im Gegensatz zur RPA Grundzustandskorrelation auf konsistente Weise beru¨cksichtigt.
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Der in allen drei Na¨herungen fehlende Term U
(2p−2h)
 aus der Rayleigh-Schro¨dinger-
Entwicklung zweiter Ordnung (6.38) tra¨gt kein deniertes Vorzeichen, wie man aus
Gleichung (68c) in Referenz [13] sehen kann. Dieser Beitrag kann natu¨rlich auch die
Anregungsenergie absenken und mo¨glicherweise den Einflu der Grundzustandskorre-
lation u¨berkompensieren. In diesem Fall kann die RPA also durch zufa¨llige numerische
Kompensation zu besseren Ergebnissen fu¨hren.
6.4.5 Sto¨rungstheoretische Analyse der U¨bergangsmomente
Ich mo¨chte nun zeigen, da mit FOSEP auch die Matrixelemente eines U¨bergangsope-
rators zwischen dem Grundzustand und einem angeregten Zustand im Gegensatz zur
RPA in erster Ordnung konsistent gena¨hert werden ko¨nnen. Betrachten wir hierzu das
U¨bergangsmoment
T = hΨN0 j T jΨi (6.44)
des (Einteilchen-) U¨bergangsoperators T fu¨r den Teilchen-Loch-angeregten Zustand
jΨi, der im letzten Abschnitt eingefu¨hrt wurde. Bis zu erster Ordnung lautet die
Sto¨rungsentwicklung
T(1) = hN0 j T ji+ hN0 j T jΨ(1)i+ hΨ(1)o j T ji: (6.45)
Explizite Ausdru¨cke fu¨r diese Terme erha¨lt man durch direkte Anwendung der
Rayleigh-Schro¨dinger-Sto¨rungstheorie und kann man in Referenz [13] nden.
In analoger Weise zum vorangegangenen Abschnitt kann man den obigen Ausdruck
nun mit den Ergebnissen der Matrix-Sto¨rungstheorie fu¨r die TDA, die RPA und die
FOSEP-Na¨herung fu¨r U¨bergangsmomente vergleichen. Man sieht so leicht, da das
FOSEP-Eigenwertproblem (6.6) und (6.12) zusammen mit der Na¨herung fu¨r die U¨ber-
gangsmomente (6.7) zu einer konsistenten Na¨herung erster Ordnung der U¨bergangs-
momente fu¨hrt. Fu¨r die TDA, die RPA und die ADC-Schemata erster und zweiter Ord-
nung wurde die sto¨rungstheoretische Analyse in Referenz [13] ausgefu¨hrt. Dort wurde
gezeigt, da der TDA-Ausdruck in erster Ordnung unvollsta¨ndig ist, weil der Term
hΨ(1)o j T ji fehlt. Dieser Term beschreibt Grundzustandskorrelation erster Ordnung,
die in der TDA vernachla¨ssigt wird. In der RPA wird dieser Term korrekt beschrieben
und folglich die U¨bergangsmomente in erster Ordnung konsistent gena¨hert. Diese Tat-
sache mag die Einscha¨tzung rechtfertigen, das die RPA im Gegensatz zur TDA Grund-
zustandskorrelation beru¨cksichtigt. Ich mo¨chte hier noch erwa¨hnen, da die U¨bergangs-
momente auch in der ADC(1)-Na¨herung in erster Ordnung konsistent beschrieben wer-
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den. ADC(1) ist a¨quivalent zur TDA, was die Na¨herung von Anregungsenergien betrit,
unterscheidet sich aber in der Behandlung der U¨bergangsmomente [13].
6.4.6 Die A¨quivalenz von
"
length-\ und
"
velocity-form\ der
Dipol-U¨bergangsmomente
Die U¨bergangsmomente des Dipoloperators spielen in vielen physikalischen Systemen
eine besondere Rolle. Aus ihnen berechnet man die sogenannten Oszillatorsta¨rken [66],
die als wichtige Parameter die Wechselwirkung eines Vielteilchensystems mit Strah-
lung charakterisieren. Fu¨r die exakten Dipol-U¨bergangsmomente gibt es eine Hier-
archie von a¨quivalenten Darstellungen ausgehend von der
"
length\- und der
"
veloci-
ty\-Darstellung. Die A¨quivalenz der length- und der velocity-Darstellungen der Dipol-
U¨bergangsmomente wird durch die Identita¨t
(E −E0)hΨjZ jΨN0 i = −ihΨjPz jΨN0 i (6.46)
ausgedru¨ckt. Die rechte und linke Seite dieser Gleichung denieren gleichzeitig
die length- bzw. velocity-Darstellungen der Dipol-U¨bergangsmomente. Ohne Be-
schra¨nkung der Allgemeinheit betrachten wir nur die z-Komponente Z des Dipol-
operators. Die z-Komponente des Impulsoperators Pz ist mit dem Dipoloperator
durch [H ; Z] = −iPz verknu¨pft, vorrausgesetzt der Hamilton-Operator entha¨lt nur
lokale Potentiale, wie es z. B. fu¨r Coulomb-wechselwirkende Elektronen in Ato-
men oder Moleku¨len der Fall ist. Gleichung (6.46) folgt dann aus der Identita¨t
(E −E0)hΨjZ jΨN0 i = hΨj [H ; Z] jΨN0 i.
Es ist eine ganz besondere Eigenschaft der RPA, diese A¨quivalenz exakt zu erhalten,
vorrausgesetzt die zugrundeliegende Hartree-Fock-Basis ist vollsta¨ndig [67]. Tatsa¨chlich
haben Hansen und Bouman [58] sogar gezeigt, da man die RPA-Gleichungen mit
ihrer besonderen, nichthermiteschen Struktur ausgehend von einer CI-Darstellung der
Wellenfunktionen des Grund- und des angeregten Zustands herleiten kann, wenn man
spezielle
"
hyperviriale Beziehungen\ fordert, die man als direkte Verallgemeinerung
der A¨quivalenz von length- und velocity-Darstellung verstehen kann. In Hinsicht auf
die exakte Erfu¨llung dieser Relationen mu man also die RPA als einzigartig ansehen.
Um die sto¨rungstheoretische Entwicklung durchsichtig zu machen, fu¨hre ich den
u¨blichen Sto¨rparameter  im Hamilton-Operator H = H0 + H1 ein. Die Diskre-
panzfunktion () sei dann deniert durch die Dierenz der linken und der rechten
Seite von Gleichung (6.46). Sie ist eine Funktion von , die bei voller Wechselwirkung
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(d. h.  = 1) verschwindet. Fu¨r  = 0, was der Hartree-Fock-Na¨herung fu¨r die U¨ber-
gangsmomente entspricht, verschwindet sie jedoch keineswegs, da das Hartree-Fock-
Potential nichtlokal ist, womit die oben gegebene Argumentation fu¨r die A¨quivalenz
von length- und velocity-Darstellung nicht mehr zutrit. Die Sto¨rungsentwicklung von
() verschwindet daher auch nicht Term fu¨r Term, sondern wird im allgemeinen in
jeder Ordnung einen eigenen, nicht-verschwindenden Beitrag liefern.
Die TDA na¨hert nur die nullte Ordnung der Diskrepanzfunktion () korrekt
und macht daher bereits einen Fehler von erster Ordnung in . Die FOSEP-Na¨herung
reproduziert () dagegen in erster Ordnung korrekt und macht somit einen Feh-
ler in zweiter Ordnung. Das gleiche gilt auch fu¨r die RPA, die aber zusa¨tzlich noch
die besondere Eigenschaft hat, die Nullstelle ( = 1) = 0 zu reproduzieren. Der
Vollsta¨ndigkeit halber soll erwa¨hnt werden, da ADC(1) [68] die Funktion () in
erster Ordnung na¨hert, wa¨hrend SOPPA [69] und ADC(2) [68] in zweiter Ordnung
konsistent sind. Keine dieser Na¨herungen reproduziert jedoch das Verschwinden der
Diskrepanzfunktion bei  = 1.
Die FOSEP-Na¨herung verha¨lt sich also in Bezug auf die A¨quivalenz von length- und
velocity-Darstellung so, wie man es von einer konsistenten Na¨herung erster Ordnung
erwarten kann. Die verbleibende Diskrepanz der beiden Darstellungen, also der Fehler
zweiter Ordnung zur Diskrepanzfunktion () la¨t sich als Test fu¨r die Gu¨ltigkeit
der Na¨herung nu¨tzlich verwerten. In Abha¨ngigkeit von den besonderen Zielen einer
Na¨herungsrechnung mag dies gegenu¨ber einer a-priori-Erfu¨llung der A¨quivalenz wie
bei der RPA, durch die der tatsa¨chliche Fehler einer Na¨herung verschleiert werden
kann, vorteilhaft erscheinen.
6.5 Anwendung auf ein einfaches Modell
In diesem Abschnitt sollen die Ergebnisse der FOSEP-Na¨herung fu¨r die Anregungs-
energien eines sehr einfachen Modellsystems mit denen der RPA, der TDA und den
exakten Ergebnissen verglichen werden. Das untersuchte Modell ist als Hubbard-Modell
fu¨r das Wassersto-Moleku¨l H2 bekannt [70]. Im Rahmen dieses Modells ko¨nnen alle
Anregungsenergien in Abha¨ngigkeit von zwei Parametern berechnet werden, welche die
Auswirkungen der Coulomb-Wechselwirkung simulieren ko¨nnen.
80 KAPITEL 6. TEILCHEN-LOCH-SELBSTENERGIE ERSTER ORDNUNG
6.5.1 Denition und exakte Lo¨sung des Modells
Im Hubbard-Modell fu¨r das Wasserstomoleku¨l wird jedes der beiden Atome durch
ein einziges elektronisches Energieniveau (Atomorbital) modelliert. Jedes Niveau, im
Folgenden mit jRi und jR’i bezeichnet, kann bis zu zwei Elektronen mit entgegen-
gesetztem Spin aufnehmen. Der Einteilchenteil h des Hamilton-Operators entha¨lt den
diagonalen Beitrag
hRj h^ jRi = hR’j h^ jR’i = E ; (6.47)
der eine Energie E fu¨r jedes Elektron beisteuert. Der nebendiagonale Term beschreibt
eine Anziehung durch den benachbarten Atomkern und stellt eine Amplitude fu¨r das
"
Tunneln\ oder
"
Springen\ eines Elektrons von einem Kern zum anderen dar:
hRj h^ jR’i = hR’j h^ jRi = −t (< 0): (6.48)
Zusa¨tzlich gibt es eine Zweiteilchen-Wechselwirkung, die einen positiven Energiebei-
trag U liefert, wenn ein Niveau gleichzeitig von zwei Elektronen besetzt wird. Dieser
Term soll die intraatomare Coulomb-Abstoung zweier lokalisierter Elektronen mo-
dellieren. Man beachte, da alle Wechselwirkungen unabha¨ngig vom Elektronenspin
sind.
Im Folgenden betrachten wir ein neutrales Wasserstomoleku¨l [d. h. zwei Elektro-
nen in zwei Orbitalen]. Die Lo¨sung der Hartree-Fock-Gleichungen liefert die beiden
(molekularen) Orbitalfunktionen
jgi = 1p
2
( jRi+ jR’i) (6.49)
jui = 1p
2
( jRi − jR’i) (6.50)
mit den zugeho¨rigen Hartree-Fock-Einteilchenenergien "g=u = Et+ 12U . In der Hartree-
Fock-Grundzustands-Slater-Determinante jN0 i = jg " g #i ist das Orbital jgi doppelt
besetzt. Um den U¨bergang zwischen der Hartree-Fock-Na¨herung zum korrelierten Pro-
blem deutlich zu machen, fu¨hren wir wieder den Sto¨rparameter  ein, indem wir den
Hamilton-Operator
H = H0 + H1 mit  2 [0; 1] (6.51)
verwenden. Der Fock-Operator H0 und der Wechselwirkungsteil H1 sind hierbei wie
zuvor deniert [Gleichungen (4.1) bis(4.4)]. Die Matrixelemente der Zweiteilchenwech-
selwirkung Vijkl, die H1 denieren, sind durch die Transformation (6.49) und (6.50) ins
Bild der Atomorbitale bestimmt.
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Fu¨r die Zwei-Elektronen-Eigenzusta¨nde des Systems gibt es sechs unabha¨ngige
Lo¨sungen. Entsprechend der mo¨glichen Kombinationen der Elektronenspins ndet man
drei Zusta¨nde mit Singulett-Symmetrie jΨ0=1i und jSui und einen entarteten Triplett-
Zustand jT−1=0=1i:
jΨ0i =  jg " g #i+  ju " u #i;
jΨ1i =  jg " g #i+  ju " u #i;
jSui = 1p2( ju " g #i − jg " u #i);
jT0i = 1p2( ju " g #i+ jg " u #i);
jT1i = ju " g "i;
jT−1i = ju # g #i;
(6.52)
wobei
 =
4 t+
p
16 t2 + 2 U2r
2 U2 +

4 t+
p
16 t2 + 2 U2
2 ;
2 = 1− 2:
(6.53)
Die Abha¨ngigkeit vom Sto¨rparameter  zeigt den Einflu der Korrelation an, die nur
zwischen den Singulett-Slater-Determinanten jg " g #i und ju " u #i mit gerader
Symmetrie auftritt wird. Zur Vereinfachung der Notation soll im Folgenden der In-
dex  weggelassen werden. Man beachte, da der unkorrelierte Fall  = 0 entspricht,
in dem  = 1 und  = 0 sind. Dabei wird deutlich, da jΨN0 i aus dem Hartree-
Fock-Grundzustand jN0 i = jg " g #i entsteht, wogegen jΨ1i mit der angeregten
2p-2h-Konguration ju " u #i verknu¨pft wird und daher von den hier besprochenen
Na¨herungsschemata erster Ordnung nicht approximiert wird. Die exakten Energieei-
genwerte der Zusta¨nde (6.52) lauten
E0 = 2 E + U − 2 U −
q
4 t2 + 
2
4
U2;
E1 = 2 E + U − 2 U +
q
4 t2 + 
2
4
U2;
ESu = 2 E + U;
ET = 2 E + U − U:
(6.54)
Die Anregungsenergien Ei werden wie u¨blich durch die Dierenz der Energien der
angeregten Zusta¨nde Ei mit der Grundzustandsenergie E0 deniert. Die zur Anregung
in den Triplett-Zustand beno¨tigte Energie lautet z. B.
ET = ET − E0 = −
2
U +
s
4 t2 +
2
4
U2: (6.55)
Man beachte, da die Entwicklung der Ei in einer Potenzreihe in  (um  = 0) die
Rayleigh-Schro¨dinger-Reihe der Anregungsenergien liefert.
82 KAPITEL 6. TEILCHEN-LOCH-SELBSTENERGIE ERSTER ORDNUNG
6.5.2 Ergebnisse fu¨r TDA, RPA und FOSEP
Da die Anregung vom Grundzustand in den Zustand jΨ1i nicht mit den behandel-
ten Na¨herungen erster Ordnung approximiert werden kann, verbleibt eine Singulett-
Anregung von jΨN0 i in den Zustand jSui und die Anregung in einen der drei
Triplett-Zusta¨nde jTii. Die Triplett-Anregung nach jT−1i wird zum Beispiel durch eine
Teilchen-Loch-Anregung vom jg #i in das ju "i Orbital beschrieben. Die TDA-Matrix
fu¨r diese Triplett-Anregung ist eindimensional, da der angeregte Zustand unkorreliert
ist. Das TDA-Ergebnis fu¨r diese Triplett-Anregung
ETDAT = 2t−

2
U (6.56)
stimmt mit der ersten Ordnung der Rayleigh-Schro¨dinger-Sto¨rungstheorie u¨berein.
Die FOSEP-MatrixMFOSEP wie auch die RPA-Matrix sind jedoch wegen der Kopp-
lung an die entsprechende Loch-Teilchen-Konguration zweidimensional. Die FOSEP-
Matrix fu¨r die Triplett-Anregung lautet
MFOSEP
T
=
0
@ 2t− 2U 2U

2
U −2t− 
2
U
1
A : (6.57)
Fu¨r ihre Eigenwerte ndet man
E
FOSEP(p=u)
T = −

2
U 
s
4 t2 +
2
4
U2: (6.58)
Wie in Abschnitt 6.2 ausgefu¨hrt, erha¨lt man physikalische und unphysikalische Ei-
genwerte, von denen die letzteren keine physikalisch relevante Information tragen. Die
Unterscheidung zwischen physikalischem und unphysikalischem Eigenwert ist im vorlie-
genden Fall klar, da E
FOSEP(p)
T stets nicht-neagtiv ist, wa¨hrend E
FOSEP(u)
T fu¨r keine
Wahl der Parameter positiv wird. Man beachte, da der physikalische Eigenwert hier
die exakte Anregungsenergie reproduziert, d. h. E
FOSEP(p)
T = ET !
Der enge Zusammenhang des RPA-Eigenwertproblems mit der FOSEP-Matrix wur-
de schon in Abschnitt 6.4.1 aufgezeigt. Die Lo¨sungen der RPA-Gleichungen fu¨r die
Triplett-Anregungen lauten
E
RPA(p=u)
T = 
p
4 t2 − 2  t U: (6.59)
Oensichtlich kann der Ausdruck unter der Quadratwurzel bei entsprechender Wahl
der Parameter durchaus negativ werden. In diesem Fall wird die RPA instabil.
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Abbildung 6.1: Eigenwerte der
FOSEP-, RPA- und TDA-
Gleichungen fu¨r die Triplett-
und Singulett-Anregung wie im
Text beschrieben. Fu¨r die Pa-
rameter des Hubbard-Modells
wurde t = 1 und U = 10
gewa¨hlt. Die physikalischen
FOSEP-Anregungsenergien
EFOSEP(p) (in der Abbildung
mit FOSEP(p) bezeichnet) stim-
men jeweils mit den exakten
Anregungsenergien u¨berein.
Fu¨r die Triplett-Anregung
bricht die RPA zusammen und
liefert fu¨r  > 0:2 komplexe
Eigenwerte.
Der obere Teil von Abbildung 6.1 zeigt die Lo¨sungen der FOSEP-, der RPA- und
der TDA-Gleichungen fu¨r die Triplett-Anregung als Funktion des Sto¨rparameters  fu¨r
eine bestimmte Wahl der Hubbard-Parameter t und U . Bei dieser Wahl der Parameter,
die einer starken intraatomaren Coulomb-Abstoung entspricht, wird die RPA instabil.
Wie im Rahmen der sto¨rungstheoretischen Analyse in Abschnitt 6.4.4 besprochen, liegt
die RPA- unter der TDA-Lo¨sung, wohingegen die FOSEP-Na¨herung daru¨ber liegt. Wie
schon erwa¨hnt wurde, ist in diesem Modell nur der Grundzustand jΨN0 i korreliert,
wa¨hrend der angeregte Zustand jT−1i unkorreliert ist. Die Grundzustandskorrelation
wird hier von der FOSEP-Na¨herung aber nicht von der RPA richtig beru¨cksichtigt.
Man beachte, da diese Aussage hier, d. h. fu¨r das betrachtete Modell, auch jenseits
der zweiten Ordnung gilt. Damit liefert diese Modellstudie zur sto¨rungstheoretischen
Analyse von Abschnitt 6.4.4 komplementa¨re Information u¨ber die Behandlung der
Grundzustandskorrelation.
Fu¨r die Singulett-Anregung ndet man a¨hnliche Ergebnisse wie fu¨r die Triplett-
Anregung. Das FOSEP-Ergebnis E
FOSEP(p)
Su stimmt wieder mit der exakten Anre-
gungsenergie ESu = ESu − E0 u¨berein. Das TDA-Ergebnis lautet
ETDASu = 2t +

2
U; (6.60)
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wa¨hrend man mit der RPA
E
RPA(p)
Su =
p
4 t2 + 2  t U (6.61)
erha¨lt. Diese Ergebnisse sind mit denselben Parametern wie im Triplett-Fall im unteren
Teil von Abbildung 6.1 gezeigt.
Da die Wellenfunktion des jSui-Zustands nicht durch eine einzelne Slater-
Determinante gegeben ist, kann sie nicht durch einfache Teilchen-Loch-Anregung er-
reicht werden. Stattdessen koppelt die Anregung von jg "i nach ju "i in der TDA-
Matrix mit der Anregung von jg #i nach ju #i. Bei Diagonalisierung der TDA-Matrix
entkoppeln diese p-h-Anregungen zu reinen Singulett- und Triplett-Anregungen. Ent-
sprechend hat hier die FOSEP- wie auch die RPA-Matrix die Dimension vier, wenn
man von reinen Teilchen-Loch-Anregungen ausgeht. Unter Beru¨cksichtigung der Spin-
Symmetrien zerfallen beide Matrizen in zweidimensionale Matrizen.
Die in Abbildung 6.1 verwendeten Hubbard-Parameter wurden so gewa¨hlt, da die
Unterschiede zwischen den drei besprochenen Na¨herungen gro und deutlich sind. Bei
einem niedrigeren Abstoungs-Parameter U gegenu¨ber dem Tunnel-Parameter t wird
die RPA stabil und die Unterschiede zwischen den Na¨herungen werden kleiner. Aus
Gleichung (6.53) kann man sehen, da U die Quelle der Grundzustandskorrelation in
diesem Modell darstellt. Die vorgestellte Analyse unterstu¨tzt daher die Ergebnisse aus
Abschnitt 6.4.4 und fu¨hrt zu dem Schlu, da unter den drei vorgestellten Na¨herungen
nur die FOSEP-Methode die Grundzustandskorrelation in konsistenter Weise beru¨ck-
sichtigt.
Natu¨rlich ist es eine auergewo¨hnliche Besonderheit des vorgestellten, einfachen
Modells, da die FOSEP-Na¨herung die korrekten Anregungungsenergien liefert. Dieses
Modell ist selbstversta¨ndlich nicht angemessen, um Ru¨ckschlu¨sse auf das Verhalten der
FOSEP-Na¨herung fu¨r realistische, groe endliche Quantensysteme vorherzusagen, die
ja ein mo¨gliches Hauptanwendungsgebiet darstellen. Das vorgestellte Modell sollte da-
her auch nicht als Test fu¨r groe numerische Rechnungen verstanden werden, sondern
eher als das einfachst mo¨gliche System, an dem der Einflu der Grundzustandskorre-
lation beleuchtet und analytisch untersucht werden konnte.
6.6 Abschlieende Bemerkungen
Der Nutzen der FOSEP-Na¨herung fu¨r Rechnungen an realistischen Systemen mu sich
noch erweisen. Vom derzeitigen Standpunkt der Untersuchungen aus hat die FOSEP-
Methode beste Aussichten auf eine weite Verbreitung. Insbesondere zur Kla¨rung der
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elektronischen Struktur von gro¨eren Moleku¨len, bei denen die Grundzustandskor-
relation eine wichtige Rolle spielt, ko¨nnte sie sehr hilfreich sein. Die Anwendbar-
keit der FOSEP-Methode ko¨nnte dadurch ausgeweitet werden, da man von einem
aus mehreren Kongurationen aufgebauten Referenzzustand anstatt der Hartree-Fock-
Slater-Determinante jN0 i ausgeht (z. B. im Rahmen der "multi-congurational-self-
consistent-eld\-Methode, MC-SCF [56]). Dies wu¨rde eine angemessene Behandlung
oenschaliger und anderer Systeme erlauben, in denen starke Grundzustandskorrela-
tion die Beschreibung durch eine einzige Slater-Determinante in nullter Ordnung ver-
bietet. Die statische Teilchen-Loch-Selbstenergie ist fu¨r eine solche Erweiterung ideal
geeignet, da die zu diagonalisierende Matrix (5.2) im Gegensatz zur RPA- oder TDA-
Methode prima¨r ohne Referenz auf besetzte oder unbesetzte Hartree-Fock-Orbitale
deniert ist. Daher stellt die Einbeziehung von Referenzzusta¨nden, die mehrere Kon-
gurationen enthalten, eine natu¨rliche Erweiterung des FOSEP-Schemas dar. Nahelie-
gende Na¨herungen fu¨r die statische Teilchen-Loch-Selbstenergie lassen sich auch von
einer Beschreibung des Grundzustands mit Hilfe der Dichtefunktionalmethode (
"
den-
sity functional theory\, DFT [71]) ableiten. Obwohl die DFT schon sehr erfolgreich bei
der Berechnung von Grundzustandseigenschaften ist, stellt die Beschreibung angereg-
ter Zusta¨nde ein lebendiges und oenes Feld der aktuellen Forschung dar [59,72{74]. In
dieser Beziehung scheint sich eine Adaption der statischen Teilchen-Loch-Selbstenergie
an die Dichtefunktionaltheorie anzubieten, da sie ein einfaches Modell fu¨r Anregungs-
eigenschaften darstellt, das lediglich eine vernu¨nftige na¨herungsweise Beschreibung von
Ein- und Zweiteilchendichten des Grundzustands beno¨tigt. Andererseits ko¨nnte auch
eine direkte Formulierung der Teilchen-Loch-Selbstenergie durch Dichtefunktionale zu
leistungsfa¨higen Na¨herungen fu¨hren. Eine weitere oene Frage stellt sich nach der Ent-
wicklung von Na¨herungen ho¨herer Ordnung fu¨r die Teilchen-Loch-Selbstenergie. Eine
Realisierung von systematischen Na¨herungen ho¨herer Ordnung ko¨nnte dem in den Re-
ferenzen [39, 75] entwickelten Konzept der sogenannten
"
intermediate state represen-
tations\ folgen und verbleibt als Aufgabe fu¨r die Zukunft.

Kapitel 7
Optische Potentiale fu¨r
Zweiteilchenstreuung
In diesem Kapitel soll gezeigt werden, da erweiterte Zweiteilchen-Greensfunktionen,
die eine Dyson-Gleichung erfu¨llen, benutzt werden ko¨nnen, um eektive Zweiteilchen-
gleichungen fu¨r die Streuung von aus zwei Fermionen bestehenden Projektilen an ei-
nem korrelierten Vielteilchensystem herzuleiten.1 Die Herleitung erfolgt hier am Bei-
spiel der in Gleichung (3.3) denierten erweiterten Teilchen-Teilchen-Greensfunktion,
ist jedoch etwas allgemeiner gehalten, indem sie von einem zuna¨chst nicht na¨her spe-
zizierten, sogenannten Streupropagator ausgeht, der alleine u¨ber seine Eigenschaften
deniert wird. Der Umweg u¨ber den Streupropagator la¨t nicht nur deutlich werden,
welche Eigenschaften der erweiterten Greensfunktionen fu¨r das optische Potential not-
wendig sind, sondern erlaubt auch die elegante Beschreibung beliebiger gebundener
oder ungebundener Zusta¨nde des Zweiteilchenprojektils. Ich werde zeigen, da die re-
duzible Selbstenergie des Streupropagators mit der T -Matrix der Streutheorie iden-
tiziert werden kann. Im u¨brigen wird eine eektive Lippmann-Schwinger-Gleichung
und eine der Schro¨dinger-Gleichung analoge Eigenwertgleichung fu¨r eine Zweiteilchen-
Streuamplitude mit optischem Potential hergeleitet. Das optische Potential ist dabei
durch die (gewo¨hnliche, d. h. irreduzible) Selbstenergie des Streupropagators gegeben.
Die Ergebnisse dieses Kapitels wurden in Referenz [33] vero¨entlicht.
Mit den Zweiteilchen-Greensfunktionen des in dieser Arbeit untersuchten Typs kann
man unmittelbar elastische Streuprozesse eines Zweiteilchenprojektils an einem Viel-
teilchentarget beschreiben. Elastisch soll in diesem Zusammenhang bedeuten, da das
1Eine fru¨here Arbeit u¨ber optische Zweiteilchenpotentiale im Zusammenhang mit Streuung von
Deuteronen am Atomkern ndet man in Referenz [76].
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Target nach dem Streuproze in demselben Zustand vorzunden ist, in dem es vorher
pra¨pariert wurde. In dem hier benutzten Zweiteilchenformalismus ist aber eine beliebige
Zustandsa¨nderung des Zweiteilchenprojektils vorgesehen, so z. B. auch das Auseinan-
derbrechen eines gebundenen Zustands. Somit ko¨nnen also auch spezielle inelastische
Prozesse beschrieben werden. Der Einfachheit halber nehmen wir an, da alle Teilchen
ununterscheidbare Fermionen sind, obwohl eine Verallgemeinerung auf unterschiedliche
Teilchensorten, z. B. zur Beschreibung des Positroniums, einfach durchgefu¨hrt werden
ko¨nnen und die durchzufu¨hrenden Rechnungen in der Regel sogar vereinfachen.
7.1 Beschreibung in der Zeitdoma¨ne
Zu Beginn des zu beschreibenden Streuprozesses bende sich das Target in einem
(nichtentarteten,) gebundenen Grundzustand jΨN0 i mit N fermionischen Teilchen. Das
Projektil mag im einfachsten Fall aus zwei (asymptotisch) freien Fermionen bestehen;
d. h. der Zustand la¨t sich schreiben als aypa
y
q jvaki. Dies ist ein Eigenzustand des
Hamilton-Operators fu¨r freie Teilchen, der mit dem Hamilton-Operator nullter Ord-
nung H0 identiziert werden kann.
Die gesamte relevante Information u¨ber den Streuproze ist nun im Teilchen-
Teilchen-Anteil pp(!) des bekannten Teilchen-Teilchen-Propagators (
"
particle-particle
propagator\) [77] enthalten:
pprs;r0s0(!) = hΨN0 j asar
1
! −H + EN0
ayr0a
y
s0 jΨN0 i: (7.1)
Der im Teilchen-Teilchen-Propagator ebenfalls enthaltene Loch-Loch-Anteil hh(!)
entha¨lt keinerlei im Zusammenhang mit dem betrachteten Streuproze relevante Infor-
mationen. Die erweiterte Teilchen-Teilchen-Greensfunktion G(pp)rs;r0s0(!) aus Gleichung
(3.3) stellt in dem gleichen Sinne eine Erweiterung des herko¨mmlichen Teilchen-
Teilchen-Propagators dar, wie die in Kapitel 4 diskutierte erweiterte Teilchen-Loch-
Greensfunktion eine Erweiterung des Polarisierungspropagators ist [siehe z. B. Glei-
chung (4.22)].
Zur Beschreibung von Streuprozessen wird durch eine Formulierung in der Zeit-
doma¨ne eine gro¨ere Anschaulichkeit und auch konzeptionelle Klarheit erreicht als in
der Energiedoma¨ne. Dazu betrachten wir kurz die Fourier-Transformation der verwen-
deten Propagatoren in die Zeitdoma¨ne. Dabei wird der Fourier-Transformation folgende
Konvention zugrundegelegt:
f(t) :=
Z 1
−1
d!
2
e−i!tf(!): (7.2)
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In U¨bereinstimmung mit der u¨blichen Notation deniere ich
Grs;r0s0(t; t0) := Grs;r0s0(t− t0);
rs;r0s0(t; t
0) := rs;r0s0(t− t0):
Einen expliziten Ausdruck fu¨r die erweiterte Teilchen-Teilchen-Greensfunktion
G(pp)rs;r0s0(t; t0) ndet man u¨ber einen zu Gleichung (4.22) analogen Ausdruck ausgehend
von der Denition (3.3) fu¨r G(pp)rs;r0s0(!). Entsprechend der Diskussion der erweiterten
Greensfunktionen fu¨r reelle Argumente in Abschnitt 4.4 ko¨nnen wir die Zeitordnung
der erweiterten Greensfunktionen durch die Wahl der Vorzeichen des innitesimalen
Parameters i fu¨r die einzelnen Komponenten jeweils frei wa¨hlen. Eine geeignete Wahl
fu¨r das Zweiteilchen-Streuproblem besteht darin, den Teilchen-Teilchen-Anteil pp fu¨r
Zeiten t > t0 beitragen zu lassen, alle anderen Komponenten dagegen fu¨r Zeiten t < t0.
Setzt man den sekunda¨ren Referenzzustand mit j’i = jvaki an, ergibt sich folgender
Ausdruck:
G(pp)rs;r0s0(t; t0) = pprs;r0s0(t; t0)− hhrs;r0s0(t; t0)
+(t0 − t)

1
i
hvakj as(t)ays0(t0) jvaki  hΨN0 j ayr0(t0)ar(t) jΨN0 i

−fr  ! sg − fr0  ! s0g+ fr  ! s ; r0  ! s0g: (7.3)
Die Zeitdarstellung der Komponenten des Teilchen-Teilchen-Propagators pprs;r0s0(t; t
0)−
hhrs;r0s0(t; t
0) lautet
pprs;r0s0(t; t
0) =
1
i
(t− t0)hΨN0 j ar(t)as(t)ays0(t0)ayr0(t0) jΨN0 i
hhrs;r0s0(t; t
0) =
1
i
(t0 − t)hΨN0 j ays0(t0)ayr0(t0)ar(t)as(t) jΨN0 i: (7.4)
Die kanonischen Erzeugungs- und Vernichtungsoperatoren stehen hier im Heisenberg-
Bild, das fu¨r einen beliebigen Operator A im Schro¨dinger-Bild folgendermaen deniert
ist:
A(t) = eiHtAe−iHt: (7.5)
Die Heavysidesche Thetafunktion ist gema¨ Gleichung (1.2) deniert. Die Zeitordnung,
d. h. das Vorzeichen des Arguments der Thetafunktion wird wie u¨blich jeweils vom
Vorzeichen des Parameters i geerbt [9]. Die Zeitordnung ist bei der Beschreibung
von Streuprozessen in der Zeitdoma¨ne wichtig, da durch sie die Randbedingungen
kontrolliert werden. Fu¨r die algebraischen Eigenschaften ist die Zeitordnung allerdings
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ohne Bedeutung. Die Dyson-Gleichung fu¨r die erweiterten Greensfunktionen liest sich
daher unabha¨ngig von der Zeitordnung
Grs;r0s0(t; t0) = G(0)rs;r0s0(t; t0)
+
X
pq
p0q0
Z 1
−1
dt1
Z 1
−1
dt2 G(0)rs;pq(t; t1)Spq;p0q0(t1; t2)Gp0q0;r0s0(t2; t0): (7.6)
Die erweiterte Teilchen-Teilchen-Greensfunktion in nullter Ordnung lautet in der Zeit-
doma¨ne
G(pp)(0)rs;r0s0 (t; t0) = (rr0ss0 − rs0sr0)
1
i
ei("r+"s)(t−t
0)
[nrns(t− t0)− (1− nrns)(t0 − t)]: (7.7)
Solange der Parameter  nicht verschwindet, ist die Selbstenergie in der Zeitdoma¨ne
eindeutig deniert. Selbstversta¨ndlich wirkt sich die Zeitordnung der Greensfunktion
auch auf die Selbstenergie aus; die Dyson-Gleichung (7.6) gilt aber in jedem Fall.
7.2 Streutheorie
Wir wollen nun zur Beschreibung eines allgemeineren Projektils u¨bergehen. Der Zwei-
teilchenzustand jKi sei Eigenzustand des Hamilton-Operators Hp, der das freie Pro-
jektil (ohne Wechselwirkung mit dem Streutarget) beschreibt:
Hp jKi = EK jKi (7.8)
jKi := AyK jvaki (7.9)
wobei AyK der Erzeugungsoperator fu¨r das Projektil ist:
AyK =
Z
dp dq K(p; q) a
y
pa
y
q: (7.10)
Der kumulative Index K umfat alle Quantenzahlen, die no¨tig sind, um den Zweiteil-
chenzustand K mit Energie EK zu charakterisieren. Die Parameter p und q kennzeich-
nen Einteilchenquantenzahlen, die z. B. Impuls p und Spin  beinhalten, d. h. p =
(p; ). Da es bei der Beschreibung von Streuproblemen natu¨rlicher erscheint, kontinu-
ierliche Sa¨tze von Quantenzahlen zu verwenden als diskrete Orbitale, wird in diesem
Abschnitt von der bisherigen Notation abgewichen und Summen u¨ber Ein- und Zwei-
teilchenindizes durch Integrale ersetzt. Dies ist natu¨rlich nur ein rein formaler Schritt,
insbesondere da die Integrale auch weiterhin diskrete Summen enthalten, z. B. u¨ber
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Spinindizes. Die Operatoren ayp und a
y
q erzeugen Einteilchenzusta¨nde mit den gegebenen
Quantenzahlen. Die Gro¨e K(p; q) spielt die Rolle einer Zweiteilchen-Wellenfunktion.
Der einfache Fall eines Projektils, das aus zwei freien Teilchen besteht, ist als Spe-
zialfall in der allgemeinen Behandlung enthalten. Der Hamilton-Operator Hp fu¨r das
freie Projektil reduziert sich auf den Operator der kinetischen Energie und die Opera-
toren ayp und a
y
q ko¨nnen als Erzeuger fu¨r ebene Wellen gewa¨hlt werden. In diesem Fall
kann die Wellenfunktion die Form
K(p; q) = k1p k2q (7.11)
annehmen, wobei K  (k1; k2) gilt. Die im Folgenden zu entwickelnde Theorie wird
fu¨r einen allgemeinen Projektilzustand ausgearbeitet, wobei es aber hilfreich sein wird,
gelegentlich auf den einfacheren Fall der freien Projektilteilchen zuru¨ckzukommen.
Die wichtigste, theoretisch berechenbare Gro¨e zur Beschreibung der Ergebnisse
von Streuexperimenten ist die sogenannte Streumatrix oder kurz S-Matrix:
S(K  K 0) = hΨ−K jΨ+K 0i: (7.12)
Wir mo¨chten die elastische Streuung der Zweiteilchenzusta¨nde jKi beschreiben. Die
S-Matrix gibt dann die Wahrscheinlichkeitsamplitude fu¨r die Streuung des Zweiteil-
chenprojektils jK 0i am Targetzustand jΨN0 i in den Projektilzustand jKi an, wobei
das Target in dem Zustand jΨN0 i verbleibt. Gleichung (7.12) deniert die S-Matrix als
Skalarprodukt der sogenannten stationa¨ren Streuzusta¨nde:
jΨKi = limt!1A
y
K(t) jΨN0 ie−iEKt: (7.13)
Der Erzeugungsoperator fu¨r das Projektil AyK steht hier in dem in Gleichung (7.5)
denierten Heisenberg-Bild. Die stationa¨ren Streuzusta¨nde ko¨nnen als Zusta¨nde im
Heisenberg-Bild aufgefat werden, die sich asymptotisch in der fernen Vergangenheit
bzw. Zukunft wie ein freies Projektil jKi und Target jΨN0 i ohne Wechselwirkung
verhalten.
Streng genommen konvergiert der Grenzwert in Gleichung (7.13) nicht im u¨blichen
Sinn und sollte als Abelscher Limes [78] verstanden werden:
jΨKi = lim
"&0
Z 1
0
d e" AyK() jΨN0 ie−iEK : (7.14)
Eine derartige Beschreibung von Streuzusta¨nden geht auf Gell-Mann und Goldberger
[79] zuru¨ck. Im Folgenden wird diese Beschreibung mit dem Abelschen Limes ohne
weiteren Hinweis immer dort verwendet, wo sie angebracht ist.
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Fu¨r die S-Matrix ndet man nun
S(K  K 0) = lim
t!1
t0!−1
eiEK thΨN0 j AK(t)AyK 0(t0) jΨN0 ie−iEK0 t
0
: (7.15)
Benutzt man die Denition (7.10) des Erzeugungsoperators AyK fu¨r das Zweiteilchen-
projektil, so la¨t sich die S-Matrix folgendermaen umformen:
S(K  K 0) = lim
t!1
t0!−1
ei(EK t−EK0 t
0)
Z
dp dq dp0 dq0
K(p; q) hΨN0 j aq(t) ap(t) ayp0(t0) ayq0(t0) jΨN0 iK 0(p0; q0) (7.16)
= lim
t!1
t0!−1
ei(EK t−EK0 t
0)
Z
dp dq dp0 dq0
K(p; q) pppq;p0q0(t; t0)K 0(p0; q0): (7.17)
Das letzte Gleichheitszeichen folgt aus der Denition (7.1) des Propagators pp(!) in
der Zeitdoma¨ne. Gleichung (7.17) zeigt, da der Teilchen-Teilchen-Anteil pp(!) des
Teilchen-Teilchen-Propagators die gesamte relevante Information u¨ber den Streupro-
ze entha¨lt. Oensichtlich kann man pp(!) durch die erweiterte Teilchen-Teilchen-
Greensfunktion G(pp)(!) oder auch durch den Teilchen-Teilchen-Propagator ersetzen,
wenn die Zeitordnung der zusa¨tzlichen Komponenten entsprechend gewa¨hlt ist, da die
Zeitrichtung t > t0 in Gleichung (7.17) vorgegeben ist.
7.3 Allgemeine Bedingungen an den Streupropaga-
tor
Wie schon fru¨her angemerkt, soll dieses Kapitel im Wesentlichen zeigen, wie die
erweiterte Zweiteilchen-Greensfunktion benutzt werden kann, um das Vielteilchen-
Streuproblem auf eektive Zweiteilchen-Streugleichungen zu reduzieren. Die im fol-
genden gegebene Herleitung beruht aber nur auf wenigen fundamentalen Eigenschaf-
ten dieser Greensfunktionen. Die wesentlichen Voraussetzungen fu¨r die Herleitung von
eektiven Streugleichungen mit einem gutartigen optischen Potential sind, da die be-
nutzte Greensfunktion den Propagator pp(!) (bzw. den einfachsten, die physikalische
Situation beschreibenden Propagator) entha¨lt und die Dyson-Gleichung erfu¨llt. Da man
mo¨glicherweise andere Greensfunktionen als die vorgestellten erweiterten Greensfunk-
tionen mit den geforderten Eigenschaften nden kann oder die gegebene Herleitung auf
andere physikalische Situationen (z. B. Excitonenprobleme als Teilchen-Loch-Streuung)
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u¨bertragen ko¨nnen mo¨chte, soll das Symbol ~GK;K 0(t; t0) fu¨r den sogenannten Streupro-
pagator eingefu¨hrt werden, der durch die weiter unten beschriebenen Eigenschaften
charakterisiert wird. Der Einfachheit halber wird dieser Propagator mit Zweiteilchen-
quantenzahlen wie K und K 0 indiziert, welch die Paare von Einteilchenindizes ersetzen.
Zwischen den beiden Mo¨glichkeiten, die Zweiteilchen-Greensfunktionen zu indizieren,
vermittelt eine Transformation, die durch (einen vollsta¨ndigen Satz von) Zweiteilchen-
Wellenfunktionen K(p; q) wie in Gleichung (7.10) gegeben ist.
Im Folgenden sollen die beno¨tigten Eigenschaften fu¨r den Streupropagator
explizit genannt werden.
(i) Fu¨r Zeiten t > t0 reduziert sich der Streupropagator auf den transformierten
Teilchen-Teilchen-Anteil pp(!) des Teilchen-Teilchen-Propagators:
i ~GK;K 0(t; t0) = hΨN0 j AK(t)AyK 0(t0) jΨN0 i fu¨r t > t0 (7.18)
Diese Bedingung erlaubt die Verknu¨pfung der S-Matrix aus Gleichung (7.15) fu¨r die
S-Matrix mit dem Streupropagator. Die zweite Bedingung verlangt die wichtigste neue
Eigenschaft der erweiterten Zweiteilchenpropagatoren:
(ii) Der Streupropagator erfu¨llt eine Dyson-Gleichung:
~GK;K 0(t; t0) = ~G(p)K;K 0(t; t0)
+
Z
dK1 dK2 dt1 dt2 ~G(p)K;K1(t; t1) ~SK1;K2(t1; t2) ~GK2;K 0(t2; t0): (7.19)
Hier erscheint der Propagator ~G(p), der das freie Projektil beschreibt:
i ~G(p)K;K 0(t; t0) = (t− t0) K;K 0 eiEK(t−t
0); (7.20)
wobei K oder K 0 einer Teilmenge von Zweiteilchenquantenzahlen angeho¨ren, mit
der die mo¨glichen Projektilzusta¨nde beschrieben werden.
Die Integrale u¨ber Ki in Gleichung (7.19) laufen u¨ber den gesamten Zweiteilchenraum.
Die Deltafunktion K;K 0 steht fu¨r eine geeignete Normierungsbedingung. Die tatsa¨chli-
che Form dieser Bedingung ha¨ngt von dem benutzten Satz an Zweiteilchenquantenzah-
len ab. Im Beispiel zweier freier Projektilteilchen lautet die Normierungsbedingung
K;K 0 = k1k01 k2k02 − k1k02 k2k01 : (7.21)
Der antisymmetrische zweite Term auf der rechten Seite tra¨gt der Ununterscheidbarkeit
der fermionischen Komponententeilchen des Projektils Rechnung. Im Falle eines gebun-
denen Zustands als Projektil kann der Index K andererseits eine interne Quantenzahl
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n des Projektils mit einem Wellenvektor des Massenschwerpunkts ~k zusammenfassen
und eine zugeho¨rige Delta-Funktion lautet
K;K 0 = nn0 ~k~k0: (7.22)
Die dritte Bedingung besitzt einen eher unbedeutenden, technischen Grund. Die
in der Zeitdoma¨ne denierten Greensfunktionen, die von zwei Zeitvariable abha¨ngen,
lassen sich in der Regel auch als Funktion der Zeitdierenz auassen, wenn die totale
Energie des betrachteten Systems erhalten bleibt. Dementsprechend wird gefordert:
(iii) Als Konsequenz der Energieerhaltung sollen die Funktion ~G und die anderen
Funktionen, die in der Dyson-Gleichung (7.19) vorkommen, nur von der Zeitdif-
ferenz t− t0 abha¨ngen.
Man sieht leicht, da diese Bedingungen von der erweiterten Teilchen-Teilchen-
Greensfunktion G(pp)k1k2;k01k02(t; t
0) aus Gleichung (7.3) erfu¨llt wird, wenn das Projektil aus
zwei asymptotisch freien Teilchen besteht und dementsprechend K  (k1; k2) gilt. Die
Greensfunktion nullter Ordnung G(pp)(0)k1k2;k01k02(t; t
0) aus Gleichung (7.7) kann dann mit dem
Propagator fu¨r das freie Projektil ~G(p)K;K 0(t; t0) identiziert werden.
Im allgemeineren Fall eines Projektils, das sich in einem beliebigen, mo¨glicherweise
gebundenen Zweiteilchenzustand bendet, erfu¨llt die transformierte Funktion
~GK;K 0(t; t0) :=
Z
dp dq dp0 dq0 K(p; q)Gpq;p0q0(t; t0)K 0(p0; q0) (7.23)
die Bedingungen. Falls der Projektilzustand jKi keine Slater-Determinante ist und
daher auch kein Eigenzustand eines Einteilchenoperators, was normalerweise fu¨r ge-
bundene Zweiteilchenprojektile der Fall ist, mu man noch Vorsicht walten lassen. Da
der in der Vielteilchen-Sto¨rungstheorie verwendete Hamilton-Operator nullter Ord-
nung H0 ein Einteilchenoperator sein mu, wird sich der Propagator des freien Projek-
tils ~G(p)(t; t0) aus Gleichung (7.20) normalerweise von der erweiterten Greensfunktion
nullter Ordnung G(pp)(0)(t; t0) sowohl in den Phasen wie auch in dem Satz der Quan-
tenzahlen, die diesen Propagator diagonalisieren, unterscheiden. Dies stellt aber kein
wirkliches Problem dar, da die Dyson-Gleichung (7.6) fu¨r G auch problemlos so umge-
schrieben werden kann, da G(0) durch den Projektilpropagator ~G(p) ersetzt wird. Diese
Prozedur beinhaltet eine triviale Renormierung des energieunabha¨ngigen (statischen)
Teils der Selbstenergie S(!), die sich aus Gleichung (3.17) ergibt.
Falls auch fu¨r echte Zweiteilchen-Projektilzusta¨nde die Verbindung zur Sto¨rungs-
theorie in dem Sinn gewahrt bleiben soll, da ~G(p) die nullte Ordnung von ~G dar-
stellt, mu ein Weg gefunden werden, den Projektil-Hamilton-Operator Hp, der prima¨r
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einen Operator im Zweiteilchen-Hilbert-Raum darstellt, in den Fockraum-Hamilton-
Operator nullter Ordnung H0 einzuschlieen. Man mu dann dafu¨r sorgen, da der
Zustand jKi des freien Projektils orthogonal zum Grundzustand des Targets in null-
ter Ordnung, der Slater-Determinante jN0 i, ist, damit beide Zusta¨nde Eigenzusta¨nde
eines neu zu konstruierenden Operators ~H0 sein ko¨nnen. Dies kann man z. B. errei-
chen, indem man den Projektilzustand nur aus virtuellen (Hartree-Fock-) Orbitalen
konstruiert, wie es in Referenz [76] beschrieben wird.
7.4 Optisches Potential und Bezug zur T -Matrix
Unter Benutzung der ersten geforderten Eigenschaft (7.18) ko¨nnen wir nun mit Hilfe
von Gleichung (7.15) die S-Matrix durch den Streupropagator ausdru¨cken:
S(K  K 0) = lim
t!1
t0!−1
i ~GK;K 0(t; t0) ei(EK t−EK0 t0): (7.24)
Um die Verbindung mit der popula¨ren T -Matrix-Beschreibung der Streutheorie her-
zustellen, schreiben wir die Dyson-Gleichung (7.19) um, indem wir die sogenannte
reduzible Selbstenergie oder T -Matrix der Greensfunktion ~TK;K 0(t; t0) einfu¨hren:
~G = ~G(p) + ~G(p) ~T ~G(p)
~T = ~S + ~S ~G(p) ~T
(7.25)
In der hier benutzten Kurznotation sind Gro¨en wie ~G
"
Matrizen\ mit den Paaren
(K; t) und (K 0; t0) als Indizes. Das Matrixprodukt beinhaltet dabei die Integration u¨ber
alle inneren Indizes, d. h. u¨ber die Zweiteilchen-Quantenzahlen und die Zeitvariable.
Zum Beispiel gilt:
~G(p) ~T ~G(p)

(K;t)(K 0;t0)
=
Z
dK1 dK2 dt1 dt2 ~G(p)K;K1(t; t1) ~TK1;K2(t1; t2) ~G(p)K2;K 0(t2; t0): (7.26)
Wie man leicht durch Einsetzen von (7.25) in den Ausdruck (7.24) fu¨r die S-Matrix
unter Benutzung der Eigenschaft (i) sieht, gilt
S(K  K 0) = KK 0 − 2i ~TK;K 0(EK) (EK − EK 0): (7.27)
Die Gro¨e ~TK;K 0(EK) bezeichnet hier die Fourier-Transformierte der reduziblen Selbst-
energie ~TK;K 0(t; t0) bei der Energie EK . Die Fourier-Transformation der reduziblen
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Selbstenergie ~T auf eine einzelne Energievariable ist mo¨glich, da ~T nur Funktion der
Zeitdierenz ist, was aus der Eigenschaft (iii) folgt.
Gleichung (7.27) erlaubt nun, die reduzible Selbstenergie ~TK;K 0(EK) mit der soge-
nannten
"
on-shell\-T -Matrix t(K  K 0) der Streutheorie [80] zu identizieren, die
folgendermaen deniert wird:
S(K  K 0) = KK 0 − 2i (EK − EK 0) t(K  K 0): (7.28)
Damit ist nun die Verbindung zwischen der Zweiteilchen-Greensfunktion ~G und den
eektiven Zweiteilchengro¨en der Streutheorie, na¨mlich der S- und der T -Matrix her-
gestellt. In Gleichung (7.25) u¨bernimmt die Selbstenergie ~S die Rolle des Streupotenti-
als und kann daher mit dem optischen Potential fu¨r Zweiteilchenstreuung identiziert
werden. Im analogen Fall der Einteilchenstreuung am korrelierten Vielteilchentarget
u¨bernimmt die Einteilchen-Greensfunktion G(t; t0) die Rolle des Streupropagators. In
diesem Zusammenhang sind auch die in den Referenzen [10,55] gegebenen Herleitungen
fu¨r Einteilchenstreuung mit dem optischen Potential der Einteilchen-Greensfunktion
von Interesse.
7.5 Eine eektive Lippmann-Schwinger-Gleichung
Die Analogie zur Einteilchenstreuung soll nun weitergefu¨hrt und eektive Streuglei-
chungen hergeleitet werden. Dazu deniere ich zuna¨chst Streuamplituden, welche die
Rolle von eektiven Zweiteilchen-Wellenfunktionen einnehmen werden:
fK
0+(K; t) := hΨN0 jAK(t) jΨ+K 0i: (7.29)
Diese Amplituden enthalten schon die gesamte fu¨r den Streuproze relevante Informa-
tion, da man die S-Matrix durch
S(K  K 0) = lim
t!1 e
iEK tfK
0+(K; t) (7.30)
ausdru¨cken kann. Die Beziehung zur Greensfunktion erha¨lt man unter Verwendung von
(7.18):
fK
0+(K; t) = lim
t0!−1
i ~GK;K 0(t; t0)e−iEK0 t0 : (7.31)
Die Zeitabha¨ngigkeit ihrer Streuamplituden la¨t sich aus der Denition berech-
nen, wenn man beru¨cksichtigt, da jΨN0 i und jΨ+K 0i Eigenfunktionen des Hamilton-
Operators sind:
fK
0+(K; t) = hΨN0 jAK(t) jΨ+K 0i
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= hΨN0 j eiHtAKe−iHt jΨ+K 0i
= e−iEK0 tfK
0+(K): (7.32)
Das letzte Gleichheitszeichen deniert die zeitunabha¨ngige Streuamplitude. Fu¨r
sie gilt:
fK
0+(K) = eiEK0 tfK
0+(K; t) (7.33)
= hΨN0 jAK jΨ+K 0i: (7.34)
Man kann nun die Dyson-Gleichung fu¨r ~G ausnutzen, um eine eektive Lippmann-
Schwinger-Gleichung fu¨r die zeitunabha¨ngige Streuamplitude fK
0+(K) herzuleiten.
Setzt man die Dyson-Gleichung (7.19) in Gleichung (7.31) ein und benutzt Gleichung
(7.33), dann gelangt man nach einigen einfachen Manipulationen zu den folgenden
Gleichungen:
fK
0+(K) = lim
t0!−1
i eiEK0 t ~GK;K 0(t; t0) e−iEK0 t0
= KK 0 + lim
t0!−1
i
Z
dK1 dK2 dt1 dt2 
eiEK0 t ~G(p)K;K1(t; t1) ~SK1;K2(t1; t2) ~GK2;K 0(t2; t0) e−iEK0 t
0
(7.35)
Ausfu¨hren der Zeitintegration unter Ausnutzung von Eigenschaft (iii) des Streupropa-
gators fu¨hrt zur gewu¨nschten Arbeitsgleichung fu¨r die zeitunabha¨ngige Streuamplitude:
fK
0+(K) = KK 0 +
Z
dK1 dK2 ~G(p)K;K1(EK 0) ~SK1;K2(EK 0) fK
0+(K2): (7.36)
Diese Integralgleichung kann benutzt werden, um die Streuamplitude z. B. iterativ
auszurechnen, wenn die Selbstenergie ~S(!) bekannt ist. Gleichung (7.36) steht in star-
ker Analogie zur Lippmann-Schwinger-Gleichung der herko¨mmlichen Streutheorie. Die
Selbstenergie steht hier an Stelle des Potentials. Damit wurde also eine exakte Be-
schreibung unseres vorgegebenen Vielteichen-Streuproblems in einem optischen Mo-
dell hergeleitet: Das urspru¨ngliche (N + 2)-Teilchen-Problem wurde reduziert auf das
Problem der Streuung von zwei Teilchen an einem optischen Potential. Das durch die
Selbstenergie ~S(!) realisierte optische Potential ist im allgemeinen energieabha¨ngig,
nichtlokal und mo¨glicherweise komplex und beru¨cksichtigt vollsta¨ndig die Korrelati-
on innerhalb des Targets wie auch die Wechselwirkung zwischen dem Target und den
Projektil-Teilchen. Wie bereits in Abschnitt 5.1 fu¨r die Selbstenergie der erweiterten
Teilchen-Loch-Greensfunktion gezeigt wurde, wird die Selbstenergie energieunabha¨ngig
und nahezu trivial fu¨r Systeme, bei denen nur Wechselwirkungen mit Einteilchenpo-
tentialen und keine echten Zweiteilchenkra¨fte eine Rolle spielen.
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Diese Formulierung der Zweiteilchenstreuung entwickelt sich also in vollsta¨ndiger
Analogie zur elastischen Streuung eines Fermions an einem Vielteilchentarget. Dort
u¨bernimmt die Selbstenergie (!) der Einteilchen-Greensfunktion die Rolle des op-
tischen Potentials [10, 24, 55, 81], das fu¨r Einteilchenpotentiale unabha¨ngig von der
Energie wird.
7.6 Eine Zweiteilchen-Eigenwertgleichung
In der herko¨mmlichen Streutheorie stellt die Lippmann-Schwinger-Integralgleichung
eine Alternative zu Schro¨dingers Eigenwertgleichung dar. Man kann folglich erwarten,
da es durch eine Beschreibung im Rahmen eines optischen Modells ebenfalls mo¨glich
ist, eine eektive Eigenwertgleichung fu¨r die Streuamplituden zu formulieren. Multipli-
ziert man die Integralgleichung (7.36) mit der Energiedierenz (EK 0 −EK), erha¨lt man
durch Fourier-Transformation der Gleichung (7.20) die gewu¨nschte Gleichung:
(EK − EK 0) fK 0+(K) +
Z
dK2 ~SK;K2(EK 0) fK
0+(K2) = 0 (7.37)
Dies ist eine Eigenwertgleichung im Hilbert-Raum fu¨r zwei Teilchen. Sie wurde in
einer Basis von Zweiteilchen-Wellenfunktionen formuliert, die den in Abschnitt 7.2
denierten Hamilton-Operator fu¨r das freie Projektil Hp diagonalisieren. Fu¨hrt man
Hp wieder ein und wechselt von der Darstellung in Quantenzahlen zur abstrakten
Dirac-Schreibweise, kann man Gleichung (7.36) folgendermaen umschreiben:
fHp + S(EK 0)g
fK 0+E = EK 0 fK 0+E : (7.38)
Die eektiven Streuzusta¨nde jfK 0+i sind die abstrakten Vektoren der u¨ber
die Zusta¨nde der freien Projektilteilchen jKi aus Gleichung (7.9) gewonnenen
Zweiteilchen-Streuamplituden
hKjfK 0+i = fK 0+(K): (7.39)
Der Operator S(EK 0) wird u¨ber seine Matrixelemente deniert:
hK1j S(!) jK2i = ~SK1;K2(!): (7.40)
Die Greensfunktion ~GK1;K2(!) la¨t sich nun interpretieren als eine Darstellung der
Resolvente G(!), die folgende Operatoridentita¨t im Zweiteilchenraum erfu¨llt:
fHp + S(!)− !g G(!)  id: (7.41)
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Hier dru¨ckt sich also aus, da der Streupropagator, der ja durch eine erweiterte
Zweiteilchen-Greensfunktion realisiert wird, die Resolvente des fu¨r die Zweiteilchen-
streuung zutreenden eektiven und energieabha¨ngigen Hamilton-Operators ist.
Ich mo¨chte an dieser Stelle noch kurz auf eine a¨ltere Arbeit von Junkin und Villars
aus dem Jahr 1967 eingehen, in der auch schon ein optisches Potential fu¨r Zweiteil-
chenstreuung beschrieben wird [76]. In dieser Arbeit wird ein optisches Potential aus-
gehend von dem Teilchen-Teilchen-Anteil pp(!) des Teilchen-Teilchen-Propagators
aus Gleichung (7.1) ohne Erweiterungen konstruiert. Formal la¨t sich ein eektiver
Zweiteilchen-Hamilton-Operator auch durch Inversion dieses Propagators denieren.
Der so denierte energieabha¨ngige Zweiteilchenoperator entha¨lt allerdings einen linear
mit der Energievariablen ! anwachsenden Term, der bei groen Energien divergiert,
wie im analogen Fall der Einteilchenstreuung von Capuzzi und Mahaux angemerkt
wurde [27]. Um diese Divergenz zu umgehen, mu¨ssen Junkin und Villars das Projektil-
teilchen so einschra¨nken, da es nur aus virtuellen Hartree-Fock-Orbitalen aufgebaut
sein kann. Sie entwickeln dann das optische Potential in den Potenzen einer Rest-
wechselwirkung, die keine Streuung zwischen unbesetzten Orbitalen erlaubt. Das in
dieser Arbeit vorgestellte optische Potential fu¨r Zweiteilchenstreuung erscheint vom
konzeptionellen Standpunkt aus betrachtet befriedigender, da keine Beschra¨nkungen
des Zweiteilchen-(Projektil-)Raums no¨tig sind. Generell wird nicht zwischen besetzten
und unbesetzten Orbitalen unterschieden. Auch das in Abschnitt 5.1 besprochene Ver-
halten der erweiterten Zweiteilchen-Greensfunktionen gegenu¨ber Einteilchenpotentia-
len bietet einen Kontrast zwischen beiden Vorgehensweisen. Wa¨hrend die erweiterten
Zweiteilchen-Greensfunktionen Einteilchenpotentiale schon in erster Ordnung exakt
beru¨cksichtigen, fu¨hrt der Ansatz von Junkin und Villars zu einer unendlichen Reihe.
Zusammenfassend ko¨nnen wir nun folgendes vermerken: Ausgehend von einem be-
liebigen Propagator sind es die Eigenschaften (i), (ii) und (iii) aus Abschnitt 7.3, die zu
den zuletzt besprochenen eektiven Streugleichungen fu¨hren. Der Nutzen dieser Glei-
chungen fu¨r die na¨herungsweise Berechnung von Streuparametern ergibt sich aus den
Eigenschaften der Selbstenergie. Wie an verschiedenen Stellen schon gezeigt wurde,
besitzen die Selbstenergien der erweiterten Zweiteilchen-Greensfunktionen eine gutar-
tige, zur Einteilchen-Greensfunktion analoge analytische Struktur und verhalten sich
sinnvoll gegenu¨ber Einteilchenpotentialen. Aus diesen Gru¨nden stellen die erweiter-
ten Zweiteilchen-Greensfunktionen ein nu¨tzliches Werkzeug fu¨r Zweiteilchenstreuung
dar. Im folgenden Kapitel soll nun der statische Anteil des optischen Potentials fu¨r
Zweiteilchenstreuung weitergehend analysiert werden.

Kapitel 8
Eigenschaften der statischen
Streupotentiale
In diesem Kapitel soll die statische Selbstenergie der erweiterten Zweiteilchen-
Greensfunktionen in ihrer Funktion als statisches Streupotential weiter untersucht
werden. Da das optische Potential fu¨r ein gegebenes Streuproblem nicht eindeutig be-
stimmt ist [27], erscheint es sinnvoll, das hergeleitete optische Potential vom formalen,
praktischen und intuitiven Standpunkt aus kritisch zu beurteilen. Man kann dabei eine
nu¨tzliche Analogie zum etablierten optischen Potential fu¨r Einteilchenstreuung aus der
Einteilchen-Greensfunktion ziehen. Ich beginne daher mit einer Betrachtung der Ein-
teilchenstreuung und vergleiche dabei die alternativen Beschreibungen u¨ber die Greens-
funktion und das optische Potential von Feshbach. Die eingehende Diskussion der
Einteilchenpotentiale wird dann hilfreich sein, einzelne Terme der Teilchen-Teilchen-
Selbstenergie zu identizieren. Die Betrachtung eines Coulomb-wechselwirkenden Sy-
stems in Ortsraumdarstellung erlaubt es, die wichtigsten Terme im energieunabha¨ngi-
gen Teil des optischen Potentials zu interpretieren. Schlielich soll die Interpretation
der statischen Selbstenergie als Streupotential auch auf die Teilchen-Loch-Selbstenergie
u¨bertragen werden. Die in diesem Kapitel vorgestellten Betrachtungen basieren auf Re-
ferenz [34].
8.1 Optische Potentiale fu¨r Einteilchenstreuung
Wir betrachten im Folgenden die physikalische Situation der Streuung von einem ein-
zelnen Teilchen an einem N -Teilchen-Target, das sich im gebundenen Grundzustand
jΨN0 i bendet. Alle Teilchen sind ununterscheidbare Fermionen und wir betrachten nur
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den elastischen Streukanal, also die Streuereignisse, bei denen das Target sich auch nach
dem Streuproze wieder im Grundzustand jΨN0 i bendet. Die Einflu¨sse der Wechsel-
wirkung des Projektilteilchens mit dem Vielteilchentarget ko¨nnen durch ein optisches
Potential beru¨cksichtigt werden [82]. Wie schon in der Einleitung angemerkt wurde,
ist das optische Potential hier ein energieabha¨ngiger, nichtlokaler Operator im Einteil-
chenraum, der es erlaubt durch Lo¨sung von Einteilchen-Streugleichungen die Eekte
des Vielteilchentargets exakt zu beru¨cksichtigen. Falls inelastische Streuung energetisch
mo¨glich ist, wird das optische Potential zu einem nichthermiteschen Operator, der den
Verlust von Streuamplitude in inelastische Kana¨le beschreiben kann.
8.1.1 Das optische Potential der Einteilchen-Greensfunktion
Von Bell und Squires [24] wurde gezeigt, da die Selbstenergie (!) der Einteilchen-
Greensfunktion ein exaktes optisches Potential fu¨r elastische Einteilchenstreuung dar-
stellt. Traditionell wird die Selbstenergie durch eine unendliche Summation irre-
duzibler Diagramme aus der Feynman-Dyson-Sto¨rungsentwicklung der Einteilchen-
Greensfunktion deniert [9]. Die algebraische Herleitung der Dyson-Gleichung und die
entsprechende Denition der Selbstenergie [37,38] lieferten die Motivation zur Entwick-
lung der erweiterten Zweiteilchen-Greensfunktionen und wurden in Kapitel 1 ausfu¨hr-
lich besprochen.
A¨hnlich wie bei den erweiterten Zweiteilchen-Greensfunktionen kann auch die
Einteilchen-Greensfunktion als Resolvente eines energieabha¨ngigen eektiven Hamil-
tonoperators im Einteilchenraum verstanden werden [siehe Gleichung (1.24)]:
G(!) =
1
!1−H(G)(0)
aa
− (!) : (8.1)
Betrachten wir nun den statischen, d. h. energieunabha¨ngigen Teil des optischen
Hamilton-Operators der Einteilchen-Greensfunktion:
R(G)pq :=
h
H(G)(0)
aa
i
pq
+ pq(1) = hΨN0 j

ap ;
h
H ; ayq
i
−

+
jΨN0 i: (8.2)
Die Kommutatoren der Erzeugungs- und Vernichtungsoperatoren mit dem Hamilton-
Operator H aus (1.19), (1.20) und (4.1) { (4.3) sind leicht auszuwerten. Wir erhalten
den Ausdruck
R(G)pq = "ppq + vpq + V(G)pq (8.3)
fu¨r den statischen Anteil des eektiven Hamilton-Operators der Einteilchen-
Greensfunktion. Die ersten beiden Terme auf der rechten Seite sind leicht als
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Auswirkungen des Einteilchen-Anteils des Hamilton-Operators wie die kinetische
Energie und externe Kra¨fte auf das Projektilteilchen zu interpretieren. Der dritte
Term
V(G)pq = hΨN0 j

ap
h
V ; ayq
i
−

+
jΨN0 i
=
X
kl
Vpk[ql] lk (8.4)
beschreibt die Zweiteilchenwechselwirkungen zwischen dem Projektil und den Target-
Teilchen. Die Einteilchendichte ij ist folgendermaen deniert:
ij = hΨN0 j ayjai jΨN0 i: (8.5)
Der Wechselwirkungsteil der statischen Selbstenergie wird anschaulich zuga¨ngli-
cher, wenn man ein lokales Wechselwirkungspotential beru¨cksichtigt und die For-
meln in die Ortsraumdarstellung u¨bertra¨gt. Wir betrachten im folgenden Coulomb-
wechselwirkende Elektronen, bei denen das Wechselwirkungsmatrixelement im Orts-
raum
Vr1r2r01r02 =
r1r01r2r02
jr1 − r2j (8.6)
lautet. Die Indizes r = (r; ) sind aus einem Ortsvektor r und einem Spin-Anteil 
zusammengesetzt. Die zutreende Delta-Funktion lautet hier rr0 := (r− r0) 0 .
In der Ortsraumdarstellung lautet der Wechselwirkungsanteil der statischen Selbst-
energie (oder des energieunabha¨ngigen Anteils des optischen Hamilton-Operators der
Einteilchen-Greensfunktion)
V(G)rr0 = rr0
Z
dr1
r1
jr− r1j −
rr0
jr− r0j ; (8.7)
wobei die Integration hier u¨ber den dreidimensionalen Kongurationsraum la¨uft und
zusa¨tzlich eine Summation u¨ber die Spinindizes beinhaltet. Die Gro¨e r = rr be-
zeichnet den diagonalen Anteil der Einteilchendichte. Im Falle eines Targets, das sich
in einem nichtentarteten Singulett-Zustand bendet, la¨t sich der Spinanteil leicht ab-
separieren und der folgende ra¨umliche Anteil bleibt u¨brig [83]:
V(G)(r; r0) = (r− r0)
Z
dr1
(r1)
jr− r1j −
(r; r0)
jr− r0j : (8.8)
Hier wird oensichtlich, da die statische Selbstenergie die Coulomb-Abstoung des
Projektils von der statischen Ladungsdichte des Targets beschreibt. Diese Repulsion
wird allerdings dadurch vermindert, da sich das Projektil-Elektron mit einem der
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Target-Elektronen austauschen kann. Diesem Austauschproze wird durch den zwei-
ten Term auf der rechten Seite Rechnung getragen. Falls die Wellenfunktion des Streu-
targets durch eine Slater-Determinante gena¨hert wird, dann approximiert der stati-
sche eektive Streu-Hamilton-Operator R(G) die Projektil-Target-Wechselwirkung auf
dem sogenannten
"
static-exchange\ Niveau. Berechnet man dagegen R(G) mit einer
korrelierten Grundzustandsdichte, so erha¨lt man die sogenannte
"
correlated static-
exchange\ Na¨herung [84{86]. Diese Na¨herungen ko¨nnen selbstversta¨ndlich Eekte,
die durch die A¨nderung der Wellenfunktion des Targets in Antwort auf das ankommen-
de Projektil entstehen, nicht beru¨cksichtigen. Diese als dynamische Eekte bezeichne-
ten Einflu¨sse werden durch den energieabha¨ngigen (dynamischen) Teil der Selbstenergie
beru¨cksichtigt.
8.1.2 Das optische Potential nach Feshbach
Das optische Potential von Feshbach [26] war das erste optische Potential, das streng
hergeleitet wurde. Es gibt jedoch unendlich viele physikalisch a¨quivalente optische Po-
tentiale. Die mathematischen Eigenschaften von einigen eektiven Einteilchenpotentia-
le wurden von Capuzzi und Mahaux untersucht [27]. Eine a¨quivalente Formulierung des
von Feshbach hergeleiteten eektiven Hamilton-Operators, der die kinetische Energie
fu¨r das Projektilteilchen und das optische Potential entha¨lt, lautet in Matrixschreib-
weise
h(F)(E) = [R(F) +D(E)]−1: (8.9)
Der Zusammenhang mit den von Feshbach angegebenen Formeln [26] ndet sich in
Referenz [27]. Die Matrix  steht fu¨r die Dierenz der Einheitsmatrix und der Einteil-
chendichte des Grundzustands mit den Matrixelementen
pq = hΨN0 j apayq jΨN0 i
= pq − pq: (8.10)
Man beachte, da die Eigenwerte dieser Matrix durch Eins abzu¨glich der natu¨rlichen
Besetzungszahlen des Grundzustands des Targets gegeben sind. Falls das Target einen
unkorrelierten Kern (
"
hard core\) entha¨lt, verschwinden Eigenwerte der Matrix  und
sie kann nicht im ganzen Einteilchenraum invertiert werden. Stattdessen mu man den
unkorrelierten Kern explizit von dem fu¨r die Projektil-Wellenfunktion zuga¨nglichen
Raum ausschlieen. Wenn die Wellenfunktion gar durch eine Slater-Determinante be-
schrieben wird, wird die Matrix  zum Projektor auf den Raum der virtuellen Orbitale.
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Die Matrix R(F) nennen wir den statischen Teil des eektiven Hamilton-Operators
nach Feshbach. Sie wird durch die Matrixelemente
R(F)pq = hΨN0 j ap [H ; ayq]− jΨN0 i (8.11)
deniert. Der dynamische Teil D(E) (siehe Referenz [27]) besitzt Pole, die man Reso-
nanzen von Zwei-Teilchen-Loch- und ho¨heren Anregungen zuordnen kann, und einen
Verzweigungsschnitt oberhalb der Ionisierungsschwelle. Die analytische Struktur des
dynamischen Teils ist vom formalen Standpunkt aus gesehen a¨hnlich zur dynamischen
Selbstenergie (3.21). Das ist nicht sehr u¨berraschend, da die Projektionsmethode, mit
der das Feshbach-Potential hergeleitet wird [26], formal sehr der in Kapitel 1 oder in
den Referenzen [37,38] beschriebenen Herleitung der Dyson-Gleichung a¨hnelt. Bei der
Einteilchen-Greensfunktion wird eine Partitionierung durchgefu¨hrt, die eine Projekti-
on auf einen von orthonormalen Zusta¨nden aufgespannten prima¨ren Raum bewirkt.
Beim Feshbach-Potential dagegen wird auf die nichtorthogonalen Zusta¨nde ayr jΨN0 i
projiziert.
Wie beim optischen Potential der Selbstenergie im vorausgegangenen Abschnitt
soll nun der statische Anteil R(F)pq von Feshbachs optischem Hamilton-Operator na¨her
untersucht werden:
R(F)pq = "ppq +
X
j
vpjjq + V(F)pq ; (8.12)
wobei
V(F)pq = hΨN0 j [ap ; V ]− ayq jΨN0 i: (8.13)
Zuna¨chst bemerkt man, da der reine Einteilchenanteil in h(F)(E) nach herausku¨rzen
der Matrix  in (8.9) mit dem Einteilchenanteil des optischen Hamilton-Operators der
Einteilchen-Greensfunktion u¨bereinstimmt. Der Wechselwirkungsteil V(F)pq unterschei-
det sich jedoch von der analogen Gro¨e der Greensfunktion V(G)pq aus Gleichung (8.7)
dadurch, da er die Zweiteilchendichte
γijkl = hΨN0 j aylaykaiaj jΨN0 i (8.14)
des Target-Zustands entha¨lt. Die Zweiteilchendichte spielt hier eine Rolle, weil der Er-
wartungswert hΨN0 j [ap ; V ]− ayq jΨN0 i Produkte von je drei Erzeugungs- und drei Ver-
nichtungsoperatoren entha¨lt. Nachdem je ein Erzeuger und ein Vernichter durch Aus-
werten des Kommutators verschwindet, bleibt eine Zweiteilchendichte u¨brig. Um einen
u¨bersichtlichen Ausdruck fu¨r V(F)pq herzuleiten, beachte man nun, da die Zweiteilchen-
dichte einer Slater-Determinante gema¨
γSdijkl = ikjl − iljk (8.15)
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in Produkte von Einteilchendichten zerfa¨llt. Wenn man nun die verbleibende Zweiteil-
chendichte
~γijkl = γijkl − γSdijkl (8.16)
einfu¨hrt, so kann man R(F)pq folgendermaen ausdru¨cken:
R(F)pq =
X
i
R(G)pi iq +
X
jkl
~γpljiVijlq: (8.17)
Im Fall eines unkorrelierten (also durch eine Slater-Determinante beschriebenen) Tar-
gets, reduziert sich der statische Anteil des optischen Hamilton-Operators nach Fesh-
bach (8.9) also auf die wohlbekannte
"
static-exchange\-Na¨herung. Bei korrelierten Tar-
gets bleibt jedoch ein Term u¨brig, der von dem nicht-faktorisierenden Anteil ~γplji der
Zweiteilchendichte herru¨hrt und nicht leicht anschaulich gedeutet werden kann. Wir
schlieen daraus, da im Vergleich mit dem Feshbach-Potential das optische Poten-
tial der Einteilchen-Greensfunktion, das auch fu¨r nur teilweise korrelierte Targets im
gesamten Einteilchenraum wohldeniert ist, den einfacher zu berechnenden und intui-
tiveren statischen Anteil besitzt. Der Vollsta¨ndigkeit halber soll noch erwa¨hnt werden,
da der Zugang von Feshbach auch im dynamischen Anteil des optischen Potentials
mehr Probleme mit sich bringt, die sich bei Studien an Kernmaterie zumindest fu¨r
niedrige Energien in einer komplizierteren Energieabha¨ngigkeit und Nichtlokalita¨t ma-
nifestieren [27, 87].
8.2 Statische Zweiteilchenpotentiale
In Kapitel 7 wurde gezeigt, da die Selbstenergie der erweiterten Teilchen-Teilchen-
Greensfunktion G(pp)(!) ein exaktes optisches Potential fu¨r elastische Streuung von
zwei Projektilteilchen an einem Vielteilchentarget darstellt. Wenn beide Projektilteil-
chen asymptotisch frei sind, kann man einfach die kinetische Energie als Projektil-
Hamilton-Operator Hp und als nullte Ordnung H0 wa¨hlen. Der eektive Hamilton-
Operator fu¨r das Zweiteilchen-Streuproblem ist dann wie gewo¨hnlich die Summe des
Anteils nullter Ordnung H(pp)(0)
aa
, der jetzt die kinetische Energie der beiden Projektil-
teilchen beschreibt, und der Selbstenergie S(pp)(E), welche die gesamte Wechselwirkung
beru¨cksichtigt. Wechselwirkung tritt sowohl zwischen den Projektilteilchen untereinan-
der auf, als auch zwischen den Projektil- und Targetteilchen, innerhalb des Targets und
gegebenenfalls mit externen Kra¨ften auf. Der statische Teil des optischen Hamilton-
Operators lautet
R(pp)rs;r0s0 =
h
H(pp)
aa
i
rs;r0s0
= (ayr; a
y
s jH^j ayr0; ays0): (8.18)
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Die Beitra¨ge des Einteilchenanteils des Hamilton-Operators H ko¨nnen wegen der Li-
nearita¨t der Superoperatoren H^ = H^0 + v^ + V^ wieder einfach abgespalten werden:
R(pp)rs;r0s0 = ("r + "s)(rr0ss0 − rs0rs0) + Srs;r0s0(1) (8.19)
mit
S(pp)rs;r0s0(1) = vrr0ss0 + rr0vss0 − vrs0rs0 − rs0vrs0 + V(pp)rs;r0s0: (8.20)
Die kinetische Energie und der Einflu a¨uerer Kra¨fte wird also schon durch den stati-
schen Anteil des eektiven Hamilton-Operators exakt beschrieben und ist unabha¨ngig
von mo¨glichen Na¨herungen an der Targetwellenfunktion. Man beachte, da sich die
Mo¨glichkeit, die beiden mit r und s gekennzeichneten Projektilteilchen auszutauschen,
explizit im Einteilchenanteil des eektiven Hamilton-Operators niederschla¨gt. Aus den
Gleichungen (8.19) und (8.20) sieht man, da die von der kinetischen Energie und von
a¨ueren Feldern herru¨hrenden Teile antisymmetrisch bezu¨glich Vertauschung der In-
dizes sind. Der ebenfalls antisymmetrische Wechselwirkungsteil V(pp)rs;r0s0 der statischen
Selbstenergie la¨t sich durch Anwendung der Denitionen (2.2) und (2.11) aus Kapitel
2 berechnen:
V(pp)rs;r0s0 = (ayr; ays jV^ j ayr0; ays0)
= hΨN0 j
h
asar ;
h
V ; ayr0a
y
s0
i
−
i
− jΨ
N
0 i+(
h’j
h h
V ; ayr0
i
− ; ar
i
+
j’ihΨN0 j ays0as jΨN0 i+
ss0hΨN0 j
h
V ; ayr0
i
+
ar jΨN0 i
)
−
(
r $ s
)
−
(
r0 $ s0
)
+
(
r $ s & r0 $ s0
)
; (8.21)
wobei der Ausdruck in geschweiften Klammern insgesamt vier mal mit vertauschten
Indizes auftritt, wie in der letzten Zeile von Gleichung (8.21) angedeutet wird. Betrach-
tet man wieder den Fall von Coulomb-wechselwirkenden Elektronen und transformiert
die Gleichung (8.21) in die Ortsraumdarstellung, so erha¨lt man, bedingt durch die
vielen Mo¨glichkeiten, die beiden Elektronen miteinander und mit den Targetteilchen
auszutauschen, eine Vielzahl von Termen. In Anhang B sind alle auftretenden Terme
aufgefu¨hrt. Im Folgenden sollen nur die wichtigsten Terme motiviert und besprochen
werden.
Auf den ersten Blick erwartet man zuna¨chst Terme, welche die Abstoung der Pro-
jektilteilchen untereinander und die Coulomb-Wechselwirkung der Projektilteilchen mit
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der statischen Ladungsverteilung des Targets beschreiben. Diese Terme treten auch
dann auf, wenn die Projektilteilchen von den Targetteilchen unterscheidbar sind, al-
so z. B. fu¨r Streuung von Positronen oder Protonen an einem elektronischen Target
(z. B. Atom oder Moleku¨l). Um diese Terme zu isolieren, fu¨hre ich daher positronische
Erzeugungs- und Vernichtungsoperatoren cyr und cr ein, die mit elektronischen Ope-
ratoren ayr und ar vertauschen. Beru¨cksichtigt man nun die Coulomb-Wechselwirkung
der Positronen im Wechselwirkungsoperator Vcomposite fu¨r das zusammengesetzte Sy-
stem aus Elektronen und Positronen1, so ergibt sich der folgende Ausdruck fu¨r den
Wechselwirkungsteil der statischen Selbstenergie fu¨r die erweiterte Teilchen-Teilchen-
Greensfunktion:
V(Positronen)rs;r0s0 = (cyr; cys jV^compositej cyr0; cys0)
= (rr0ss0 − rs0rs0)
 
1
jr− sj −
Z
dr1
r1
jr1 − rj −
Z
dr1
r1
jr1 − sj
!
: (8.22)
Dieses sehr intuitive Ergebnis zeigt, da die statische Teilchen-Teilchen-Selbstenergie
bereits die gesamte Zweiteilchenwechselwirkung im Projektil wie auch die Coulomb-
Wechselwirkung mit der statischen Ladungsdichte des Targets entha¨lt. Die Mo¨glichkeit
des Austausches der beiden Projektilteilchen ist in Gleichung (8.22) explizit durch die
antisymmetrischen Delta-Funktionen gegeben.
Kehrt man zuru¨ck zur Streuung von Projektilteilchen, die ununterscheidbar von den
Teilchen des Targets sind, erwartet man zusa¨tzliche Austauschterme. Diese Terme tre-
ten tatsa¨chlich auf und die Berechnung aus Gleichung (8.21) ergibt neun verschiedene
Terme:
(ayr; a
y
s jV^ j ayr0ays0) = A+B + C +D + E + F +G + I + J
− (r $ s)− (r0 $ s0) + (r $ s& r0 $ s0): (8.23)
Wie zuvor schon erwa¨hnt, sind alle Terme in Anhang B aufgefu¨hrt. Man beachte, da
auerhalb des Target, d. h. wenn die Positionen r, r0, s und s0 so gewa¨hlt werden,
da die Einteilchendichte des Targets dort verschwindet, nur die Terme A und B mit
ihren antisymmetrischen Kombinationen u¨brigbleiben. Diese Terme reproduzieren bis
auf den oensichtlichen Wechsel im Vorzeichen der Projektil-Target-Wechselwirkung
wieder Gleichung (8.22).
1Der zu illustrativen Zwecken gewa¨hlte Operator Vcomposite wurde aus Referenz [88] u¨bernommen
und beru¨cksichtigt die statische Coulomb-Wechselwirkung aber keine relativistischen Eekte, insbe-
sondere nicht die Mo¨glichkeit der Paarvernichtung.
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Von den u¨brigen Termen la¨t sich der Term C = −ss0 rr0jr−r0j am einfachsten
identizieren. Dieser Beitrag stellt eine Art Austauschwechselwirkung eines einzel-
nen Projektilteilchens mit dem Target dar, die schon bei der Einteilchenstreuung in
Gleichung (8.7) aufgetreten ist. Alle anderen Terme mu¨ssen entweder als Coulomb-
Wechselwirkung innerhalb des Projektils mit simultanem Austausch zwischen Projek-
til und Target (D { G) gedeutet werden oder als Austausch zwischen Projektil und
Target mit simultaner Projektil-Target-Wechselwirkung (I und J). Das Auftreten von
Zweiteilchen-Dichten in den Termen F und I erscheint in diesem Zusammenhang nicht
unnatu¨rlich, obwohl sich diese gemischten oder simultanen Austauschterme einer in-
tuitiven Interpretation entziehen.
Man beachte, da die Terme G und J zur Einteilchendichte 'ij = h’j ayjai j’i des se-
kunda¨ren Referenzzustands j’i proportional sind, der in der Denition (2.2) der erwei-
terten Zusta¨nde jA;B) eingefu¨hrt wurde. Die Wahl dieses Referenzzustands hat keine
Auswirkungen auf die algebraischen Eigenschaften der erweiterten Zusta¨nde, insbeson-
dere nicht fu¨r die Herleitung der Dyson-Gleichung. Fu¨r die hier betrachtete statische
Selbstenergie ergeben sich oensichtlich Unterschiede und die Freiheit in der Wahl des
sekunda¨ren Referenzzustands kann nun genutzt werden, um die statische Selbstener-
gie zu modizieren. Die einzige Bedingung an j’i ist, da j’i eine Eigenfunktion des
Hamilton-Operators im Fock-Raum H sein mu (vgl. Abschnitt 2.3). Die beiden auf
der Hand liegenden Wahlmo¨glichkeiten fu¨r j’i sind der Targetzustand jΨN0 i und das
Vakuum des Fock-Raums jvaki. Wa¨hlt man das Vakuum, so verschwinden die Terme
G und J , da die Teilchendichte im Vakuum verschwindet. Wa¨hlt man stattdessen den
Grundzustand jΨN0 i des Targets, so a¨hneln die Terme G und J den Termen F und I,
die Zweiteilchendichten mit entgegengesetztem Vorzeichen enthalten. Unterstellt man
eine Faktorisierung der Zweiteilchendichten [vgl. Gleichung (8.15)], ko¨nnen sich diese
Terme also teilweise wegheben.
Wie schon bei der Einteilchenstreuung gibt es auch bei der Zweiteilchenstreu-
ung andere Mo¨glichkeiten, um optische Potentiale zu denieren. Ohne zu sehr ins
Detail zu gehen, sollte erwa¨hnt werden, da ein zum eektiven Hamilton-Operator
von Feshbach (8.9) analoger Ausdruck auch fu¨r Zweiteilchenstreuung hergeleitet
werden kann. Der statische Teil R(F) entha¨lt hier die Matrixelemente R(F)rsr0s0 =
hΨN0 j asar [H ; ayr0ays0]− jΨN0 i. Nimmt man Positronen als Projektilteilchen (also vom
Target unterscheidbare Teilchen), so erha¨lt man dasselbe Ergebnis wie in Gleichung
(8.22). In diesem Spezialfall sind die statische Teilchen-Teilchen-Selbstenergie und der
statische Teil des Feshbach-Potentials identisch. Falls jedoch alle Teilchen (also von
Projektil und Target) ununterscheidbare Fermionen sind, dann beinhaltet R(F) Drei-
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teilchendichten, die sehr mu¨hsam auszuwerten und noch schwieriger zu interpretieren
sind.
8.3 Teilchen-Loch-Streuung
Die strenge formale Analogie zwischen den in den Kapitel 2 und 3 vorgestellten erwei-
terten Zweiteilchen-Greensfunktionen legt es nahe, im Zusammenhang der Deutung
der Teilchen-Teilchen-Selbstenergie als optisches Potential auch u¨ber den Nutzen der
Teilchen-Loch-Selbstenergie nachzudenken. Die Teilchen-Loch-Selbstenergie ko¨nnte als
optisches Potential z. B. in der Festko¨rperphysik Anwendung nden: In ausgedehnten,
elektronisches Systemen ziehen sich Teilchen und Lo¨cher bekanntermaen gegenseitig
an und bilden gebundene Zusta¨nde, die sognannten Exzitonen. Die Exzitonen ko¨nnen
dann ihrerseits wieder als Projektile wirken und an Defekten, an anderem mo¨glichen
Wechselwirkungszentren oder auch nur durch die Anwesenheit der elektronischen Kor-
relation gestreut werden.
Ein Ausdruck fu¨r den statischen Teil des eektiven Hamilton-Operators fu¨r das
Teilchen-Loch-Problem kann aus Gleichung (5.2) gewonnen werden:
(ayp; aq jH^j ayp0; aq0) = pp0qq0("p − "q) + S(ph)pqp0q0(1): (8.24)
Man sieht hier, da der Anteil der kinetischen Energie zwei unterscheidbare Teilchen
mit Massen von entgegengesetztem Vorzeichen beschreibt2. Die Wechselwirkung mit
externen (und Einteilchen-) Potentialen ist in der statischen Selbstenergie enthalten
und zeigt auch verschiedene Vorzeichen wie fu¨r Teilchen, die entgegengesetzte Ladun-
gen tragen:
S(ph)pqp0q0(1) = vpp0qq0 − pp0vq0q + (ayp; aq jV^ j ayp0; aq0): (8.25)
Das Wechselwirkungspotential (ayp; aq jV^ j a0yp ; a0q) beschreibt die Zweiteilchen-
Wechselwirkungen und la¨t sich wiederum leichter interpretieren, wenn man zur
Ortsraumdarstellung u¨bergeht. Der sich so ergebende Ausdruck ist immer noch ziem-
lich kompliziert und kann in Anhang C gefunden werden. Der Wechselwirkungsteil
der statischen Selbstenergie vereinfacht sich wieder sehr stark, wenn sich die Projek-
tilteilchen auerhalb des Targets aufhalten, d. h. an Orten, wo die Einteilchendichte
2Wa¨hlt man fu¨r H0 wieder den Operator der kinetischen Energie fu¨r Elektronen, so sollten die
Einteilchenindizes p und q in Gleichung (8.24) als Impulsraumdarstellung verstanden werden, in der
dann die kinetische Energie diagonal ist. Spa¨ter wird dann in die Ortsraumdarstellung u¨bergegangen
(mit Indizes r und s), wo sich das lokale Coulomb-Potential vereinfacht.
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auf Null zuru¨ckgegangen ist. In dieser
"
a¨ueren Region\ bleibt nur die Coulomb-
Wechselwirkung zweier entgegengesetzt geladener Teilchen mit der Ladungsdichte des
Targets u¨brig:
(ayr; as jV^ j ayr0; as0)

a¨uere Region
= rr0ss0
Z
dr1
r1
jr1 − rj − rr
0ss0
Z
dr1
r1
jr1 − sj : (8.26)
In der a¨ueren Region gibt es keine direkte Kopplung zwischen dem Teilchen und
dem Loch. Es gibt jedoch keine formalen Beschra¨nkungen, die es dem Loch verbieten
wu¨rden, sich auerhalb des Targets aufzuhalten. In Gebieten mit verschwindender Tei-
chendichte bewegen sich Lo¨cher mit negativer Masse und wechselwirken mit positiver
Ladung mit den externen Potentialen und der Ladungsdichte des Targets. Innerhalb
des Targets kommt es allerdings zu Wechselwirkungen zwischen Teilchen und Lo¨chern.
Man sieht dies am besten, wenn man den Wechselwirkungsteil weitergehend durch die
Annahme vereinfacht, da alle Zweiteilchendichten in Gleichung (C.1) faktorisieren.
Dies ist in dem Fall exakt, wenn der Targetzustand durch eine Slater-Determinante
beschrieben werden kann. Wa¨hlt man auerdem fu¨r den sekunda¨ren Referenzzustand
j’i die Wellenfunktion des Targets, so erha¨lt man den folgenden Ausdruck:
(ayr; as jV^ j ayr0; as0)

faktorisiert
= rr0ss0
Z
dr1
r1
jr1 − rj − ss
0
rr0
jr− r0j
−rr0ss0
Z
dr1
r1
jr1 − sj + rr
0
s0s
js− s0j
−rr0
Z
dr1
s0r1r1s
jr1 − rj
−ss0
Z
dr1
rr1r1r0
jr1 − sj
+rr0s0s
 
1
jr− s0j +
1
jr0 − sj
!
+VArs;r0s0: (8.27)
Zusa¨tzlich zu den Termen aus Gleichung (8.26) nden wir nun die u¨blichen Austausch-
terme fu¨r das Teilchen (zweiter Term auf der rechten Seite) und einen analogen Aus-
tauschterm fu¨r das Loch (vierter Term). Die folgenden beiden Terme (der fu¨nfte und
der sechste) beschreiben attraktive Kra¨fte zwischen dem Teilchen und dem Loch, die
u¨ber das Target vermittelt werden. Dies wird vor allem klar, falls die Einteilchendich-
ten nahezu diagonal werden. Der vorletzte (siebte) Term kann als Austauschkorrektur
zu den vorangegangenen Coulomb-Termen gedeutet werden. Der letzte Term VArs;r0s0
wird
"
Anihilationspotential\ genannt und lautet
VArs;r0s0 = rss0r0
 
1
jr− r0j +
1
js− s0j −
1
jr− s0j −
1
jr0 − sj
!
: (8.28)
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Er spielt eine besondere Rolle, da die auftretenden Einteilchendichten Teilchen- (r,
r0) und Lochindizes (s, s0) mischen. Dieser Term entspringt daher der Mo¨glichkeit von
Teilchen-Loch-Anregungen zu zerfallen. Man beachte auch, da dieser Term verschwin-
det, wenn sich das Target in einem Singulett-Zustand bendet (wie auch bisher immer
angenommen wurde) und das Teilchen-Loch-Paar eine Triplett-Anregung darstellt, also
z. B. die Spins entgegengesetzt stehen [r = (r; "), und s = (s; #)].
Teil II
Die dynamische Greensfunktion
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Kapitel 9
Elektron-Moleku¨l-Streuung
In der traditionellen Vielteilchentheorie [9] werden Systeme mit ununterscheidbaren
Teilchen behandelt. Bei Anwendungen auf Moleku¨le und insbesondere bei der Behand-
lung von Elektron-Moleku¨l-Streuung wird in der Regel nur die Elektronenbewegung
mit den Methoden der Vielteilchentheorie behandelt, wa¨hrend die Kernkoordinaten
bei der elektronischen Rechnung festgehalten (xed nuclei, fn) werden und damit nur
parametrisch in die Bewegungsgleichungen eingehen. In den meisten Streurechnungen
wird auch das elektronische Problem nur als eektives Einteilchenproblem behandelt,
indem die Eigenschaften des komplexen Vielteilchentargets mit einem pha¨nomenologi-
schen Polarisationspotential modelliert werden [89] (siehe dazu auch Abbildung 1 auf
Seite 7). Es wurden aber auch erfolgreich Streurechnungen mit ab-initio-berechneten
optischen Potentialen durchgefu¨hrt, die sich entweder auf Feshbachs Herleitung des op-
tischen Potentials [26] oder auf die Selbstenergie des Einteilchen-Greensfunktion [24]
stu¨tzen (siehe auch Abschnitt 8.1).
Numerische Anwendungen mit Feshbachs optischem Potential wurden bisher durch
Projektion von Matrizen aus der Kongurationswechselwirkungsmethode (CI) reali-
siert [90, 91], gingen aber selten u¨ber eine unkorrelierte Hartree-Fock-Beschreibung
der Grundzustandswellenfunktion des Targets hinaus. Die Beschreibung des Targets
mit korrelierten, d. h. aus mehreren Kongurationen bestehenden Wellenfunktionen
stellt in diesem Zusammenhang ein delikates Problem dar [92, 93]. Das durch die
Dyson-Gleichung denierte optische Potential der Einteilchen-Greensfunktion (siehe
Kapitel 1) hat sich dagegen in numerischen Rechnungen bewa¨hrt. Mit leicht zuga¨ng-
lichen sto¨rungstheoretischen Na¨herungen wird eine ausgewogene Beru¨cksichtigung der
Grundzustandskorrelation automatisch erreicht. Fu¨r die Berechnung der Selbstener-
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gie von Moleku¨len stehen verschiedene Na¨herungsschemata zur Verfu¨gung [15, 21, 94].
Anwendungen auf Elektron-Moleku¨lstreuung ndet man in den Referenzen [28,95{98].
Fu¨r die Lo¨sung der Einteilchenstreugleichungen bei festgehaltenen Kerngeometri-
en gibt es eine Vielzahl von Methoden und numerischen Verfahren. So haben sich
z. B. die R-Matrix-Methode [99{101], das sogenannte
"
Schwinger-variational\- [102],
das
"
complex-Kohn\- [103,104] und das
"
close-coupling\-Verfahren [89, 105] etabliert.
Die Dynamik des Kerngeru¨sts der Targetmoleku¨le wird oft nachtra¨glich im Rahmen
der Born-Oppenheimer-Na¨herung beru¨cksichtigt. Bei dieser sogenannten
"
adiabatic-
nuclei\-Na¨herung [89, 106, 107] werden die Elemente der xed-nuclei-S-Matrix u¨ber
verschiedene Kerngeometrien R gemittelt, wobei sie mit den Kernwellenfunktionen des
isolierten Targetmoleku¨ls gewichtet werden. Diese Na¨herung bricht jedoch fu¨r niedri-
ge Projektilenergien und insbesondere bei resonanter Vibrationsanregung zusammen
(siehe z. B. Referenz [108]). Wenn Situationen auftreten, in denen sich die Projektil-
elektronen mit vergleichbaren Geschwindigkeiten wie die Atomkerne bewegen, wird es
schlielich unabdingbar, die Kopplung von Projektil- und Kernbewegung explizit zu
beru¨cksichtigen.
Eine direkte Methode, um die nichtadiabatische Kopplung von Kern- und Projek-
tilbewegung zu beru¨cksichtigen, stellt die
"
close-coupling\-Methode dar [89, 105]. In
diesem Formalismus wird die Wellenfunktion des vollen, molekularen Streuproblems
(in den Koordinaten der Atomkerne und der N + 1 Elektronen!) in einer endlichen
Menge von Basisfunktionen entwickelt, welche gema¨ exakter und ungefa¨hrer Erhal-
tungsgro¨en gewa¨hlt werden. In der Regel ist eine Einbeziehung angeregter Target-
zusta¨nde in die close-coupling-Entwicklung nicht durchfu¨hrbar. Diese Zusta¨nde sind
jedoch notwendig, um Polarisationseekte korrekt zu beschreiben. Um diesen Mi-
stand zu beheben, sind in der Literatur sind bisher in der Regel pha¨nomenologisch
motivierte Modellpotentiale verwendet worden [89,109{111]. Ein weiteres Problem des
close-coupling-Formalismusses besteht darin, da die numerischen Rechnungen bei sehr
niedrigen Projektilenergien schlecht konvergieren [112].
Im Gegensatz zur direkten, gekoppelten Behandlung der Kernbewegung im close-
coupling-Formalismus steht die Lo¨sung des Streuproblems in zwei Schritten im
Rahmen des sogenannten Projektionsoperatorformalismusses (
"
projection-operator\-
Formalismus, PO [113{115]). Der PO-Formalismus fut auf der Annahme, da es eine
Resonanz in der Elektronenstreuung bei festgehaltenen Kerngeometrien gibt. Das ent-
spricht einem metastabilen, anionischen Zustand des (starren) Targetmoleku¨ls. Ausge-
hend von dieser Annahme, kann man mit der PO-Methode die Kerndynamik jenseits
der adiabatic-nuclei Na¨herung behandeln. Im PO-Formalismus wird das elektronische
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Streuproblem durch Feshbach-Projektion von der Behandlung der Kerndynamik ge-
trennt, so da nur einige Resonanzparameter aus der Streuung bei festgehaltenen
Kerngeometrien die zu lo¨senden Gleichungen fu¨r die Kerndynamik bestimmen. Die
Kopplung an das Kontinuum elektronischer Wellenfunktionen geht in die Kerndyna-
mik als komplexes, nichtlokales Potential ein. Verschiedene Ebenen von Na¨herungen
fu¨r die nichtadiabatische Kopplung der elektronischen Dynamik mit der Kerndynamik
werden durch lokale und nichtlokale Modelle fu¨r das komplexe Potential erreicht [113].
Die PO-Methode hat viele Aspekte resonanter Elektron-Moleku¨l-Streuung erfolgreich
erkla¨rt und kann ein sehr anschauliches Bild fu¨r die Mechanismen verschiedener physi-
kalischer Prozesse vermitteln, wie z. B. resonante Vibrationsanregung [114]. Anderer-
seits ist sie per se keine exakte Methode, da nur resonante Betra¨ge zur Streuamplitude
behandelt werden ko¨nnen. Es gibt immer nichtresonante Beitra¨ge, sogenannte Hinter-
grundbeitra¨ge, die im PO-Formalismus nicht berechnet werden ko¨nnen, aber bei Streu-
ung auerhalb von Resonanzen die Wirkungsquerschnitte sogar dominieren ko¨nnen. In
manchen Fa¨llen ist keine vorherrschende Resonanz vorhanden, und manchmal tragen
zahlreiche Resonanzen bei, die sich nur schwer identizieren und voneinander tren-
nen lassen. In diesen Fa¨llen scheitert letztendlich die getrennte Behandlung von Kern-
und Elektronenbewegung. Auch wird die Nichtlokalita¨t des komplexen Potentials fu¨r
sehr langsame Streuelektronen sehr kompliziert und schwer zu modellieren: Details
der Elektron-Moleku¨l-Wechselwirkung und der dynamischen Kopplung der elektroni-
schen, Schwingungs- und Rotationsfreiheitsgrade werden wichtig, wenn die Zeitskalen
der Projektil- und Kernbewegung vergleichbar werden. Als Beispiel sei die Streuung
an einem polaren Moleku¨l mit einem superkritischen Dipolmoment genannt. Es ist be-
kannt, da ein superkritischer, nichtrotierender Dipol (D > 1; 625 Debeye) ein zusa¨tz-
liches Elektron binden kann. Dieser gebundene Zustand wird aber geschwa¨cht oder
verschwindet, wenn der Dipol rotieren kann [116]. Es ist sehr schwierig, die Kopplung
der Rotationsfreiheitsgrade im Modell des nichtlokalen, komplexen Potentials korrekt
zu beru¨cksichtigen.1 Daher kann eine voll dynamische Rechnung, die alle relevanten
Freiheitsgrade einschliet, notwendig werden, um die Physik der Elektronenstreuung
mit sehr niedriger Energie an polaren Moleku¨len richtig zu beschreiben.
Meines Wissens wurde bisher keine strenge Herleitung eines optischen Potentials
fu¨r Elektron-Moleku¨lstreuung vorgestellt, das die Kernbewegung vollsta¨ndig beru¨ck-
1In der Literatur wurde bisher immer nur der Fall J = 0 behandelt und damit den Problemen
bei ho¨heren Drehimpulsen aus dem Weg gegangen. Grundsa¨tzlich ko¨nnen im PO-Formalismus auch
ho¨here Drehimpulse beru¨cksichtigt werden, aber es ist schwierig, ihre Kopplungen direkt zu berechnen
oder zu modellieren (siehe z. B. Referenzen [117, 118]).
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sichtigt. Mit dem zweiten Teil dieser Arbeit soll diese Lu¨cke geschlossen werden. Im
folgenden Kapitel wird ein optisches Potential vorgestellt, das sich vom gewo¨hnli-
chen optischen Potential der Einteilchen-Greensfunktion ableitet, es aber zusa¨tzlich
erlaubt, die Kernbewegung gleichberechtigt zur Projektilbewegung zu behandeln. Die-
ses sogenannte dynamische optische Potential wird durch die Selbstenergie der dynami-
schen Greensfunktion deniert, welche eine Erweiterung der gewo¨hnlichen Einteilchen-
Greensfunktion unter Einbeziehung der kinetischen Energie der Atomkerne darstellt.
Das dynamische optische Potential ist ein optisches Potential fu¨r die Prozesse der
Elektron-Moleku¨l-Streuung, die elastisch in Bezug auf die elektronischen Anregungen
des Targets sind, aber inelastisch bezu¨glich der Kernbewegung sein du¨rfen. Darun-
ter fallen inbesondere Rotations- oder Schwingungsanregung, Umlagerungsreaktionen,
dissoziative Anlagerung und assoziative Dissoziation. Die einzige Annahme, die den
folgenden Betrachtungen zugrundeliegt, ist, da die Born-Oppenheimer-Na¨herung fu¨r
den elektronischen Grundzustand des Targets gilt. Ansonsten ist das dynamische op-
tische Potential exakt. Es beru¨cksichtigt die Vielteilcheneekte der Elektronstreuung
einschlielich der Polarisation und des Austausches und ermo¨glicht die nichtadiabati-
sche Kopplung zwischen Projektilbewegung und Kernbewegung des Targets. Die her-
zuleitenden Ausdru¨cke fu¨r das exakte optische Potential ko¨nnen den Weg zur Auswahl
geeigneter Modellpotentiale weisen, sind aber auch ab-initio-Na¨herungen zuga¨nglich
und ko¨nnen mit quantenchemischen Standardmethoden berechnet werden. Im sich an-
schlieenden Kapitel 10 wird die dynamische Greensfunktion deniert und ihre Dyson-
Gleichung hergeleitet. Der Bezug zur Elektron-Moleku¨lstreuung wird dann in Kapitel
11 hergestellt, wo auch diskutiert wird, wie man das dynamische optische Potential
na¨herungsweise berechnen ko¨nnte. Die in den Kapiteln 10 und 11 vorgestellten Ergeb-
nisse wurden in Referenz [36] vero¨entlicht.
Kapitel 10
Die dynamische
Einteilchen-Greensfunktion
Bei Anwendungen der Vielteilchentheorie in der Moleku¨lphysik oder Quantenchemie
setzt man in der Regel eine Entkopplung der Elektronenbewegung von der Kernbewe-
gung an und beru¨cksichtigt nur die elektronischen Freiheitsgrade explizit. Mittels der
in Kapitel 1 denierten Einteilchen-Greensfunktion G(rt; r0t0) wird dann ein System
von Elektronen, die sich im statischen Potential der Kernkonguration R bewegen,
beschrieben. Wir werden im Folgenden die Funktion G(rt; r0t0), die nur parametrisch
von R abha¨ngt, auch die rein elektronische Greensfunktion nennen. Die R-Abha¨ngig-
keit der elektronischen Greensfunktion G ergibt sich aus ihren Konstruktionselemen-
ten jΨN0 i, H und EN0 , wie man aus den denierenden Gleichungen (1.5) und (1.6)
bzw. (1.8) erkennen kann. H ist hier der rein elektronische Hamilton-Operator, die
elektronische Grundzustandsenergie EN0 und -wellenfunktion jΨN0 i sind sein niedrig-
ster Eigenwert und der zugeho¨rige Eigenzustand [siehe Gleichung (1.7)]. Um die Be-
wegung des Moleku¨ls vollsta¨ndig zu beschreiben, d. h. um die gekoppelte Dynamik der
konstituierenden Elektronen und Atomkerne zu beru¨cksichtigen, mu der elektronische
Hamilton-Operator H durch den vollsta¨ndigen Hamilton-Operator Hmol des Moleku¨ls
ersetzt werden:
Hmol = Tn +H: (10.1)
Der Operator Tn beschreibt die kinetische Energie der Kernbewegung. Die Coulomb-
Abstoung der Atomkerne untereinander, eineR-abha¨ngige Potentialfunktion, ist nach
Konvention im elektronischen Hamilton-Operator H enthalten und steuert lediglich
einen hinsichtlich der Elektronenbewegung konstanten Energiebeitrag bei. Der elektro-
nische Hamilton-Operator H entha¨lt auerdem noch die kinetische Energie der Elek-
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tronen und die Coulomb-Anziehung zwischen Elektronen und Kernen sowie die ab-
stoenden Coulomb-Kra¨fte zwischen den Elektronen untereinander. Der Operator der
kinetischen Energie der Kerne Tn beschreibt im allgemeinen alle Vibrations-, Rotations-
und Translationsbewegungen der Kerne. Der Einfachheit halber soll angenommen wer-
den, da die Translation des Gesamtmoleku¨ls absepariert worden ist. Rotation, Vibra-
tion, Dissoziation und bei gro¨eren Moleku¨len eventuell Umlagerungen sind dann die
verbleibenden Freiheitsgrade. In jedem Fall ist Tn ein Dierentialoperator in den Kern-
koordinaten R. Daher vertauscht Tn auch nicht ohne weiteres mit H oder E
N
0 , die ja
beide Funktionen der Kernkoordinaten sind. Der Kommutator von Tn mit der Wellen-
funktion des elektronischen Grundzustands jΨN0 i soll dagegen vernachla¨ssigt werden.
Dies bedeutet, da die Gu¨ltigkeit der Born-Oppenheimer-Na¨herung fu¨r den elektroni-
schen Greundzustand des Target-Moleku¨ls angenommen wird. Hierzu du¨rfen die jΨN0 i
bestimmenden elektronischen Kongurationen nur schwach von den Kernkoordinaten
abha¨ngen.
Wir fu¨hren nun den Hamilton-Operator der Kernbewegung Hn ein:
Hn = Tn + E
N
0 : (10.2)
Man beachte, da EN0 eine Funktion der Kernkoordinaten R ist und hier die Rolle
der Potentialhyperfla¨che des elektronischen Grundzustandes spielt. Die Wellenfunktion
k(R) sei Eigenfunktion von Hn zum Eigenwert E0k:
Hnk(R) = E0kk(R): (10.3)
Im Folgenden soll gelegentlich auch von der abstrakten Dirac-Notation jki fu¨r die Ei-
genzusta¨nde der Kernbewegung Gebrauch gemacht werden. Die Wellenfunktion k(R)
ist dann die Koordinatendarstellung des Zustands jki durch k(R) = hRjki.
Unter der Annahme, da Tn mit jΨN0 i vertauscht, sieht man leicht, da die Produkt-
wellenfunktion jΨN0 ik(R) einen molekularen Eigenzustand mit Energie E0k darstellt:
Hmol jΨN0 ik(R) = E0k jΨN0 ik(R): (10.4)
Dieses Born-Oppenheimer-Bild ergibt gewo¨hnlich eine ada¨quate Beschreibung fu¨r Mo-
leku¨le mit einer abgeschlossenen Elektronenschale im elektronischen Grundzustand
(auch
"
closed-shell\-Moleku¨le genannt). Die Vernachla¨ssigbarkeit des Kommutators
[Tn ; jΨN0 i] ist die einzige fundamentale Annahme der Theorie, die im Folgenden ent-
wickelt werden soll. Gegen Ende von Abschnitt 11.3 werde ich nochmals die Gu¨ltigkeit
dieser Na¨herung diskutieren und zeigen, wie die Theorie verallgemeinert werden kann,
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falls diese Annahme nicht zutrit. An dieser Stelle soll nochmals betont werden, da
die Born-Oppenheimer-Na¨herung nur auf die Kerndynamik im elektronischen Grund-
zustand angewandt wird. Es wird weder fu¨r das Streuelektron noch fu¨r die elektronisch
angeregten Targetzusta¨nde adiabatisches Verhalten angenommen!
10.1 Denition der dynamischen Greensfunktion
Die dynamische Greensfunktion G(rt; r0t0) wird nun als Summe zweier Komponen-
ten fu¨r Teilchen- und fu¨r Loch-Propagation deniert:
G(rt; r0t0) = Gp(rt; r0t0) + Gh(rt; r0t0): (10.5)
Der Teilchenanteil Gp sei dabei durch den folgenden Ausdruck gegeben:
iGp(rt; r0t0) = hΨN0 j (r) e−i(Hmol−E00)(t−t
0)  y(r0) jΨN0 i (t− t0): (10.6)
Dieser Propagator a¨hnelt dem gewo¨hnlichen Teilchen-Propagator Gp aus Gleichung
(1.5), im Unterschied zu dem bei Gp der elektronische Hamilton-Operator H durch den
molekularen Hamilton-Operator Hmol ersetzt ist und die molekulare Grundzustands-
energie E00 an Stelle der elektronischen Grundzustandsenergie E
N
0 steht. Man beachte,
da Hmol jetzt auch die kinetische Energie der Kerne Tn und damit einen Dierential-
operator in den Kernkoordinaten R entha¨lt. Daher stellt auch G einen Operator in
R dar. Wie in Abschnitt 11.4.4 explizit gezeigt werden wird, kann man die dynami-
sche Greensfunktion G auch als nichtlokalen Integraloperator in den Kernkoordinaten
auassen:
hRj G(rt; r0t0) ji =
Z
dR0 G(rRt; r0R0t0)(R0): (10.7)
Der Einfachheit halber wird die Notation derR-Abha¨ngigkeit der dynamischen Greens-
funktion G unterdru¨ckt.
Der Teilchenteil Gh wird mit einem modizierten Hamilton-Operator deniert, was
bei der spa¨ter erfolgenden Formulierung der Dyson-Gleichung Vorteile hat:
iGh(rt; r0t0) = hΨN0 j y(r0) ei[Hmol−E00−2(Hn−E00)](t−t
0)  (r) jΨN0 i (t0 − t): (10.8)
Der Hamilton-Operator der Kernbewegung Hn wurde in Gleichung (10.2) deniert. So-
lange Streu- oder Anlagerungsprozesse beschrieben werden sollen, tra¨gt nur der Teil-
chenanteil Gp der dynamischen Greensfunktion eine physikalische Bedeutung und die
Propagation mit dem
"
falschen\ Hamilton-Operator Hmol − E00 − 2(Hn − E00) spielt
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fu¨r die Physik keine Rolle. Falls jedoch Ionisierungsprozesse untersucht werden sollen,
bei denen der Lochanteil die physikalische Relevanz besitzt, dann mu die Denition
der dynamischen Greensfunktion G so modiziert werden, da Gh mit dem korrekten
Hamilton-Operator Hmol − E00 propagieren kann. In diesem Fall kann man dann Gp
entsprechend aba¨ndern, um eine gutartige Dyson-Gleichung zu erhalten. Im Folgenden
soll die Wahl der Gleichungen (10.6) und (10.8) beibehalten werden, da die Streupro-
blematik in diesem Teil der Arbeit im Vordergrund stehen soll.
Man beachte, da sich der Teilchenteil Gp als Erwartungswert eines Produktes von
Heisenberg-Feldoperatoren schreiben la¨t:
iGp(rt; r0t0) = e−i(Hn−E00)thΨN0 j m(rt) ym(rt0) jΨN0 iei(Hn−E00)t
0
(t− t0): (10.9)
Im Gegensatz zur Denition (1.1) der rein elektronischen Einteilchen-Greensfunktion
wird die Zeitentwicklung der Feldoperatoren  m(rt) und  
y
m(rt
0) nun durch den gesam-
ten molekularen Hamilton-Operator Hmol = Tn+H bestimmt und entha¨lt damit auch
die Dynamik der Atomkerne. Der Teilchenteil Gh la¨t sich nicht auf so einfache Weise
ausdru¨cken wie Gp in Gleichung (10.9).
Zum Abschlu dieses Abschnittes betrachten wir noch den Ausdruck fu¨r die dyna-
mische Greensfunktion in der Frequenzdoma¨ne und Orbitaldarstellung:
Gpq(!) = hΨN0 j ap
1
! −Hmol + E00 + i a
y
q jΨN0 i
+hΨN0 j ayq
1
! − 2Hn + E00 +Hmol − i ap jΨ
N
0 i: (10.10)
Dieser Ausdruck ist vo¨llig a¨quivalent zur Denition der dynamischen Greensfunktion
in der Zeitdoma¨ne (10.5) bis (10.8). Die Transformation in die Frequenz- und Orbi-
taldarstellung ist dabei wie in Kapitel 1 [siehe Gleichung (1.8)] deniert.
10.2 Die inelastische Greensfunktion
Wie schon der rein elektronische Propagator G stellt die dynamische Greensfunktion
G eine Matrix (oder den Kern eines Integraloperators) in der Zeit und in den Koor-
dinaten eines einzelnen Elektrons dar. Daru¨berhinaus ist G auch ein Operator in den
Kernkoordinaten R. Da es spa¨ter nu¨tzlich sein wird und den direkten Vergleich mit
der inelastischen Theorie von Referenz [119] ermo¨glicht, deniere ich die sogenannte
inelastische Greensfunktion G[m;n] durch das Matrixelement von G bezu¨glich der
Kernwellenfunktionen n(R) und m(R) aus Gleichung (10.3):
G[m;n](rt; r0t0) = hmj G(rt; r0t0) jni: (10.11)
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Diese inelastische Greensfunktion steht in direkter Beziehung zur S-Matrix der inela-
stischen Streuung zwischen verschiedenen Rotations- oder Vibrationsniveaus, wie wir
spa¨ter sehen werden.
Der Bezug zu der elektronisch inelastischen Greensfunktion, die von Cederbaum
[119] untersucht wurde, wird deutlich, wenn man den Teilchenteil von G [m;n] betrachtet.
Ich fu¨hre dazu noch die symbolische Notation j0kii fu¨r den molekularen Zustand
jΨN0 ik(R) aus Gleichung (10.4) ein. Dieser Zustand beschreibt eine (ro-)vibratorische
Anregung im elektronischen Grundzustand, die durch die Quantenzahl k charakterisiert
ist. Aus den Gleichungen (10.3) und (10.9) folgt dann, da sich der Teilchenteil der
inelastischen Greensfunktion folgendermaen schreiben la¨t:
iG[m;n]+(rt; r0t0) = hh0mj m(rt) ym(rt0) j0niie−i[(E0m−E00)t−(E0n−E00)t
0](t− t0); (10.12)
wobei die Doppelklammern hhjii sowohl die Integration u¨ber die elektronischen Ko-
ordinaten wie auch u¨ber die Freiheitsgrade der Kernbewegung kennzeichnen. Der Aus-
druck (10.12) ist in direkter Analogie zur Denition der elektronisch inelastischen
Greensfunktion in Referenz [119] zu sehen. Wa¨hrend dort inelastische Streuung zwi-
schen verschiedenen elektronischen Anregungen des Targets betrachtet wird und die
Freiheitsgrade der Kernbewegung auer Acht gelassen werden, stehen hier inelastische
Prozesse bezu¨glich der Vibrationen und Rotationen in derselben elektronischen Kon-
guration im Vordergrund. Im Gegensatz zu Referenz [119], wo das Projektilteilchen,
z. B. ein Positron, von den Targetelektronen unterscheidbar ist, betrachten wir hier ein
Elektron und beru¨cksichtigen die ununterscheidbare Natur von Projektil- und Target-
elektronen. Aus diesem Grund wird die Einbeziehung des Lochteils Gh notwendig, der
zugegebenermaen eine weniger intuitive Form als der Teilchenteil Gp aufweist, aber
spa¨ter zur Formulierung der Dyson-Gleichung nu¨tzlich sein wird.
Ich mo¨chte jetzt zeigen, wie die dynamische Greensfunktion G in die gewo¨hnliche
elektronische Greensfunktion G u¨bergeht, wenn die Kerndynamik keine Rolle spielt.
Formal kann der U¨bergang von G zu G erreicht werden, wenn man annimmt, da der
Hamilton-Operator der Kernbewegung Hn = Tn + E
N
0 durch seinen kleinsten Eigen-
wert E00 ersetzt werden kann. Dabei sei der Leser daran erinnert, da die elektronische
Grundzustandsenergie EN0 im Gegensatz zur molekularen Grundzustandsenergie E00
von den Kernkoordinaten R abha¨ngt. Wenn man die kinetische Energie der Kernbewe-
gung Tn im molekularen Hamilton-Operator Hmol = Tn+H durch Hn−EN0 ausdru¨ckt
und Hn durch E00 ersetzt, dann reduzieren sich die beiden Teile der dynamischen
Greensfunktion Gp und Gh in den Gleichungen (10.6) und (10.8) auf die konventionel-
len Ausdru¨cke (1.5) und (1.6) fu¨r die elektronische Greensfunktion Gp und Gh. Auch im
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inelastischen Formalismus kann der U¨bergang zur rein elektronischen Greensfunktion
erreicht werden. Die Komponente des elastischen Kanals G [0;0] kann durch die rein elek-
tronische Greensfunktion ausgedru¨ckt werden, wenn man annimmt, da die kinetische
Energie Tn mit dem elektronischen Hamilton-Operator H vertauscht:
G[0;0](rt; r0t0) [Tn ; H]!0−!
Z
dR0(R)G(rt; r
0t0)0(R): (10.13)
10.3 Dyson-Gleichung und dynamische Selbstener-
gie
In diesem Abschnitt soll die Dyson-Gleichung fu¨r die dynamische Greensfunktion her-
geleitet und die zugeho¨rige dynamische Selbstenergie deniert werden. Wir werden
sehen, da die dynamische Selbstenergie leicht als Verallgemeinerung der rein elek-
tronischen Selbstenergie aufgefat werden kann. Die Herleitung der Dyson-Gleichung
folgt in sehr strenger Analogie der in Abschnitt 1 gegebenen Herleitung fu¨r die tradi-
tionelle Einteilchen-Greensfunktion unter besonderer Beachtung der Freiheitsgrade der
Kernbewegung.
Die dynamische Greensfunktion G aus Gleichung (10.10) kann ebenso wie die
rein elektronische Greensfunktion G in Gleichung (1.13) durch Zusammenfassen des
Ionisierungs- und Anlagerungsanteils sehr kompakt geschrieben werden. Mit den zu-
sammengesetzten Zusta¨nden jYpi aus Gleichung (1.11) und dem elektronischen Matrix-
Hamilton-Operator ~H aus Gleichung (1.12) la¨t sich der Ausdruck (10.10) fu¨r die dy-
namische Greensfunktion folgendermaen umschreiben:
Gpq(!) = hYpj 1
! − ~H −Hn + E00
jYqi: (10.14)
Die i-Terme wurden hier der Einfachheit halber wieder ebenso weggelassen wie die
2  2 Einheitsmatrix, die es erlaubt, die Gro¨en !, Hn und E00 auf den zweikompo-
nentigen Vektor jYpi anzuwenden. Die besonders einfache und kompakte Erscheinung
des Ausdrucks (10.14) mag man als vorla¨uge Rechtfertigung fu¨r die spezielle Wahl
des Lochteils G− in der Denition (10.8) sehen. Die Dyson-Gleichung kann nun analog
zu Kapitel 1 hergeleitet werden.
Vergleicht man mit dem Ausdruck (1.13) fu¨r die elektronische Greensfunktion, dann
sieht man, da in der dynamischen Greensfunktion in Gleichung (10.14) nur der Term
−Hn + E00 zusa¨tzlich auftritt. Die molekulare Grundzustandsenergie E00 ist lediglich
eine Konstante, die den Nullpunkt der !-Skala deniert. Der Hamilton-Operator der
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Kernbewegung Hn = Tn + E
N
0 fu¨hrt den Operator der kinetischen Energie der Kern-
bewegung Tn ein, der einen Dierentialoperator in den Kernkoordinaten R darstellt.
Es ist daher notwendig, die R-Abha¨ngigkeit aller Gro¨en zu betrachten, die in der
Dyson-Gleichung vorkommen.
Der Matrix-Operator ~H entha¨lt den elektronischen Hamilton-Operator H und die
elektronische Grundzustandenergie EN0 . Da beide Gro¨en von den Kernkoordinaten R
abha¨ngen, vertauschen ~H und Hn nicht. Wir wollen voru¨bergehend annehmen, da
die Basis der elektronischen Orbitale, welche die Erzeugungsoperatoren ayp deniert,
nicht von den Kernkoordinaten R abha¨ngt. Dies ist z. B. der Fall bei Verwendung
der Orts- oder Impulsdarstellung. Diese Einschra¨nkung vereinfacht die Herleitung der
Dyson-Gleichung, aber sie ist nicht notwendig. In Abschnitt 11.3 wird klar werden,
wie diese Einschra¨nkung aufgehoben werden kann. Die R-Abha¨ngigkeit der zusam-
mengesetzten Zusta¨nde jYpi aus Gleichung (1.11) leitet sich daher vollsta¨ndig vom
elektronischen Grundzustand jΨN0 i ab. Wie schon in Abschnitt 10.1 erwa¨hnt, set-
zen wir voraus, da die Born-Oppenheimer-Na¨herung fu¨r den elektronischen Grundzu-
stand gilt und daher die kinetische Energie Tn mit jΨN0 i vertauscht. Folglich vertauscht
dann auch der Hamilton-Operator der Kernbewegung Hn mit den zusammengesetzten
Zusta¨nden jYpi. Wir ko¨nnen weiterhin davon ausgehen, da die Basiszusta¨nde jQJi
des sekunda¨ren Raumes geeignet gewa¨hlt sind, so da der Kommutator mit Tn oder
Hn vernachla¨ssigt werden kann.
1 Der Hamilton-Operator der Kernbewegung Hn kann
folglich aus jedem Matrixelement von Basiszusta¨nden des zusammengesetzten Raumes
herausgezogen werden und die Matrixdarstellung von Hn in dieser Basis ist folglich
proportional zur Einheitsmatrix:
hQI jHn jQJi = IJHn: (10.15)
In Analogie zu Gleichung (1.17) kann man die dynamische Greensfunktion G als den
oberen linken Block einer inversen Matrix auassen:
G(!) =
 
1
(! −Hn + E00)1− ~H
!
aa
: (10.16)
1Die hier vorgestellte Herleitung der Dyson-Gleichung kann auch ohne Bezug auf eine konkrete
Basis des prima¨ren oder sekunda¨ren Raumes mit der Hilfe von Projektionsoperatoren durchgefu¨hrt
werden [38]. DieR-Abha¨ngigkeit der Projektionsoperatoren ist wohldeniert und leitet sich direkt vom
elektronischen Grundzustand jΨN0 i ab. In Abschnitt 11.3 werde ich diese Technik im Zusammenhang
mit der Herleitung von Streugleichungen aufgreifen.
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Die Elemente dieser Matrix sind jetzt Operatoren bezu¨glich der Kernkoordinaten. Man
kann nun in formaler Analogie zum Fall der elektronischen Greensfunktion Matrixpar-
titionierung anwenden.
Durch die Aufteilung (1.19) des elektronischen Hamilton-Operators H in den Ope-
rator der nullten Ordnung und den Wechselwirkungsanteil ergibt sich fu¨r die dynamisch
Greensfunktion in nullter Ordnung
G(0)(!) = 1
(! −Hn + E00)1− "; (10.17)
wobei " wieder die Matrix der Einteilchenenergien in nullter Ordnung aus Abschnitt 1.2
ist. Im einfachen Fall, in dem die elektronische kinetische Energie als nullte Ordnung
fu¨r den elektronischen Hamilton-Operator gewa¨hlt wird, ist die Matrix " diagonal in
der Impulsdarstellung und unabha¨ngig von den Kernkoordinaten R, wie in Abschnitt
1.2 bereits erwa¨hnt wurde. Die dynamische Greensfunktion ist dann in nullter Ord-
nung diagonal und beschreibt sowohl die Vibrationen bzw. Rotationen des isolierten
Targetmoleku¨ls wie auch die davon unabha¨ngige Bewegung eines freien Elektrons.
Im allgemeineren Fall, wenn die Matrix " von R abha¨ngt (z. B. wenn H0 den R-
abha¨ngigen Hartree-Fock-Operator beschreibt), dann beschreibt der Propagator null-
ter Ordnung G(0) die gekoppelte Bewegung eines vibrierenden bzw. rotierenden Mo-
leku¨ls im elektronischen Grundzustand mit einem Elektron, da sich im R-abha¨ngigen
Hartree-Fock-Potential (einem sogenannten
"
mean eld\) bewegt. Da der elektroni-
sche Hamilton-Operator nullter Ordnung H0 einen Einteilchenoperator darstellt, ist
die Bewegung des streuenden Elektrons von den Targetelektronen entkoppelt. Der ef-
fektive Hamilton-Operator fu¨r die gekoppelte Projektil- und Kernbewegung ist daher
unabha¨ngig von der Streuenergie und lautet einfach Hn+H0−E00. Die Greensfunktion
nullter Ordnung G(0) ist die Resolvente dieses eektiven Hamilton-Operators.
Fu¨r die vollsta¨ndig korrelierte dynamische Greensfunktion ndet man
G(!) = 1
(! −Hn + E00)1− "−A(!) ; (10.18)
wobei die dynamische Selbstenergie A folgendermaen deniert wird:
A(!) = ~H
aa
− "+ ~H
ab
1
(! −Hn + E00)1− ~Hbb
~H
ba
: (10.19)
Im Vergleich mit der nullten Ordnung beru¨cksichtigt die dynamische Selbstenergie
A(!) jetzt die Vielteilchennatur des molekularen Targets. Im folgenden Kapitel werde
ich zeigen, da A(!) auch ein optisches Potential fu¨r (elektronisch elastische) Elektron-
Moleku¨l-Streuung darstellt. Es ist bemerkenswert, da der Hamilton-Operator der
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Kernbewegung Hn in der Selbstenergie A(!) zusammen mit der Energievariablen !
auftritt und Ableitungen nach den Kernkoordinaten einfu¨hrt. Wie wir spa¨ter noch im
Detail sehen werden, wird die dynamische Selbstenergie dadurch ein nichtlokaler Ope-
rator und zwar nicht nur in den elektronischen sondern auch in den Kernkoordinaten.
In Abschnitt 11.4 werde ich die Bedeutung des Auftretens von Hn in der dynamischen
Selbstenergie diskutieren und auf mo¨gliche Na¨herungen eingehen.
Auf sehr formale Weise kann die dynamische Selbstenergie A(!) auch durch die
elektronische Selbstenergie (!) ausgedru¨ckt werden:
A(!) = (! −Hn + E00): (10.20)
Bevor wir uns der Diskussion der S-Matrix der Streutheorie und des optischen Po-
tentials zuwenden, mo¨chte ich noch die Dyson-Gleichung fu¨r die inelastische Greens-
funktion G[m;n] aus Gleichung (10.11) besprechen. Die Analogie zum inelastischen For-
malismus von Referenz [119] erlaubt es, im na¨chsten Kapitel die dynamische Selbstener-
gie mit dem optischen Potential zu identizieren. Auerdem beleuchtet der inelastische
Formalismus die Dyson-Gleichung von einer etwas anderen Seite, da die Einfu¨hrung
von Eigenfunktionen der Kernbewegung n(R) formal zu einer gleichberechtigten Be-
handlung der elektronischen Freiheitsgrade und der Freiheitsgrade der Kernbewegung
fu¨hrt.
An Stelle der rein elektronischen Basis f jQJigJ benutze ich die Produktbasis
f jQJi ⊗ jnigJ;n, wobei jni weiterhin die abstrakte Notation fu¨r die Kernwellen-
funktion n(R) ist. Der Ausdruck (10.11) fu¨r die inelastische Greensfunktion in der
Frequenzdoma¨ne und Orbitaldarstellung lautet dann
G[m;n](!) = hmj hYpj 1
! − ~H −Hn + E00
jYqi jni: (10.21)
Die a¨uere der beiden Klammern steht hier fu¨r eine Integration u¨ber die Kernkoordina-
ten R. Die Herleitung der Dyson-Gleichung kann nun mit der durch die Produktbasis
denierten Matrixdarstellung wiederholt werden. Im Folgenden werden Matrizen in
den Indizes der Kernzusta¨nde n;m durch Fettdruck und Matrizen in den Indizes der
elektronischen Zusta¨nde I; J; p; q durch doppeltes Unterstreichen gekennzeichnet. In
nullter Ordnung lautet die inelastische Greensfunktion
G(0)(!) = 1
(! + E00)1−Hn1− " : (10.22)
Die Matrix des Hamilton-Operators der Kernbewegung Hn ist diagonal, da seine Ei-
genzusta¨nde als Basis der Kernwellenfunktionen gewa¨hlt wurden:
[Hn]
[m;n] = mnE0n: (10.23)
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Die vollsta¨ndige inelastische Greensfunktion la¨t sich jetzt folgendermaen ausdru¨cken:
G(!) = 1
(! + E00)1−Hn1− "−A(!) ; (10.24)
wobei
A(!) = H
aa
− "+ H
ab
1
(! + E00)1−Hn1− Hbb
H
ba
(10.25)
die inelastische Selbstenergie darstellt. Matrixprodukte und -inversion beziehen sich
jetzt natu¨rlich auf beide Sorten von Matrixindizes. Durch Umformung erha¨lt man die
Dyson-Gleichung fu¨r die inelastische Greensfunktion:
G(!) = G(0)(!) +G(0)(!)A(!)G(!): (10.26)
Man beachte, da die inelastische Selbstenergie A lediglich eine andere Darstellung
der dynamischen Selbstenergie A ist. Der Zusammenhang ergibt sich wie folgt:
A[m;n]pq (!) = hmj Apq(!) jni: (10.27)
Kapitel 11
Anwendung auf
Elektron-Moleku¨l-Streuung
In diesem Kapitel soll die dynamische Greensfunktion auf die Elektron-Moleku¨l-
Streuung angewandt werden. Dazu werde ich die S- und T -Matrizen einfu¨hren, die
hinsichtlich der elektronischen Targetzusta¨nde elastische aber bezu¨glich der Kernbe-
wegung inelastische Streuung beschreiben. Diese Gro¨en ko¨nnen mit Hilfe der dynami-
schen Greensfunktion und dem im vorangegangenen Kapitel entwickelten Formalismus
berechnet werden. In einer eektiven Schro¨dinger-Gleichung u¨bernimmt die dynami-
sche Selbstenergie die Rolle eines optischen Potentials. Eine direkte Herleitung dieser
eektiven Schro¨dinger-Gleichung wird gegeben und mo¨gliche Na¨herungen an die exak-
ten Gleichungen besprochen. Dieses Kapitel beruht auf Referenz [36].
11.1 Die S- und die T -Matrix der inelastischen
Streuung
Die Beziehung der dynamischen Greensfunktion zur S- und zur T -Matrix der Streu-
theorie ist sehr a¨hnlich wie bei der elastischen Elektronenstreuung an Atomen oder
starren Moleku¨len (xed-nuclei-Streuung) [10, 55] und verha¨lt sich vo¨llig analog zum
Fall der elektronisch inelastischen Streuung [119]. Die Herleitung wird daher nur knapp
zusammengefat.
Die S-Matrix fu¨r den betrachteten Proze lautet
S(p0m pn) = hhΨm−p0 jΨn+p ii; (11.1)
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wobei die stationa¨ren Streuzusta¨nde jΨmp ii mit einlaufenden (−) oder auslaufenden
(+) Randbedingungen folgendermaen deniert sind:
jΨnp ii = limt!1 e
−i("p+E0n−H)tayp jΨN0 i jni: (11.2)
Die Doppelklammern stehen hier wieder fu¨r Integration sowohl u¨ber die Freiheitsgra-
de der N + 1 Elektronen des Streusystems wie auch u¨ber die Kernkoordinaten R. Die
asymptotischen Zusta¨nde bestehen nach Gleichung (11.2) aus einem freien Elektron mit
Impuls p und Energie "p = p
2=2 (in atomaren Einheiten) und aus einem Moleku¨lzu-
stand jΨN0 i jni mit N Elektronen im n-ten angeregten Vibrations-/Rotationszustand
und im elektronischen Grundzustand mit Energie E0n. In diesem Kapitel wird der Ein-
fachheit halber fu¨r den elektronischen Hamilton-Operator H0 die kinetische Energie
der Elektronen, also der Hamilton-Operator der freien Elektronen, gewa¨hlt.
Die S-Matrix la¨t sich nun durch den Teilchenteil der inelastischen Greensfunktion
aus Gleichung (10.11) ausdru¨cken, wie aus der Denition (10.6) und den Gleichungen
(11.1) und (11.2) folgt:
S(p0m pn) = lim
t!+1
t0!−1
ei("p0+E0m−E00)t G[m;n]pp0p (t; t0) e−i("p+E0n−E00)t
0
: (11.3)
Aus zwei Gru¨nden kann man den Teilchenteil G[m;n]p auch durch die volle Greensfunk-
tion G[m;n] ersetzen:
 Der Lochteil G[m;n]h tra¨gt in Gleichung (11.3) nicht bei, da die S-Matrix nur
Informationen u¨ber die asymptotische Region der Streuung entha¨lt, wo G[m;n]h
verschwindet, da ap jΨN0 i verschwindet. Fu¨r die anschlieend hergeleiteten eek-
tiven Einteilchen-Streugleichungen bedeutet dies, da eine Beachtung der kor-
rekten auslaufenden Randbedingungen eine Kontamination der Wellenfunktion
durch unphysikalische Beimischungen verhindert.
 Der Lochteil G[m;n]h tra¨gt im betrachteten Zeitlimes aufgrund der Theta-
Funktionen nicht bei, die explizit in den Gleichungen (10.6) und (10.8) auftreten.
Wenn die Zeitordnung korrekt beachtet wird, darf man also den Teilchenteil durch
die volle dynamische Greensfunktion ersetzen.
In Analogie zur reduziblen Selbstenergie (auch
"
improper self energy\) der tradi-
tionellen Einteilchen-Greensfunktion [9,55] fu¨hre ich jetzt die inelastische reduzible
Selbstenergie T (!) ein. Dazu wird Gleichung (10.26) wie u¨blich umgeschrieben:
G(!) = G(0)(!) + G(0)(!)T (!)G(0)(!); (11.4)
T (!) = A(!) +A(!)G(0)(!)T (!): (11.5)
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Obwohl der Terminus
"
reduzible Selbstenergie\ seinen Ursprung in der diagrammati-
schen Sto¨rungstheorie hat, die sich nicht unmittelbar auf die dynamische Greensfunk-
tion anwenden la¨t, u¨bernehme ich hier diesen Begri aufgrund der starken Analogie
zur elektronischen Einteilchen-Greensfunktion. Folgt man den Herleitungen aus den
Referenzen [55, 119], so la¨t sich die S-Matrix durch die reduzible Selbstenergie aus-
dru¨cken:
S(p0m pn) = nmpp0 − 2i T [m;n]p0p ("p + E0n) ("p0 + E0m − "p −E0n): (11.6)
Die inelastische reduzible Selbstenergie T [m;n] ausgewertet bei der Streuenergie "p+E0n
kann folglich mit der sogenannten
"
on-shell\ T -Matrix der Streutheorie identiziert
werden. Durch Vergleich mit der Theorie der Streuung am Potential [80] sieht man aus
Gleichung (11.5), da die inelastische Selbstenergie A[m;n](!) das
"
Potential\ fu¨r den
Streuproze darstellt. A[m;n] ist damit das optische Potential fu¨r Vielkanalstreuung,
wobei die Kana¨le durch die Eigenzusta¨nde jni der Kernbewegung deniert werden.
Der Zusammenhang zwischen der inelastischen reduziblen Selbstenergie T und der
reduziblen Selbstenergie der gewo¨hnlichen (elektronischen) Einteilchen-Greensfunktion
(siehe Referenzen [9, 55] und auch [51] fu¨r explizite Ausdru¨cke, die zur Berechnung
nu¨tzlich sein ko¨nnen) kann in Analogie zu Gleichung (10.20) folgendermaen dargestellt
werden:
T [m;n](!) = hmj T (! −Hn + E00) jni: (11.7)
Man beachte, da dieser formale Ausdruck tatsa¨chlich eine ziemlich komplizierte Be-
ziehung zwischen der rein elektronischen reduziblen Selbstenergie und der T -Matrix
der inelastischen Streuung beschreibt, da die in Hn enthaltene kinetische Energie der
Kernbewegung Tn formal als Energievariable der Gro¨e T (!) auftritt, die ihrerseits
eine komplizierte Abha¨ngigkeit von den Kernkoordinaten R aufweist. Falls jedoch in
diesem Ausdruck Tn vernachla¨ssigt und Hn durch E
N
0 ersetzt wird, dann erha¨lt man
die wohlbekannte adiabatische Na¨herung (auch
"
adiabatic-nuclei\, an) der Elektron-
Moleku¨l-Streuung:
T [m;n](an)p0p (!) = hmj Tp0p(! − EN0 + E00) jni: (11.8)
11.2 Eine eektive Schro¨dinger-Gleichung
Im vorangegangenen Abschnitt wurde die inelastische Selbstenergie A[m;n] mit dem
optischen Potential fu¨r Vielkanalstreuung identiziert. Folglich lassen sich eekti-
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ve Einteilchengleichungen von der Art einer Lippmann-Schwinger- oder Schro¨dinger-
Gleichung herleiten. Im Bild der Vielkanalstreuung erha¨lt man Systeme gekoppelter
Gleichungen und zwar eine Gleichung fu¨r jede Kombination von Eingangs- und Aus-
gangskanal. Anstatt diese Gleichungen, die in Referenz [119] fu¨r den analogen Fall der
elektronisch inelastischen Streuung zu nden sind, von neuem herzuleiten, soll im Fol-
genden direkt die zeitunabha¨ngige Schro¨dingergleichung in der Ortsraumdarstellung
besprochen werden.
Jede eektive Einteilchengleichung mu explizit in den Koordinaten des Streuelek-
trons und den Indizes der Eigenzusta¨nde der Kernbewegung oder den dazu a¨quivalenten
Kernkoordinaten R formuliert werden. An Stelle der vollsta¨ndige Streuwellenfunktion
jΨn+p (R)i = hRjΨn+p ii
= lim
t!−1 e
−i("p+E0n−H)tayp jΨN0 in(R); (11.9)
welche die Kernkoordinatendarstellung der Streuwellenfunktion aus Gleichung (11.2)
ist und eine Wellenfunktion in den Kernkoordinaten aber einen abstrakten
"
ket\ im
N +1-Teichen-Raum darstellt, fu¨hre ich die eektive oder optische Wellenfunktion
f(r;R) ein:
f [n]+p (r;R) = hΨN0 j (r) jΨn+p (R)i: (11.10)
Die optische Wellenfunktion kann auch aus der dynamischen Greensfunktion berechnet
werden:
f [n]+p (r;R) = lim
t0!1
Z
dr0 hRj G(r; 0; r0; t0) jni’p(r0)e−i("p+E0n−E00); (11.11)
wobei ’p(r) eine ebene Welle darstellt. Die Beziehung zur S-Matrix ist folgendermaen
[10, 119] gegeben:
S(p0m pn) =
Z
dR
Z
dr m(R)’

p0(r) f
[n]+
p (r;R): (11.12)
Eine eektive Schro¨dinger-Gleichung fu¨r das betrachtete Streuproblem lautet
[H0 +Hn +A(E)− E00] f [n]+p (r;R) = E f [n]+p (r;R); (11.13)
wie aus Analogie zu [10,55,119] folgt. Eine alternative Herleitung dieser Gleichung mit
Hilfe von Projektionsoperatoren wird in Abschnitt 11.3 vorgestellt werden. In der ef-
fektiven Schro¨dinger-Gleichung (11.13) steht E fu¨r die totale Energie bezogen auf den
durch die molekulare Grundzustandsenergie E00 denierten Nullpunkt. Dieser Null-
punkt bezieht sich auf die Situation, in der das Streuelektron und das Targetmoleku¨l
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in Ruhe sind, das Elektron so weit entfernt ist, da es keine vom Target ausgehen-
den Kra¨fte mehr spu¨rt, und das Targetmoleku¨l sich im Grundzustand bendet. Der
elektronische Hamilton-Operator nullter Ordnung H0 ist ein Operator, der nur auf die
Koordinaten r des Streuelektrons wirkt. Gema¨ der in Abschnitt 11.1 getroenen Wahl
besteht er aus der elektronischen kinetischen Energie und beschreibt die Bewegung
eines freien Elektrons. Gleichung (11.13) gilt jedoch ebenso, wenn der Hartree-Fock-
Operator als nullte Ordnung gewa¨hlt wird. In diesem Fall entha¨lt H0 zusa¨tzlich das
"
static-exchange\-Potential des Targetmoleku¨ls. Der Hamilton-Operator der Kernbe-
wegung Hn wirkt nur auf die Kernkoordinaten R und beschreibt die Kerndynamik des
Targetmoleku¨ls auf der Potentialfla¨che des elektronischen Grundzustands. Die dyna-
mische Selbstenergie A(E) aus den Gleichungen (10.19) und (10.20) erscheint hier in
der Koordinatendarstellung und beru¨cksichtigt die komplexe Vielteilchennatur des mo-
lekularen Targets. Sie wirkt als nichtlokaler (Integral-) Operator in den elektronischen
Koordinaten und in den Kernkoordinaten:
A(E) f(r;R) =
Z
dR0
Z
dr0A(r;R; r0;R0; E) f(r0;R0): (11.14)
Mit dem Operator
L(E) = H0 +Hn +A(E)− E00; (11.15)
der als Analogon zum Layzer-Operator [120] der gewo¨hnlichen Einteilchen-
Greensfunktion gesehen werden kann, la¨t sich die eektive Schro¨dinger-Gleichung
(11.13) folgendermaen schreiben:
L(E)f(r;R) = E f(r;R): (11.16)
Dies ist formal eine Pseudoeigenwertgleichung, da der Eigenwert E auch den Operator
L(E) bestimmt. Bei Streuenergien E > 0 gibt es natu¨rlich fu¨r jeden Wert von E eine
Lo¨sung, und das Problem besteht darin, fu¨r eine gegebene Energie E eine Wellenfunkti-
on f(r;R) mit den richtigen Randbedingungen zu nden, die Gleichung (11.16) erfu¨llt.
In der Regel werde ich die dynamische Selbstenergie A(E) mit dem optischen Potential
gleichsetzen, obwohl A(E) nicht die einzige nicht kinetische Energiekomponente von
L(E) aus Gleichung (11.15) darstellt.
Die eektive Schro¨dinger-Gleichung (11.13) oder (11.16) ist zuna¨chst eine exakte
Gleichung. Um den Operator L(E) zu bestimmen, mu¨ssen jedoch in der Regel Na¨herun-
gen eingefu¨hrt werden. Einige Mo¨glichkeiten dazu werden in Abschnitt 11.4 besprochen.
Die beste Strategie, um dann Gleichung (11.13) zu lo¨sen, ha¨ngt sicherlich vom betrach-
teten physikalischen Problem und von dem Niveau ab, auf dem L(E) gena¨hert wurde.
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Eine Vielzahl von Methoden steht hierfu¨r zur Auswahl. Mit close-coupling [89,105] oder
einer anderen der in Kapitel 9 erwa¨hnten Methoden kann die Gleichung (11.13) direkt
nach Streuwellenfunktionen gelo¨st werden. Resonanzen ko¨nnen auch mit gewo¨hnlichen
Methoden fu¨r gebundene Zusta¨nde berechnet werden, indem man z. B. Koordinaten-
rotation in die komplexe Ebene (
"
complex rotation\ [121, 122]) , die Methode der
komplex-absorbierenden Potentiale (
"
complex absorbing potentials\ [123{125]) oder
die Stabilisierungsmethode [126] anwendet. Falls no¨tig ko¨nnen die Eigenwerte E durch
Iteration gefunden werden. Da die eektive Schro¨dinger-Gleichung auch in die entspre-
chende Lippmann-Schwinger-Gleichung oder die zeitabha¨ngige Schro¨dinger-Gleichung
u¨bergefu¨hrt werden ko¨nnen, stehen auch noch weiter Mo¨glichkeiten zur Lo¨sung des
eektiven Streuproblems oen.
11.3 Eine direkte Herleitung der Streugleichungen
Im Folgenden werde ich zeigen, wie die eektive Schro¨dinger-Gleichung (11.13) di-
rekt aus der Schro¨dinger-Gleichung des vollen Streuproblems, welches N + 1 Elek-
tronen und die Kernbewegung umfat, hergeleitet werden kann. Diese Herleitung ist
vo¨llig a¨quivalent zu der in Abschnitt 11.1 skizzierten Herleitung. Obwohl die dynami-
sche Greensfunktion und ihre Dyson-Gleichung nicht explizit vorkommen, basiert die
direkte Herleitung, die Projektionsoperatoren in einem zusammengesetzten Hilbert-
Raum mit Teilchen- und Lochzusta¨nden benutzt, auf der Theorie der Vielteilchen-
Greensfunktionen. Wa¨hrend die traditionelle Vielteilchentheorie ma¨chtige Methoden
bereitha¨lt, mit denen das dynamische optische Potential approximativ berechnet wer-
den kann (siehe Abschnitt 11.4), ermo¨glicht die Formulierung der Dyson-Gleichung
mit Projektionsoperatoren [38] eine komplementa¨re Betrachtungsweise des Zugangs
u¨ber Greensfunktionen und seiner Beziehung zur Feshbach-Projektion. Im Folgenden
kann durch die alternative Formulierung der Herleitung von Abschnitt 10.3 die Rolle
einer R-Abha¨ngigkeit in der elektronischen Einteilchenbasis und dem elektronischen
Grundzustand jΨN0 i gekla¨rt werden. Ebenfalls wird die Bedeutung von unphysikali-
schen Beimischungen in der optischen Wellenfunktion diskutiert.
Den Ausgangspunkt der Herleitung bildet die zeitunabha¨ngige Schro¨dinger-
Gleichung fu¨r das volle Streuproblem der N + 1 Elektronen und der Atomkerne:
(Hmol − E00) jΨtot(R)i = E jΨtot(R)i: (11.17)
Die Gesamtwellenfunktion jΨtot(R)i sei hier eine beliebige Lo¨sung der Schro¨dinger-
Gleichung wie z. B. die Streuwellenfunktion jΨn+p (R)i aus Gleichung (11.9). Der Ei-
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genwert E hat die Bedeutung der Energie des Streusystems relativ zur molekularen
Grundzustandsenergie E00. Gema¨ Gleichung (10.1) besteht der molekulare Hamilton-
Operator Hmol aus dem elektronischen Teil H und der kinetischen Energie der Kerne
Tn. Addiert und subtrahiert man das elektronische Grundzustandspotential E
N
0 und
fu¨hrt den Hamiltonoperator der Kernbewegung Hn = Tn + E
N
0 aus Gleichung (10.2)
ein, so erha¨lt man
[H −EN0 +Hn − E00] jΨtot(R)i = E jΨtot(R)i: (11.18)
Fu¨hrt man nun die 2  2 Matrix von Operatoren ~H aus Gleichung (1.12) ein, so la¨t
sich Gleichung (11.18) auch als zweikomponentige Gleichung schreiben:
h
~H + (Hn − E00)12
i  jΨtot(R)i
0
!
= E
 jΨtot(R)i
0
!
; (11.19)
wobei 1
2
die 2  2 Einheitsmatrix darstellt. Da die zweite Komponente des Vek-
tors ( jΨtot(R)i; 0)t auf Null gesetzt ist, bleibt Gleichung (11.19) selbstversta¨nd-
lich vo¨llig a¨quivalent zur urspru¨nglichen Schro¨dinger-Gleichung (11.17). Der Vektor
( jΨtot(R)i; 0)t kann jedoch nun auch als Element des zusammengesetzten Hilbert-
Raums YG (siehe Funote von Seite 13) aufgefat werden. Ich fu¨hre nun den Projekti-
onsoperator P ein
P =
X
q
jYqihYqj; (11.20)
der auf den von den Vektoren fjYpig aus Gleichung (1.11) aufgespannten prima¨ren
Raum projiziert. Gema¨ seiner Denition wirkt der Operator P prima¨r auf die elek-
tronischen Freiheitsgrade. Wir mu¨ssen jedoch auch seine Abha¨ngigkeit von den Kern-
koordinaten R beru¨cksichtigen, da die in Hn enthaltene kinetische Energie der Kern-
bewegung Tn Ableitungen nach R entha¨lt. Die Kernkoordinatenabha¨ngigkeit von
P leitet sich nach Gleichung (1.11) direkt von der elektronischen Grundzustands-
Wellenfunktion jΨN0 i ab, da die Basis der elektronischen Einteilchenorbitale ’p(r)
unabha¨ngig von den Kernkoordinaten gewa¨hlt werden kann. Der prima¨re Raum und
damit der Projektor P sind jedoch invariant unter einem Wechsel der Orbitalbasis.
Solange also eine vollsta¨ndige Einteilchenbasis gewa¨hlt wird, ist die Aussage gerecht-
fertigt, da P dieselbe R-Abha¨ngigkeit wie jΨN0 i besitzt, selbst wenn die einzelnen
Orbitalfunktionen von R abha¨ngen, wie das z. B. bei Hartree-Fock-Orbitalen der Fall
ist. Mit Hilfe der Projektionsoperatoren P und Q = 1−P formulierte Gleichungen sind
also unabha¨ngig von der Wahl der Orbitalbasis, und daher spielt eine R-Abha¨ngigkeit
der Orbitale keine Rolle.
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Wie schon in Abschnitt 10.3 angemerkt, wird fu¨r den elektronischen Grundzustand
jΨN0 i die Born-Oppenheimer-Na¨herung zugrundegelegt. Insbesondere kann daher ei-
ne vernachla¨ssigbare R-Abha¨ngigkeit der Wellenfunktion jΨN0 i angenommen werden.
Folglich kommutiert dann der Projektionsoperator P mit der kinetischen Energie der
Kerne Tn und mit Hn:
[P ; Tn] = [P ; Hn] = 0: (11.21)
Hier soll nochmals betont werden, da die Born-Oppenheimer-Na¨herung nur fu¨r die
Kernbewegung im elektronischen Grundzustand des N -Elektronen-Moleku¨ls angenom-
men wird, was fu¨r viele Moleku¨le physikalisch sinnvoll ist. Das bedeutet jedoch weder
Adiabatizita¨t fu¨r das Streuelektron noch fu¨r den Streukomplex. Im Gegenteil wird die
nichtadiabatische Kopplung von Projektil- und Kernbewegung, die fu¨r langsame Pro-
jektile sehr wichtig sein kann, in dem vorgestellten Formalismus explizit beru¨cksichtigt.
Deniert man mit dem Operator Q = 1 − P einen Projektor auf den sekunda¨ren
Raum (1 ist hier der Identita¨tsoperator im Raum YG), so la¨t sich Gleichung (11.19)
leicht partitionieren und in eine eektive Gleichung im prima¨ren Raum umformen.
Ausgehend von Gleichung (11.19) fu¨gt man zuna¨chst die Identita¨t 1 = P + Q in ein
und erha¨lt:
~H(P +Q)
 jΨtot(R)i
0
!
= (E −Hn + E00)
 jΨtot(R)i
0
!
: (11.22)
La¨t man nun von links Q wirken und benutzt [Q; Hn] = 0, was aus [P; Hn] = 0 folgt,
so ergibt sich eine Gleichung fu¨r die Komponente der Wellenfunktion im sekunda¨ren
Raum Q ( jΨtot(R)i; 0)t:
~HQP P
 jΨtot(R)i
0
!
= (E −Hn + E00 − ~HQQ)Q
 jΨtot(R)i
0
!
: (11.23)
Dabei steht die Notation ~HQP fu¨r das Produkt Q ~HP , ~HQQ fu¨r Q ~HQ, usw. Benutzt
man nun Gleichung (11.23), um die Komponente des sekunda¨ren Raums aus der P -
Projektion von Gleichung (11.22) zu eliminieren, dann fu¨hrt das zur gewu¨nschten Glei-
chung fu¨r die Komponente der Wellenfunktion im prima¨ren Raum:
h
~HPP +Hn − E00
− ~HPQ 1
E −Hn + E00 − ~HQQ
~HQP
i
P
 jΨtot(R)i
0
!
= EP
 jΨtot(R)i
0
!
: (11.24)
Dies ist das Ergebnis fu¨r die in den prima¨ren Raum projizierte zeitunabha¨ngige
Schro¨dinger-Gleichung. Die projizierte Komponente der Wellenfunktion genu¨gt einer
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Pseudoeigenwertgleichung mit einem energieabha¨ngigen Operator auf der linken Seite.
Dieser Operator wirkt auf die Kernkoordinaten R und auf die elektronischen Koor-
dinaten, die nun auf den zum physikalischen Einteilchenraum isomorphen prima¨ren
Raum eingeschra¨nkt sind (siehe dazu auch Abschnitt 1.2).
Nun mo¨chte ich an die Formulierung der vorangegangenen Abschnitte anschlieen
und die Selbstenergie der dynamischen Greensfunktion mit dem optischen Potential
identizieren. Die Komponente der Wellenfunktion im prima¨ren Raum la¨t sich fol-
gendermaen ausdru¨cken:
P
 jΨtot(R)i
0
!
=
X
q
jYqi
"D
Yq

 jΨtot(R)i
0
!#
=
X
q
jYqifq(R); (11.25)
wobei fq(R) = hΨN0 j aq jΨtot(R)i die eektive Wellenfunktion aus Gleichung (11.10) in
der Orbitaldarstellung ist. Nimmt man nun das Skalarprodukt von Gleichung (11.24)
mit hYpj von links, so erha¨lt man
X
q
 
hYpj ~HjYqi+ (Hn − E00)pq
−hYpj ~HQ 1
E −Hn + E00 − ~HQQ
Q ~HjYqi
!
fq(R) = Efp(R): (11.26)
Der erste Term in der Summe auf der linken Seite kann als der prima¨re Block H
aa
aus
Gleichung (1.16) identiziert werden, der nach Gleichung (10.19) in die Matrix der Or-
bitalenergien in nullter Ordnung " und den statischen (d. h. energieunabha¨ngigen) Teil
der Selbstenergie A(1) zerfa¨llt. Auch der energieabha¨ngige Teil der Selbstenergie kann
in Gleichung (11.26) entdeckt werden, wenn eine Basisdarstellung fu¨r den Projektor
auf den sekunda¨ren Raum Q gewa¨hlt wird:
Q =
X
J
0 jQJihQJ j : (11.27)
Die Summe
P0 la¨uft nur u¨ber die Basiszusta¨nde jQJi des sekunda¨ren Raumes [vgl. mit
den Gleichungen (1.14) und (1.15)]. Aus Gleichung (11.26) wird nun
X
q
["pq + (Hn − E00)pq +Apq(!)] fq(R) = Efp(R): (11.28)
Man erha¨lt die eektive Schro¨dinger-Gleichung in der Form von Gleichung (11.13),
wenn man die Koordinaten- an Stelle der Orbitaldarstellung wa¨hlt und realisiert, da
die Matrix " die Orbitaldarstellung des elektronischen Hamilton-Operators nullter Ord-
nung H0 aus Gleichung (1.20) im Einteilchenraum ist. Wie zuvor schon diskutiert wur-
de, sind die Operatoren P und Q vo¨llig unabha¨ngig von der Wahl der Einteilchenbasis
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und folglich gilt Gleichung (11.28) in der Impuls-, Koordinaten- und einer beliebi-
gen Orbitaldarstellung. Auch fu¨r H0 kann jeder Einteilchenoperator mit beliebiger R-
Abha¨ngigkeit gewa¨hlt werden, wobei der Hartree-Fock-Operator sicher eine geeignete
Wahl fu¨r die Elektron-Moleku¨l-Streuung darstellt, da sich dadurch die Berechnung der
Selbstenergie A(!) vereinfacht. In diesem Fall entha¨lt H0 auer der kinetischen Energie
des Streuelektrons auch noch das
"
static-exchange\-Potential des Targets.
Bisher wurde gezeigt, da die optische Wellenfunktion f(r;R) aus Gleichung
(11.10), die eine Projektion der physikalischen Streuwellenfunktion darstellt, die eek-
tive Schro¨dinger-Gleichung (11.13) erfu¨llt. Es gibt aber auch unphysikalische Lo¨sungen
dieser Gleichung, die aufgrund der Einfu¨hrung der zweiten Komponente in Gleichung
(11.19) mo¨glich werden. Die unphysikalische Komponente lebt im Hilbert-Raum der
N−1 Elektronen, die an dieselben Freiheitsgrade der Kernbewegung gekoppelt sind wie
die physikalische Komponente. Da der Hamilton-Operator fu¨r die zweite Komponente
von Gleichung (11.19) folgendermaen lautet:
EN0 −H +Hn −E00 = −[H − Tn − 2EN0 + E00]; (11.29)
wird die Kerndynamik nicht korrekt behandelt, um ein ionisiertes Moleku¨l zu beschrei-
ben, da H und Tn entgegengesetzte Vorzeichen haben. Wenn der Formalismus des
dynamischen optischen Potentials auf die Dynamik von ionisierten Moleku¨len ange-
wendet werden soll, dann mu die Denition des Hamilton-Operators entsprechend
gea¨ndert werden.
Wie kann man nun unphysikalische Lo¨sungen identizieren und erkennen, ob die
unphysikalische Komponente die physikalischen Lo¨sungen sto¨ren kann? Dieses Problem
kann leicht durch Beachtung der korrekten Streurandbedingungen gelo¨st werden: Da
der elektronische Grundzustand des Streutargets jΨN0 i ein gebundener Zustand ist,
wird jeder U¨berlapp hΨj (r) jΨN0 i eine quadratintegrable Funktion von r darstellen
und fu¨r jrj ! 1 asymptotisch verschwinden. Dasselbe trit folglich fu¨r eine eektive
Wellenfunktion funphys(r;R) zu (als Funktion von r), die zu einer unphysikalischen
Lo¨sung von Gleichung (11.19) geho¨rt:
funphys(r;R) =
"
hY (r)j
 
0
hΨN−1unphys(R)j
!#
= hΨN−1unphys(R)j (r) jΨN0 i: (11.30)
Solange man die eektive Schro¨dinger-Gleichung (11.13) oder die entsprechende
Lippmann-Schwinger-Gleichung mit den korrekten Streurandbedingungen fu¨r die ef-
fektive Wellenfunktion f(r;R) lo¨st, bekommt man daher eine physikalische Lo¨sung.
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Auch eine eventuelle Kontamination der physikalischen Lo¨sung mit einer unphysika-
lischen Beimengung von kurzer Reichweite wird keine scha¨dlichen Auswirkungen fu¨r
Streurechnungen haben, da bei der Berechnung der S-Matrixelemente nur das asymp-
totische Verhalten der eektiven Wellenfunktion eingeht.
Betrachten wir nun noch kurz die einzige Na¨herung, die in der Herleitung von Glei-
chung (11.24) angewandt wurde. Ohne die Born-Oppenheimer-Na¨herung fu¨r den elek-
tronischen Grundzustand des Targetmoleku¨ls (11.21), welche das Vertauschen des Ope-
rators der kinetischen Energie der Kerne Tn mit den Projektionsoperatoren P und Q
erlaubt, treten in der projizierten Schro¨dinger-Gleichung Terme auf, die proportional zu
PHnQ und QHnP sind. Diese Terme beschreiben virtuelle Anregungen vom prima¨ren
in den sekunda¨ren Raum, die eine elektronische Anregung im Targetmoleku¨l bedeuten,
welche durch die kinetische Energie der Kernbewegung vermittelt wird. Diese Terme
konkurrieren mit Anregungen durch den elektronischen Hamilton-Operator beschrie-
ben durch PHQ und QHP , gegen die sie gewo¨hnlich vernachla¨ssigt werden ko¨nnen.
Die einzige Ausnahme mag in Fa¨llen gegeben sein, in denen die Born-Oppenheimer-
Na¨herung fu¨r den elektronischen Grundzustand zusammenbricht und sich die Poten-
tialfla¨chen des elektronischen Grundzustands und angeregter elektronischer Zusta¨nde
des Targetmoleku¨ls nahe kommen. In diesen seltenen Fa¨llen mu¨ssen vibronische Wech-
selwirkungen beru¨cksichtigt werden und eine diabatische Darstellung fu¨r den Grundzu-
stand mag angemessen sein. Das dynamische optische Potential mu dann um Terme
erweitert werden, welche die entsprechenden vibronischen U¨berga¨nge beschreiben.
11.4 Approximative Streugleichungen
In diesem Abschnitt sollen verschiedene Na¨herungen an die exakten Streugleichungen
und die durch sie implizierten physikalischen Modelle diskutiert werden. Die ersten bei-
den Unterabschnitte behandeln Mo¨glichkeiten, wohlbekannte Na¨herungen fu¨r Elektron-
Moleku¨l-Streuung zu erhalten, indem in der exakten Gleichung (11.16) entweder das
energieabha¨ngige optische Potential vernachla¨ssigt wird oder die Kernkoordinaten ein-
gefroren werden. Die letzten beiden Unterabschnitte behandeln das optische Poten-
tial selbst. Neben einer Diskussion des Einflusses der Kerndynamik auf das optische
Potential werden Mo¨glichkeiten zur ab-initio-Berechnung des dynamischen optischen
Potentials ero¨rtert.
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11.4.1 Statische Na¨herungen an das optische Potential
Zuna¨chst betrachten wir die einfachste Na¨herung fu¨r das optische Potential A(!), die
darin besteht, es vo¨llig zu vernachla¨ssigen. Formal ist diese Na¨herung dazu a¨quivalent,
den Wechselwirkungsteil H1 im elektronischen Hamilton-Operator H aus Gleichung
(1.19) zu vernachla¨ssigen. Diese A¨quivalenz folgt leicht aus Gleichung (10.20), in der
die dynamische Selbstenergie A(!) mit der gewo¨hnlichen, elektronischen Selbstenergie
(!) verknu¨pft wird, die denitionsgema¨ mindestens von erster Ordnung in H1 ist.
Anders ausgedru¨ckt ist die eektive Schro¨dinger-Gleichung (11.13) unter Vernachla¨ssi-
gung der dynamischen Selbstenergie A(!) in solchen physikalischen Systemen korrekt,
in denen das Streuelektron nicht mit den anderen Elektronen des Systems korreliert ist
und durch H0 gut beschrieben wird. Der Einteilchenoperator H0 kann selbstversta¨nd-
lich gemittelte (
"
mean elds\) oder durch die Atomkerne oder a¨uere Felder verur-
sachte Kra¨fte enthalten.
Die Qualita¨t der Na¨herung, die durch den statischen (d. h. energieunabha¨ngigen)
Layzer-Operator Lst = H0+Hn−E00 erreicht wird, ha¨ngt von der Wahl des Operators
H0 ab:
 Wa¨hlt man fu¨r H0 den Operator der kinetischen Energie der Elektronen, so
erha¨lt man einen Layzer-Operator Lst, der die separable Bewegung eines freien
Elektrons und eines vibrierenden oder rotierenden Moleku¨ls im elektronischen
Grundzustand beschreibt.
 Wa¨hlt man hingegen fu¨r H0 den R-abha¨ngigen Hartree-Fock-Operator, so be-
schreibt der zugeho¨rige Layzer-Operator die Bewegung von Streuelektron und
Kernfreiheitsgraden. Das Streuelektron sieht den Einflu der Coulomb- und Aus-
tauschwechselwirkung mit der statischen Ladungswolke des Targetmoleku¨ls auf
Hartree-Fock-Niveau und die Kernbewegung erfolgt im u¨blichen Grundzustand-
spotential EN0 , das durch die Coulomb-Anziehung zwischen den Kernen und dem
elektronischen Projektil modiziert wird. Diese Na¨herung liefert eine konsisten-
te Beschreibung der Elektron-Moleku¨l-Streuung im strikten Einteilchenbild. Die
Bewegung von Projektil und Atomkernen ist vollsta¨ndig gekoppelt, aber die Na-
tur dieser statischen Na¨herung schliet Polarisationseekte und die Mo¨glichkeit
von elektronischen Anregungen des Targetmoleku¨ls aus, die durch den Elektro-
nensto verursacht werden ko¨nnten. Ein anderer Mangel dieser auf der Hartree-
Fock-Na¨herung basierenden
"
static-exchange\-Na¨herung ist, da die statische
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Ladungsdichte des Targetmoleku¨ls durch die Hartree-Fock-Wellenfunktion nur
na¨herungsweise (unkorreliert) beschrieben wird.
Eine andere, naheliegende Mo¨glichkeit fu¨r eine energieunabha¨ngige Na¨herung an
das optische Potential besteht darin, den Limes der Selbstenergie fu¨r hohe Energien
A(1) zu beru¨cksichtigen, der auch statische Selbstenergie genannt wird. Der statische
Teil der dynamischen Selbstenergie A(1) ist identisch zur rein elektronischen Selbst-
energie (1), wie man aus den Gleichungen (1.23) und (10.19) [siehe auch Gl. (10.20)]
sieht. Wie in Abschnitt 8.1 gezeigt wurde [83], korrigiert dieser nichtlokale Operator die
Hartree-Fock-Beschreibung der Wellenfunktion des Targets, indem er ihre Korrelation
beru¨cksichtigt. Diese Na¨herung an den Layzer-Operator Lcse = H0+Hn+A(1)−E00
ist unabha¨ngig von der Wahl des Hamilton-Operators nullter Ordnung H0 in Gleichung
(1.19), da die statische Selbstenergie den Wechselwirkungsanteil H1 beru¨cksichtigt. Der
Layzer-Operator Lcse entspricht einem Streupotential, das seinen Ursprung in der korre-
lierten aber statischen Ladungsverteilung des Targetmoleku¨ls hat und auch
"
correlated
static exchange potential\ (cse) genannt wird.
Na¨herungen an den energieabha¨ngigen Teil des dynamischen optischen Potenti-
als werden in den Abschnitten 11.4.3 und 11.4.4 untersucht. In dem folgenden Ab-
schnitt wird ein vereinfachter Fall besprochen, in dem die Kerndynamik vollsta¨ndig
vernachla¨ssigt wird.
11.4.2 Streuung bei festgehaltenen Kerngeometrien
Mit Hilfe von Gleichung (10.20) la¨t sich der volle Layzer-Operator L folgendermaen
ausdru¨cken
L(E) = H0 + Tn + EN0 + (E − Tn − EN0 + E00)− E00: (11.31)
Im Grenzwert unendlich schwerer Atomkerne kann die kinetische Energie der Kern-
bewegung Tn vernachla¨ssigt werden. Dieser Grenzwert wird "
xed-nuclei\-Limes (fn)
oder Limes der festgehaltenen Kerngeometrien genannt, da der Layzer-Operator
Lfn(E) = H0 + (E − EN0 + E00) + EN0 − E00 (11.32)
und die zugeho¨rige Wellenfunktion f(r;R) aus Gleichung (11.13) jetzt nur noch pa-
rametrisch von den Kernkoordinaten R abha¨ngen. Der Operator Lfn(E) ist abge-
sehen von der R-abha¨ngigen Energieverschiebung EN0 − E00 identisch mit dem in
142 KAPITEL 11. ANWENDUNG AUF ELEKTRON-MOLEKU¨L-STREUUNG
der Literatur benutzten Layzer-Operator fu¨r Streuung an Atomen oder starren Mo-
leku¨len [10,24,120]. Die Energieverschiebung setzt den Nullpunkt der Energieskala von
E00 auf E
N
0 .
Im vorliegenden Fall der Streuung bei festgehaltenen Kerngeometrien wird das op-
tische Potential durch die rein elektronische Selbstenergie (!) bestimmt. Wie schon
erwa¨hnt wurde, verbessert der statische Teil (1) das static-exchange-Potential hin-
sichtlich der Korrelation der elektronischen Grundzustandswellenfunktion des Streu-
targets. Der energieabha¨ngige Teil M(!) = (!)−(1) lautet nach Gleichung (1.23)
M(!) = ~H
ab
1
!1− ~H
bb
~H
ba
: (11.33)
Der Einfachheit halber wird hier wieder die schon fru¨her eingefu¨hrte Matrixnotation
fu¨r die elektronischen Koordinaten verwendet. Selbstversta¨ndlich ko¨nnen die Matrizen
auch in der Koordinatendarstellung ausgedru¨ckt werden. M(!) beru¨cksichtigt die so-
genannte dynamische Korrelation einschlielich der Polarisation des Targets durch das
ankommende elektronische Projektil [127]. Die Energieabha¨ngigkeit von M(!) wurde
in der Literatur bereits diskutiert [11]. Auch die Folgen einer Energieabha¨ngigkeit des
optischen Potentials fu¨r Streusysteme wurden studiert [25]. An dieser Stelle soll noch
folgendes bemerkt werden:
Der energieabha¨ngige (oder dynamische) Teil der elektronischen SelbstenergieM(!)
fu¨hrt Pole und Verzweigungsschnitte in das optische Potential ein, die durch Diago-
nalisieren des Nenners von Gleichung (11.33) gefunden werden ko¨nnen. In der nullten
Ordnung, z. B. der Hartree-Fock-Na¨herung, ist die Matrix ~H
bb
aus dem Nenner bereits
diagonal. Die Diagonalelemente entsprechen den elektronischen Anregungen des N +1
und N−1 Elektronen-Systems und ko¨nnen durch Kongurationen vom 2p−h-, 3p−2h-,
bzw. p− 2h-, 2p− 3h-Typ usw. klassiziert werden. Explizite Matrixdarstellungen fu¨r
~H
ab
, ~H
ba
und ~H
bb
ndet man in Referenz [37].
Zur Berechnung von (!) stehen verschiedene Standardna¨herungsverfahren zur
Verfu¨gung. Basierend auf der Vielteilchen-Sto¨rungstheorie liefert das sogenannte ADC-
Schema (
"
algebraic diagrammatic construction\) [21] zum Beispiel eine Hierarchie von
Na¨herungen fu¨r (!), die im Gegensatz zur gewo¨hnlichen Sto¨rungstheorie die analyti-
sche Struktur von (!) als Funktion von ! bewahren. Die ADC-Na¨herung fu¨r (!) hat
dieselbe Struktur wie Gleichung (1.23), aber die Matrizen ~H
ij
werden im ADC-Schema
n-ter Ordnung so konstruiert, da die approximative Selbstenergie ADC(!) bis zur n-
ten Ordnung in H1 mit der u¨blichen Feynman-Dyson-Reihe von (!) u¨bereinstimmt.
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Da die dem ionisierten Moleku¨l zugeho¨rigen Pole und Verzweigungsschnitte bei
negativen Energien auftreten, haben sie nur einen geringen Einflu auf die Energie-
abha¨ngigkeit des optischen Potentials bei den relevanten Streuenergien. Die Pole und
Schnitte bei positiven Energien ko¨nnen dagegen den angeregten Zusta¨nden des phy-
sikalischen Streusystems mit N + 1 Elektronen zugeordnet werden. Signaturen von
Feshbach-Resonanzen ko¨nnen daher im energieabha¨ngigen Teil des optischen Potenti-
als gefunden werden, obwohl die genaue Position und Breite der Resonanz natu¨rlich mit
dem vollsta¨ndigen eektiven Hamilton-Operator berechnet werden mu¨ssen. Oberhalb
der ersten elektronischen Anregungsenergie des Moleku¨ls erscheint ein Verzweigungs-
schnitt in der analytischen Struktur der Selbstenergie, da bei genu¨gend groer Streu-
energie mit der elektronischen Anregung ein neuer Streukanal geo¨net wird, d. h. in-
elastische Streuung mo¨glich. Der Schnitt von (!) hat zur Folge, da das optische
Potential eine imagina¨re Komponente entha¨lt, also nichhermitesch wird, womit dem
Verlust von Streuamplitude in den inelastischen Kanal Rechnung getragen wird.
11.4.3 Kerndynamik im optischen Potential: Entwicklung
nach Tn
Im Folgenden soll der Einflu der Kerndynamik auf das optische Potential A(E) dis-
kutiert werden. Die durch Gleichung (10.19) gegebene dynamische Selbstenergie A(E)
besteht aus einem energieunabha¨ngigen (statischen) Teil A(1) und einem energie-
abha¨ngigen TeilM(E) = A(E)−A(1), der bei hohen Energien E verschwindet. Der
energieabha¨ngige Teil M(E) beinhaltet wieder die Eekte der dynamischen Korrela-
tion einschlielich Polarisation. Im Unterschied zur
"
xed-nuclei\-Streuung aus dem
vorangehenden Abschnitt wird M(E) nur durch den Einflu der Kernbewegung mo-
diziert. Wie aus Gleichung (10.19) folgt, lautet der energieabha¨ngige Teil in Matrix-
schreibweise
M(E) = ~H
ab
1
[E − Tn − EN0 + E00]1− ~Hbb
~H
ba
: (11.34)
Wie zuvor bezeichnet Tn die kinetische Energie der Kernbewegung, E
N
0 das (elektroni-
sche) Grundzustandspotential und E00 die molekulare Grundzustandsenergie. Die Ma-
trizen ~H
ij
sind Teile der in Abschnitt 1.2 eingefu¨hrten Matrixdarstellung des zweikom-
ponentigen elektronischen Anregungsenergieoperators ~H und ha¨ngen von den Kernko-
ordinaten R ab. Mo¨chte man nun den Nenner diagonalisieren, um die Polstruktur von
M(E) zu berechnen, so werden nicht nur die Eigenvektoren von ~H
bb
, die den elektroni-
schen Eigenzusta¨nden im sekunda¨ren Raum entsprechen, beno¨tigt, sondern es mu¨ssen
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auch die zusa¨tzlichen Freiheitsgrade der Kernbewegung beru¨cksichtigt werden. Da die
Energieskala der Kernbewegung normalerweise deutlich unter den typischen elektroni-
schen Anregungsenergien liegt, ko¨nnen wir annehmen, da die Grobstruktur der Ener-
gieabha¨ngigkeit von M(E) nicht wesentlich vom Fall der
"
xed-nuclei\-Streuung aus
Abschnitt 11.4.2 abweicht. Die Kerndynamik wird jedoch eine Feinstruktur bedingen,
die sehr wichtig werden kann. Dies kann entweder bei Energien auftreten, bei denen
elektronische Anregungen mo¨glich oder fast mo¨glich sind, oder in Situationen die sehr
empndlich fu¨r kleine Sto¨rungen des Streupotentials sind, so z. B. in der Na¨he von
vibratorisch inelastischen Schwellen.
Solange die Streuenergien weit genug von Feshbach-Resonanzen oder elektronisch
inelastischen Schwellen entfernt sind, kann der Einflu der Kerndynamik auf das op-
tische Potential entweder vernachla¨ssigt werden oder na¨herungsweise durch Entwick-
lungen des Nenners in Gleichung (11.34) beru¨cksichtigt werden.
Der na¨chste logische Schritt jenseits der
"
xed-nuclei\-Na¨herung ist die Annah-
me, da Tn als kleine Sto¨rung aufgefat werden kann, was die folgende Entwicklung
nahelegt:
M(E) = ~H
ab
1
[E − EN0 + E00]1− ~Hbb
1X
=0
0
@Tn 1
[E −EN0 + E00]1− ~Hbb
1
A

~H
ba
: (11.35)
Der erste Term dieser Entwicklung (fu¨r  = 0) soll hier adiabatisches optisches
Potential (aop) genannt werden:
Aaop(E) = ~H
aa
− "+ ~H
ab
1
[E − EN0 + E00]1− ~Hbb
~H
ba
= (E − EN0 + E00): (11.36)
Formal gesehen ist das adiabatische optische Potential Aaop(E) identisch mit dem
in der
"
xed-nuclei\-Streuung verwendeten optischen Potential aus Abschnitt 11.4.2.
Der Unterschied liegt darin, da die Kernkoordinaten R nun dynamische Variable dar-
stellen. Das adiabatische optische Potential Aaop(E) ist ein lokaler Operator in den
Kernkoordinaten R, da EN0 und die Matrizen
~H
ij
von R abha¨ngen, aber in Aaop(E)
keine Ableitungen nach R vorkommen. Da Aaop(E) fu¨r jedes R aus der rein elektro-
nischen Selbstenergie (E) berechnet werden kann, lassen sich hier Standardverfahren
zur Berechnung der elektronischen Selbstenergie wie die in Abschnitt 11.4.2 erwa¨hnte
ADC-Methode zur Anwendung bringen.
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Der Layzer-Operator, der die gerade diskutierte approximative Behandlung des
optischen Potentials Aaop(E) beschreibt, lautet
Laop(E) = H0 +Hn +Aaop(E)− E00: (11.37)
Obwohl das dynamische optische Potential hier in einer adiabatischen Na¨herung be-
handelt wird, beschreibt der Layzer-Operator Laop(E) die vollsta¨ndig nichtadiabatisch
gekoppelte Bewegung des Projektilelektrons und der Atomkerne mit einem vereinfach-
ten optischen Potential. In dieser Na¨herung wird die Kernbewegung in den elektro-
nisch angeregten Zusta¨nden des Targetmoleku¨ls adiabatisch behandelt! Obwohl diese
Na¨herung nicht geeignet sein mag, um Experimente zu beschreiben, bei denen die
elektronische Anregungsstruktur des Targetmoleku¨ls im Detail abgetastet wird, ist die
Situation bei niedrigen (aber nicht zu niedrigen) Streuenergien anders. Wenn elektro-
nische Anregungen wegen der Energieerhaltung nicht erlaubt sind, weil die Stoener-
gie des ankommenden Elektrons zu niedrig ist, dann kann die adiabatische Na¨herung
Aaop(E) sehr gut sein. Bei niedrigen Streuenergien ko¨nnen elektronische Anregungen
als virtuelle Prozesse auftreten und zur Polarisation des Moleku¨ls fu¨hren, sind aber der
Energie-Zeit-Unscha¨rferelation unterworfen. Wenn die typischen Zeiten fu¨r diese virtu-
ellen Anregungen sehr viel kleiner sind als die Zeitskala der Moleku¨lschwingungen, was
gewo¨hnlich der Fall sein du¨rfte, dann sollte die adiabatische Na¨herung fu¨r das optische
Potential Aaop(E) angemessen sein.
Fu¨r sehr langsame Streuelektronen andererseits kann es notwendig sein, die Na¨he-
rung Aaop(E) zu verbessern, wenn die Wirkungsquerschnitte das optische Potential
sehr genau abtasten. In dem adiabatischen optischen Potential Aaop(E) wird die dyna-
mische Relaxation des Kerngeru¨stes nicht korrekt beschrieben, die wa¨hrend der Polari-
sation der elektronischen Ladungswolke durch das ankommende Projektil stattndet.
Bei sehr kleinen Projektilgeschwindigkeiten, bei denen die zugeho¨rigen Trajektorien
besonders empndlich auf die Kopplung an die Kernbewegung reagieren, kann dies ein
wichtiges Manko der Theorie bedeuten. In diesem Fall kann die im folgenden Abschnitt
beschriebene Entwicklung des dynamischen optischen Potentials sinnvoll sein, die eine
na¨herungsweise Beru¨cksichtigung der vernachla¨ssigten Eekte erlaubt.
11.4.4 Entwicklung des dynamischen optischen Potentials
nach Hn − E00
Der Operator der kinetischen Energie der Kerne Tn fu¨hrt in die Terme der Entwicklung
(11.35) mit   1 Ableitungen nach den Kernkoordinaten R ein. In der Regel werden
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diese Terme schwer zu berechnen sein, da die approximativen und exakten Matrizen
~H
ij
aufgrund der enthaltenen Coulomb-Abstoung zwischen Elektronen und Kernen
stark von den Kernkoordinaten R abha¨ngen. Eine Entwicklung, die sich besser fu¨r
Na¨herungen ho¨herer Ordnung eignet erha¨lt man, wenn man Tn + E
N
0 − E00 = Hn −
E00 als "
kleine\ Sto¨rung ansieht. Diese Annahme ist dann gerechtfertigt, wenn die
Energien der im Laufe des Streuprozesses auftretenden Anregungen der Kerndynamik
klein im Vergleich mit den elektronischen Anregungsenergien des Targets sind. Die
entsprechende Entwicklung des energieabha¨ngigen Teils der dynamischen Selbstenergie
lautet
M(E) = ~H
ab
1
E1− ~H
bb
1X
=0
2
4(Hn − E00) 1
E1− ~H
bb
3
5

~H
ba
: (11.38)
Der erste TermM0(E) dieser Entwicklung (fu¨r  = 0) kann mit dem energieabha¨ngi-
gen (dynamischen) Teil der rein elektronischen Selbstenergie (11.33) identiziert wer-
den und soll Nullpunkt-optisches-Potential genannt werden, da es das optische
Potential der Kernbewegung im molekularen Grundzustand des Targets widerspiegelt:
M0(E) = ~H
ab
1
E1− ~H
bb
~H
ba
=M(E)
Das Nullpunkt-optische-Potential ist wie das zuvor besprochene adiabatische optische
PotentialMaop(E) ein lokaler Operator bezu¨glich der Kernkoordinaten R.
Die ho¨heren Terme in der Entwicklung fu¨r   1 sind hingegen Dierential-
operatoren in den Kernkoordinaten. Man kann sie in nichtlokale Integraloperatoren
M(E) f(R) = R dR0M(E;R;R0) f(R0) transformieren, indem man eine Darstellung
der Identita¨t bezu¨glich der Kernbewegung
P
k jkihkj einfu¨gt. In der Koordinaten-
darstellung fu¨r die Freiheitsgrade der Kernbewegung R lautet der Integralkern fu¨r den
zweiten Term in der Entwicklung (11.38)
M1(E;R;R0) =X
k
~H
ab
(R)
1
E1− ~H
bb
(R)
k(R)[E0k−E00]k(R0)
1
E1− ~H
bb
(R0)
~H
ba
(R0):
(11.39)
Die Kernkoordinatenabha¨ngigkeit der Matrizen ~H
ij
wurde hier ausnahmsweise explizit
angegeben. Die numerische Realisierung dieser Na¨herung ist nicht sehr schwierig, da
die Eigenwerte E0k und Eigenfunktionen k(R) der Kernbewegung leicht aus dem
Grundzustandpotential EN0 (R) berechnet werden ko¨nnen. Na¨herungen fu¨r die Matrizen
~H
ij
gewinnt man z. B. wie in Abschnitt 11.4.2 beschrieben durch die ADC-Na¨herung.
Gleichung (11.39) ist auch insofern interessant, da sie uns erlaubt, die Bedeutung
der Terme ho¨herer Ordnung in der Entwicklung (11.38) abzuscha¨tzen. Falls die Kern-
dynamik im Targetmoleku¨l trotz virtueller Anregungen durch das Streuelektron gut
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durch die Nullpunktsschwingung des isolierten Moleku¨ls im elektronischen Grundzu-
stand gena¨hert werden kann, dann ko¨nnen alle Terme mit k 6= 0 in Gleichung (11.39)
vernachla¨ssigt werden. Da jedoch die Energiedierenz [E0k −E00] fu¨r k = 0 verschwin-
det, liefernM1(E) und die Terme ho¨herer Ordnung in Gleichung (11.38) keinen Bei-
trag. In anderen Worten:M(E) ist ein lokaler Operator in den Kernkoordinaten, wenn
die Kernkoordinatenabha¨ngigkeit der eektiven Streuwellenfunktion f(r;R) durch die
Eigenfunktion 0(R) bestimmt wird und die R-Abha¨ngigkeit der Matrizen ~Hbb und
~H
ba
vernachla¨ssigt werden kann. Dies wird aber nicht immer der Fall sein. Wa¨hrend
einer Rechnung ko¨nnte jedoch u¨berpru¨ft werden, fu¨r welche Werte von k das IntegralZ
dRk(R)
1
E1− ~H
bb
(R)
~H
ba
(R) f(R) (11.40)
den gro¨ten Beitrag liefert. Die Na¨herung M0(E) kann dann durch Entwicklung um
Hn− ~E statt um Hn−E00 verbessert werden, wobei ~E eine geeignet gewa¨hlte mittlere
Energie der Kernbewegung darstellt. Damit ergibt sich dann folgende nullte Na¨herung:
M~0 = (E + E00 − ~E)− (1) (11.41)
und entsprechende ho¨here Na¨herungen wie in Gleichung (11.38).
Der Unterschied zwischen dem adiabatischen optischen Potential Aaop(E) und dem
Nullpunkt-optischen-Potential A0(E) oder der verbesserten Lo¨sung A~0(E) liegt in dem
Bezugspunkt des Energienenners des optischen Potentials. Man kann erwarten, da
A0(E) oder A~0(E) geeignete Na¨herungen fu¨r A(E) darstellen, wenn die Kernbewe-
gung mehr oder weniger auf die unmittelbare Umgebung der Gleichgewichtskongu-
ration Req des Moleku¨ls beschra¨nkt bleibt. Die adiabatische Na¨herung Aaop(E) wird
hingegen besser geeignet sein fu¨r Prozesse, bei denen verschiedene Ebenen der Potenti-
alfla¨che involviert sind wie es bei assoziativer Abspaltung oder dissoziativer Anlagerung
vorkommt. Ich mo¨chte hier noch einmal betonen, da die Kerndynamik innerhalb des
optischen Potentials sicherlich weniger wichtig ist als die unmittelbare Kopplung zwi-
schen Projektil- und Kernbewegung in der eektiven Schro¨dinger-Gleichung (11.13),
solange die Streuenergie deutlich unterhalb der Schwelle fu¨r elektronische Anregun-
gen des molekularen Targets liegt. Die Entwicklung (11.38) stellt eine systematische
Mo¨glichkeit dar, das adiabatische oder Nullpunkt-optische-Potential zu verbessern. Sie
la¨t sich anwenden, wenn der Streuproze zu geringe Energie hat, um elektronisch
angeregte Zusta¨nde des Targets zu erreichen. Der Term erster OrdnungM1 aus Glei-
chung (11.39) und die entsprechenden ho¨heren Ordnungen ermo¨glichen systematische
Verbesserungen der diskutierten Na¨herungen, die mit ab-initio-Methoden der Quan-
tenchemie berechnet werden ko¨nnen. Diese Verbesserungen ko¨nnen no¨tig sein, um die
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dynamischen Kopplungen in Prozessen mit sehr niedriger Streuenergie korrekt zu be-
schreiben, bei denen eine hohe Empndlichkeit bezu¨glich der genauen Form des op-
tischen Potentials vorliegt. Falls die Streuenergie oberhalb oder in der unmittelbaren
Na¨he der elektronischen Anregungsschwelle des Targetmoleku¨ls liegt, bleibt die eekti-
ve Schro¨dinger-Gleichung natu¨rlich richtig, aber es mu¨ssen andere Na¨herungen fu¨r das
optische Potential als die in diesem Abschnitt vorgestellten angewendet werden.
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurden verschiedene erweiterte Zweiteilchen-Greens-
funktionen und die sogenannte dynamische Greensfunktion vorgestellt. Diesen Pro-
pagatoren ist gemein, da sie eine Dyson-Gleichung erfu¨llen und damit eine Selbst-
energie denieren. Die Selbstenergie u¨bernimmt die Funktion eines optischen Po-
tentials, das zur eektiven Beschreibung von Vielteilchenproblemen in einer stark
reduzierten Anzahl von Koordinaten geeignet ist. Die erweiterten Zweiteilchen-
Greensfunktionen und die dynamische Greensfunktion erlauben damit eine Auswei-
tung der fu¨r die Einteilchen-Greensfunktion bekannten Eigenschaften auf zusa¨tzliche
Freiheitsgrade. Um die Konstruktion der erweiterten Greensfunktionen zu motivieren,
wurden zuna¨chst am Beispiel der Einteilchen-Greensfunktion die der Dyson-Gleichung
zugrundeliegenden Prinzipien demonstriert. Dabei wurde gezeigt, da es im Wesentli-
chen darauf ankommt, da die Greensfunktion sich als Projektion einer Vielteilchenre-
solvente auf einen vollsta¨ndigen, orthonormalen Satz von Zusta¨nden formulieren la¨t.
Im ersten Teil dieser Arbeit wurde eine allgemeine Theorie der erweiterten
Zweiteilchen-Greensfunktionen vorgestellt und als exemplarische Anwendung der Theo-
rie ein Na¨herungsschema erster Ordnung fu¨r Anregungsenergien und U¨bergangsmo-
mente vorgestellt und na¨her untersucht. Zuna¨chst wurde ein allgemeiner Formalis-
mus entwickelt und benutzt, um drei Sorten erweiterter fermionischer Zweiteilchen-
Greensfunktionen zu denieren: die Teilchen-Loch-, Teilchen-Teilchen- und Loch-Loch-
Funktionen. Das fundamentale Konstruktionsprinzip, das zur Erfu¨llung der Dyson-
Gleichung fu¨hrt, ist die Denition der Greensfunktion ausgehend von einem orthonor-
malen Satz von Zusta¨nden. Um diese Orthogonalita¨t zu erreichen, mu¨ssen die physi-
kalischen Zweiteilchenzusta¨nde durch zusa¨tzliche
"
unphysikalische\ Komponenten er-
weitert und es mu eine indenite Metrik eingefu¨hrt werden. Die neuen Komponenten
bedingen zusa¨tzliche Pole und Verzweigungsschnitte in der analytischen Struktur der
erweiterten Greensfunktionen. Wenn die Greensfunktionen fu¨r reelle Argumente de-
niert werden, kann man jedoch die Singularita¨ten immer noch manipulieren, indem
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man sie nach Bedarf in die komplexe Ebene verschiebt oder in Hauptwertsingularita¨ten
verwandelt. Eine weitere Folge der Erweiterungen ist das Auftreten von in nullter Ord-
nung entarteten Zusta¨nden.
Viele Eigenschaften der erweiterten Greensfunktionen erkla¨ren sich durch die
konstruktionsbedingte starke Analogie zur Einteilchen-Greensfunktion: Die Dyson-
Gleichung deniert eine Selbstenergie, die sich sto¨rungstheoretisch entwickeln la¨t. Es
konnte sogar gezeigt werden, da die Teilchen-Teilchen-Selbstenergie ein exaktes opti-
sches Potential fu¨r Zweiteilchenstreuung darstellt. Der Untersuchung der Selbstenergie-
operatoren und vor allem ihren statischen Anteilen wurde besondere Aufmerksamkeit
gewidmet. In dem Spezialfall eines Vielteilchensystems ohne echte Zweiteilchenkra¨fte,
in denen die Teilchen nur mit externen oder u¨ber gemittelte Felder wechselwirken, neh-
men die Selbstenergien der erweiterten Zweiteilchen-Greensfunktionen eine besonders
einfache, energieunabha¨ngige Form an. Die erste Ordnung der Selbstenergie lo¨st dann
schon das exakte Problem in strenger Analogie zur Einteilchen-Greensfunktion.
Fu¨r ein vollsta¨ndig korreliertes Vielteilchensystem stellt sich heraus, da die sta-
tische Na¨herung erster Ordnung schon eine nichttriviale Na¨herung mit gu¨nstigen
Eigenschaften darstellt. In diesem Zusammenhang wurde ausfu¨hrlich das FOSEP-
Schema (
"
rst-order static excitation potential\) untersucht, das auf eine Na¨herung
an die Teilchen-Loch-Selbstenergie zuru¨ckgeht. Die resultierenden Na¨herungen fu¨r An-
regungsenergien und U¨bergangsmomente erweisen sich als konsistent mit den Ergeb-
nissen in erster Ordnung Sto¨rungstheorie, beru¨cksichtigen aber auch Terme ho¨herer
Ordnung. Ausgehend vom Einteilchenbild des Hartree-Fock-Modells liefert die FOSEP-
Na¨herung ein Matrix-Eigenwert-Problem von derselben Dimension wie die wohlbe-
kannte
"
random-phase approximation\ (RPA). Im Gegensatz zur RPA stellt FOSEP
ein hermitesches Eigenwertproblem dar und vermeidet somit die Instabilita¨ten der
RPA. Obwohl die FOSEP-Na¨herung viele Eigenschaften mit der RPA gemein hat wie
die Gro¨enkonsistenz und die Invarianz bezu¨glich unita¨rer Transformationen der un-
besetzten Hartree-Fock-Orbitale, nden sich auch grundsa¨tzliche Verschiedenheiten.
Mit einer sto¨rungstheoretischen Analyse bis zu zweiter Ordnung wurde gezeigt, da
die FOSEP-Na¨herung fu¨r Anregungsenergien Beitra¨ge der Grundzustandskorrelation
auf konsistente Weise beru¨cksichtigt, wogegen sich die RPA in dieser Hinsicht als in-
konsistent erweist. Diese Erkenntnis wird durch die Ergebnisse eines sehr einfachen,
exakt lo¨sbaren Modells gestu¨tzt. In dem betrachteten Hubbard-Modell fu¨r H2 ist der
Grundzustand im Gegensatz zu den untersuchten, angeregten Zusta¨nden korreliert.
Es zeigt sich, da die FOSEP-Na¨herung exakte Ergebnisse fu¨r die Anregungsenergi-
en liefert, wogegen die RPA noch schlechtere Na¨herungswerte liefert als die einfachere
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Tamm-Danco-Na¨herung (TDA). Die A¨quivalenz von length- und velocity-Form der
U¨bergangsmomente wurde ebenfalls untersucht. Die exakte Erhaltung dieser A¨quiva-
lenz ist eine einzigartige Eigenschaft der RPA. Innerhalb der FOSEP-Na¨herung wird
diese A¨quivalenz nur in erster Ordnung gewahrt, wie es fu¨r ein Na¨herungsschema er-
ster Ordnung zu erwarten ist. Der auftretende Fehler in zweiter Ordnung kann sich
jedoch zum Abscha¨tzen der Anwendbarkeit der Na¨herung als sehr nu¨tzlich erweisen.
Im Gegensatz zum FOSEP-Schema und der RPA ist die TDA hingegen nicht in der
Lage, U¨bergangsmomente in erster Ordnung konsistent zu beschreiben.
Das FOSEP-Schema na¨hert die Teilchen-Loch-Selbstenergie in erster Ordnung aus-
gehend von einer Hartree-Fock-Einteilchenbeschreibung und stellt damit die na¨chstlie-
gende, nichttriviale Na¨herung dar. Interessanterweise ko¨nnen sowohl die TDA, wie auch
die RPA, ebenfalls als spezische Na¨herungen an die Teilchen-Loch-Selbstenergie ver-
standen werden. Die TDA erha¨lt man durch Ausschlu der unphysikalischen Zusta¨nde
nullter Ordnung und die RPA durch Hinzunahme einer Klasse von in nullter Ord-
nung entarteten Zusta¨nden, die zum energieabha¨ngigen, dynamischen Teil der Teilchen-
Loch-Selbstenergie beitragen.
Die statische Selbstenergie der erweiterten Zweiteilchen-Greensfunktionen wurde
schlielich auch noch auf ihre Eignung als statisches Streupotential hin untersucht.
Am Beispiel Coulomb-wechselwirkender Elektronen konnten verschiedene Terme des
statischen Teils der Teilchen-Teilchen-Selbstenergie durch Vergleich mit Feshbachs op-
tischem Potential und der Selbstenergie fu¨r Einteilchenstreuung interpretiert werden.
Es konnte auch eine Analogie zur statischen Selbstenergie der erweiterten Teilchen-
Loch-Greensfunktion gezogen werden. Abgesehen von den Wechselwirkungen zwischen
Projektil und Target treten auch Kra¨fte innerhalb des Projektils auf, die durch das
Targetsystem vermittelt werden. Eine denkbare Anwendung optischer Teilchen-Loch-
Potentiale ist die Streuung von Exzitonen in ausgedehnten Systemen.
Die Entwicklung von Na¨herungen an die Selbstenergie jenseits der fu¨hrenden Ord-
nung stellt sicher eine Herausforderung fu¨r die Zukunft dar. In diesem Zusammenhang
wird auch noch zusa¨tzliche Erkenntnis u¨ber die Struktur und Bedeutung der ener-
gieabha¨ngigen Anteile der Selbstenergie beno¨tigt. U¨berlegungen zur Anwendung und
Ausweitung der FOSEP-Na¨herung wurden schon in Abschnitt 6.6 angestellt. Die zu-
grundeliegenden Konzepte des vorgestellten Formalismusses, insbesondere die Benut-
zung eines orthonormalen Satzes von prima¨ren Zusta¨nden, der unter einem Wechsel
der Einteilchenbasis invariant ist, stellen ein solide Grundlage fu¨r die Entwicklung von
leistungsfa¨higen Na¨herungsschemata dar. Diese Na¨herungen ko¨nnen u¨ber die von einer
einzelnen Slater-Determinante ausgehenden Sto¨rungstheorie hinausgehen, da die Wahl
152 ZUSAMMENFASSUNG UND AUSBLICK
des Referenzzustands jΨN0 i in der Denition der Greensfunktion in keiner Weise einge-
schra¨nkt ist. Wellenfunktionen aus Multikongurations-, coupled-cluster- oder Dichte-
funktionalna¨herungen ko¨nnen hier Verwendung nden. Die Freiheit bei der Wahl des
sekunda¨ren Referenzzustands j’i kann andererseits genutzt werden, um Na¨herungen
mit spezischen Eigenschaften zu erzeugen.
Im zweiten Teil dieser Arbeit wurde eine exaktes optisches Potential fu¨r die
gekoppelte Bewegung des Projektilelektrons und der Atomkerne in der Elektron-
Moleku¨lstreuung hergeleitet. Das dynamische optische Potential ist besonders geeignet
fu¨r die Untersuchung der nichtadiabatischen Kopplung der Projektil- und Kernbe-
wegung bei Streuung in der Na¨he inelastischer Schwellen, wo die Projektilgeschwin-
digkeit mit den typischen Geschwindigkeiten der Kerndynamik vergleichbar ist. Der
Vielteilchenformalismus der optischen Potentiale wurde damit u¨ber die Na¨herung fest-
gehaltener Kerngeometrien hinaus erweitert. Andererseits geben die strenge Herleitung
und die expliziten Ausdru¨cke fu¨r das dynamische optische Potential eine Rechtfer-
tigung und eine Perspektive fu¨r die Weiterentwicklung der in
"
close-coupling\- und
R-Matrixrechnungen oft verwendeten Modellpotentiale zur Beschreibung der Polari-
sierung und anderer Eekte der dynamischen Korrelation.
Das dynamische optische Potential kann alle Arten von elektronisch elastischen
Streuprozessen wie elastische Streuung, Schwingungs- und Rotationsanregung und -
abregung, dissoziative Anlagerung und assoziative Abspaltung beschreiben. Auch wenn
elektronische Anregungen energetisch mo¨glich sind, kann das dynamische optische Po-
tential verwendet werden, um die (elektronisch) elastischen partiellen Wirkungsquer-
schnitte wie auch Resonanzpositionen und -breiten zu berechnen.
Ein zentrales Ergebnis dieser Untersuchungen ist, da fu¨r Streuenergien, die weit
genug von elektronischen Anregungen des Targets entfernt liegen, das dynamische op-
tische Potential in einer ersten Na¨herung durch das gewo¨hnliche
"
static-exchange\-
Potential erweitert durch die Selbstenergie (!) der rein elektronischen Greensfunk-
tion gegeben ist. Diese Na¨herung liefert einen lokalen Operator bezu¨glich der Kernko-
ordinaten fu¨r das optische Potential, die durch eine Hierarchie von nichtlokalen Termen
verbessert werden kann. Wegen dem engen Bezug zur gewo¨hnlichen Selbstenergie (!)
ko¨nnen alle Terme mit ab-initio-Methoden unter Benutzung von wohldenierten Stan-
dardna¨herungen berechnet werden.
Das dynamische optische Potential stellt eine solide Grundlage fu¨r theoretische
Untersuchungen der gekoppelten Projektil- und Kerndynamik fu¨r Elektron-Moleku¨l-
Streuung bei besonders niedrigen Energien dar, die sich aufgrund von ju¨ngsten experi-
mentellen Fortschritten (siehe z. B. Referenz [128]) zu einem aktuellen Forschungsge-
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biet entwickelt. Die in dieser Arbeit vorgestellten eektiven Streugleichungen ko¨nnen
z. B. mit Hilfe von
"
close-coupling\-Entwicklungen oder anderen zeitunabha¨ngigen
Techniken gelo¨st werden. Besonders aufschlureiche Einblicke in die Mechanismen der
Streuprozesse kann man aber von zeitabha¨ngigen Wellenpacketrechnungen erwarten.
Die Lo¨sung dieser Gleichungen stellt sicher eine numerisch anspruchsvolle Aufgabe dar,
die aber mit modernen Rechnern und Dank dem Fortschritt bei numerischen Metho-
den [129] in den Bereich der Machbarkeit ru¨ckt.

Anhang A
Formale Denition des
Hilbert-Raums Y
Die folgende formale Denition des Raumes Y bezieht sich auf eine gegebene Wahl
der Referenzzusta¨nde j i und j’i [aus Gleichung (2.2)], die eigentliche Eigenzusta¨nde
des Hamilton-Operators H im Fock-Raum sind. Die in diesem formalen Abschnitt
verwendeten mathematischen Konzepte sind in gebra¨uchlichen Lehrbu¨chern der Funk-
tionalanalysis nachzulesen wie z. B. in Referenz [48].
Denition Gegeben sei eine Menge von prima¨ren Zusta¨nden P = fjA;B) jA 2 A;
B 2 Bg, die durch Mengen von Fock-Raum-Operatoren A und B deniert wird. Wir
denieren den Raum Y als den kleinsten abgeschlossenen Vektorraum, der P als Teil-
menge entha¨lt [P  Y] und unter der Anwendung des erweiterten Operators H abge-
schlossen ist, d. h.
jyi 2 Y ) H jyi 2 Y: (A.1)
Anmerkungen
1. Der
"
kleinste\ Raum, der die geforderten Bedingungen erfu¨llt, ist wie u¨blich als
Durchschnitt aller Ra¨ume deniert, welche die Bedingungen erfu¨llen.
2. Es sollte klar sein, da diese Denition eines minimalen Raumes Y angebracht ist,
da die erweiterten Greensfunktionen u¨ber Matrixelemente der Resolvente von H
zwischen den prima¨ren Zusta¨nden deniert werden. Folglich sind alle Zusta¨nde
relevant, die u¨ber H an die prima¨ren Zusta¨nde
"
koppeln\.
Lemma Zusammen mit dem kanonischen Skalarprodukt aus Abschnitt 2.1 bildet
der Raum Y einen Hilbert-Raum.
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Dies kann man folgendermaen zeigen: Ein beliebiges Element jpi von P ist gema¨
Gleichung (2.2) durch direkte Summen und Produkte von Komponentenzusta¨nden jii
deniert:
jpi = j1i  j2i  j3i ⊗ j4i  j5i ⊗ j6i  j7i ⊗ j8i  j9i ⊗ j10i: (A.2)
Die Komponenten jii sind Elemente physikalischer Hilbert-Ra¨ume Hi mit denierter
Teilchenzahl (falls dies die Operatormengen A und B zulassen). Der erweiterte Zustand
jpi ist daher ein Element des zusammengesetzten Raumes C, der durch die folgende
Summe von Tensorproduktra¨umen gegeben ist:
C = H1  H2  H3 ⊗ H4  H5 ⊗ H6  H7 ⊗ H8  H9 ⊗ H10: (A.3)
Aufgrund seiner Denition durch direkte Summen und Tensorprodukte von Hilbert-
Ra¨umen ist der Raum C selbst ein Hilbert-Raum. Da der Hamilton-Operator H ein
die Teilchenzahl erhaltender Operator ist (wir betrachten hier nur nichtrelativistische
Systeme), fu¨hrt die Anwendung von H auf einen Komponentenzustand jii nicht aus
dem entsprechenden Komponentenraum Hi heraus. Es ist auch leicht zu sehen, da
eine Anwendung von H auf einen erweiterten Zustand jpi (oder eine beliebiges anderes
Element von C) nicht aus dem Raum C hinausfu¨hrt. Folglich ist der oben denierte
Raum Y ein linearer Teilraum von C. Ein abgeschlossener Teilraum eines Hilbert-
Raums ist aber selbst wieder ein Hilbert-Raum. Damit ist der Beweis des Lemmas
abgeschlossen.
Oensichtlich ist die oben gegeben Denition fu¨r einen minimalen Raum Y nicht
konstruktiv. Fu¨r die meisten Zwecke ist es nicht wirklich notwendig, den minimalen
Raum genau zu kennen und man kann stattdessen den Raum C verwenden. Eine Basis
fu¨r den Raum C kann man leicht aus den Basen der Teilra¨ume Hi konstruieren, die
man ihrerseits problemlos aus Slater-Determinanten aufbauen kann.
Anhang B
Die statische
Teilchen-Teilchen-Selbstenergie fu¨r
Elektronen
Als Erga¨nzung zu Abschnitt 8.2 sollen im Folgenden alle Terme der statischen Teilchen-
Teilchen-Selbstenergie fu¨r Coulomb-wechselwirkende Elektronen in der Ortsraumdar-
stellung angegeben werden. Wie u¨blich berechnet sich die statische Selbstenergie fol-
gendermaen:
S(pp)rsr0s0(1) = (ayr; ays jH^1j ayr0; ays0)
= rr0vss0 − sr0vrs0 − rs0vsr0 + ss0vrr0
+(ayr; a
y
s jV^ j ayr0; ays0): (B.1)
Wertet man den Anteil der Zweiteilchenwechselwirkung (ayr; a
y
s jV^ j ayr0; ays0) nach Glei-
chung (8.21) aus, so erha¨lt man insgesamt neun verschiedene Terme:
(ayr; a
y
s jV^ j ayr0; ays0) = A+B + C +D + E + F +G+ I + J
− (r $ s)− (r0 $ s0) + (r $ s& r0 $ s0): (B.2)
Jeder der neun Terme erscheint mehrfach mit vertauschten Einteilchenindizes, wie
in der zweiten Zeile von Gleichung (B.2) angedeutet wird. Die statische Selbstener-
gie wird dadurch antisymmetrisch in Bezug auf Vertauschung der Einteilchenindizes
innerhalb des ersten oder zweiten Indexpaares. Diese Antisymmetrie beruht auf der
ununterscheidbaren Natur der Projektilteilchen. In der in Abschnitt 8.1 eingefu¨hrten
Ortsraumdarstellung ndet man folgende Ausdru¨cke fu¨r die neun Terme:
A =
rr0ss0
2jr− sj ; (B.3)
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B = rr0ss0
Z
dr1
r1
jr1 − rj ; (B.4)
C = −ss0 rr
0
jr− r0j ; (B.5)
D = −ss0 rr0jr− sj ; (B.6)
E = −ss0 rr0jr0 − sj ; (B.7)
F =
γrsr0s0
jr− r0j ; (B.8)
G = −ss0 
'
rr0
jr− r0j ; (B.9)
I = −ss0
Z
dr1
γrr1r0r1
jr1 − sj ; (B.10)
J = ss0rr0
Z
dr1
'r1
jr1 − sj : (B.11)
Die Gro¨en r und rr0 bezeichnen wie gewo¨hnlich die diagonale bzw. volle Einteilchen-
dichte im Targetzustand jΨN0 i. Der hochgestellte Index ’ bedeutet, da die Dichte
'rr0 = h’j ayr0ar j’i bezu¨glich des sekunda¨ren Referenzzustands j’i deniert ist [siehe
dazu auch die Denition (2.2) der erweiterten Zusta¨nde]. Fu¨r die Wahl j’i = jΨN0 i
stimmt ' mit der gewo¨hnlichen Einteilchendichte im Target u¨berein; fu¨r j’i = jvaki
verschwindet '. Die Zweiteilchendichte γijkl wurde in Gleichung (8.14) deniert.
Anhang C
Die statische
Teilchen-Loch-Selbstenergie fu¨r
Elektronen
Der Wechselwirkungsteil (ayp; aq jV^ j ayp0; aq0) der statischen Teilchen-Loch-Selbstenergie
wird in Abschnitt 8.3 behandelt und soll im Folgenden fu¨r Coulomb-wechselwirkende
Elektronen in Ortsraumdarstellung angegeben werden. Mit der Darstellung (8.6) der
Coulomb-Wechselwirkung V erha¨lt man den Wechselwirkungsteil entweder direkt aus
der Denition (2.2) der erweiterten Zusta¨nde oder aus Gleichung (5.2):
(ayr; as jV^ j ayr0; as0) = rr0ss0
Z
dr1
'r1
jr1 − rj − ss
0
'rr0
jr− r0j
−rr0ss0
Z
dr1
r1
jr1 − sj + rr
0
s0s
js− s0j
+ss0
Z
dr1
γrr1r0r1
jr1 − sj − ss
0rr0
Z
dr1
'r1
jr1 − sj
+rr0
Z
dr1
γs0r1sr1
jr1 − rj − rr
0s0s
Z
dr1
'r1
jr1 − rj
− γrs0r0sjr− r0j +
'rr0s0s
jr− r0j
− γrs0r0sjs− s0j +
's0srr0
js− s0j
+
γrs0r0s
jr− s0j +
γrs0r0s
jr0 − sj : (C.1)
Hierbei wurde dieselbe Nomenklatur wie in Anhang B und Kapitel 8 benutzt.
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