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Resumen
La Estimacio´n de la Pose Humana es el proceso de obtener la configuracio´n
espacial de las partes del cuerpo en ima´genes. Frente a los me´todos monoculares,
que recuperan la pose a partir de una sola imagen, los me´todos este´reo usan un par
de ima´genes para realizar el proceso, siendo capaces de aprovechar la redundancia
de informacio´n y as´ı mejorar la precisio´n. Este trabajo de Tesis se centra en adaptar
te´cnicas monoculares de estimacio´n de la pose ya existentes para que sean capaces
de aprovechar las ventajas del uso de informacio´n este´reo.
La primera contribucio´n de esta tesis es una nueva te´cnica para estimar la pose
2D de personas en ima´genes este´reo basado en una restriccio´n de similitud que
permite la colaboracio´n entre dos estimadores de pose. Nuestra propuesta mejora
la precisio´n de las poses estimadas en comparacio´n con te´cnicas monoculares de
estimacio´n de la pose ejecutadas de forma independiente en cada vista de la imagen
este´reo.
La segunda contribucio´n es una base de datos para el problema de la estimacio´n
de la pose humana en ima´genes este´reo. Para validar experimentalmente nuestras
propuestas, hemos creado una nueva base de datos anotada de 630 ima´genes este´reo
que muestran personas en entornos diferentes, con ropa variada y diversa ilumi-
nacio´n. La base de datos muestra a las personas en posicio´n vertical con una gran
variedad de poses de brazos que cubren todo el espacio de posibles configuraciones
de poses.
La tercera contribucio´n es un nuevo me´todo para estimar la pose 2D de perso-
nas en secuencias de v´ıdeo este´reo. El me´todo comienza con una reduccio´n de las
posibles localizaciones de las partes del cuerpo usando informacio´n de color y de
disparidad. A continuacio´n se utiliza informacio´n a priori para la localizacio´n de
las partes del cuerpo ma´s estructuradas. Por u´ltimo, un me´todo de recombinacio´n
de partes del cuerpo se aplica en la secuencia este´reo para obtener la mejor confi-
guracio´n de las partes del cuerpo. Los experimentos demuestran que la propuesta
consigue mejores resultados que el actual estado del arte.
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Abstract
Human Pose Estimation (HPE) is the task of obtaining the spatial configura-
tion of human body parts from images. Methods recovering the human pose from
a single image are called monocular approaches while those using image pairs are
called stereo approaches. Stereo images provide extra information that can be
employed to improve the results obtained by monocular approaches.
This Thesis considers the problem of 2D human pose estimation on stereo
images. To this end, three contributions are provided.
The first contribution of this thesis is a new technique to automatically detect
and estimate the 2D pose of humans in stereo images. The proposed method is
based on a similarity constraint that promotes a collaboration between two pose
estimators. We show experimentally that our proposal improves the accuracy of
the estimated poses when compared to standard HPE techniques running inde-
pendently on each image.
The second contribution is a dataset for the problem of human pose estima-
tion in stereo image. To experimentally validate our approach, we have created
a new annotated dataset of 630 stereo image from stereo videos depicting people
in different backgrounds, clothing, lighting or locations in the image frames. The
dataset contains upright people in a great variety of arms poses, covering the space
of possible configurations quite uniformly.
The third contribution is a new method to estimate the 2D pose of humans in
stereo videos sequences. The proposed pipeline starts by constraining the possible
location of body joints by exploiting color and disparity information, and adding
location priors to the most structured joints. Finally, a body limb recombination
method is applied along the stereo sequence to obtain the best configuration of
the body joints. The experiments show that our method obtains better average
results than the state-of-the-art.
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Cap´ıtulo 1
Introduccio´n
Las Ciencias de la Computacio´n estudian los principios teo´ricos de la informa-
cio´n as´ı como su implementacio´n y aplicacio´n. Dentro de sus campos de estudio,
la Visio´n Artificial se encarga de analizar, procesar y, sobre todo, entender la in-
formacio´n contenida en ima´genes digitales del mundo real. Para ello, las ima´genes
digitales son transformadas en informacio´n nume´rica y simbo´lica y los diferentes
modelos se encargan de entender el contenido de la imagen. Los modelos no son
generalistas, sino que suelen ser espec´ıficos para ciertas tareas. Por ejemplo, en el
trabajo de Viola y Jones [1] se proponen modelos espec´ıficos para la deteccio´n de
caras en tiempo real. Otro ejemplo es el trabajo de Felzenszwalb et al. [2], donde
se definen modelos concretos para la deteccio´n de objetos en una imagen.
Existe un gran nu´mero de aplicaciones de Visio´n Artificial, algunos ejemplos
son:
Metrolog´ıa o´ptica 2D y 3D: en el campo de la metrolog´ıa, los sistemas
de Visio´n Artificial obtienen las medidas f´ısicas del objeto y comprueban que
se corresponden con el patro´n exigido [3].
Reconocimiento o´ptico de caracteres: del ingle´s Optical Character Re-
cognition (OCR), los sistemas de Visio´n Artificial en este a´rea se encargan
de la identificacio´n de s´ımbolos o caracteres en una imagen [4].
Sistemas de vigilancia: el seguimiento de personas a trave´s de una o
varias ca´maras es una de las aplicaciones de la Visio´n Artificial que ma´s esta´
creciendo en cuanto a uso debido al aumento de la seguridad en edificios [5].
Identificacio´n de personas: en la especialidad de Visio´n Artificial de bio-
metr´ıa, la utilizacio´n de ima´genes de caras, retinas de los ojos o, por ejemplo,
huellas dactilares posibilita la identificacio´n de individuos [6].
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(a)                                                              (b)
Figura 1.1: Estimacio´n de la pose humana 2D en una imagen. Los me´todos de estimacio´n
de la pose monoculares infieren la posicio´n de las partes del cuerpo a partir de una sola imagen.
(a) Imagen de una persona con encuadre en plano americano (cabeza hasta las rodillas). (b)
Pose estimada usando el me´todo monocular de Eichner et al. [10].
Reconocimiento de acciones de personas: identificar las poses humanas
en un per´ıodo de tiempo permite identificar las acciones llevadas a cabo [7].
Meteorolog´ıa: reconocer e interpretar ima´genes meteorolo´gicas para clasi-
ficar el tiempo es una aplicaciones ma´s de la Visio´n Artificial [8].
Como consecuencia del gran nu´mero de aplicaciones, la Visio´n Artificial tiene
una amplia diversidad de l´ıneas o ramas de investigacio´n. La dificultad de entender
con exactitud ima´genes digitales del mundo real hace que muchas de estas l´ıneas
tengan una gran cantidad de retos au´n sin resolver. Una de ellas es la l´ınea de
investigacio´n estimacio´n de la pose humana que ha sido estudiada ampliamente
durante los u´ltimos 40 an˜os [9].
La estimacio´n de la pose humana (en ingle´s Human Pose Estimation o HPE)
es el proceso de predecir las posiciones 2D y/o 3D de cada una de las partes del
cuerpo de una o varias personas en ima´genes o v´ıdeos. Un v´ıdeo es una sucesio´n
ordenada de ima´genes. Las ima´genes pueden tener una vista (ima´genes mono-
culares), dos vistas (ima´genes este´reo) o varias vistas (ima´genes multivista). Los
me´todos de estimacio´n de pose humana monoculares usan como entrada ima´genes
o v´ıdeos monoculares. Los me´todos de estimacio´n de pose humana este´reo usan
ima´genes o v´ıdeos este´reo. Los me´todos de estimacio´n de la pose humana multi-
vista, tambie´n denominados multica´mara, usan ima´genes o v´ıdeos multivista. Un
ejemplo de aplicacio´n de un me´todo de estimacio´n de la pose 2D monocular en
una imagen de color puede verse en la figura 1.1.
Como se ha dicho anteriormente, las propuestas de estimacio´n de la pose huma-
na este´reo (en ingle´s Stereo Human Pose Estimation o SHPE) utilizan ima´genes
o v´ıdeos este´reo. Una imagen este´reo esta´ compuesta por dos ima´genes que co-
rresponden a dos vistas de una misma escena. Si la imagen este´reo se ha obtenido
mediante una ca´mara este´reo, una de las vistas corresponde a la lente izquierda y
2
(a)                                                  (b)                                               (c)
Figura 1.2: Imagen este´reo. Una imagen este´reo esta´ compuesta por dos ima´genes que han sido
obtenidas en un mismo instante de tiempo pero en posiciones ligeramente diferentes. A cada una
de estas ima´genes se les llama vista izquierda o derecha dependiendo de su posicionamiento con
respecto al origen fijado. (a) Vista izquierda de una imagen este´reo. (b) Vista derecha de una
imagen este´reo. (c) Mapa de disparidad calculado usando el me´todo de Ayvaci et al. [11].
la otra a la lente derecha. Una de las caracter´ısticas de una imagen este´reo es que
puede calcularse su imagen o mapa de disparidad. La disparidad en una imagen
este´reo es la diferencia relativa entre la posicio´n de los puntos de una vista y la po-
sicio´n correspondiente a dichos puntos en la otra vista. Un ejemplo de una imagen
este´reo y su mapa de disparidad puede apreciarse en la Figura 1.2. Para el mapa
de disparidad de este ejemplo, los puntos ma´s claros corresponden a posiciones
ma´s cercanas a la ca´mara y los puntos ma´s oscuros, sin embargo, a posiciones ma´s
distantes.
Los me´todos de estimacio´n de la pose humana este´reo se benefician de la in-
formacio´n adicional que este tipo de ima´genes posee, obteniendo as´ı mejores re-
sultados cualitativos y cuantitativos que los me´todos de estimacio´n monoculares.
Ve´ase, por ejemplo, la fila inferior de la Figura 1.3-a (HPE), donde un me´todo
monocular produce un error en cada una de las vistas de la imagen este´reo. Sin
embargo, el me´todo este´reo, fila inferior de la Figura 1.3-b (SHPE), estima las
poses correctamente. A trave´s de este ejemplo se puede observar que los me´todos
monoculares producen una estimacio´n de la pose diferente en cada vista. En cam-
bio, algunos me´todos este´reo como el de este ejemplo, al combinar la informacio´n
de la vista izquierda y derecha producen una configuracio´n de la pose comu´n a
ambas vistas, pudiendo corregir los errores que aparecen por separado.
La estimacio´n de la pose humana tambie´n se puede obtener con equipos de
captura de movimiento (en ingle´s motion capture o, en su abreviacio´n, mocap). En
este caso, una persona posee en su cuerpo marcadores f´ısicos (en ingle´s markers)
y con varias ca´maras se infiere la pose, frecuentemente 3D, de la persona. Aunque
la estimacio´n de la pose es muy precisa, el equipo necesario para realizarlo es
muy costoso. Adema´s, este tipo de estimacio´n generalmente se realiza en lugares o
espacios muy preparados para ello siendo obligatorio que la persona disponga de
marcadores en su cuerpo. Teniendo en cuenta lo expuesto anteriormente, en esta
tesis los me´todos de prediccio´n de la pose sera´n sin ningu´n tipo de marcadores en
3
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HPE                                                                      SHPE
(a)                                                                                 (b)
Figura 1.3: Estimacio´n de la pose monocular y este´reo. (a) Poses estimadas por un modelo
de estimacio´n de pose monocular, en este caso [10], donde cada vista es procesada independien-
temente proporcionando poses diferentes. (b) Poses estimadas con el me´todo SHPE propuesto
en el Cap´ıtulo 3. Como se puede observar, una pose comu´n es estimada en la imagen este´reo
obteniendo la misma configuracio´n de las partes del cuerpo para cada una de las vistas.
las personas (markerless).
1.1. Motivacio´n y Objetivos
Dentro del marco general de la estimacio´n de la pose humana sin marcadores,
la presente Tesis tiene como objetivo demostrar que el uso de informacio´n este´reo
permite obtener mejoras significativas respecto al uso de informacio´n monocular.
Por ello, nuestro trabajo se centrara´ en proponer nuevas te´cnicas este´reo basa´ndo-
nos en te´cnicas monoculares ya existentes las cuales podra´n beneficiarse de las
ventajas del uso de informacio´n este´reo.
Entre las te´cnicas existentes para la estimacio´n de la pose, aquellas basadas
en modelos picto´ricos [12] son las que tienen un mayor auge debido a su fa´cil
interpretacio´n e implementacio´n, adema´s con ellas se obtienen actualmente buenos
resultados [13]. Los modelos picto´ricos son modelos gra´ficos probabil´ısticos donde
las partes del cuerpo de una persona esta´n representadas por un campo aleatorio
condicional [14] y permiten estimar la configuracio´n espacial de las partes de un
objeto, en nuestro caso, la persona.
Si bien la mayor´ıa de las te´cnicas desarrolladas de estimacio´n de la pose hu-
mana se basan en el uso de informacio´n monocular, numerosos estudios previos en
diversos a´mbitos muestran que el uso de informacio´n este´reo permite mejorar los
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procesos, como por ejemplo en deteccio´n y seguimiento de personas [15], navega-
cio´n [16], ana´lisis biome´trico [17], etc. Pese a ello, pocos autores han tratado de
aplicar estas ideas al problema de estimacio´n de la pose con modelos picto´ricos.
El primer primer objetivo de la Tesis sera´ crear una base de datos este´reo
que permita evaluar los diferentes me´todos que vamos a desarrollar. Para ello,
obtendremos secuencias de v´ıdeo este´reo de internet, anotaremos las poses de las
personas adema´s de otros an˜adidos como regiones espaciales de deteccio´n de per-
sonas, transformaciones del plano proyectivas, etc.
En segundo lugar, se realizara´ una extensio´n de la popular te´cnica picto´rica
monocular de Eichner et al. [10] para que pueda hacer uso de la informacio´n
este´reo. Esta te´cnica se basa en una reduccio´n progresiva del espacio de bu´squeda
de las partes del cuerpo para aumentar las posibilidades de la estimacio´n 2D de la
pose.
Si bien en el objetivo anterior se desarrolla una te´cnica que permite hacer uso
de informacio´n este´reo, au´n no se explota de forma adecuada todo el potencial
disponible en la base de datos desarrollada. Nos referimos al uso de la informacio´n
temporal disponible en las secuencias de v´ıdeo. A este respecto, existen algunas
aportaciones para la estimacio´n de la pose en secuencias de v´ıdeo usando modelos
picto´ricos [18]. Por ello, nuestro ultimo objetivo, es extender la te´cnica de Che-
rian et al. [19] para secuencias de v´ıdeo este´reo en lugar de secuencias de v´ıdeo
monoculares.
1.2. Retos
Entre todos los retos a enfrentar en esta Tesis, estos son los que se consideran
ma´s desafiantes:
Diferentes puntos de vista: debido a la variabilidad de la posicio´n de
la ca´mara, existe una manifiesta dificultad al estimar la pose de personas
observadas desde diferentes puntos de vista. Esto es debido a que la proyec-
cio´n 2D de un objeto articulado 3D causa, en determinadas circunstancias,
incertidumbre en la pose.
Apariencia de la persona: existe una gran variedad en cuanto a la aparien-
cia de cada persona. Ya no so´lo el f´ısico propio de cada uno, sino tambie´n su
vestimenta influye cuando se quiere estimar la pose. Abordar este problema
de una manera exitosa es uno de los retos a alcanzar.
Ambigu¨edad de la pose: la diversidad de poses en un ser humano es
amplia. Las personas pueden estar en una gran cantidad de configuraciones
diferentes. Si a ello sumamos la perspectiva y que los brazos pueden tener el
mismo color que el torso por la ropa, el reto es au´n mayor.
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Cambios de escala: en una imagen la persona esta´ a una cierta distancia
con respecto a la ca´mara. Esta distancia hace que la persona este´ a una escala
determinada. Los me´todos propuestos en esta Tesis esta´n preparados para
estimar la pose independientemente de la escala de la persona. Esto supone
un gran reto ya que otros me´todos establecen una misma escala para todas
las personas.
Efectos de compresio´n de v´ıdeo, desenfoque y resolucio´n: las ima´ge-
nes se obtienen a partir de fotograf´ıas hechas con una ca´mara pero tambie´n
se pueden obtener extrayendo ima´genes en un v´ıdeo. Debido al gran taman˜o
en bytes de un v´ıdeo, e´ste necesita comprimirse. Como consecuencia la ca-
lidad de las ima´genes no sera´ tan alta como en una fotograf´ıa. Adema´s de
los efectos de compresio´n de v´ıdeo, la borrosidad y el desenfoque asociado a
un movimiento ra´pido de la persona o de la ca´mara disminuye au´n ma´s la
definicio´n de la persona en la imagen. A todo esto se suma la resolucio´n en
p´ıxeles de una imagen que depende de las caracter´ısticas y propiedades de
la ca´mara.
Oclusiones y auto-oclusiones: para el problema de estimacio´n de la pose
humana, se dice que una parte del cuerpo esta´ ocluida si no es visible desde
el punto de vista actual de la ca´mara. Tambie´n, dependiendo de la posicio´n
de la ca´mara, se pueden producir auto-oclusiones donde las mismas partes
del cuerpo de una persona tapan otras partes de su cuerpo. Por ejemplo, una
persona de perfil puede tapar un brazo completo o una persona de frente con
los brazos completamente flexionados tambie´n puede ocasionar una auto-
oclusio´n.
Iluminacio´n y fondo: otro de los problemas cuando se estima la pose es la
iluminacio´n y fondo en una escena. Si el fondo de una imagen tiene colores
similares a la piel o a la ropa de la persona, el problema de la estimacio´n
aumenta. A esto se le an˜ade la iluminacio´n en la escena que puede variar la
apariencia de una persona y el fondo a lo largo de una secuencia de v´ıdeo.
Algunas de las dificultades anteriormente mencionadas pueden visualizarse en
las ima´genes de ejemplo de la Figura 1.4.
1.3. Contribuciones
Esta Tesis Doctoral presenta tres contribuciones principales.
Estimacio´n de la Pose Humana Este´reo: la primera de las contribucio-
nes es un modelo de estimacio´n de la pose humana para ima´genes este´reo
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(a)                           (b)                    (c)                                        (d)
Figura 1.4: Retos en la estimacio´n de la pose humana. Aqu´ı se muestran algunas ima´genes
de ejemplo donde se visualizan los retos a afrontar. (a) Cambios de escala. (b) Efectos de
emborronamiento debido al movimiento. (c) Oclusiones y auto-oclusiones. (d) Iluminacio´n y
fondo; parte izquierda: inicio de la secuencia de v´ıdeo; parte derecha: final de la secuencia de
v´ıdeo.
de nombre Estimacio´n de la Pose Humana Este´reo (en ingle´s Stereo Human
Pose Estimation o SHPE). Basa´ndose en el trabajo de Eichner et al. [10], se
propone una extensio´n de este me´todo en cada una de las etapas as´ı como un
nuevo modelo para ima´genes este´reo: Modelo Picto´rico Este´reo. El me´todo
propuesto se encuentra disponible en [20].
Las pruebas experimentales revelan que SHPE mejora a otras propuestas del
estado del arte como el trabajo de Eichner et al. [10], otros populares como
Yang y Ramanan [21] e incluso me´todos de coestimacio´n de la pose como el
de Eichner y Ferrari [22].
Este trabajo ha sido publicado bajo el titulado Stereo Pictorial Structure for
2D Articulated Human Pose Estimation en la revista Machine Vision and
Applications.
Toda la informacio´n sobre esta contribucio´n se encuentra en el Cap´ıtulo 3.
The Stereo Human Pose Estimation Dataset: la segunda de contri-
bucio´n principal es una base de datos para estimacio´n de la pose humana
en ima´genes este´reo titulado en ingle´s The Stereo Human Pose Estimation
Dataset o SHPED.
Esta base de datos dispone de 630 ima´genes este´reo estructuradas en 42
secuencias de v´ıdeo este´reo con 15 ima´genes este´reo cada secuencia. Estas
secuencias han sido extra´ıdas de 26 v´ıdeos este´reo de YouTube (youtube.
com).
SHPED esta´ disponible para descargar en [23]. En dicha web se encuentra
los archivos para obtener todas las ima´genes este´reo, anotaciones, identifica-
dores v´ıdeos YouTube, transformaciones del plano proyectivas y ficheros de
demostracio´n.
Toda la informacio´n sobre SHPED se encuentra en el Ape´ndice A.
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Modelo de Recombinacio´n de Partes Este´reo: la tercera contribucio´n
principal es la de proporcionar un modelo denominado Modelo de Recombi-
nacio´n de Partes Este´reo para estimar la pose humana en secuencias de v´ıdeo
este´reo. A diferencia con la primera contribucio´n donde se estima la pose so´lo
en ima´genes este´reo, aqu´ı se estima en secuencias este´reo donde se beneficia
de la informacio´n temporal para obtener resultados con ma´s precisio´n. Este
me´todo tiene como base el me´todo de Cherian et al. [24] que trabaja con
secuencias de v´ıdeo monoculares.
Las pruebas experimentales revelan que el Modelo de Recombinacio´n de
Partes Este´reo gana a otras propuestas del estado del arte como el trabajo
de Cherian et al. [24], el popular trabajo de Yang y Ramanan [21] e incluso
los u´ltimos me´todos que usan redes neuronales convolucionales como el de
Pfister [25].
Como resultado de esta contribucio´n se ha escrito el art´ıculo Mixing Body-
Parts for 2D Human Pose Estimation in Stereo Videos que ha sido enviado
a una revista indexada en Journal Citation Reports (JCR).
Toda la informacio´n sobre esta contribucio´n se encuentra en el Cap´ıtulo 4.
1.4. Organizacio´n de la Tesis
Este documento esta´ estructurado en un total de cinco cap´ıtulos, dos ape´ndices
y una bibliograf´ıa.
En el Cap´ıtulo 1 se han explicado los objetivos, motivaciones, retos y contri-
buciones de esta Tesis Doctoral.
En el Cap´ıtulo 2 se realiza una revisio´n bibliogra´fica y de me´todos del estado
del arte. Los diferentes trabajos se categorizan segu´n el nu´mero de puntos de
vista o ca´maras empleados: aproximaciones monoculares, aproximaciones este´reo
y aproximaciones multica´mara. Tambie´n se esquematizan los me´todos mediante
una tabla.
En el Cap´ıtulo 3 se detalla el Modelo Picto´rico Este´reo para la estimacio´n de la
pose humana en ima´genes este´reo. Con una introduccio´n a las estructuras picto´ri-
cas y al me´todo en que se basa, Eichner et al. [10], se procede con las propuestas
para expandir cada etapa. Por u´ltimo, se muestran resultados experimentales de
la propuesta que supera otros me´todos del estado del arte monoculares y de coes-
timacio´n de la pose.
En el Cap´ıtulo 4 se explica el Modelo de Recombinacio´n de Partes Este´reo para
la estimacio´n de la pose humana en secuencias de ima´genes este´reo. La propuesta
se basa en Mezcla de secuencias de partes del cuerpo de Cherian et al. [19] y en
ella se plantea una reduccio´n del espacio de bu´squeda as´ı como un modelo con
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dos procedimientos: Recombinacio´n este´reo de extremidades y Extremidad mejor
puntuada.
En el Cap´ıtulo 5 se concluye con un resumen as´ı como una breve resen˜a de las
publicaciones relacionadas. Tambie´n, por u´ltimo, se abren tres ramas principales
de trabajo futuro para continuar con el proceso de investigacio´n.
En el Ape´ndice A se muestran las tres bases de datos para estimacio´n de la
pose humana utilizadas en los experimentos. La base de datos Stereo Human Pose
Estimation Dataset (ver A.1) se ha realizado para esta Tesis Doctoral.
En el Ape´ndice B se explican las tres me´tricas de evaluacio´n utilizadas en los
experimentos para medir los resultados. Para cada una de las me´tricas se explican
las ventajas y desventajas de usar dicha medida de evaluacio´n.
Por u´ltimo, se lista la Bibliograf´ıa consultada a lo largo de la elaboracio´n de
este documento.
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Cap´ıtulo 2
Revisio´n bibliogra´fica y
me´todos
Existen diferentes clasificaciones de los me´todos del estado del arte sobre esti-
macio´n de pose humana, uno de ellos es el de Liu et al. [26] que divide los me´todos
en cuatro categor´ıas: estimacio´n de pose 2D unipersona en ima´genes, estimacio´n de
poses 2D multipersona en ima´genes, estimacio´n de pose 2D unipersona en v´ıdeos y
estimacio´n unipersona de pose 3D en ima´genes o v´ıdeos. En esta tesis se ha optado
por categorizar los diferentes trabajos (ver Tabla 2.1) segu´n el nu´mero de ca´maras
o puntos de vista utilizados.
Aproximaciones monoculares: los me´todos que abarca esta categor´ıa son las
propuestas que estiman la pose humana, tanto en 2D como en 3D, a partir de
ima´genes monoculares. Una imagen monocular es aquella imagen de una sola vista.
Estas ima´genes son capturadas habitualmente mediante ca´maras de una sola lente
o con ca´maras con sensores de profundidad. Las primeras devuelven ima´genes 2D
de color y las segundas devuelven mapas de profundidad donde la informacio´n de
cada p´ıxel es la profundidad en metros con origen en dicha ca´mara.
Aproximaciones este´reo: esta categor´ıa de aproximaciones estiman la pose a
partir de ima´genes este´reo. Una imagen este´reo utiliza dos ima´genes monocula-
res tomadas desde dos posiciones diferentes. A estas dos ima´genes monoculares
frecuentemente se le llaman vista derecha y vista izquierda. Una imagen este´reo
puede obtenerse de dos formas: mediante una ca´mara de una sola lente donde se
toma una imagen monocular y despue´s se desplaza dicha ca´mara [55] o mediante
una ca´mara este´reo que es la forma ma´s popular. Una ca´mara este´reo es un dis-
positivo con dos lentes cuya posicio´n de dichas lentes esta´n a la misma altura con
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Tabla 2.1: Diferentes me´todos para la estimacio´n de la pose humana. Abreviaturas - FE:
Formato de Entrada, IC: Imagen de Color, MP: Mapa de Profundidad; TE: Tipo de Entrada,
E: Esta´tica, S: Secuencial; EP: Estimacio´n de la Pose (2D o 3D); CP: Cantidad de Personas
que puede estimar el me´todo en una entrada, U: Unipersona, M: Multipersona
Me´todos Vistas FE TE EP CP Te´cnica principal
Lee y Cohen [27] Mono IC E 3D U Proposal maps
Mori et al. [28] Mono IC E 2D U Normalized Cuts
Felzenszwalb et al. [12] Mono IC E 2D U Estructuras picto´ricas
Ramanan [29] Mono IC E 2D U Ana´lisis iterativo
Ferrari et al. [18] Mono IC S 2D M Reduccio´n del espacio de bu´squeda
Eichner y Ferrari [30] Mono IC E 2D M Localizaciones del cuerpo a priori
Eichner et al. [10] Mono IC E 2D M A prioris de orientacio´n
Zuffi et al. [31] Mono IC E 2D U Estructuras deformables
Yang y Ramanan [21] Mono IC E 2D M Mezcla de partes del cuerpo flexibles
Cherian et al. [19] Mono IC S 2D U Mezcla de secuencias de partes del cuerpo
Eichner y Ferrari [32] Mono IC E 2D M Predictor de oclusio´n
Eichner y Ferrari [22] Mono IC E 2D M Modelo de coestimacio´n
Tompson et al. [33] Mono IC E 2D U Hı´brido de CNN y Markov
Pfister et al. [25] Mono IC S 2D U Hı´brido de CNN y flujos o´pticos
Herna´ndez et al. [34] Mono IC E 2D U Poselets
Zhu y Fujimura [35] Mono MP S 3D U Optimizacio´n con restricciones
Shotton et al. [36] Mono MP E 3D M Bosque aleatorio seguido de pooling
Baak et al. [37] Mono MP S 3D U Hı´brido de optimizacio´n local con global
Ye et al. [38] Mono MP E 3D U Hı´brido de deteccio´n y refinamiento pose
Schwarz et al. [39] Mono MP S 3D U Distancias geode´sicas y flujos o´pticos
Sun et al. [40] Mono MP S 3D U Bosque de regresio´n condicional
Pons-Moll et al. [41] Mono MP E 3D U MSIG
Jiu et al. [42] Mono MP E 3D U CNN con bosque aleatorio de decisio´n
Guo y Qian [43] Este´reo IC S 3D U Mezcla bayesiana experta
Yang y Lee [44] Este´reo IC S 3D U Aprendizaje de arriba hacia abajo
Thang et al. [45] Este´reo IC S 3D U EM con iteraciones de dos pasos
Sheasby et al. [46] Este´reo IC S 3D U Optimizacio´n con doble descomposicio´n
Lallemand et al. [47] Este´reo IC S 3D U Descriptor de formas basado en rejilla
Seguin et al. [48] Este´reo IC E 2D M Segmentacio´n de articulacio´n aprendida
Yao et al. [49] Multi IC S 3D U Refinamiento de pose y accio´n estimada
Shen et al. [50] Multi IC S 3D U Me´todo de ajuste de plantilla
Sigal et al. [51] Multi IC S 3D U Modelo loose-limbed
Amin et al. [52] Multi IC S 3D U Estructura picto´rica multivista
Burenius et al. [53] Multi IC S 3D U Estructura picto´rica 3D
Kazemi et al. [54] Multi IC S 3D U Verosimilitudes 2D llevadas a 3D
respecto al nivel del suelo y separadas entre s´ı por unos pocos cent´ımetros. Los
me´todos de estimacio´n de la pose mediante ca´maras este´reo son muy escasos pero
en los u´ltimos an˜os esta´ adquiriendo popularidad debido a los buenos resultados y
al abaratamiento de ca´maras este´reo. Uno de los objetivos primordiales de la tesis
es precisamente demostrar las ventajas de usar ima´genes este´reo con respecto a
ima´genes monoculares a la hora de estimar la pose humana.
12
2.1. Aproximaciones monoculares
Aproximaciones multica´mara: este tipo de me´todos calculan la pose huma-
na en tres o ma´s vistas. La ventaja de estas aproximaciones es que la estimacio´n
de la pose es ma´s precisa que en aproximaciones este´reo y au´n ma´s que en apro-
ximaciones monoculares. Las aproximaciones multica´mara generalmente estiman
tambie´n la pose 3D de la persona debido ya que hay ma´s informacio´n disponible.
Las mu´ltiples vistas permiten a los me´todos corregir ambigu¨edades en la pose y
reducir los errores en la estimacio´n. A menudo estas ima´genes o vistas se obtienen
desde posiciones bastante ma´s separadas que en una imagen este´reo. Esto significa
que, a diferencia de las ca´maras este´reo, para obtener tres o ma´s vistas es nece-
sario montar un escenario propicio para capturar dichas ima´genes. Adema´s estas
aproximaciones en su mayor´ıa necesitan calibrar las ca´maras, conocer la posicio´n
relativa entre ellas y confirmar que todas las ima´genes esta´n sincronizadas.
2.1. Aproximaciones monoculares
Dependiendo del tipo de ima´genes monoculares (ima´genes de color o ima´ge-
nes/mapas de profundidad) podemos identificar dos subcategor´ıas de aproxima-
ciones monoculares para estimar la pose:
Aproximaciones basadas en color: este tipo de me´todos estiman la pose
a partir de la informacio´n de color de una imagen. Si bien hay casos en que la
estimacio´n es factible debido a la aparicio´n de poses habituales (fa´cilmente
entrenables y detectables) o ropa sencilla (por ejemplo camisetas con colores
lisos y sin estampados), otras veces resulta un problema desafiante debido
a factores como la iluminacio´n, oclusiones de las partes del cuerpo, poses
complejas o ropa extravagante.
Aproximaciones basadas en mapas de profundidad: estas aproxima-
ciones estiman la pose a partir de una imagen o mapa de profundidad. El
problema de la reconstruccio´n 3D de movimientos humanos complejos a par-
tir de ima´genes 2D de color es un problema dif´ıcil y a veces intratable. Este
problema se hace ma´s factible utilizando los mapas de profundidad mono-
culares segu´n la informacio´n devuelta por una ca´mara de profundidad. Sin
embargo, debido a la baja resolucio´n y al ruido de este tipo de ca´maras,
adema´s de producirse autooclusiones en los movimientos, la tarea de estima-
cio´n de pose au´n esta´ lejos de ser simple.
2.1.1. Aproximaciones basadas en color
La estimacio´n de pose humana en ima´genes esta´ticas es un reto debido a la
alta diversidad en las ima´genes. Una aproximacio´n que usa un me´todo de cadenas
de Markov Monte Carlo para estimar la pose 3D de la parte superior del cuerpo
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humano es el trabajo de Lee y Cohen [27]. Ellos proponen un modelo generativo
que comprime la estructura y la forma de las articulaciones humanas y que se uti-
liza para formular medidas de verosimilitud para la evaluacio´n de candidatos. Los
autores adoptan una programacio´n dirigida por datos para buscar en el espacio
de soluciones de manera eficiente. Adema´s introducen la te´cnica que ellos denomi-
nan proposal maps que es una forma eficiente de implementar las propuestas de
inferencia. Los resultados cualitativos y cuantitativos muestran que la te´cnica es
eficaz en la estimacio´n de la pose 3D en una variedad de ima´genes.
En el trabajo de Mori et al. [28] demuestran co´mo utilizar la segmentacio´n de
bajo nivel para la estimacio´n de poses de personas. Los segmentos y superp´ıxeles
generados por el algoritmo Normalized Cuts se utilizan para proponer candidatos
de articulaciones y torsos. Estos candidatos son verificados usando una variedad
de caracter´ısticas. Por u´ltimo, la bu´squeda de configuraciones consistentes de la
pose se convierte en un problema de Constraint Satisfaction [56].
Uno de los frameworks ma´s eficientes computacionalmente para el modelado y
reconocimiento de objetos basados en partes, y que se ha convertido en un esta´ndar
para la estimacio´n de la pose humana, es la revisio´n de estructuras picto´ricas de
Felzenszwalb et al. [12]. Dicho trabajo esta´ motivado por los cla´sicos modelos de
estructuras picto´ricas introducidos por Fischler y Elschlager [57]. La idea ba´si-
ca es la de representar un objeto por un conjunto de partes dispuestos en una
configuracio´n deformable. La apariencia de cada parte se modela por separado, y
la configuracio´n deformable esta´ representada por conexiones entre pares de par-
tes. Estos modelos permiten descripciones cualitativas de la apariencia visual y
son adecuados para problemas de reconocimiento gene´ricos. Una de las aplicacio-
nes con ma´s e´xito de las nuevas estructuras picto´ricas ha sido en la estimacio´n
de la pose humana. Con relacio´n al art´ıculo anterior, ellos hacen uso de modelos
de estructuras picto´ricas para encontrar instancias de un objeto en una imagen,
as´ı como el problema de aprender un modelo de objetos a partir de muestras de
entrenamiento, presentando en ambos casos resultados eficientes. Ellos muestran
me´todos de aprendizaje de modelos que representan rostros y cuerpos humanos y
con el uso de dichos modelos resultantes localizan las poses correspondientes en
nuevas ima´genes.
Una de las aplicaciones ma´s famosas de estas estructuras picto´ricas es el tra-
bajo de Ramanan [29] donde enfoca la estimacio´n de la pose humana usando una
inferencia en un modelo probabil´ıstico. Ramanan afirma que el e´xito de muchos
me´todos de estimacio´n de la pose humana se encuentran sobre todo en las ca-
racter´ısticas. Su principal contribucio´n es la utilizacio´n de la inferencia visual en
un proceso de ana´lisis iterativo, donde secuencialmente se aprenden y afinan las
caracter´ısticas de una imagen en particular. El trabajo muestra resultados cuan-
titativos para la estimacio´n de la pose humana en una base de datos de ma´s de
300 ima´genes y demuestra que el algoritmo propuesto es competitivo y supera al
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estado del arte publicado hasta 2006, an˜o de publicacio´n del art´ıculo.
Un uso de la propuesta de Ramanan es el trabajo de Ferrari et al. [18] donde
proponen una reduccio´n progresiva del espacio de bu´squeda de las partes del cuerpo
para mejorar en gran medida el e´xito en la estimacio´n de la pose humana. Esta
reduccio´n implica dos contribuciones: un detector gene´rico usando un modelo de´bil
de pose para reducir sustancialmente el espacio de bu´squeda en una imagen; y el
empleo de GrabCut [58] en regiones espaciales devueltas por el detector gene´rico,
as´ı se reduce au´n ma´s el espacio de bu´squeda. Por u´ltimo, ellos proponen un
modelo espacio-temporal integrado que abarca varios fotogramas de un v´ıdeo para
perfeccionar las estimaciones de la pose en cada uno de los fotogramas, resolviendo
la inferencia mediante la te´cnica de Belief Propagation.
Una mejora del trabajo de Ferrari et al. es el trabajo de Eichner y Ferrari [30]
donde se presenta un nuevo enfoque para la estimacio´n de modelos de apariencia
de las partes del cuerpo en una imagen. Basa´ndose en la reduccio´n del espacio
de Ferrari et al. , dos observaciones motivan su enfoque: (i) algunas partes del
cuerpo tienen una localizacio´n ma´s estable (por ejemplo, en una imagen el torso se
encuentra en su amplia mayor´ıa debajo de la cara); (ii) los modelos de apariencia de
las diferentes partes del cuerpo esta´n estad´ısticamente relacionados. Por ejemplo,
los antebrazos de una persona generalmente son del color del torso (por la ropa) o
del rostro (por la piel). So´lo en raras ocasiones tienen un color totalmente diferente.
Esto implica que la apariencia de ciertas partes del cuerpo pueden predecirse a
partir de la apariencia de otras partes. Los experimentos muestran que su te´cnica
mejora considerablemente los resultados cuantitativos del estado del arte existentes
en el momento de la publicacio´n del trabajo.
Una recopilacio´n y mejora de las propuestas de [18] y [30] descritas anterior-
mente se puede encontrar en el trabajo de Eichner et al. [10]. En ella presentan con
e´xito su metodolog´ıa de estimacio´n, en ima´genes individuales, de la pose 2D de
personas que aparecen a cualquier escala, en diversas condiciones de iluminacio´n,
con cualquier tipo de ropa y con indiferencia del color de piel. Al estimar poses en
una sola imagen, su propuesta tambie´n esta´ adaptada para ser utilizada en v´ıdeos.
Adema´s de las diversas mejoras que hacen en cada una de las etapas propues-
tas en [18] y de la extensio´n al modelo de apariencia del trabajo [30], Eichner et
al. realizan una revisio´n del trabajo [59] proporcionando en su art´ıculo un marco
de trabajo completo no so´lo para la estimacio´n de la pose humana sino tambie´n
para la recuperacio´n de fotogramas en v´ıdeos a partir de una pose 2D humana
dada. En el cap´ıtulo 3 de esta tesis extendemos a ima´genes este´reo la estimacio´n
de la pose humana de este trabajo ([10]).
Adema´s de los me´todos basados puramente en estructuras picto´ricas, hay al-
gunos trabajos que proponen ligeras modificaciones como el de Zuffi et al. [31].
En dicho trabajo se define un modelo de estructuras deformables (en ingle´s Defor-
mable Structures o DS) y es una extensio´n de los modelos de estructura picto´rica
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donde considera que las formas de las partes del cuerpo no son r´ıgidas (es decir,
no rectangulares). Un modelo de estructura deformable esta´ representado por un
espacio deformable de baja dimensio´n y por potenciales binarios entre las partes
que reflejan co´mo var´ıa la forma con la pose y las partes vecinas. Una ventaja clave
de este modelo es que se modela mejor las fronteras de los objetos. Esto permi-
te que sus modelos de verosimilitud de imagen sean ma´s discriminativos que los
modelos de verosimilitud t´ıpicos de las estructuras picto´ricas. Esta verosimilitud
es aprendida mediante ima´genes de entrenamiento anotadas usando estructuras
deformables denominadas t´ıteres. Zuffi et al. trabajan finalmente en un modelo
de estructura deformable aprendido a partir de proyecciones 2D de un modelo de
cuerpo humano en 3D y lo usan para inferir poses humanas en ima´genes usando
una variacio´n de un belief propagation no parame´trico.
El trabajo de Yang y Ramanan [21] define una mezcla de partes del cuerpo
flexibles para estimar poses humanas en ima´genes monoculares. Esta mezcla de
partes del cuerpo son no orientadas para modelar la variabilidad del cuerpo. To-
dos los para´metros del modelo son aprendidos por ma´quinas de vector soporte
estructuradas.
Una extensio´n correspondiente del me´todo anterior es la propuesta de Cherian
et al. [19] en el que estiman la pose 2D en secuencias v´ıdeos en un modelo con
enlaces temporales. En cada fotograma generan una coleccio´n de candidatos pose
que se combinan a lo largo de la secuencia utilizando informacio´n de apariencia y
temporal. En el Cap´ıtulo 4 de esta tesis extendemos este trabajo para secuencias
de v´ıdeo este´reo mediante el uso de la informacio´n de disparidad de dos maneras:
para segmentar personas (es decir, la eliminacio´n de los p´ıxeles del fondo) y para
encontrar con una pose comu´n en las dos vistas de una imagen este´reo siguiendo
as´ı la coherencia de reduccio´n del espacio de bu´squeda del Cap´ıtulo 3. Adema´s, en
el Cap´ıtulo 4 se demuestra que el caso monocular se puede mejorar la eliminacio´n
de los p´ıxeles del fondo en base a la informacio´n de apariencia y mediante el uso de
informacio´n a priori respecto a los hombros dada una regio´n espacial de deteccio´n
de la persona.
Existen otras propuestas que utilizan las particularidades de varias personas
en una misma imagen. Uno de los trabajos a destacar es el de Eichner y Ferrari
[32] donde presentan un nuevo me´todo que extiende las estructuras picto´ricas para
modelar expl´ıcitamente las interacciones entre personas para as´ı estimar sus poses
de forma conjunta. Las interacciones se modelan como oclusiones entre personas.
En primer lugar, proponen un predictor de oclusio´n basado en la localizacio´n
de las personas detectadas automa´ticamente en la imagen e incorporan dichas
predicciones como informacio´n a priori de oclusio´n a su modelo de estructura
picto´rica de varias personas. Por otra parte, su modelo incluye una penalizacio´n
por exclusio´n entre personas que previene que las partes del cuerpo de diferentes
personas ocupen la misma regio´n de la imagen. Gracias a estos elementos, su
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modelo tiene una visio´n global de la escena, lo que resulta en una mejor estimacio´n
de la pose en fotograf´ıas de grupo, donde varias personas se colocan cerca y se
ocluyen entre s´ı. En una evaluacio´n completa en un conjunto de fotos de grupos
de personas demuestran los beneficios de su modelo para estimar la pose en una
imagen compara´ndolo con te´cnicas monoculares del estado del arte que estiman a
cada persona de forma independiente.
Para solventar el inconveniente del anterior trabajo cuando no se encuentran
interacciones entre personas en una imagen, los mismos autores, Eichner y Ferrari,
proponen un modelo de coestimacio´n de la pose humana [22]. En este nuevo trabajo
se aborda el problema de varias personas que se encuentran en una pose comu´n
pero desconocida. La tarea de su modelo es estimar las poses de forma conjunta y
producir prototipos que caracterizan dicha pose compartida. Ya que las poses de
cada una de las personas deben ser similares a un prototipo, el modelo propuesto
tiene menos libertad en comparacio´n con estimadores monoculares independientes,
sin embargo esto simplifica el problema. En su art´ıculo, Eichner y Ferrari muestran
dos aplicaciones a su propuesta. La primera es estimar la pose de personas que
realizan la misma actividad de forma sincro´nica, como el aero´bic, la animacio´n o el
baile en grupo. Demuestran que su modelo mejora la precisio´n de la estimacio´n de
la pose sobre otros me´todos monoculares independientes. La segunda aplicacio´n
es aprender prototipos a partir de un buscador de ima´genes cuando se le pregunta
por el nombre de una clase de pose (por ejemplo, en Google buscando posicio´n
de loto). Eichner y Ferrari demuestran que su modelo estima mejor la pose que
otros me´todos monoculares del estado de arte y aprende prototipos que pueden
utilizarse como informacio´n a priori en estimadores de la pose humana.
En los u´ltimos an˜os, el aprendizaje profundo (en ingle´s deep learning) ha sido
muy popular en el campo del aprendizaje automa´tico (en ingle´s machine lear-
ning). El aprendizaje profundo intenta modelar usando arquitecturas compuestas
de transformaciones no lineales y mu´ltiples. Uno de los usos del aprendizaje profun-
do para la estimacio´n de la pose humana ma´s recientes y con e´xito es el trabajo de
Tompson et al. [33]. Su propuesta consiste en una arquitectura h´ıbrida compuesta
por una Red Neuronal Convolucional (en ingle´s Convolutional Neural Networks
o CNN) de profundidad y un campo aleatorio de Markov. Ellos exponen co´mo
esta arquitectura se aplica satisfactoriamente al problema de la estimacio´n de la
pose humana en ima´genes monoculares. La arquitectura puede trabajar con las
limitaciones estructurales del dominio, como las relaciones geome´tricas entre las
localizaciones del cuerpo. Ellos demuestran que el entrenamiento de la unio´n de
estos dos modelos mejora el rendimiento y les permite superar enormemente a las
te´cnicas existentes del estado del arte.
Ma´s recientemente, se han obtenido notables resultados con el me´todo pro-
puesto de Pfister et al. [25] para la estimacio´n de la pose humana. Este me´todo,
que se basa en las recientes y exitosas redes neuronales convolucionales como en
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el trabajo anterior, asume una imagen de misma altura y anchura donde se re-
presenta una sola persona. Si bien estas restricciones so´lo permite estimar la pose
en unas condiciones adecuadas, es cierto que los experimentos demuestran que su
me´todo es, a d´ıa de hoy, uno de los ma´s precisos y exactos.
Uno de los ma´s recientes trabajos es el de Herna´ndez et al. [34] donde se propo-
ne un me´todo de rescoring contextual para estimar la pose humana. Los autores
plantean un conjunto de poselets (porciones de poses) que se incorporan en el
modelo y sus detecciones se utilizan para extraer caracter´ısticas espaciales y de
puntuacio´n relativas a otras hipo´tesis sobre las partes del cuerpo. Ellos definen un
me´todo para la deteccio´n automa´tica de un subconjunto compacto de poselets que
cubre las diferentes poses en un conjunto de ima´genes de validacio´n mientras que
maximiza la precisio´n. Un mecanismo de puntuacio´n lo definen como un clasifica-
dor tipo boosting basado en conjuntos que calcula una nueva puntuacio´n para cada
deteccio´n de articulaciones. Esta nueva puntuacio´n se incorpora en el modelo de
estructura picto´rica como un potencial unario adicional. Los experimentos en dos
bases de datos de referencia muestran que su propuesta supera tanto en precisio´n
como en tiempo a otros me´todos del estado del arte.
2.1.2. Aproximaciones basadas en mapas de profundidad
En cuanto a la estimacio´n de la pose humana a partir de mapas de profundidad,
Zhu y Fujimura [35] proponen un me´todo de 2 pasos donde la primera fase es el
etiquetado de las partes del cuerpo humano seguida de una segunda etapa donde se
realiza una estimacio´n ma´s precisa de la posicio´n de las articulaciones. En el primer
paso, una serie de restricciones se extraen de las caracter´ısticas de una imagen
como la cabeza y el torso. En esta etapa se aborda el problema de asignacio´n de
etiquetas, las cuales son obtenidas a partir de las restricciones. El resto de las partes
superiores del cuerpo son etiquetados tambie´n en este proceso. En el segundo paso
se estima las localizaciones de las articulaciones mediante restricciones cinema´ticas
utilizando las correspondencias entre el mapa de profundidad y las partes del
modelo humano. Por u´ltimo, presentan una comparacio´n del rendimiento de su
me´todo con el estado del arte con datos de captura de movimiento.
Otro de los trabajos de estimacio´n de la pose humana a partir de mapas de
profundidad es el trabajo de Shotton et al. [36], en su me´todo proponen un modelo
3D en un problema de clasificacio´n por p´ıxel. Su metodolog´ıa consta de tres partes
principales: una representacio´n intermedia de las partes del cuerpo, un clasificador
de bosque aleatorio de decisio´n profunda y un pooling entre p´ıxeles para generar
posiciones 3D del esqueleto.
El problema de trabajar en escenarios en tiempo real y la tarea de reconstruc-
cio´n usando mapas de profundidad se hace dif´ıcil ya que las estrategias de opti-
mizacio´n global tienen un gran coste computacional. Para facilitar el seguimiento
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de los movimientos del cuerpo con una sola secuencia de mapas de profundidad,
Baak et al. [37] introducen una estrategia h´ıbrida basada en datos que combina
la optimizacio´n local de la pose con te´cnicas globales de recuperacio´n de la pose.
La estimacio´n final de la pose en cada fotograma se determina a partir del track y
una hipo´tesis de pose donde se combinan con un esquema de seleccio´n ra´pida. Su
algoritmo reconstruye poses complejas de todo el cuerpo en tiempo real e impide la
deriva temporal, por lo que su algoritmo lo hace conveniente para varios escenarios
de interaccio´n en tiempo real.
Otra estrategia h´ıbrida aparece en el trabajo de Ye et al. [38]. Este art´ıculo
presenta un sistema novedoso para estimar la pose humana a trave´s de un so´lo
mapa de profundidad. El me´todo combina deteccio´n de la pose con refinamiento
de la pose. El mapa de profundidad de entrada se combina con un conjunto de
ejemplos de movimientos precapturados para generar una configuracio´n de la pose
del cuerpo y un etiquetado sema´ntico en la nube de puntos. La estimacio´n inicial
se refina directamente mediante un ajuste de la configuracio´n de la pose con el
mapa de profundidad de entrada. Adema´s de la nueva arquitectura del sistema,
sus otras contribuciones incluyen: la modificacio´n de una te´cnica de suavizado
de nubes de puntos para hacer frente a los mapas de profundidad ruidosos, una
alineacio´n eficiente de nubes de puntos y un algoritmo de bu´squeda de pose que son
independientes de la vista. Los experimentos en bases de datos pu´blicas muestran
que su enfoque logra significativamente una mayor precisio´n que otros me´todos del
estado de arte.
Otro enfoque es el propuesto por Schwarz et al. [39] donde usan distancias
geode´sicas y flujos o´pticos. En este trabajo presentan un me´todo para estimar la
pose humana a partir de datos de profundidad utilizando ca´maras Time of Flight
(ToF) o con dispositivos Kinect. Su enfoque consiste en detectar puntos anato´mi-
cos en datos 3D y ajustar su modelo de esqueleto usando restricciones cinema´tica
inversas. En lugar de depender de caracter´ısticas basadas en la apariencia para la
deteccio´n de puntos de intere´s que pueden variar fuertemente con la iluminacio´n
y los cambios de pose, ellos modelan a partir de una representacio´n gra´fica de los
datos de profundidad que les permiten medir distancias geode´sicas entre las partes
del cuerpo. Ya que estas distancias no cambian con el movimiento del cuerpo, en
su trabajo son capaces de localizar los puntos anato´micos independientemente de
la pose. Para diferenciar las partes del cuerpo que se ocluyen entre s´ı, emplean in-
formacio´n de movimiento a partir del flujo o´ptico entre una secuencia de ima´genes
de intensidad. Para terminar, realizan una evaluacio´n cualitativa y cuantitativa de
su me´todo de seguimiento de pose en secuencias de ToF y de Kinect que contienen
movimientos de diversa complejidad.
Para aprovechar las ventajas de la consistencia temporal, Sun et al. [40] intro-
ducen una variable latente global asociada o a la orientacio´n del torso o a la altura
de la persona. Esto aumenta la exactitud de la prediccio´n de la pose del cuerpo.
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La inclusio´n de distribuciones a priori en un modelo de bosque de regresio´n con-
dicional supera a otros me´todos que asumen que las localizaciones de las parte del
cuerpo son independientes.
Los autores Pons-Moll et al. [41] introducen la Me´trica Espacial de Ganancia de
Informacio´n (en ingle´s Metric Space Information Gain MSIG): un nuevo a´rbol de
decisio´n disen˜ado para optimizar directamente la entrop´ıa de la distribucio´n en un
espacio me´trico. Cuando se aplica a una modelo de superficie, visto como un espacio
me´trico definido por distancias geode´sicas, MSIG tiene como objetivo minimizar
la incertidumbre en la correspondencia imagen-a-modelo. Una implementacio´n de
MSIG escalar´ıa cuadra´ticamente con el nu´mero de muestras de entrenamiento.
Como esto es intratable para grandes bases de datos, ellos proponen un me´todo
para calcular MSIG en tiempo lineal. Su me´todo es una generalizacio´n de una
clasificacio´n proxy objectivo y no requiere un embedding isome´trico extr´ınseco del
modelo de superficie en el espacio euclidiano. Sus experimentos demuestran que
las correspondencias que obtienen son considerablemente ma´s precisas que las del
estado del arte utilizando un nu´mero mucho menor de ima´genes de entrenamiento.
El trabajo de Jiu et al. [42] usa redes neuronales convolucionales con bosques
aleatorio de decisio´n para la estimacio´n de poses humanas a partir de mapas de
profundidad. En contraste con otras propuestas similares, ellos no incluyen poten-
ciales binarios en su funcio´n de energ´ıa para as´ı reducir los tiempos de ca´lculo.
2.2. Aproximaciones este´reo
Una de las primeras propuestas para estimar la pose en ima´genes este´reo es
el trabajo de Guo y Qian [43]. En este trabajo se presenta un framework basado
en mezcla bayesiana experta (en ingle´s Bayesian mixture expert o BME) para la
estimacio´n de poses humanas 3D a partir de dos ca´maras de separacio´n amplia y sin
calibrar. Gracias a las dos ca´maras se reducen ambigu¨edades a la hora de estimar
la pose. El BME se entrena para realizar una regresio´n multimodal de estimacio´n
de la pose. El algoritmo K-means, que tiene en cuenta la distancia eucl´ıdea y el
ma´ximo valor de distancia para el vector a´ngulo de la articulacio´n, se utiliza para el
clu´ster inicial en el aprendizaje BME. Esto proporcionara´ mejores clu´steres para
separar las poses ambiguas. Tambie´n un PCA ponderado se implementa en un
framework de maximizacio´n de la esperanza (EM) para conocer los para´metros
de la BME. Esto puede reducir la dimensio´n de los datos de entrenamiento de
manera ma´s eficaz en comparacio´n con un PCA global. El sistema completo es
entrenado con siluetas sintetizadas a partir de datos de captura de movimiento.
Los resultados experimentales con ima´genes reales y sintetizadas demuestran que
su enfoque no necesita de una calibracio´n de la ca´mara y que estima con eficacia
las poses humanas.
En el trabajo de Yang y Lee [44] se presenta un nuevo me´todo para la recons-
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truccio´n de la pose de un cuerpo humano en 3D a partir de secuencias de ima´ge-
nes este´reo en base a un me´todo de aprendizaje de arriba hacia abajo (en ingle´s
top-down learning method). Siendo su me´todo ineficaz para construir un modelo
estad´ıstico utilizando todos los datos de entrenamiento, ellos dividen jera´rquica-
mente dichos datos en varios grupos para reducir la complejidad del problema de
aprendizaje. En dicha etapa, se clasifican los datos de entrenamiento en varios
subclu´steres con ima´genes de siluetas. En la etapa de reconstruccio´n, el me´todo
propuesto busca jera´rquicamente un clu´ster para la mejor correspondencia en una
imagen de silueta utilizando un historial de ima´genes de siluetas (en ingle´s sil-
houette history image o SHI). A continuacio´n, la pose 3D del cuerpo humano se
reconstruye a partir de un mapa de profundidad usando una combinacio´n lineal
del me´todo. Gracias al uso de informacio´n de profundidad, las poses similares en
las ima´genes de silueta se pueden estimar como diferentes poses 3D del cuerpo
humano. Los resultados experimentales demuestran que el me´todo propuesto es
preciso para la reconstruccio´n y estimacio´n de poses 3D del cuerpo humano.
En el art´ıculo de Thang et al. [45] se presenta una te´cnica para estimar la pose
3D del cuerpo humano a partir de tambie´n un conjunto de secuencia de ima´genes
este´reo. Ellos estiman la disparidad en ima´genes este´reo para reconstruir la infor-
macio´n 3D. Los autores modelan el cuerpo humano con un conjunto de elipsoides
conectados por cadenas cinema´ticas y parametrizados con a´ngulos rotacionales en
cada articulacio´n del cuerpo. Sus principales contribuciones son: un nuevo algorit-
mo basado en maximizacio´n de la esperanza (EM) con iteraciones de dos pasos, la
asignacio´n de los datos en 3D a diferentes partes del cuerpo y el refinamiento de
los para´metros cinema´ticos para ajustar el modelo 3D a los datos. Dicho algorit-
mo basado en EM se itera hasta que converge en la pose correcta. Los resultados
experimentales con datos sinte´ticos y reales demuestran que su me´todo es capaz
de reconstruir poses humanas 3D precisas a partir de ima´genes este´reo.
Un trabajo que combina tres tareas como emparejamiento este´reo, segmenta-
cio´n y estimacio´n de la pose sin usar ca´maras infrarrojas ni modelos de cuerpos
humanos muy simplificados puede encontrarse en el art´ıculo de Sheasby et al. [46].
Los autores proponen un marco de trabajo para la estimacio´n de un esqueleto hu-
mano detallado en 3D a partir de una imagen este´reo. Dentro de este framework
definen una funcio´n de energ´ıa que relaciona los resultados de segmentacio´n, los
resultados de estimacio´n de la pose y el mapa de disparidad. En concreto, codifican
las afirmaciones de que los p´ıxeles de primer plano: deben estar relacionados con
alguna parte del cuerpo, deben corresponder a una superficie continua en el mapa
de disparidad y deben estar ma´s cerca de la ca´mara que los p´ıxeles de fondo que
hay alrededor. Su funcio´n de energ´ıa tiene una clase de complejidad NP-dura, sin
embargo, ellos especifican co´mo optimizar de manera eficiente una relajacio´n de
la misma mediante la doble descomposicio´n (en ingle´s dual decomposition). Final-
mente, demuestran que la aplicacio´n de su propuesta conduce a mejores resultados
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con respecto al estado del arte. Tambie´n introducen una extensa y desafiante base
de datos que usan como benchmark para la evaluacio´n de estimacio´n de la pose
3D.
En el me´todo de Lallemand et al. [47] se aborda el problema de la estimacio´n
de la pose 3D a partir de ima´genes este´reo. Ellos proponen un framework para
la estimacio´n 3D de la pose humana que se basa en clasificadores de bosques
aleatorios. La primera y principal contribucio´n es un novedoso y robusto descriptor
de formas basado en rejilla y que puede ser utilizado por cualquier clasificador. La
segunda contribucio´n es un procedimiento de clasificacio´n de dos etapas: primero
se clasifica la orientacio´n del cuerpo mediante clu´steres y luego se procede a la
determinacio´n de la pose 3D dentro del clu´ster de orientacio´n calculado. Para
validar el me´todo, ellos publican una base de datos de ima´genes grabadas con una
ca´mara este´reo y sincronizado con un sistema o´ptico de captura de movimiento
que proporciona las poses ground-truth.
El trabajo de Seguin et al. [48] describe un me´todo para obtener la segmen-
tacio´n en v´ıdeos este´reo y la pose de personas en ima´genes este´reo. Seguin et
al. abordan el problema con: una tarea de etiquetado discreto de mu´ltiples perso-
nas, una funcio´n de coste y un me´todo de optimizacio´n eficiente. Las contribuciones
de este trabajo son de dos tipos: en primer lugar, se desarrolla un modelo de seg-
mentacio´n que incorpora detecciones de personas y ma´scaras de segmentacio´n de
articulaciones aprendidas, tambie´n se an˜ade al modelo informacio´n sobre el color
y los mapas de disparidad. El modelo tambie´n representa expl´ıcitamente el orden
de profundidad de cada persona y la oclusio´n. En segundo lugar, se introduce una
base de datos de ima´genes este´reo extra´ıdas de las pel´ıculas StreetDance 3D y
Pina.
2.3. Aproximaciones multica´mara
Uno de los trabajos ma´s conocidos de estimacio´n de la pose humana mediante
mu´ltiples puntos de vista es el me´todo de Yao et al. [49]. Los autores defienden
que el reconocimiento de acciones y estimacio´n de la pose pueden beneficiarse
mutuamente. Su enfoque consiste en un clasificador de reconocimiento de acciones
que proporciona informacio´n a priori a un esquema de optimizacio´n basado en
part´ıculas para estimar la pose en 3D. A partir de las poses 3D estimadas y el uso
de las caracter´ısticas basadas en la pose, se lleva a cabo el reconocimiento de la
accio´n.
La te´cnica de Shen et al. [50] estima la pose humana dada varias ca´maras.
Ellos trabajan en reconstrucciones de vo´xeles 3D calculados a partir de siluetas
2D de primer plano en lugar de los datos de una imagen. El ajuste de plantilla
(template fitting method) se utiliza para predecir la localizacio´n de la cabeza y el
torso en estos vo´xeles 3D y, a continuacio´n, un me´todo de ajuste jera´rquico estima
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las restantes partes del cuerpo.
El me´todo de Sigal et al. [51] presenta un modelo loose-limbed que utiliza
para´metros continuos para estimar la localizacio´n y la pose de una persona. Como
la discretizacio´n del espacio de para´metros 3D no resulta viable, el modelo es
inferido usando una variante de un algoritmo belief propagation.
En el trabajo de Amin et al. [52] se propone un modelo de estructura picto´ri-
ca para mu´ltiples vistas para estimar la pose humana en 3D. Dos contribuciones
principales se presentan en este trabajo: un modelo 2D de estructura picto´rica
mejorado por medio de caracter´ısticas de color y te´rminos espaciales, y una ex-
tensio´n a este modelo que combina las articulaciones de las poses estimadas de los
mu´ltiples puntos de vista para inferir finalmente una pose 3D.
En el trabajo de Burenius et al. [53] se define una estructura picto´rica 3D para
estimar la pose de una persona en 3D a partir de ima´genes obtenidas de varias
ca´maras calibradas. Para abordar el problema de la discretizacio´n del espacio de
bu´squeda, establecen limitaciones de la vista, esqueleto y a´ngulo de las articulacio-
nes en los diferentes puntos de vista para definir una rejilla de bu´squeda discreta.
Por u´ltimo, la pose o´ptima global se calcula mediante programacio´n dina´mica. Un
notable uso de esta rejilla de bu´squeda discreta se realiza en el trabajo de Kazemi
et al. [54]. Su metodolog´ıa para estimar la pose 3D es la siguiente: en primer lugar,
un modelo de bosque aleatorio clasifica cada p´ıxel en cada vista como una parte
del cuerpo o como fondo; luego, estas verosimilitudes de las partes del cuerpo son
retroproyectadas a un volumen 3D. Finalmente, la inferencia de la pose en 3D se
obtiene por un modelo basado en partes.
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Cap´ıtulo 3
Modelo Picto´rico Este´reo
3.1. Introduccio´n
En este cap´ıtulo tratamos el problema de la estimacio´n de la pose 2D humana
en ima´genes este´reo. En particular, nuestro objetivo es estimar la localizacio´n,
orientacio´n y escala de las partes superiores del cuerpo de las personas detectadas
en ima´genes este´reo a partir de v´ıdeos este´reo que se pueden encontrar en internet.
Para ello proponemos una extensio´n del me´todo de Eichner et al. [10]. Nuestro
me´todo lo denominamos Estimacio´n de la Pose Humana Este´reo (en ingle´s Stereo
Human Pose Estimation o SHPE). Una sinopsis del objetivo general del cap´ıtulo
puede verse en la Figura 3.1
La contribucio´n de este cap´ıtulo es doble. En primer lugar, se propone una
nueva te´cnica para detectar automa´ticamente y estimar la pose 2D de personas en
ima´genes este´reo. En segundo lugar, se crea una base de datos para el problema
de la estimacio´n de la pose humana en ima´genes este´reo.
El resto de este cap´ıtulo se organiza de la siguiente manera: en la Seccio´n 3.2
describimos los fundamentos ba´sicos de las estructuras picto´ricas y el trabajo de
Eicher et al. [10], que usaremos como punto de partida; nuestra metodolog´ıa se
describe en la Seccio´n 3.3 donde proponemos modelos este´reo para la deteccio´n,
segmentacio´n e inferencia de las personas. La seccio´n 3.4 muestra los resultados
experimentales y, por u´ltimo, la discusio´n final se presenta en la Seccio´n 3.5.
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Figura 3.1: Objetivo del Modelo Picto´rico Este´reo. Nuestro objetivo es estimar la pose 2D de
personas en v´ıdeos este´reo. (Fila superior) Imagen este´reo de un v´ıdeo alojado en YouTube. (Fila
inferior) De izquierda a derecha, mapa de disparidad calculado a partir de la imagen este´reo y
pose 2D estimada de la parte superior del cuerpo representada mediante segmentos.
3.2. Estimacio´n de pose humana monocular con
estructuras picto´ricas
Esta seccio´n proporciona los fundamentos ba´sicos de las estructuras picto´ricas
para la estimacio´n de la pose humana.
3.2.1. Modelo de estructura picto´rica
Consideremos que las partes del cuerpo de una persona esta´n representadas
por un campo aleatorio condicional [14] como lo propone [12].
Cada parte del cuerpo lp esta´ representado por una imagen rectangular, cuya
posicio´n esta´ parametrizada por su localizacio´n espacial (x, y), orientacio´n θ y
escala s [12], [60]. La tupla (x, y, θ, s) constituye el espacio de estado de los nodos.
La probabilidad a posteriori P (L|I) de una configuracio´n de las partes L dada
una imagen I se define como:
P (L|I) ∝ exp
 ∑
(p,q)∈
Ψpq(lp, lq) +
∑
p
Φp(I|lp)
 . (3.1)
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 (a)                                                            (b)                                                         (c)                                                         (d)
Figura 3.2: Propuesta de Eichner et al. [10]. (a) Deteccio´n de personas La salida del detector
de la parte superior del cuerpo (recta´ngulo pequen˜o) se expande (recta´ngulo grande) para las
siguientes etapas. (b) Resaltado de primer plano El resultado de la segmentacio´n de personas
elimina gran parte de innecesaria informacio´n de fondo, lo cual facilita despue´s la bu´squeda de
partes del cuerpo. (c) Inferencia Los p´ıxeles restantes son etiquetados como partes del cuerpo
o como fondo. Rojo especifica el torso, azul los brazos y verde los antebrazos y cabeza. Con
frecuencia, los colores se superponen; en ese caso amarillo especifica la combinacio´n entre el
antebrazo y el torso, pu´rpura entre el brazo y el torso, etc. (d) Ajuste de l´ıneas. La pose 2D del
cuerpo es representada por segmentos rectos (l´ıneas) que se obtienen a partir de los resultados
de (c)
En la ecuacio´n anterior, Φp(I|lp) es el potencial asociado a la parte unaria lp y
codifica la evidencia de la imagen local de dicha parte en una posicio´n particular
(verosimilitud). Dicho potencial depende de los modelos de apariencia que des-
criben co´mo las partes se parecen. El e´xito de las estructuras picto´ricas para la
estimacio´n de la pose dependen fuertemente de tener buenos modelos de aparien-
cia, lo cual limita las posiciones donde la imagen pueda contener una parte. Entre
los mejores modelos nos encontramos con modelos gene´ricos basados en gradien-
tes [61] y en superp´ıxeles [62], as´ı como modelos espec´ıficos de persona derivados
automa´ticamente de la imagen [29], [30].
Las restricciones cinema´ticas (por ejemplo, los antebrazos deben estar unidos
a los brazos) son codificadas por el potencial de pares Ψpq(lp, lq) (es decir, una
informacio´n a priori de la posicio´n relativa de dos partes). Adema´s de las restric-
ciones cinema´ticas, los potenciales de pares pueden codificar relaciones complejas
como la coordinacio´n de las partes [63] o las limitaciones de auto-oclusio´n [64].
La inferencia en el modelo devuelve una probabilidad ma´xima a posteriori (en
ingle´s maximum a posterior probability o MAP) L∗ = arg maxLP (L|I) [12], [61]
o la distribucio´n marginal posterior para cada parte [29]. La inferencia exacta es
posible cuando el modelo es un a´rbol [12], [18], [29], [61], sin embargo, algunos
trabajos han explorado topolog´ıas ma´s complejas [59] o mezcla de a´rboles [65].
3.2.2. Reduccio´n del espacio de bu´squeda
El trabajo de Eichner et al. [10] propone una metodolog´ıa que reduce pro-
gresivamente el espacio de bu´squeda de las partes del cuerpo para aumentar las
posibilidades de la estimacio´n 2D de la pose - asumiendo que el torso se limita
a estar en vertical y no de perfil. Esta reduccio´n implica: un detector de persona
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gene´rico para reducir sustancialmente el espacio de bu´squeda; y el uso de segmen-
tacio´n en las regiones detectadas, propuestas por el modelo anterior, para reducir
au´n ma´s el espacio de bu´squeda. Para terminar, su trabajo se basa en la te´cnica
de inferencia de Ramanan [29]. Este modelo [10] se puede resumir en las etapas
que se describen a continuacio´n.
Deteccio´n y seguimiento de personas
En primer lugar, se detecta la parte superior del cuerpo humano (cabeza, hom-
bros, etc.) en cada imagen (ver Figura 3.2(a)) utilizando un detector de ventana
deslizante basado en el modelo de partes deformables de Felzenszwalb et al. [66].
En el caso de las secuencias de v´ıdeo, las detecciones de la parte superior del cuer-
po se agrupan en el tiempo y cada track resultante conecta las detecciones de una
persona en cada secuencia de v´ıdeo. Las detecciones contienen informacio´n acerca
de la posicio´n y escala de la persona en la imagen. Gracias a esta informacio´n,
el conjunto de posibles localizaciones de las partes del cuerpo (x, y) se reduce y
una dimensio´n del espacio de estados de las estructuras picto´ricas, en este caso
la escala, se elimina por completo. En la pra´ctica, para cada persona detectada,
el espacio de estados se limita so´lo a la regio´n de la imagen de la deteccio´n pero
mediante una ligera expansio´n de la regio´n espacial resultante de la deteccio´n se
cubre en la medida de lo posible los brazos de una persona. Esta regio´n espacial
de la imagen se llama regio´n espacial ampliada.
Resaltado de primer plano
En la segunda etapa de la bu´squeda de las partes del cuerpo, la bu´squeda se
limita a la regio´n espacial ampliada. El a´rea de bu´squeda se reduce au´n ma´s me-
diante la explotacio´n de informacio´n a priori sobre la estructura, donde algunas
a´reas son muy probables que contengan partes del cuerpo mientras que otras muy
poco. Esto permite inicializar la segmentacio´n GrabCut [58] para eliminar parte
del fondo (ver Figura 3.2.(b)). Por tanto, el espacio de bu´squeda se limitara´ a las
localizaciones (x, y) que se encuentran dentro del a´rea del primer plano determi-
nado por la segmentacio´n GrabCut.
Estimacio´n del modelo de apariencia
En la tercera etapa, un modelo de apariencia espec´ıfico de persona [30] se
aprende a partir de una sola imagen en base a dos observaciones: (i) ciertas partes
del cuerpo tienen un localizacio´n bastante estable con respecto a la regio´n espacial
ampliada (esto es, cabeza y torso); y (ii) a menudo las partes del cuerpo de una
persona comparten apariencias similares (por ejemplo los brazos).
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Inferencia
Una pose del cuerpo se estima mediante la ejecucio´n de la inferencia con mode-
los gene´ricos de apariencia (bordes) y modelos de apariencia espec´ıficos de persona
(calculado en la tercera etapa). El a´rea de la imagen durante la inferencia se limita
a la salida del resaltado de primer plano (segunda etapa). La bu´squeda expl´ıcita de
las partes del cuerpo a varias escalas no es necesaria ya que la escala de la persona
ha sido fijada en la primera etapa. Para cada persona detectada en la imagen, esta
etapa de inferencia proporciona la distribucio´n marginal posterior Pi(x, y, θ) para
cada parte del cuerpo (ver Figura 3.2(c-d)).
3.3. Estimacio´n de pose humana este´reo con es-
tructuras picto´ricas
El principal inconveniente del me´todo de Eichner et al. [10] (resumido en la
Seccio´n 3.2.2) se puede encontrar en la etapa del resaltado de la persona. Esta
etapa es crucial ya que un porcentaje de los p´ıxeles se eliminan para su posterior
procesamiento. La eliminacio´n de partes del cuerpo, ya sea parcial o total, durante
esta etapa impide que el estimador 2D de la pose sea capaz de localizar correcta-
mente dichas partes del cuerpo. Esto sucede generalmente cuando la distribucio´n
de color de fondo es similar a algunas de las partes del cuerpo.
Como ya se ha indicado, la informacio´n adicional disponible en las secuencias
este´reo se puede utilizar con el fin de superar estos problemas. Para ello, propone-
mos una extensio´n del me´todo anterior con base a la informacio´n este´reo.
En primer lugar proponemos un detector de personas (Seccio´n 3.3.1) que se
ejecuta en ambas vistas de la imagen este´reo en todos los fotogramas del v´ıdeo.
A continuacio´n, se aplica un algoritmo de asociacio´n temporal para eliminar los
falsos positivos. Este proceso se ejecuta de forma independiente en cada vista de
las ima´genes este´reo. Despue´s adaptamos los tracks usando una medida basada en
el grado de solapamiento de las regiones espaciales detectadas.
Luego, para cada persona detectada, se calcula la disparidad so´lo en las regio-
nes de la imagen detectadas para agilizar el proceso. Usando la informacio´n de
disparidad, empleamos un me´todo de segmentacio´n (Seccio´n 3.3.2) para eliminar
los p´ıxeles pertenecientes al fondo de la imagen. Por u´ltimo, aplicamos nuestro
modelo picto´rico este´reo (Seccio´n 3.3.3) para inferir la pose.
Como hemos dicho, so´lo usamos el seguimiento temporal de Eichner et al. [10]
para mejorar la deteccio´n de personas. Sin embargo, para nuestra etapa de seg-
mentacio´n e inferencia, no aplicamos restricciones temporales. Esto nos permite
que nuestro modelo este´ preparado para estimar la pose 2D en ima´genes este´reo
individuales.
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t=1                                                                  t=8                                                                 t=15
Figura 3.3: Deteccio´n y seguimiento de personas en Modelo Picto´rico Este´reo. Regiones
espaciales devueltas por el detector de la parte superior del cuerpo (fila superior) y tracks fina-
les (fila inferior) en fotogramas 1 (columna izquierda), 8 (columna del medio) y 15 (columna
derecha) de una secuencia este´reo. Despue´s del proceso de seguimiento, las detecciones de falsos
positivos se eliminan, y un solo track se le asigna a cada persona para toda la secuencia este´reo.
El resto de esta seccio´n ofrece una explicacio´n detallada de las etapas resumidas
anteriormente.
3.3.1. Deteccio´n y seguimiento de personas
Al principio, al igual que hace Ferrari et al. en [18], empezamos por la deteccio´n
de la parte superior del cuerpo humano en cada imagen para reducir el espacio de
bu´squeda.
Utilizamos el detector de la parte superior del cuerpo publicado por los autores
de [10] en [67]. Este detector se basa en el exitoso modelo de partes deformable
(en ingle´s Deformable Parts Model o DPM) de Felzenszwalb et al. [2]. Un DPM
contiene varios filtros de histogramas de gradientes orientados [68] relacionados
mediante arcos deformables.
Para empezar, se ejecuta el detector en cada vista de la imagen este´reo de for-
ma independiente. Con el fin de eliminar los falsos positivos, se realiza un proceso
de seguimiento-por-deteccio´n, como en [10], de forma independiente en cada vista
de la imagen este´reo donde se genera un track (agrupacio´n de detecciones de una
misma persona a lo largo del tiempo) para cada persona. A los tracks resultantes
se les da una puntuacio´n en funcio´n de su longitud y su puntuacio´n en las detec-
ciones. Los tracks con poca puntuacio´n se descartan para las etapas posteriores.
Por u´ltimo, los posibles huecos en los diferentes tracks (debido a fallos en la de-
teccio´n, por ejemplo bajo contraste o punto de vista de perfil) se completan por
interpolacio´n. La fila superior de la Figura 3.3 muestra los resultados del detector
de [10] y la fila inferior el resultado final con los tracks calculados en una secuencia
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Figura 3.4: Deteccio´n de personas este´reo y Stereo Foreground Highlighting. Deteccio´n
este´reo de la parte superior del cuerpo: (a) Las dos regiones espaciales expandidas (una por ca-
da vista) se promedian, por tanto, las regiones espaciales resultantes para ambas vistas quedan
exactamente igual. Stereo Foreground Highlighting: (b) En primer lugar, se calcula el mapa de
disparidad. Los p´ıxeles ma´s claros indican objetos que esta´n ma´s cerca de la ca´mara. A conti-
nuacio´n, establecemos una regio´n rectangular G en el torso que se utiliza como informacio´n a
priori para la segmentacio´n. El punto C es la semilla seleccionada para inicializar el algoritmo
de crecimiento de regiones. (c) Asumimos que los valores de disparidad siguen una distribucio´n
normal, el para´metro µ se estima a partir de la regio´n G. (d) Por u´ltimo, la distribucio´n apren-
dida previamente se utiliza para calcular la ma´scara binaria a partir del mapa de disparidad
usando crecimiento de regiones.
de ima´genes este´reo. Obse´rvese co´mo los falsos positivos se eliminan despue´s de
aplicar el algoritmo.
Usando los tracks, anteriormente calculados, ma´s fiables de forma indepen-
diente para cada vista, es necesario corresponderlos de una vista con otra para
que coincida con la persona detectada a lo largo de la secuencia este´reo. Para
ello, dado un instante de tiempo, se calcula la interseccio´n-sobre-unio´n (en ingle´s
intersection-over-union o IOU) [69] de todas las regiones espaciales de una vista
con otra en la imagen este´reo. A continuacio´n, se hace coincidir los tracks cuya
suma IOU es ma´xima. En caso de que las ca´maras diverjan mucho, se debe uti-
lizar un procedimiento ma´s sofisticado, como emparejamiento de histogramas de
color. Sin embargo, nuestra correspondencia basada en IOU funciona ya que la
mayor´ıa de las ca´maras este´reo comerciales de gama baja-media utilizadas para la
grabacio´n de v´ıdeos tiene una separacio´n corta entre dichas ca´maras.
3.3.2. Resaltado de primer plano este´reo
Segu´n demuestra [18], la informacio´n de localizacio´n y escala proporcionada por
una deteccio´n de la parte superior del cuerpo restringe en gran medida el espacio
de posibles partes del cuerpo. Con el fin de reducir au´n ma´s la bu´squeda de la
inferencia, el algoritmo de resaltado/segmentacio´n de primer plano GrabCut [58]
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(a)                                                (b)
Figura 3.5: Rectificacio´n en ima´genes este´reo. Las ima´genes de la fila superior son la vista
izquierda (a) y derecha (b) de una imagen este´reo de una de las secuencias de v´ıdeo testadas,
y las ima´genes en la fila inferior muestran el resultado de aplicar nuestra rectificacio´n. F´ıjese
en el zoom aplicado en las regiones cuadradas rojas. Puede verse que la l´ınea que pasa por
debajo del nu´mero 3 en la vista izquierda se cruza en la vista derecha. Esa desalineacio´n vertical
provoca imprecisiones en el algoritmo de block-matching este´reo durante el ca´lculo del mapa de
disparidad. Sin embargo, los errores de alineacio´n se reducen en gran medida, ver fila inferior,
despue´s de la rectificacio´n.
se ampl´ıa para extraer partes del cuerpo del fondo [10]. Sin embargo, segmentar
todos los posibles brazos sigue siendo un problema dif´ıcil. Por lo tanto, proponemos
una nueva estrategia para extraer a la persona a partir de una imagen, lo que ayuda,
por ejemplo, a resolver el problema de la segmentacio´n del brazo. La mayor´ıa de
los algoritmos de segmentacio´n de ima´genes se basan en un modelos de mezcla
de Gaussianas en una imagen con dos clases (primer plano y fondo). Este tipo de
modelos tienen una segmentacio´n eficaz siempre que el histograma de la imagen
se aproxime a una mezcla de Gaussianas y que los para´metros de dicho modelo
puedan ser estimados con precisio´n.
Nuestra propuesta, denominada Resaltado de primer plano este´reo (en ingle´s
Stereo Foreground Highlighting o SFH), explota la informacio´n este´reo para separar
los p´ıxeles pertenecientes a una persona con respecto al fondo en una imagen
este´reo.
Ya que tratamos con ima´genes este´reo obtenidas a trave´s de internet, donde
la informacio´n sobre la calibracio´n de la ca´mara no esta´ disponible, no podemos
garantizar que las vistas de cada imagen este´reo este´n debidamente rectificadas.
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Figura 3.6: Resultados cualitativos de eliminacio´n de fondo: Stereo Foreground Highligh-
ting (SFH) vs. GrabCut. De izquierda a derecha: (a) mapa de disparidad estimado para la
persona objetivo; (b) superposicio´n de la ma´scara de primer plano propuesto por SFH; (c) su-
perposicio´n de la ma´scara de primer plano propuesto por GrabCut tal como se utiliza en [10]. Las
regiones espaciales interiores verdes en (b) y (c) representan la deteccio´n de la parte superior
del cuerpo, mientras que las regiones espaciales exteriores verdes representan la regio´n espacial
ampliada resultado de aplicar nuestra etapa de deteccio´n de personas (ver Seccio´n 3.3.1). No´tese
las diferentes situaciones en la que SFH puede manejar de manera satisfactoria: los brazos en
un plano diferente al del torso (por ejemplo, sen˜alando a la ca´mara en la fila 1); los brazos por
encima de la cabeza (fila 5); varias personas en diferentes planos de profundidad (fila 3), etc.
En general, SFH elimina ma´s p´ıxeles de fondo que GrabCut pero manteniendo ma´s el primer
plano (por ejemplo, en la fila 4, un antebrazo no se estima como primer plano en GrabCut). Por
el contrario, la fila inferior muestra un ejemplo en el que tres personas esta´n en el mismo plano
de profundidad y todas ellas se han incluido en la ma´scara de primer plano para segmentar so´lo
la persona central, mientras que GrabCut mantiene las otras personas como fondo.
Para solucionar esto, las ima´genes se rectifican utilizando el me´todo propuesto en
[70], calculando en nuestro caso la matriz fundamental (Fundamental Matrix ) a
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Figura 3.7: Inferencia en Modelo Picto´rico Este´reo. (a) La persona segmentada (IA, IB),
devuelta por SFH, se utiliza para calcular P (L|I). (b) En la estructura picto´rica este´reo (SPS),
cada nodo representa una parte del cuerpo para cada vista (cabeza, torso, izquierda/derecha an-
tebrazos/brazos). El a´rbol incluye aristas para cada dos partes del cuerpo, parametrizados por
la localizacio´n (x, y) y orientacio´n θ, los cuales esta´n conectados por informacio´n cinema´tica
a priori Ψ del cuerpo humano. Cada nodo oculto (c´ırculo vac´ıo) se relaciona con dos nodos
observados (uno por vista), representados por c´ırculos azules los cuales se asocian a los poten-
ciales unarios Φ (es decir, evidencias en la imagen). (c) Configuracio´n de las partes del cuerpo
L dadas por nuestra estructura picto´rica este´reo (SPS). Obse´rvese que la configuracio´n L es la
misma tanto para IA como IB, excepto por el desplazamiento en el eje horizontal dado por la
disparidad.
partir de un conjunto de puntos coincidentes en ambas vistas utilizando descripto-
res SURF [71]. Hay que tener en cuenta que la estimacio´n de la matriz fundamental
se realiza so´lo una vez por cada secuencia este´reo. Un ejemplo del resultado des-
pue´s de aplicar dicha rectificacio´n puede verse en la Figura 3.5. A continuacio´n, la
disparidad se calcula usando [72] y so´lo en la regio´n de la imagen establecida por
la regio´n espacial ampliada (ver Figura 3.4(a)) previamente detectada a fin de ace-
lerar el tiempo de estimacio´n total. El mapa de disparidad D (ver Figura 3.4(b))
indica el valor del desplazamiento horizontal en cada p´ıxel de la vista izquierda
D(x,y) necesario para obtener el mismo p´ıxel en la vista derecha. Por ejemplo, un
p´ıxel (x, y) de la vista izquierda corresponde a un p´ıxel en (x + D(x,y), y) en la
vista derecha.
Dado que la parte superior del torso se detecta en la fase anterior, una regio´n
rectangular ma´s pequen˜a en el centro de la regio´n ampliada o expandida se se-
lecciona como una muestra representativa de la distribucio´n de disparidad para
todo el cuerpo en la vista izquierda (ver Figura 3.4(b)). Asumiendo que la ma-
yor´ıa de las configuraciones del cuerpo de una persona pueden ser modeladas como
una distribucio´n normal N (µ, σ) (ver Figura 3.4(c)), µ se calcula como la media
de los valores de disparidad en dicha regio´n del torso. Por tanto, σ se selecciona
teniendo en cuenta las dimensiones medias de las personas de manera que los bra-
zos extendidos se ajusten en la distribucio´n. En consecuencia, el problema de la
segmentacio´n se aborda con un algoritmo de crecimiento de regiones con semillas
seleccionadas en la regio´n de torso (ve´ase el punto C en la Figura 3.4(b)) y con
el uso de la distribucio´n normal anterior para determinar la probabilidad de la
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adicio´n de puntos de la regio´n segmentada . Esta propuesta permite que los brazos
extendidos se capten adecuadamente como parte de la persona. La Figura 3.4(d)
muestra el resultado de aplicar el me´todo propuesto para una de las ima´genes
este´reo en nuestra base de datos.
Al igual que [10], tambie´n an˜adimos al primer plano una regio´n rectangular,
que depende de la regio´n devuelta por el detector de la parte superior del cuerpo,
que cubre la cabeza y parte del torso aprovechando as´ı la informacio´n a priori
proporcionada por el detector de la parte superior del cuerpo.
La ma´scara generada corresponde con la parte superior del cuerpo de la persona
en la vista izquierda IA. Con el fin de obtener la ma´scara equivalente para la vista
derecha IB , la localizacio´n de los p´ıxeles de IA se usan en la vista derecha aplicando
la disparidad calculada. No´tese que aunque nuestro algoritmo de resaltado de
primer plano este´reo comparte algunas ideas con el me´todo propuesto por Sheasby
et al. [73], ellos necesitan un estimador de la pose humana [74] para definir dos
semillas en su algoritmo de crecimiento de regiones. Lo que para ellos es una etapa
en su me´todo, para nosotros es nuestro objetivo final.
Tanto la estimacio´n de la disparidad como el resaltado de primer plano se
llevan a cabo de forma independiente para cada regio´n ampliada o expandida. Por
tanto, situaciones tales de personas cercanas unas a otras y en diferente plano, o
gente de frente o de espaldas a la ca´mara son tratadas de manera satisfactoria,
ve´ase por ejemplo las filas 1, 4 y 5 de la Figura 3.6. Hemos incluido en la columna
(c) la ma´scara de segmentacio´n obtenida mediante el algoritmo de resaltado de
primer plano de Eichner et al. [10]. No´tese co´mo frecuentemente se pierde parte
de los brazos, como en las filas 2, 4 y 5, en contraste con nuestra propuesta basada
en la disparidad que los mantiene satisfactoriamente. Sin embargo, en el ejemplo
representado en la fila 6, debido a una estimacio´n no muy precisa de la disparidad,
nuestro me´todo elimina menos p´ıxeles de fondo que el enfoque basado en GrabCut.
3.3.3. Modelo picto´rico este´reo (SPS)
Nuestra propuesta de an˜adir informacio´n este´reo en modelos picto´ricos esta´
basada en el modelo que aparece en el trabajo de Eichner et al. [10] resumido en
la Seccio´n 3.2.2. Entre otras aportaciones, [10] extiende el modelo de Ramanan
[29] con orientaciones a priori Υ del torso y cabeza donde asumen que tienen una
orientacio´n cercana a la vertical.
Nosotros nos beneficiamos del algoritmo de Eichner y Ferrari [30] para generar
un modelo de apariencia espec´ıfico de persona Φ para cada imagen.
Las restricciones cinema´ticas Ψ son las mismas que aparecen en el trabajo de
Ramanan [29]: para cada posicio´n relativa (x, y) usamos un coste truncado, dando
una probabilidad uniforme cerca de la localizacio´n de la unio´n (joint) y cero en el
resto de las localizaciones, y para la orientacio´n relativa θ usamos un histograma
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de orientaciones aprendido a partir de la base de datos de entrenamiento [29].
Sea IA e IB las vistas segmentadas despue´s de aplicar nuestro me´todo de Resal-
tado de primer plano este´reo (ver Seccio´n 3.3.2) en una imagen este´reo (ver Figura
3.7(a)), y lAp , l
B
p las partes superiores del cuerpo de I
A e IB respectivamente; dado
que estamos trabajando con ima´genes este´reo, se establece la siguiente relacio´n:
lBp = D(lAp , D) donde D(l,D) es una funcio´n que aplica el mapa de disparidad D
a la configuracio´n l.
Para aprovechar la informacio´n de la apariencia codificada en las ima´genes
este´reo, combinamos los potenciales unarios Φp correspondientes a la misma parte
del cuerpo para cada vista a trave´s de la funcio´n Ω. Dicha funcio´n se describe ma´s
abajo.
Por tanto, nuestra estructura picto´rica este´reo para la parte superior del cuerpo
(en ingle´s Stereo Pictorial Model o SPS) consiste en dos submodelos (uno por vista)
relacionados por la disparidad D y la funcio´n Ω.
Cada submodelo consiste en seis partes del cuerpo denominadas cabeza, torso,
brazos (izquierdo y derecho) y antebrazos (izquierdo y derecho); todos ellos conec-
tados en una estructura de tipo a´rbol mediante informaciones cinema´ticas a priori
Ψ(lp, lq).
La probabilidad de una configuracio´n L dada por una imagen este´reo I =<
IA, IB > y el mapa de disparidad D es definida por la siguiente ecuacio´n:
P (L|I, D) ∝ exp
{ ∑
(p,q)∈
Ψpq(lp, lq)+
∑
p
Ω
(
Φp(I
A|lp),Φp(IB |D(lp, D))
)
+
Υ(lhead) + Υ(ltorso)
}
,
(3.2)
donde lk se refiere a la configuracio´n de la parte k en la vista A.
La seleccio´n de la funcio´n Ω conduce a instancias espec´ıficas del modelo pro-
puesto. Uno podr´ıa pensar en la definicio´n de Ω como, por ejemplo, la suma, el
producto, la media aritme´tica, etc., de las verosimilitudes.
Despue´s de llevar a cabo algunos experimentos preliminares, definimos la fun-
cio´n Ωmax como el ma´ximo de las dos verosimilitudes Φ
A y ΦB :
Ωmax(Φ
A,ΦB) = max
(
ΦA,ΦB
)
(3.3)
Esta opcio´n relaciona dos puntos de vista dando preferencia a los mayores
valores de verosimilitud entre pares de puntos correspondientes.
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Inferencia
El modelo picto´rico este´reo (SPS) busca una configuracio´n de las partes del
cuerpo L∗ que maximiza P (L|I, D) (ver Figura 3.7(c)):
L∗ = arg maxLP (L|I, D). (3.4)
Las coordenadas (x, y) de las partes del cuerpo obtenidas en L∗ se definen en
el sistema de referencia de IA. Por tanto, para obtener la localizacio´n de las partes
del cuerpo en IB se emplea la funcio´n previamente definida D(·, ·).
La inferencia puede ser realizada de una manera eficiente y exacta [29], me-
diante el me´todo Belief Propagation de suma-producto, ya que no hay bucles en
el modelo gra´fico (esto es, la estructura del modelo es de tipo a´rbol).
Detalles de implementacio´n
Potenciales unarios Utilizamos los potenciales unitarios descritos en [10]. Los
bordes de la imagen (ver Seccio´n 3.2.2) son convolucionados con la plantilla de
partes de persona-gene´rica publicado por el autor de [29]. Un total de 24 orien-
taciones discretizadas se utilizan durante la convolucio´n para hacer frente a la
rotacio´n de las extremidades. Para los potenciales unarios basados en el color (ver
Seccio´n 3.2.2), el espacio de color CIE-Lab se utiliza para calcular histogramas de
color con dimensionalidad 8× 16× 16. Por cada parte del cuerpo li, tenemos una
distribucio´n de probabilidad de color c tanto para primer plano como fondo, que
se utilizara´ como verosimilitud: Pi(c|fg) y Pi(c|bg).
La probabilidad a posteriori basada en el color (esto es, probabilidad de per-
tenecer a una parte i dado el p´ıxel de color c) se calcula usando la regla de Bayes
(asumiendo Pi(fg) = Pi(bg)):
Pi(fg|c) = Pi(c|fg)
Pi(c|fg) + Pi(c|bg)
Al igual que en [29], el potencial unario basado en el borde se utiliza para
inicializar el modelo de color. A continuacio´n, se an˜aden los dos tipos de potenciales
unarios para calcular Φp. Remitimos al lector a [29] para ma´s detalles.
Potenciales binarios Para el potencial binario Ψpq(lp, lq) usamos el coste trun-
cado como en [10], dando 0 probabilidad a configuraciones no va´lidas y una pro-
babilidad uniforme a configuraciones va´lidas, definido por el modelo cinema´tico
(por ejemplo la cabeza debe estar unida al torso).
Una configuracio´n se dice que es va´lida tanto si la localizacio´n relativa de las
extremidades como su orientacio´n relativa esta´n dentro de los intervalos aprendidos
durante el entrenamiento. En particular, utilizamos datos previamente entrenados
proporcionados por el autor de [29].
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3.4. Experimentos y Resultados
Aqu´ı se describen los experimentos que llevamos a cabo para validar la pro-
puesta de este cap´ıtulo sobre estimacio´n de la pose humana en v´ıdeos este´reo.
3.4.1. Base de datos para ima´genes este´reo
Nuestros experimentos se han realizado sobre nuestra base de datos para esti-
macio´n de la pose: Stereo Human Pose Estimation Dataset (SHPED). Ma´s infor-
macio´n sobre nuestra base de datos puede encontrarse en el ape´ndice A.1.
Con el fin de permitir resultados comparables para este cap´ıtulo sobre esta base
de datos, se han definido dos particiones disjuntas en el conjunto de secuencias
este´reo (esto es, 50 % cada subconjunto del total).
Estas dos particiones se han creado al azar asegura´ndonos de que dos secuen-
cias este´reo extra´ıdas de un mismo v´ıdeo este´reo no se encuentren en la misma
particio´n.
3.4.2. Me´tricas de evaluacio´n empleadas
Nuestra te´cnica estima una pose 2D para cada regio´n ampliada calculada en la
base de datos SHPED. Con esta pose 2D estimada y la pose ground-truth anotada
(a)                                                      (b)                                           (c)
Figura 3.8: Ground-truth generado para la evaluacio´n en Stereo Foreground Highlighting
(SFH). (a) Ma´scaras generadas automa´ticamente a partir de las anotaciones manuales de los
segmentos de SHPED. (b) Salida de nuestro SFH. (c) Diferencias positivas de la ma´scara
(a) menos la ma´scara (b). Los p´ıxeles blancos representan p´ıxeles ground-truth que no se han
inclu´ıdo en la ma´scara SFH. El ejemplo de la fila superior se considera una buena segmentacio´n,
mientras que el ejemplo de la fila inferior se ven que faltan p´ıxeles en los brazos.
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en SHPED, evaluamos el rendimiento de nuestro me´todo utilizando dos medidas.
En primer lugar, empleamos el porcentaje de partes del cuerpo correctamente
estimadas (en ingle´s Percentage of Correctly estimated body Parts o PCP) que se
proponen en [10].
En segundo lugar, con el fin de compendiar los valores obtenidos para los
diferentes valores de τPCP utilizados para construir la curva-PCP, se calcula el
a´rea bajo la curva PCP (AUC-PCP).
Para fines de evaluacio´n, tanto en me´todos monoculares como este´reo, cada
vista de la imagen este´reo se considera una instancia independiente y, por lo tanto,
los dos PCP obtenidos a partir de las dos vistas no se combinan de ninguna forma.
Para una descripcio´n ma´s detallada de las me´tricas de evaluacio´n, consultar el
Ape´ndice B.
3.4.3. Resultados comparativos
Dado que en nuestra base de datos SHPED (ver Seccio´n A.1) se definen dos
particiones disjuntas, nuestros experimentos siguen una te´cnica de validacio´n cru-
(a)                                               (b)
Figura 3.9: Casos de fallo con SHPE. (Superior) Pose estimada para una sola persona. (In-
ferior) Mapa de disparidad estimado para la regio´n de intere´s y ma´scara despue´s de aplicar
SFH. (a) El brazo derecho del hombre no esta´ incluido en la ma´scara de primer plano debido a
una estimacio´n incorrecta de la disparidad. (b) Los antebrazos izquierdo y derecho y el brazo de-
recho no esta´n incluidos en la ma´scara de primer plano despue´s de aplicar SFH. La informacio´n
a priori de cabeza+ torso es claramente visible en este ejemplo en la regio´n de la cabeza.
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Tabla 3.1: Siglas utilizadas en el presente cap´ıtulo.
Acro´nimo Nombre completo en ingle´s
SPS Stereo Pictorial Structure
SFH Stereo Foreground Highlighting
SHPE Ωmax SHPE framework using the function Ωmax
SHPED Stereo Human Pose Estimation Dataset
EA [10] Eichner et al. ’s framework
FMP [21] Flexible Mixtures of Parts
PCE [22] Human Pose Co-Estimation (Direct Model)
zada de 2 iteraciones. Se calculara´ la media PCP y el a´rea bajo la curva AUC-PCP
en las dos particiones. Se remite al lector a la Tabla 3.1 para un resumen de los
principales acro´nimos utilizados en este cap´ıtulo.
Me´todos de referencia
Con el fin de poner en contexto nuestros resultados, comparamos nuestro me´to-
do con otros me´todos monoculares del estado del arte sobre estimacio´n de la pose.
Dado que cada imagen este´reo tiene su propia anotacio´n, tratamos cada vista de
forma independiente durante la evaluacio´n (es decir, el PCP para la vista izquierda
puede diferir del PCP para la vista derecha).
Eichner et al. [10] (EA) Como nuestro framework se basa en el trabajo de
Eichner et al. [10] (ver Seccio´n 3.2.2), ejecutamos su algoritmo en nuestra base de
datos SHPED mediante el uso de su co´digo fuente [75] y sus para´metros por de-
fecto. A continuacio´n, aplicamos este me´todo para cada vista de la imagen este´reo
de forma independiente. Los resultados de este experimento se resumen en la fila
‘EA’ de la Tabla 3.2.
Mezcla de partes del cuerpo flexibles [21] (FMP) Yang y Ramanan propo-
nen su me´todo de Mezcla de partes del cuerpo flexibles (en ingle´s Flexible Mixtures
of Parts o FMP) [21] para abordar el problema de estimacio´n de la pose humana
en 2D.
Debido a que FMP es considerado uno de los modelos ma´s populares del es-
tado del arte, ejecutamos su co´digo fuente [76] en nuestra base de datos SHPED
para fines de comparacio´n. Utilizamos los para´metros por defecto inclu´ıdos en su
software. Como se ha hecho anteriormente, aplicamos este me´todo para cada vista
de la imagen este´reo de forma independiente. Los resultados de este experimento
se resumen en la fila ‘FMP’ de la Tabla 3.2.
Adema´s, la fila ‘FMP + BB’ muestra los resultados obtenidos cuando se aplica
el me´todo FMP usando las mismas regiones devueltas por nuestra etapa de detec-
cio´n de personas (ver Seccio´n 3.3.1), en lugar de buscar sobre la imagen este´reo
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Tabla 3.2: Comparativa cuantitativa de SHPE con el estado del arte. Aqu´ı se muestran
los resultados cuantitativos despue´s de aplicar los diferentes me´todos en SHPED. Cada entrada
informa sobre los valores AUC-PCP y PCP tanto para la parte superior del cuerpo (en ingle´s
Upper-Body Parts o UBP) como so´lo los brazos (en ingle´s Arms). La columna AUC representa
el valor AUC-PCP, ∆ es la diferencia de los valores de AUC-PCP entre dicho me´todo y EA
(me´todo de referencia), y la columna % muestra en te´rminos de porcentaje la diferencia ∆. Con
respecto a los resultados de PCP, τPCP es el umbral utilizado en la curva de PCP. No´tese
que nuestro me´todo SHPE Ωmax mejora claramente los resultados ofrecidos por el me´todo de
referencia EA [10], sobre todo en los brazos. Los resultados ma´s altos esta´n marcados en negrita.
Algoritmo
AUC-PCP PCP ( %)
UBP Brazos UBPτPCP BrazosτPCP
AUC ∆ % AUC ∆ % 0.2 0.5 0.2 0.5
SHPE Ωmax 0.633 0.047 8.0 0.531 0.066 14.2 50.0 85.6 36.6 79.7
EA [10] + SFH 0.627 0.041 7.0 0.524 0.059 12.7 49.4 84.6 36.1 78.2
FMP [21] 0.599 0.013 2.2 0.509 0.044 9.5 45.7 81.4 36.7 72.9
FMP [21] + BB 0.589 0.003 0.5 0.505 0.040 8.6 44.2 81.3 36.2 73.0
PCE [22] 0.579 -0.007 -1.2 0.469 0.004 0.9 47.2 78.0 34.2 68.7
EA [10] (referencia) 0.586 0 0 0.465 0 0 47.3 78.6 33.1 69.4
completa. Esto permitira´ una comparacio´n mucho ma´s directa con nuestro modelo
SPS.
Coestimacio´n de la pose humana [22] (PCE) El me´todo Coestimacio´n de la
pose humana (en ingle´s Human Pose Co-Estimation o PCE) [22] intenta estimar
una pose comu´n de un grupo de personas en una imagen. Como PCE esta´ de
alguna manera relacionada con nuestro me´todo propuesto en este cap´ıtulo (en
el sentido de compartir una pose comu´n), hemos implementado y ejecutado su
me´todo Modelo Directo, presentado en su art´ıculo original, en nuestra base de
datos SHPED. En este caso, obtenemos estimaciones de la pose comunes para
cada vista de la imagen este´reo.
Utilizamos los mismos para´metros por defecto del detector de la parte superior
del cuerpo y el foreground highlighting (resaltado de primer plano) de [10] para
este me´todo del estado del arte. Los resultados de este experimento se resumen en
la fila ‘PCE’ de la Tabla 3.2.
Evaluacio´n SPS
Para evaluar nuestra propuesta (ver Seccio´n 3.3), seleccionamos los para´metros
libres a fin de maximizar el AUC-PCP en el conjunto de entrenamiento – esto
se repite para cada particio´n de la base de datos SHPED (ver Seccio´n 3.4.1). En
particular, tenemos que establecer el valor de σ para la etapa de Stereo Foreground
Highlighting (resaltado de primer plano este´reo) (ver Seccio´n 3.3.2). Para ello,
llevamos a cabo una bu´squeda por rejilla en los intervalos de σ = [0.190, 0.250].
Al igual que en el protocolo de [30], PCP y AUC-PCP se calculan so´lo en las
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detecciones correctas de personas (cada deteccio´n correcta cubre una pose del
ground-truth).
En nuestro caso, las detecciones de personas cubren el 100 % del ground-truth
de SHPED.
No´tese que utilizamos como entrada de los algoritmos monoculares nuestro
conjunto de regiones espaciales de deteccio´n para todos los me´todos excepto para
‘FMP’, tal como aparece representada en la Tabla 3.2.
La fila ‘SHPE Ωmax’ de la Tabla 3.2 muestra los resultados de nuestro modelo
SPS usando la Ecuacio´n 3.3. No´tese que mostramos los resultados AUC-PCP tanto
para toda la parte superior del cuerpo (en ingle´s Upper-Body Parts o UBP) como
para so´lo los brazos y antebrazos (arms). Adema´s, mostramos los resultados PCP
para los valores 0.2 y 0.5 de τPCP .
Para evaluar la contribucio´n de nuestra etapa SFH (Seccio´n 3.3.2) en el rendi-
miento del sistema, en lugar de utilizar el modelo de SPS (Seccio´n 3.3.3) para la
inferencia, usamos el enfoque monocular de Eichner et al. [10] en la segmentacio´n
final de SFH. Los resultados de este caso se muestran en la fila ‘EA+SFH’ de la
Tabla 3.2.
Usando nuestras anotaciones ground-truth de la pose, tratamos de evaluar el
porcentaje de p´ıxeles de primer plano que se pierden despue´s de la etapa SFH
(Seccio´n 3.3.2). En la particio´n A perdemos alrededor de un 4.8 %, mientras que
en la particio´n B perdemos alrededor de un 3.1 % de los p´ıxeles de primer plano.
Dos ejemplos se muestran en la Figura 3.8, en la fila superior se pierden so´lo unos
pocos de p´ıxeles (ver los p´ıxeles blancos de la ma´scara binaria superior de la Figura
3.8(c)); sin embargo, un porcentaje significativo de p´ıxeles no esta´n incluidos en el
primer plano en el ejemplo representado en la fila inferior (ver los p´ıxeles blancos
de la ma´scara binaria inferior de la Figura 3.8(c)).
En general, las estimaciones incorrectas de la pose con SPS se deben a esti-
maciones inexactas de los mapas de disparidad. Dos ejemplos de dichos fallos se
muestran en la Figura 3.9. En ambos casos, el modelo SPS no esta´ en condiciones
de estimar correctamente la localizacio´n de partes del cuerpo ya que han sido eli-
minadas previamente en la etapa de SFH (Seccio´n 3.3.2): un brazo en el caso de
la Figura 3.9(a), y dos brazos en el caso de la Figura 3.9(b).
Adema´s de las tablas descritas anteriormente, la Figura 3.10 presenta una
comparativa de curvas PCP de los me´todos ejecutados en las particiones A y B
(columna izquierda y derecha de la Figura 3.10, respectivamente). La fila superior
de la Figura 3.10 corresponde a toda la parte superior del cuerpo (en ingle´s Upper-
Body Parts o UBP), mientras que la fila inferior de la Figura 3.10 se corresponde
con las cuatro partes del cuerpo relacionadas con los brazos (en ingle´s Arms). El
valor de la me´trica AUC-PCP para cada me´todo se muestra en pare´ntesis en la
leyenda de las gra´ficas.
La Figura 3.11 muestra algunos ejemplos de poses correctamente estimadas en
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diversas situaciones muy complicadas, as´ı como una estimacio´n no tan precisa y dos
fallos en situaciones dif´ıciles (es decir, 5–b contiene una estimacio´n muy compleja
de la pose de los brazos y 5–c muestra brazos borrosos debido al movimiento).
3.4.4. Comparacio´n con el estado del arte
Si comparamos, en te´rminos de AUC-PCP, la fila ‘EA’ con la fila ‘SHPE Ωmax’
de la Tabla 3.2, podemos ver co´mo nuestra metodolog´ıa este´reo contribuye en
gran medida al rendimiento final del sistema: un 8 %. Si nos centramos so´lo en
la estimacio´n de los brazos (es decir, 4 partes del cuerpo de un total de 6), la
mejora es au´n mayor: un 14.2 %. En nuestra opinio´n, la clara mejor´ıa mostrada
por SHPE es debido a la etapa de Stereo Foreground Highlighting o resaltado de
primer plano este´reo (Seccio´n 3.3.2), donde la eliminacio´n de p´ıxeles del fondo es
ma´s precisa gracias a la utilizacio´n de los mapas de disparidad. De hecho, dicha
etapa facilita la labor de estimacio´n en etapas posteriores. Este hecho se refleja
en la fila ‘EA+SFH’, donde la segmentacio´n basada en la disparidad aumenta el
rendimiento hasta en un 7 % con respecto a ‘EA’.
El primer modelo que propone Eichner et al. [22] (ver Seccio´n 3.4.3) para la
coestimacio´n se utiliza en nuestra comparacio´n (fila ‘PCE’ de la Tabla 3.2). Sin
embargo, los resultados obtenidos en este caso son au´n ma´s bajos que con los ob-
tenidos del modelo de [10] (fila ‘EA’). En nuestra opinio´n, aunque las regiones de
deteccio´n deben estar alineadas debido a la estructura del modelo para la parte
superior del cuerpo que usan, los ligeros desplazamientos existentes entre los teo´ri-
camente puntos de correspondiencia entre las dos vistas de una imagen este´reo
conducen a una pobre combinacio´n de los potenciales basados en la apariencia en
su modelo de estructura picto´rica durante la inferencia.
Tambie´n comparamos con el exitoso modelo de Yang y Ramanan [21] (fila
‘FMP’ de la Tabla 3.2). Verificamos que FMP mejora sobre el la referencia de base
(EA) en un 2.2 %. Sin embargo, nuestro modelo SPS mejora con respecto a FMP
alrededor de un 5.7 % en toda la parte superior del cuerpo y un modesto 4.3 % en
los brazos en te´rminos de AUC-PCP. Hay que tener en cuenta que FMP utiliza un
modelo articulado con subpartes a diferencia de nuestro modelo, lo que permite a
FMP una estimacio´n precisa de los brazos con respecto a otros modelos, pero con
un aumento significativo en el coste computacional. Adema´s, las partes del cuerpo
pueden ser estiradas y encogidas independientemente, en contraste con nuestro
modelo que tiene una escala comu´n dada por el detector de la parte superior del
cuerpo. Comparando la fila ‘FMP’ con ‘FMP+BB’, podemos decir que FMP no
se beneficia de la utilizacio´n de una etapa inicial de deteccio´n de personas para
limitar su bu´squeda, ya que ambos resultados son muy similares. En la Figura
3.12, podemos comparar visualmente algunos de los resultados obtenidos por los
modelos de SHPE y FMP. No´tese que la mayor´ıa de los casos donde los brazos
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esta´n estirados son tratados correctamente por SHPE en contraste con FMP.
En te´rminos de PCP (las cuatro columnas ma´s a la derecha de la Tabla 3.2),
nuestro modelo SPS alcanza un 85.6 % a 0.5 en UBP τPCP . Este valor es superior
tanto al me´todo de ‘EA’ (78.6 %) como de ‘FMP’ (81.4 %). Centra´ndonos en los
brazos, FMP y SPS se comporta bastante similar a 0.2 en Arms τPCP .
Por u´ltimo, en la Figura 3.10, podemos observar visualmente que (i) la curva
correspondiente al modelo de SPS esta´, en general, por encima de los otros me´todos
de referencia (mejor PCP); (ii) FMP ofrece mejores estimaciones que EA y PCE;
y, (iii) la estimacio´n de la particio´n B es ma´s dif´ıcil que de la particio´n A.
3.4.5. Tiempos de ejecucio´n
Mostramos aqu´ı un desglose de los tiempos de ejecucio´n en las diferentes etapas
de nuestro me´todo propuesto dada una regio´n espacial de la parte superior del
cuerpo. La implementacio´n se ha realizado tomando como base el co´digo fuente del
me´todo de Eichner et al. [10] publicado por sus autores. La mayor´ıa del co´digo esta´
escrito en MATLAB con algunas funciones mex. El co´digo no se ha paralelizado
ni se ha optimizado y se ha ejecutado en un PC con GNU/Linux (Ubuntu 12.04
LTS), 6 GB de RAM y una CPU a 3.4 GHz. En promedio, por una regio´n espacial
de taman˜o de 160 × 140, la etapa Stereo Foreground Highlighting (resaltado de
primer plano este´reo) tarda 2.2 segundos y la etapa de inferencia con SPS tarda
8.6 segundos.
Adema´s, la rectificacio´n de cada imagen este´reo (con un taman˜o de imagen
este´reo de 1280× 720 p´ıxeles) tarda, en promedio, 1.8 segundos. Hay que tener en
cuenta que esta rectificacio´n no se lleva a cabo para cada persona, sino para cada
imagen este´reo. La estimacio´n de los para´metros de la transformacio´n se calcula
una vez por secuencia y tarda, en promedio, 16.6 segundos.
3.5. Discusio´n
Este cap´ıtulo ha presentado una novedosa te´cnica para calcular automa´tica-
mente la pose humana 2D en ima´genes este´reo extra´ıdas de secuencias de v´ıdeo
este´reo. Adema´s, todo el trabajo presentado en este cap´ıtulo junto con nuestra
base de datos SHPED (ver Ape´ndice A) se ha redactado y enviado en forma de
art´ıculo a la revista Machine Vision and Applications y ha sido aceptado (ma´s
informacio´n sobre este art´ıculo en el Cap´ıtulo 5).
Nuestra propuesta ampl´ıa el me´todo monocular de Eichner et al. [10] de tres
maneras: (i) una adaptacio´n al detector de personas con un algoritmo de segui-
miento para secuencias de v´ıdeo este´reo; (ii) un nuevo algoritmo denominado Ste-
reo Foreground Highlighting (resaltado de primer plano este´reo) para segmentar
personas mediante el uso de mapas de disparidad; y (iii) un nuevo modelo de
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estructura picto´rica este´reo (en ingle´s Stereo Pictorial Structure o SPS ) que se
ejecuta sobre dos vistas en una imagen este´reo para encontrar la pose humana de
la parte superior del cuerpo ma´s probable. Con el fin de probar el me´todo propues-
to, hemos creado una base de datos denominada Stereo Human Pose Estimation
Dataset con anotaciones ground-truth y que se ha puesto online a disposicio´n de
la comunidad investigadora.
Los resultados obtenidos en nuestra base de datos muestran que nuestra pro-
puesta supera favorablemente a otros me´todos del estado del arte, tales como [10]
y [21]. Nuestro me´todo combina la informacio´n de las dos vistas en una imagen
este´reo para obtener la mejor aproximacio´n de la pose humana de la parte supe-
rior del cuerpo, mejorando otros me´todos monoculares que se ejecutan de forma
independiente en cada vista.
Por u´ltimo, debe indicarse que, aunque nuestra propuesta se ha definido para
la parte superior del cuerpo, se puede extender fa´cilmente a cuerpos completos.
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Figura 3.10: Comparacio´n de curvas PCP para estimacio´n de la pose este´reo en las par-
ticiones A y B de SHPED. El rendimiento del framework de Eichner et al. [10] se muestra en
esta figura como el me´todo de referencia (cuadrados negros). Las curvas restantes representan
tanto nuestro me´todo propuesto en este cap´ıtulo (l´ınea azul) como me´todos de la competencia.
Los valores de AUC-PCP para cada me´todo se muestran en pare´ntesis. Todos los modelos se
ejecutan de forma independiente tanto en la particio´n A (columna izquierda) como en la parti-
cio´n B (columna derecha) de SHPED; a su vez esta´n clasificados en dos grupos: parte superior
del cuerpo (en ingle´s Upper-Body Parts o UBP) (fila superior) y brazos (en ingle´s Arms (fila
inferior). En promedio, el mejor resultado se devuelve por nuestro me´todo SHPE Ωmax. Esto
es especialmente relevante en el caso de los brazos para τPCP = 0.5.
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(a)                                      (b)                                        (c)
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Figura 3.11: Resultados cualitativos en SHPED aplicando SHPE Ωmax. Las filas 1 a 4
muestran ejemplos de e´xito, mientras que 5a muestra un ejemplo casi exitoso, 5b y 5c muestran
dos ejemplos de fracaso. Observe la variedad en las ima´genes y la pose del brazo donde nuestro
me´todo cumple con e´xito (por ejemplo, 1a–c, 2c, 3c, 4b). Las ima´genes son desafiantes, por
ejemplo una persona puede cubrir solamente una pequen˜a proporcio´n del a´rea de la imagen
(2b, 4a), otras pueden aparecer a diferentes escalas (3b) o la iluminacio´n var´ıa en un amplio
intervalo (2a). A veces, hay un pobre contraste entre las personas y el fondo, lo que impide
el uso de te´cnicas cla´sicas de sustraccio´n de fondo (3a, 4c). Examinando los casos de fracaso,
encontramos que nuestro modelo puede confundirse a veces por una excesivo plegado de los brazos
(5b) (tanto los antebrazos como los brazos ocupan pra´cticamente la misma regio´n en la imagen)
o cuando la ca´mara se esta´ moviendo ra´pidamente, provocando un intenso desenfoque (5c).
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(a)                                     (b)                                   (c)                                     (d)
SHPE
FMP
Figura 3.12: Comparacio´n cualitativa entre SHPE y FMP. (Superior) Poses obtenidas por
nuestro me´todo. (Inferior) Poses obtenidas segu´n el modelo FMP. Las estimaciones erro´neas
esta´n marcadas con un borde rojo.
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Cap´ıtulo 4
Modelo de Recombinacio´n
de Partes Este´reo
4.1. Introduccio´n
El objetivo en este Cap´ıtulo es estimar partes del cuerpo humano en v´ıdeos
este´reo de ca´maras 3D mediante el uso de informacio´n tanto de color como de
disparidad. En contraposicio´n con el anterior Cap´ıtulo 3 donde se estima la pose
en ima´genes este´reo sin tener en cuenta informacio´n temporal, la propuesta que
se ofrece en este Cap´ıtulo se beneficia de secuencias este´reo para estimar con ma´s
precisio´n la pose humana.
La idea principal se muestra en la Figura 4.1 en donde primero se segmenta
la persona (en cada una de las vistas) mediante el uso de la disparidad y de la
informacio´n de la apariencia; despue´s, con la ayuda de informacio´n a priori sobre
la posible localizacio´n de los hombros, se infieren las partes del cuerpo; finalmente,
se combinan las partes del cuerpo obtenidas en las diferentes vistas con la mejor
configuracio´n.
Las principales contribuciones del me´todo propuesto en este cap´ıtulo se pueden
resumir de la siguiente manera: (i) un conjunto de etapas para reducir el espacio
de bu´squeda de las partes del cuerpo en las ima´genes este´reo; (ii) un me´todo para
combinar las partes del cuerpo en las secuencias este´reo; (iii) una metodolog´ıa pa-
ra estimar las poses de mu´ltiples personas en ima´genes este´reo; y, (iv) un estudio
experimental exhaustivo usando tres bases de datos del actual estado del arte (IN-
RIA Movie 3D, Poses in the Wild, Stereo Human Pose Estimation Dataset) para
validar nuestro trabajo. Lo que pretendemos demostrar es que nuestra propuesta
mejora consistentemente los resultados de otros trabajos publicados anteriormente
sobre las bases de datos consideradas.
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Figura 4.1: Objetivo de este cap´ıtulo. Dada una secuencia de v´ıdeo este´reo, el objetivo es
localizar la posicio´n y orientacio´n de las partes del cuerpo humano. La disparidad e informacio´n
temporal se utiliza para seleccionar y combinar las configuraciones ma´s estables a lo largo de la
secuencia.
El resto del cap´ıtulo se organiza de la siguiente manera. Nuestra propuesta
completa para la estimacio´n partes del cuerpo en las secuencias este´reo se descri-
be en la Seccio´n 4.2. A continuacio´n, la Seccio´n 4.3 contiene los experimentos y
resultados. Por u´ltimo, se presenta la discusio´n de dichos resultados en la Seccio´n
4.4.
4.2. Propuesta
Se describe en esta seccio´n la metodolog´ıa que seguimos para estimar poses
humanas en 2D en secuencias de v´ıdeo este´reo.
Dada una ventana de imagen que contiene una sola persona, devuelto por
un detector de personas (ver Seccio´n 4.2.2), los pasos que proponemos para la
estimacio´n de la pose en 2D son: (i) eliminar los p´ıxeles del fondo mediante el
uso de la disparidad e informacio´n de la apariencia (Seccio´n 4.2.3); (ii) estimar la
pose de forma independiente en cada parte de la imagen este´reo de cada secuencia
(Seccio´n 4.2.1); y, (iii) combinar las poses estimadas de forma independiente en una
u´nica pose comu´n en cada imagen este´reo mediante la imposicio´n de restricciones
dadas por los datos este´reo (ver Seccio´n 4.2.4).
A continuacio´n, se comienza con un resumen de la propuesta de Cherian et
al. [19] que estima la pose de partes del cuerpo en secuencias de v´ıdeo monoculares.
A continuacio´n, describiremos nuestros cambios en su me´todo para tomar ventaja
de la informacio´n este´reo para mejorar la estimacio´n de la pose.
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Figura 4.2: Modelo gra´fico de Mezcla de Secuencias de Partes del Cuerpo. (a) Estimacio´n
de partes del cuerpo (cabeza ([h]ead), hombros, codos y mun˜ecas a la izquierda y derecha ([l]eft
and [r]ight [s]houlders, [e]lbows and [w]rists) de It usando aristas temporales en It+1 en codos y
mun˜ecas. (b) Modelo gra´fico conectando articulaciones en dos fotogramas consecutivos (It, It+1).
4.2.1. Mezcla de secuencias de partes del cuerpo
Sea I = (I1, I2, ..., IT ) una secuenca de v´ıdeo de longitud T , donde Ii representa
un fotograma del v´ıdeo (es decir, una imagen este´reo).
El objetivo del me´todo propuesto por [19] es estimar la pose de las partes
del cuerpo (cabeza, hombros, codos y mun˜ecas) de personas detectadas en una
secuencia de v´ıdeo (Figura 4.2.(a)).
Para este propo´sito, ellos define un modelo gra´fico G = (V, E), donde V son
los ve´rtices (en este caso partes del cuerpo) y E son las aristas (conexiones entre
pares de partes del cuerpo). Una pose p con referencia a G esta´ definida como un
conjunto de coordenadas 2D (xu, yu) que representan la posicio´n de las partes del
cuerpo en una imagen:
p = {pu = (xu, yu) ∈ R2 : ∀u ∈ V}
Esta fo´rmula conlleva la funcio´n de coste C(I, p) que tiene que ser minimizado
para estimar la pose del cuerpo:
C(I, p) =
∑
u∈V
φu(I, p
u) +
∑
(u,v)∈E
ψu,v(p
u − pv), (4.1)
donde φu(I, p
u) es el te´rmino de apariencia para la parte del cuerpo u en la
posicio´n pu y ψu,v(p
u − pv) es el coste de deformacio´n para las partes del cuerpo
(u, v). Ma´s detalles sobre estos te´rminos pueden encontrarse en [21].
Adema´s de las aristas definidas entre las partes del cuerpo y para imponer
una consistencia temporal entre las poses del cuerpo, Cherian et al. introduce una
arista temporal entre los pares de partes put y p
u
t+1. Por tanto, la nueva funcio´n de
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coste para la secuencia de v´ıdeo complete se redefenir´ıa como:
C(IT , pT ) +
T−1∑
t=1
C(It, pt) + λ1θ(pt, pt+1, It, It+1), (4.2)
donde λ1 es un para´metro de regularizacio´n y la funcio´n θ mide la consistencia
entre las poses en dos fotogramas consecutivos. En particular, θ es definido como:
θ(pt, pt+1, It, It+1) =
∑
u∈V
||put+1 − put − ft(put )||22, (4.3)
donde ft(p
u
t ) corresponde al flujo o´ptico entre fotogramas It e It+1 en la posi-
cio´n put .
Como el modelo gra´fico propuesto contiene bucles y, por tanto, es un problema
de inferencia intratable, ellos proponen tanto una simplificacio´n del modelo (Figura
4.2.(b)) como un enfoque en dos etapas: (i) generar un conjunto de candidatos de
poses en cada fotograma; y, (ii) descomponer todo el conjunto de candidatos de
poses en extremidades para luego recomponer la pose completa combinando dichas
partes del cuerpo en toda la secuencia.
4.2.2. Deteccio´n de personas
El primer paso de nuestro me´todo es delimitar la regio´n de imagen donde se en-
cuentra la persona, permitiendo que nuestro me´todo pueda utilizarse en ima´genes
que contengan varias personas, a diferencia de [19].
Para ello, ejecutamos el me´todo de detector de objetos propuesto por [77]
denominado Faster R-CNN que se basa en redes neuronales convolucionales y la
proposicio´n de regiones para hipotetizar la localizacio´n de objetos. La salida del
detector es un conjunto de regiones espaciales rectangulares. En nuestro caso, cada
regio´n esta´ ligeramente ampliada con la idea de cubrir diversas configuraciones de
los brazos (ej. brazos extendidos lateralmente o brazos hacia arriba).
Las etapas posteriores de nuestro me´todo se llevara´n a cabo so´lo con la infor-
macio´n de la imagen acotada por dichas regiones ampliadas.
Asimismo, dentro de la regio´n delimitada ejecutamos el detector de personas
de [10] para localizar la parte superior del cuerpo. El resultado de esta ejecucio´n
se usara´ en la inicializacio´n de la segmentacio´n basada en la disparidad (Seccio´n
4.2.3) y para definir posiciones a priori sobre la ubicacio´n de las articulaciones de
los hombros.
4.2.3. Segmentacio´n de personas
Para la segmentacio´n de personas, adoptamos el te´rmino foreground highligh-
ting (resaltado de la persona) definido por [18]. Este resaltado es el proceso de
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Figura 4.3: Segmentacio´n en Modelo de Recombinacio´n de Partes Este´reo. (a) Se aplican
dos me´todos de segmentacio´n: uno basado en la disparidad (SFH) y otro basado en la apariencia
(CRF-RNN). (b) Para evitar la falta p´ıxeles del cuerpo, se aplica un operador lo´gico OR a las
ma´scaras binarias obtenidas.
eliminacio´n de p´ıxeles del fondo de una imagen objetivo para limitar el espacio de
bu´squeda de las extremidades del cuerpo de una persona.
Proponemos aqu´ı dos enfoques complementarios para ese propo´sito. El primero
de ellos se basa en la disparidad estimada por p´ıxel. La idea es aplicar un me´todo
de umbralizacio´n en el mapa de disparidad para eliminar la mayor cantidad de
p´ıxeles de fondo posible. Para tal fin, seguimos la idea del Cap´ıtulo 3 con el ‘resal-
tado este´reo de objetos’ denominado SFH (siglas en ingle´s de Stereo Foreground
Highlighting). Recordemos que SFH es un algoritmo de crecimiento de regiones
sobre el mapa de disparidad en el cual se coloca la semilla en el centro de una
regio´n en el torso. Dicha regio´n es establecida a priori y esta´ basada en el detec-
tor de parte superior del cuerpo (ver Seccio´n 4.2.2). Se asume que los valores de
disparidad del cuerpo de la persona siguen una distribucio´n normal en donde se
estiman los valores de media y varianza en la regio´n predefinida. Un ejemplo de
aplicacio´n de este me´todo se puede ver en la parte superior de la Figura 4.3.(a).
La salida es una ma´scara binaria donde los p´ıxeles del primer plano (persona) se
representan de color blanco y los p´ıxeles de fondo de color negro.
El segundo enfoque propuesto para reducir el espacio de bu´squeda se basa en
la informacio´n de color. El me´todo de [78] permite asignar una etiqueta de clase
(a partir de un conjunto de predefinidas) para cada p´ıxel en la imagen objetivo.
Este me´todo, denominado CRF-RNN, se basa en una red neuronal convolucional
combinada con un campo aleatorio condicional (Conditional Random Field o CRF
en ingle´s). Para nuestro caso, estamos interesados en los p´ıxeles etiquetados de
forma automa´tica por el me´todo como persona. Se demuestra en la parte inferior
de la Figura 4.3.(a) un caso t´ıpico de aplicacio´n de este me´todo.
Si prestamos atencio´n a la salida de ambos me´todos en la Figura 4.3, nos
damos cuenta de que SFH ha eliminado el brazo derecho de la persona. Mientras
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que CRF-RNN ha eliminado parte del brazo izquierdo. Sin embargo, la solucio´n
deseada ser´ıa la combinacio´n de ambas ma´scaras de segmentacio´n. Por lo tanto,
combinamos las dos ma´scaras de segmentacio´n mediante el operador lo´gico OR,
esto es, la unio´n de ambos conjuntos de p´ıxeles de primer plano. El resultado final
se puede ver en la Figura 4.3.(b). Hay que tener en cuenta que esta eleccio´n es
conservadora con la idea de no eliminar erro´neamente p´ıxeles pertenecientes a la
persona.
4.2.4. Recombinacio´n de partes en v´ıdeos este´reo
Sea S = (IA, IB) una secuencia de v´ıdeo este´reo, donde IA = (IA1 , IA2 , ..., IAT )
y IB = (IB1 , IB2 , ..., IBT ) corresponden las ima´genes izquierda y derecha, respectiva-
mente, de una imagen este´reo. El objetivo es encontrar una pose comu´n del cuerpo
en un determinado instante de tiempo t para cada imagen de la pareja este´reo.
Dada una parte del cuerpo puA = (x
u
A, y
u
A) en la imagen izquierda estara´ relacio-
nada con la parte del cuerpo puB = (x
u
B , y
u
B) en la imagen derecha por la disparidad
δ en la posicio´n: puB = (x
u
A + δ, y
u
A).
A continuacio´n se discuten dos formas de utilizacio´n de las ima´genes este´reo
con el fin de mejorar la estimacio´n de la pose a lo largo de la secuencia de v´ıdeo
este´reo.
Recombinacio´n este´reo de extremidades
Dada una secuencia de v´ıdeo este´reo, para cada vista de la imagen este´reo del
fotograma t generamos un conjunto de K candidatos de poses PAt y PBt usando el
algoritmo n−best de [79], como se hace en [19]. Luego, con el fin de recombinar los
candidatos de poses de cada vista en una imagen este´reo, proponemos combinar
los mejores candidatos de cada vista con el fin de obtener un nuevo conjunto
Pt =
{
P ′At
⋃
(P ′Bt + δ)
}
, donde Pt es la unio´n de los mejores K/2 candidatos de
poses para cada vista de la imagen este´reo en el fotograma t. Usamos el valor de la
disparidad δ para trasladar la coordenada x de PBt y as´ı ajustar el desplazamiento
horizontal.
Una vez que los mejores candidatos de poses desde cada punto de vista han
sido combinados en el nuevo conjunto, utilizamos programacio´n dina´mica para
minimizar la funcio´n de coste definida en la ecuacio´n 4.2.
Finalmente, se aplica la recombinacio´n de partes del cuerpo de [19] y se corrige
el cambio hecho en B restando los valores de disparidad an˜adidos previamente.
Este me´todo lo denominamos Recombinacio´n Este´reo de Extremidades (del
ingle´s Stereo Limb Recombination o SLR) y se resume gra´ficamente en la Figura
4.4 (arriba).
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Figura 4.4: Mezcla de Partes del Cuerpo en Secuencias Este´reo. (arriba) Recombinacio´n
Este´reo de Extremidades: los candidatos de poses de partes del cuerpo para cada vista de la
imagen este´reo se combinan antes de la optimizacio´n global. (abajo) Extremidad mejor puntuada:
las partes del cuerpo de cada vista de la imagen este´reo se combinan despue´s de optimizar cada
vista independientemente.
Extremidad Mejor Puntuada
Nos centramos ahora en los brazos, donde se encuentra generalmente la mayor
variabilidad.
Despue´s de ejecutar el me´todo monocular completo para cada vista de la ima-
gen este´reo, una forma alternativa de aprovechar la informacio´n este´reo es selec-
cionar las poses candidatas con las puntuaciones ma´s altas de cada vista.
La idea aqu´ı es seleccionar de forma independiente la mejor configuracio´n de
las poses en cada vista y combinarlas en una sola configuracio´n para la pareja
este´reo. Para ello, en cada una de las vistas, izquierda y derecha, seleccionamos
la pose de los brazos Parm con la mejor puntuacio´n. Por u´ltimo, para cada vista
trasladamos la coordenada x de Parm con el correspondiente valor de disparidad.
Este me´todo lo denominamos Extremidad Mejor Puntuada (en ingle´s Best
Limb Score o BLS) y se resume gra´ficamente en la Figura 4.4 (abajo).
4.2.5. A priori sobre articulaciones
La regio´n devuelta por el detector de la parte superior del cuerpo, en ade-
lante BB, nos permite restringir las a´reas espaciales donde los hombros deber´ıan
localizarse.
Hemos establecido dos a´reas rectangulares a priori situadas cerca de las es-
quinas inferiores de BB como se ve en la Figura 4.5(a). Estas a´reas tienen una
relacio´n de taman˜o aproximadamente de 0.3 con respecto a BB.
Dicha informacio´n a priori se transfiere al proceso de estimacio´n calculando una
puntuacio´n entre la pose inicial propuesta y la a priori. En particular, se calcula
la relacio´n de solapamiento υ entre una regio´n definida a partir de la posicio´n
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(a)                                                        (b)
Figura 4.5: Aplicacio´n de informacio´n a priori de hombros (a) Dado un delimitador del
detector de la parte superior del cuerpo, establecemos dos a priori de hombros (verde). (b) Su-
perponemos nuestro delimitadores a priori Bp con las estimaciones Bs y calculamos la relacion
de solapamiento (en ingle´s overlap ratio).
estimada (Bs) y otra regio´n definida a partir del a priori (Bp) de la siguiente
manera:
υ =
area (Bs ∩Bp)
area (Bs ∪Bp) , (4.4)
donde Bs y Bp corresponden a los delimitadores de la estimacio´n de los hom-
bros inicial y del a priori, respectivamente. El valor de υ esta´ en [0, 1] (donde el
valor 1 representa un solapamiento perfecto). Finalmente, sumamos este valor a
la puntuacio´n del candidato de pose, incrementando su probabilidad.
Un ejemplo de este solapamiento puede verse en la Figura 4.5.(b).
4.3. Experimentos y Resultados
Aqu´ı se describen los experimentos que llevamos a cabo para validar la pro-
puesta de este cap´ıtulo de estimacio´n de la pose humana en v´ıdeos este´reo.
Nuestros experimentos se han realizado sobre tres bases de datos del estado del
arte para estimacio´n de la pose: Stereo Human Pose Estimation Dataset (SHPED)
(ver Ape´ndice A.1), Poses in the Wild (ver Ape´ndice A.2) e INRIA 3D Movie
Dataset (ver Ape´ndice A.3).
4.3.1. Detalles de implementacio´n
Para´metros del modelo
Usamos los te´rminos de apariencia entrenados y los valores de deformacio´n de
[19], disponible en l´ınea junto con el co´digo fuente de su me´todo [24]. Esto nos
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permitira´ una comparacio´n directa con su trabajo.
Ca´lculo del flujo o´ptico
Para el ca´lculo del flujo o´ptico en secuencias de ima´genes monoculares utiliza-
mos la te´cnica de [80] como se propone en [19]. Este trabajo integra las correspon-
dencias de un descriptor de articulaciones con un me´todo variacional.
Para una estimacio´n precisa en los mapas de disparidad de las ima´genes este´reo,
utilizamos el me´todo de [11]. Hay que recordar que los mapas de disparidad se
utilizan tanto para la segmentacio´n de personas en el me´todo SFH (Seccio´n 4.2.3)
como para ajustar el desplazamiento horizontal de las poses estimadas (Seccio´n
4.2.4) en una imagen este´reo.
Me´tricas de evaluacio´n
Utilizamos dos me´tricas de evaluacio´n para comparar los diferentes me´todos
del estado de arte. Utilizamos dos ya que dichos me´todos con los que comparamos
no usan la misma me´trica: error de localizacio´n en puntos clave (en ingle´s Keypoint
Localization Error o KLE) (ver Ape´ndice B.2) y precisio´n media de puntos clave
(en ingle´s Average Precision of Keypoints o APK ) (ver Ape´ndice B.3).
Para SHPED y PIW, nosotros aplicamos KLE de [81]. Para cada parte del
cuerpo sime´trica (por ejemplo los codos, las mun˜ecas, etc.), se evalu´a el porcentaje
medio (avg) de los lados izquierdo y derecho, y el porcentaje ma´ximo (max ) de
dichos lados. Hay que tener en cuenta que porcentaje ma´ximo (max ) es la u´nica
me´trica que se utiliza en [19].
Para la base de datos INRIA 3DMovie Dataset, utilizamos APK de [21], al
igual que en [48].
4.3.2. Ana´lisis de las diferentes etapas
Empezaremos por el estudio de la contribucio´n en cada etapa de nuestro me´to-
do sobre el rendimiento final del sistema. Para este experimento nos centramos
principalmente en SHPED, ya que contiene todas las caracter´ısticas que necesita
nuestro sistema (es decir, secuencias temporales de ima´genes este´reo).
En el grupo superior de filas de la Tabla 4.1 se muestra las diferentes confi-
guraciones que evaluamos, donde ‘S’ indica que se ha usado la segmentacio´n de
personas de la Seccio´n 4.2.3, ‘P’ indica que se ha aplicado el a priori de hombros de
la Seccio´n 4.2.5, y, por u´ltimo, ‘BLS’ y ‘SLR’ se refieren a que se ha usado nuestros
me´todos de combinacio´n de partes de la Seccio´n 4.2.4. Hay que tener en cuenta
que la fila ‘MBP + BB’ se refiere al me´todo original de MBP ayudado con nuestra
deteccio´n de personas (Seccio´n 4.2.2) para hacer frente a varias personas en una
u´nica imagen (la versio´n del co´digo original no dispone de esta caracter´ıstica).
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Los resultados indican que cada una de las etapas que proponemos aporta
mejoras en la MBP monocular original. La mejora ma´s importante, con respecto a
MBP en un 5 % aproximadamente, esta´ dada por el uso del a priori de hombros,
seguido por el uso de SLR, que aumenta la precisio´n de la mun˜eca en un 7 %
aproximadamente.
Aunque la base de datos PIW no contiene ima´genes este´reo, pero s´ı fotogramas
de v´ıdeo monocular, estudiaremos en ella la contribucio´n de varias de nuestras
etapas. Los resultados de este estudio se resumen en la Tabla 4.2. En este caso,
podemos ver que nuestra etapa de segmentacio´n ‘S’ (en este caso usando so´lo
el color, ya que no disponemos de la disparidad) trae una pequen˜a mejora con
respecto a cada una de las partes del cuerpo.
Y, aplicando el a priori de hombros (fila ‘S + P’) la mejora es au´n mayor (apro-
ximadamente un 3 %). Por lo tanto, se puede concluir que un sistema monocular
de estimacio´n de la pose humana basado en MBP se puede mejorar mediante el
uso de estas dos etapas propuestas.
Hay que tener en cuenta que si bien se trata de un hallazgo positivo, queremos
recordar que el objetivo final de nuestro trabajo son las secuencias de v´ıdeo este´reo.
Por tanto, un posible nuevo estudio sobre el caso monocular queda relegado para
un futuro trabajo.
Por u´ltimo, las filas superiores de la Tabla 4.3 resumen los resultados de las
diferentes variantes de nuestro me´todo en las ima´genes este´ro de la base de datos
INRIA 3D Movie. Esta base de datos no proporciona secuencias de v´ıdeo tempo-
rales, sino ima´genes este´reo aisladas. Por lo tanto, la consistencia temporal que
necesita nuestro me´todo no se puede aplicar. Sin embargo, para la completitud
de nuestro estudio se muestran los resultados obtenidos mediante el uso de un
modelo simplificado. Se puede ver que, como ya se observo´ en las otras bases de
datos, el a priori de hombros aporta la mayor mejora con respecto a MBP (un
12 % aproximadamente en promedio). A medida que la informacio´n temporal no
esta´ disponible, BLS y SLR no ayudan a mejorar mucho los resultados.
Algunos resultados cualitativos se muestran en la Figura 4.6. Hay que tener en
cuenta co´mo nuestro me´todo devuelve poses correctas en diferentes y desafiantes
escenarios, incluso con mu´ltiples personas.
4.3.3. Comparacio´n con el estado del arte
Para propo´sitos de comparacio´n, incluimos en las Tablas 4.1, 4.2 y 4.3 resulta-
dos de varios me´todos del estado del arte en diferentes bases de datos. En algunos
casos, hemos ejecutado el co´digo fuente original de los autores, si estaba dicho
co´digo disponible en l´ınea. Estos me´todos se encuentran en las filas inferiores de
cada tabla.
Los resultados en SHPED para varios valores de umbral de la me´trica KLE se
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(a)
(b)
(c)
Figura 4.6: Resultados cualitativos en SHPED, PIW e INRIA 3DMovie Dataset. El me´to-
do usado esta´ entre pare´ntesis; la u´ltima columna corresponde a estimaciones erro´neas. (a)
SHPED (‘S + P + SLR’): contiene secuencias este´reo de v´ıdeos obtenidos en YouTube. (b)
PIW (‘S (Color) + P’): contiene secuencias monoculares de pel´ıculas de Hollywood. (c) INRIA
3DMovie (‘S + P + BLS’): contiene ima´genes este´reo individuales de pel´ıculas de Hollywood.
Los fotogramas con borde rojo contienen estimaciones inexactas.
resumen en la Figura 4.7, donde se representa el porcentaje de puntos significativos
correctamente localizados. Adema´s, para cada me´todo se presenta el a´rea bajo la
curva entre pare´ntesis.
En el caso de los me´todos de estimacio´n de la pose monoculares, donde cada
vista (derecha e izquierda) de la imagen este´reo contiene sus propias anotaciones
ground-truth, se evalu´a cada vista de forma independiente.
Una comparativa visual de los resultados obtenidos por nuestro me´todo y por
los me´todos del estado del arte se presenta en la Figura 4.8. Cada fila muestra una
ventana acotada de un mismo fotograma de una base de datos. La columna ‘Ours’
contiene nuestros resultados, especificando la combinacio´n de etapas ejecutada
segu´n las caracter´ısticas (es decir, monocular/este´reo, imagen/secuencia) de la
base de datos.
Indicamos a continuacio´n do´nde y co´mo hemos aplicado cada me´todo compa-
rativo.
Mezcla de secuencias de partes del cuerpo (MBP)
Usamos el co´digo fuente proporcionado por los autores de [19], que tambie´n
publicaron la base de datos PIW, para ejecutar su me´todo MBP en las tres bases de
datos consideradas. En los casos donde varias personas se muestran en una imagen,
Tablas 4.1 y 4.3, hemos usado nuestro detector de personas para proporcionar a
MBP la capacidad de detectar varias poses en una escena. Podemos ver que en
todos los casos, nuestra propuesta mejora sobre MBP.
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Figura 4.7: Comparacio´n de curvas de precisio´n en la base de datos SHPED (avg.). Para
cada curva, entre pare´ntesis, se muestra el a´rea bajo la curva. Cuanto mayor sea, mejor.
Modelo Picto´rico Este´reo
El modelo picto´rico este´reo (SPS) que se propone en [82], solamente se aplica en
SHPED. Este me´todo, en cuyo trabajo publicamos la base de datos SHPED, so´lo
se puede ejecutar en ima´genes este´reo. La Tabla 4.1 muestra que nuestro me´todo
propuesto mejora en e´l en ma´s de un 7 % de promedio.
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FMP                           F-CNN + BB                  MBP                           Ours
S + P + BLS
S (Color) + P
S + P + SLR
Figura 4.8: Comparacio´n cualitativa en SHPED, PIW e INRIA 3DMovie La columna
‘Ours’ contiene nuestros resultados, adema´s se indica en un recuadro blanco la configuracio´n
aplicada. Es destacable co´mo nuestro me´todo es capaz de tratar diferentes poses de brazos tanto
en ima´genes monoculares como este´reo.
Mezcla de partes del cuerpo flexibles
Este me´todo, abreviado como FMP, fue propuesto en [21] para ima´genes mono-
culares. Podemos ver que funciona especialmente bien en la base de datos INRIA
Movie 3D, superando los me´todos basados en MBP. Sin embargo, tiene limitacio-
nes claras sobre SHPED y PIW.
Redes neuronales convolucionales (ConvNets)
El me´todo propuesto en [25], abreviado como F-CNN, se basa en redes neu-
ronales convolucionales, y su propo´sito son ima´genes monoculares. Este me´todo
asume so´lo ima´genes de entrada de misma altura que anchura y donde so´lo una
persona se representa. Por tanto, para experimentos sobre SHPED donde varias
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Tabla 4.1: Comparativa de resultados cuantitativos en SHPED. Comparacio´n de precisio´n
(en %) de localizacio´n de partes del cuerpo (15 p´ıxeles de error de umbral). Cada entrada indica
promedio y ma´ximo (avg, max). La columna ∆ corresponde al incremento de mejora o pe´rdida
con respecto a MBP+BB.
Me´todo Hombros Codos Mun˜ecas Media ∆
MBP+BB (74.3, 74.8) (55.0, 56.5) (47.9, 52.4) (59.1, 61.2) (0.0, 0.0)
S (74.7, 75.8) (53.7, 56.8) (49.0, 57.1) (59.2, 63.2) (+0.1, +2.0)
S+P (83.0, 84.1) (59.5, 61.2) (50.4, 54.5) (64.3, 66.6) (+5.2, +5.4)
S+P+BLS (83.9, 85.0) (60.5, 62.0) (50.9, 55.4) (65.1, 67.5) (+6.0, +6.3)
S+P+SLR (83.6, 84.8) (59.3, 60.9) (53.2, 59.6) (65.4, 68.4) (+6.3, +7.2)
FMP (79.5, 82.0) (50.5, 51.8) (40.3, 41.6) (56.7, 58.5) (-2.4, -2.7)
SPS (67.4, 68.4) (58.1, 61.4) (45.6, 48.0) (57.0, 59.3) (-2.1, -1.9)
F-CNN+BB (72.2, 74.8) (62.1, 64.9) (57.8, 60.8) (64.1, 66.8) (+5.0, +5.6)
personas pueden estar en la misma imagen, hemos ayudado dicho me´todo con
nuestro detector de personas. Los resultados en la fila ‘F-CNN + BB’ de la Tabla
4.1 indican que este me´todo es ma´s preciso que los basados en MBP para codos y
mun˜ecas, aunque nuestro sistema completo funciona mejor en promedio total. Un
comportamiento similar se observa en la base de datos PIW (Tabla 4.2). Como
este me´todo asume secuencias temporales, podemos ver en la Tabla 4.3 que obtiene
resultados bajos en ima´genes individuales.
Estimacio´n de la pose combinada con segmentacio´n
Los resultados sobre la base de datos INRIA 3DMovie son los mostrados por
los mismos autores de dicha base de datos [48]. Su modelo propuesto esta´ disen˜ado
para ima´genes este´reo donde simulta´neamente realizan estimacio´n y segmentacio´n
de personas. Como se indica en el Ape´ndice A , los autores no han anotado las
poses en secuencias este´reo completas, sino so´lo en ima´genes este´reo aisladas. Este
hecho se refleja en los resultados de los me´todos basados en el MBP en la Tabla 4.3.
Dichos me´todos se basan en secuencias temporales para un rendimiento o´ptimo,
por tanto la propuesta ‘HOGcomb’ de [48] muestra los mejores resultados para
esta base de datos.
Tabla 4.2: Comparativa de resultados cuantitativos en PIW. Comparacio´n de precisio´n (en
%) de localizacio´n de partes del cuerpo (15 p´ıxeles de error de umbral). Cada entrada indica
promedio y ma´ximo (avg, max).
Me´todo Hombros Codos Mun˜ecas Media
FMP (37.4, 43.8) (26.8, 29.7) (19.9, 20.0) (28.0, 31.1)
MBP (61.2, 62.7) (49.8, 57.0) (42.4, 54.3) (51.1, 58.0)
S (Color) (65.9, 73.0) (47.7, 58.4) (42.7, 47.8) (52.1, 59.7)
S (Color) + P (71.5, 77.3) (49.5, 57.3) (41.6, 47.8) (54.2, 60.8)
F-CNN+BB (68.1, 73.7) (55.4, 64.0) (56.3, 58.5) (59.9, 65.4)
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Tabla 4.3: Comparativa de resultados cuantitativos en INRIA 3DMovie. Comparacio´n de
precisio´n media de puntos clave (APK) (umbral γ = 0.2). Las filas que contienen la palabra
’paper’ indican que los resultados han sido extra´ıdos directamente del art´ıculo original.
Me´todo Hombros Codos Mun˜ecas Media
MBP+BB 0.449 0.288 0.142 0.293
S 0.500 0.310 0.134 0.315
S+P 0.706 0.393 0.144 0.415
S+P+BLS 0.758 0.383 0.144 0.428
S+P+SLR 0.758 0.389 0.139 0.429
F-CNN+BB 0.361 0.193 0.136 0.230
FMP (paper) 0.935 0.658 0.298 0.630
HOGcomb (paper) 0.969 0.784 0.400 0.718
4.4. Discusio´n
La metodolog´ıa propuesta comienza limitando la posible ubicacio´n de las par-
tes del cuerpo aprovechando la informacio´n de color y disparidad de una imagen
este´reo, as´ı como la adicio´n de informacio´n a priori de localizacio´n para las partes
del cuerpo ma´s estructuradas (los hombros). Finalmente, se aplica un me´todo de
recombinacio´n de partes del cuerpo a lo largo de la secuencia este´reo para obtener
la mejor configuracio´n de pose humana. El me´todo se ha probado sobre tres bases
de datos del estado del arte: ‘PIW’ que contiene secuencias de v´ıdeo monoculares,
‘INRIA Movie 3D’ que contiene ima´genes de estereo aisladas; y, ‘Stereo Human
Pose Estimation Dataset’ que contiene secuencias de v´ıdeo este´reo. Este u´ltimo
ha sido utilizado para evaluar plenamente el impacto de nuestro trabajo, mientras
que las otras dos bases de datos se han utilizado para compararlas con los me´to-
dos del estado del arte asociados a dichas bases de datos. Los resultados muestran
que nuestro me´todo obtiene mejores resultados en promedio que los comparados,
estableciendo nuevos resultados en el estado del arte. Por otra parte, las etapas de
reduccio´n del espacio de bu´squeda propuestas en este cap´ıtulo han demostrado ser
u´tiles incluso en otros me´todos monoculares (por ejemplo, en el trabajo Cherian
et al. [19] - ver Tabla 4.2).
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Cap´ıtulo 5
Conclusiones y Trabajo
Futuro
Este cap´ıtulo presenta un resumen de la Tesis Doctoral con sus contribuciones,
as´ı como las publicaciones relacionadas con e´sta y tres l´ıneas de trabajo futuras
que continuar´ıan esta investigacio´n.
5.1. Resumen y contribuciones de la Tesis
El objetivo principal ha sido investigar la estimacio´n de la pose humana 2D
en ima´genes este´reo y demostrar co´mo se pueden mejorar me´todos monoculares
haciendo uso de este tipo de ima´genes. Para cumplirlo, primero se ha creado una
base de datos de ima´genes este´reo y, a continuacio´n, se han definido dos grandes
objetivos como son proporcionar dos te´cnicas de estimacio´n de la pose: uno para
ima´genes este´reo y otro para secuencias de v´ıdeo este´reo.
Los retos durante esta Tesis han sido varios: diferentes puntos de vista en una
imagen este´reo, apariencia de las personas, ambigu¨edad en la poses, cambios de
escala, efectos de compresio´n de v´ıdeo, resolucio´n en la imagen, oclusiones y auto-
oclusiones de las partes del cuerpo y diferente iluminacio´n y fondo en una escena.
Las principales contribuciones de esta Tesis (ver Cap´ıtulo 1.3) se resumen en:
Un nuevo modelo de estimacio´n de pose humana para ima´genes este´reo titu-
lado Modelo Picto´rico Este´reo. Destaca el algoritmo de resaltado de primer
plano este´reo que proporciona una mayor precisio´n en la estimacio´n final de
la pose que otros me´todos que usan algoritmos de segmentacio´n monoculares.
Un nuevo modelo de estimacio´n de la pose humana para secuencias de v´ıdeo
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este´reo nombrado Modelo de Recombinacio´n de Partes Este´reo. En esta oca-
sio´n, se presentan dos submodelos para abordar el problema: Recombinacio´n
este´reo de extremidades y Extremidad Mejor Puntuada.
Una nueva base de datos para la estimacio´n de la pose humana denominado
Stereo Human Pose Estimation Dataset. Esta base de datos esta´ compuesta
de 42 secuencias de v´ıdeos este´reo extra´ıdos de YouTube (youtube.com) con
15 ima´genes este´reo cada secuencia.
5.2. Publicaciones relacionadas
Durante el desarrollo de esta Tesis Doctoral se han producido dos art´ıculos que
han sido enviados a revistas de a´mbito cient´ıfico indexadas en la publicacio´n anual
Journal Citation Reports (JCR) en la edicio´n Science Edition.
La primera parte del trabajo de investigacio´n, Modelo Picto´rico Este´reo (ver
Cap´ıtulo 3), fue redactado en forma de art´ıculo. Este art´ıculo, titulado Stereo
Pictorial Structure for 2D Articulated Human Pose Estimation, fue enviado a
la revista Machine Vision and Applications y aceptado y publicado en l´ınea en
diciembre del an˜o 2015. En febrero de 2016 se publico´ el art´ıculo en formato de
papel en dicha revista en el volumen 27, nu´mero 2.
La segunda parte del trabajo de investigacio´n, Modelo de Recombinacio´n de
Partes Este´reo (ver Cap´ıtulo 4), fue redactado tambie´n en forma de art´ıculo. Este
segundo art´ıculo, titulado Mixing Body-Parts for 2D Human Pose Estimation in
Stereo Videos, ha sido enviado a una revista indexada en el JCR (Journal Citation
Reports).
5.3. Trabajo futuro
Durante la elaboracio´n de esta Tesis Doctoral se han logrado los objetivos
propuestos y se han aportado contribuciones al estado del arte. Pudie´ndose con-
tinuar el proceso de investigacio´n, tres son los principales trabajos futuros que se
plantean:
Estimacio´n de la pose 3D: la u´ltima propuesta de estimacio´n de la pose
humana en ima´genes este´reo, de la que tenemos constancia, en el estado del
arte, es el trabajo de Seguin et al. [48] y no estima la pose en 3D. Tampoco
ocurre con los me´todos propuestos en esta Tesis. Sin embargo, una primera
aproximacio´n se ha realizado para abordar el problema de estimacio´n de pose
3D en ima´genes este´reo. Dos resultados cualitativos obtenidos en nuestra base
de datos SHPED de esta aproximacio´n pueden verse en la Figura 5.1.
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Ampliacio´n de anotaciones en la base de datos SHPED: Los elemen-
tos que se plantean para ampliar la base de datos SHPED (ver Ape´ndice
A.1) son tres: ma´scaras de segmentacio´n, ima´genes negativas y anotaciones
de cuerpo completo. Con ma´scaras de segmentacio´n se permitir´ıa obtener
resultados cuantitativos y se ver´ıa co´mo de preciso es un me´todo de segmen-
tacio´n. Facilitar ima´genes negativas completar´ıa la base de datos SHPED con
aquellos modelos que entrenan con este tipo de ima´genes. Por u´ltimo, una
ampliacio´n para SHPED ser´ıa an˜adir secuencias de plano entero (pies hacia
arriba) y anotar todas las poses a cuerpo completo para todas las secuencias
con dicho plano.
Estimacio´n de la pose en tiempo real: la optimizacio´n del co´digo y,
sobre todo, la paralelizacio´n mediante unidades de procesamiento gra´fico
(en ingle´s Graphics Processor Unit o GPU) de me´todos de estimacio´n de
la pose humana resultan necesarias si se quiere estimar a tiempo real. Si se
aplican estas medidas eficientemente se puede obtener, por ejemplo, con el
me´todo Modelo Picto´rico Este´reo una estimacio´n de la pose a tiempo real
en una grabacio´n en v´ıdeo con una ca´mara este´reo.
(a)                                                 (b)                                    (c)
Figura 5.1: Ejemplo cualitativo de estimacio´n de la pose 3D. (a) Pose 2D estimada. (b)
Disparidad estimada usando [11]. (c) Pose 3D propuesta obtenida a partir de segmentos 2D y
mapa de disparidad.
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Bases de datos
En esta tesis se han utilizado tres bases de datos para realizar los experimentos
de estimacio´n de la pose humana: Stereo Human Pose Estimation Dataset [82],
Poses in the Wild [19] e INRIA 3DMovie Dataset [48].
La base de datos Stereo Human Pose Estimation Dataset se ha creado durante
la elaboracio´n de esta tesis. Por tanto, Stereo Human Pose Estimation Dataset
forma parte de las contribuciones de esta tesis.
La complejidad de estas tres base de datos puede verse resumida en la Ta-
bla A.1, siendo Stereo Human Pose Estimation Dataset la ma´s completa para la
realizacio´n de experimentos sobre este problema.
A.1. Stereo Human Pose Estimation Dataset
La base de datos Stereo Human Pose Estimation Dataset (abreviado SHPED)
contiene 630 ima´genes este´reo (esto es, 1260 ima´genes en total contando las vistas
derecha e izquierda) clasificadas en 42 secuencias de v´ıdeo este´reo de 15 ima´genes
este´reo cada una. Las secuencias han sido extra´ıdas de 26 v´ıdeos este´reo, dichos
v´ıdeos han sido obtenidos del portal web YouTube (youtube.com) con la etiqueta
Tabla A.1: Complejidad de las bases de datos SHPED, PIW e INRIA 3DMovie. ‘Este´reo’:
¿la base de datos contiene ima´genes este´reo? ‘Multipersona’: ¿la base de datos contiene anota-
ciones ‘ground-truth’ de varias personas en la misma imagen? ‘Secuencias’: ¿la base de datos
aporta secuencias de v´ıdeo en vez de ima´genes individuales?
Base de datos Este´reo Multipersona Secuencias
Stereo Human Pose Estimation Dataset [82] X X X
Poses in the Wild [19] X
INRIA 3DMovie Dataset [48] X X
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(a) (b) (c)
Figura A.1: Distribucio´n de las poses ‘ground-truth’ en la base de datos SHPED. Color de
las partes superiores del cuerpo: cabeza en color amarillo; torso en color gris; brazos en colores
verde y azul oscuro; y antebrazos en colores rojo y azul claro. (a) Particio´n A. (b) Particio´n B.
(c) Base de datos completa.
yt3d:enable = true.
Adema´s, la base de datos SHPED contiene 1470 anotaciones de pose de la
parte superior del cuerpo de 49 personas con las siguientes condiciones: las perso-
nas esta´n de pie, todas las partes superiores del cuerpo esta´n total o parcialmente
visibles a lo largo de la secuencia y el punto de vista del cuerpo que no este´ com-
pletamente de perfil. Tambie´n incluimos transformaciones del plano proyectivas en
cada secuencia para rectificar los pares este´reo y detecciones (regiones espaciales)
de esas 49 personas a lo largo de toda la secuencia.
En la Figura A.2 puede verse algunas vistas de ima´genes este´reo de nuestra
base de datos SHPED.
Las partes superiores del cuerpo de esta base de datos esta´n manualmente
anotadas usando segmentos y puntos clave. En cuanto a segmentos anotados, las
partes del cuerpo son: torso, antebrazos derecho e izquierdo y brazos derecho e
izquierdo. En cuanto a puntos clave anotados, las partes del cuerpo son: hombros,
codos y mun˜ecas. En la Figura A.3 puede verse algunas anotaciones de segmentos
y puntos clave. Las anotaciones esta´n preparadas para seguir pautas de me´tricas de
evaluacio´n esta´ndares como: PCP (Porcentaje de Partes del cuerpo Correctamente
estimados) (ver Ape´ndice B.1), KLE (error de localizacio´n en puntos clave) (ver
Ape´ndice B.2), APK (precisio´n media de puntos clave) (ver Ape´ndice B.3), etc.
Para facilitar el ca´lculo de para´metros libres en modelos que quieran probarse
en nuestra base de datos, hemos dividido las 42 secuencias en dos particiones (21
secuencias cada particio´n). Con esto se puede llevar a cabo bu´squedas por rejilla en
unos intervalos determinados. Estas dos particiones se han dividido aleatoriamente
con una condicio´n: las secuencias de un mismo v´ıdeo este´reo tienen que estar
distribuidas equitativamente entre una particio´n y otra (si el nu´mero de secuencias
de ese v´ıdeo este´reo es impar, una de esas secuencias se an˜ade a una particio´n
completamente al azar).
Una de las maneras para determinar la calidad de una base de datos de poses
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Figura A.2: Ejemplos de vistas de ima´genes este´reo de la base de datos SHPED. Aqu´ı
se muestran varias vistas de nuestra base de datos. Como se puede observar, existe una gran
diversidad en la escala de personas, as´ı como su apariencia, ropa, poses, color de piel, etc. Debido
a la variedad de ca´maras este´reo disponibles en el mercado, en vez de extraer ima´genes este´reo
de pel´ıculas profesionales se han extra´ıdo de v´ıdeos este´reo de YouTube; esto es, diferente calidad
de lentes, separacio´n entre ca´maras, para´metros intr´ınsecos, etc. Por u´ltimo, nuestra base de
datos esta´ anotada para estimaciones de varias personas en una misma vista.
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(a)                                            (b)                                 (c)
Figura A.3: Ejemplos de anotaciones de segmentos y puntos clave de SHPED. (a) Seg-
mentos anotados en una persona con su regio´n espacial de deteccio´n. (b) Segmentos anotados
en varias personas. (c) Puntos claves anotados.
humanas es conocer la variabilidad de sus anotaciones ground-truth. Para ello, en
la Figura A.1 muestra la variabilidad de las poses anotadas de nuestra base de
datos. Se puede observar en la particio´n A (ver Figura A.1-a) y en la particio´n B
(ver Figura A.1-b) co´mo hay espacios sin ocupar; esto es debido a la aleatoriedad
en la distribucio´n de secuencias en las particiones. Sin embargo, la variabilidad de
las anotaciones de la base de datos completa (ver Figura A.1-c) s´ı que demuestra
una amplia diversidad de poses con menos espacios sin ocupar visibles.
La base de datos SHPED se encuentra disponible en l´ınea [23]. La web dispone
de toda la informacio´n as´ı como la base de datos completa con todas las ima´genes
este´reo, transformaciones del plano proyectivas, anotaciones, identificadores de los
v´ıdeos este´reo de YouTube, as´ı como archivos MATLAB para ejecutar demos vi-
suales o archivos de texto como README.md que contiene una descripcio´n de la
base de datos y explica co´mo ejecutar la demo. Tambie´n ofrece las ima´genes este´reo
ya rectificadas (ima´genes este´reo donde se le han aplicado ya las transformaciones
del plano proyectivas) y en su correspondiente particio´n.
A.2. Poses in the Wild
La base de datos Poses in the Wild (abreviado PIW) contiene 30 secuencias de
v´ıdeo obtenidas a partir de tres pel´ıculas de Hollywood: Na´ufrago, La terminal y
Forrest Gump. Cada secuencia tiene aproximadamente 30 ima´genes y cada imagen
tiene anotados los siguientes puntos clave: cuello, hombros izquierdo y derecho,
codos izquierdo y derecho, mun˜ecas izquierda y derecha y el centro del torso.
La base de datos PIW se encuentra en l´ınea y de modo pu´blico [24]. En dicha
pa´gina web se encuentra tanto la base de datos como el co´digo fuente de su trabajo
‘Mezcla de secuencias de partes del cuerpo’ [19]. Su base de datos se encuentra
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en un archivo comprimido que contiene las 30 secuencias as´ı como un archivo de
texto README y archivos MATLAB para ejecutar demostraciones visuales.
En la Figura A.4 puede verse algunas ima´genes de la base de datos PIW. Si
bien tiene una diversidad en iluminacio´n, oclusiones, ropa y poses; es cierto que
sale una misma persona frecuentemente en las ima´genes que es el protagonista
de la pel´ıcula. Este inconveniente se acentu´a au´n ma´s ya que el protagonista de
las tres pel´ıculas es el mismo. Por tanto los experimentos ejecutados en esta base
de datos pueden verse afectados por la apariencia del protagonista. Si el me´todo
estima bien la apariencia del protagonista los resultados sera´n precisos; si no, el
me´todo no sera´ bueno aunque estime bien otro tipo de apariencias.
A.3. INRIA 3DMovie Dataset
La base de datos INRIA 3DMovie Dataset contiene 587 poses anotadas de per-
sonas, 1158 anotaciones de regiones espaciales de personas y 686 segmentaciones
de personas. Todas las ima´genes este´reo han sido extra´ıdas de las pel´ıculas Street-
Dance 3D y Pina. Los autores de esta base de datos eligieron estas pel´ıculas ya
que se grabaron con estereoscop´ıa 3D real, a diferencia de otras pel´ıculas en los
que se an˜aden efectos 3D en postproduccio´n y dan lugar a una estimacio´n de la
disparidad que no es la aute´ntica.
En el conjunto de entrenamiento esta´n anotadas 438 poses de 232 ima´genes
este´reo, 520 regiones espaciales de 261 ima´genes este´reo y 247 ima´genes este´reo
negativas sin ninguna persona en ellas. En el conjunto de test esta´n anotadas
149 poses de 206 ima´genes este´reo (la vista derecha no contiene anotaciones), 638
regiones espaciales de 193 ima´genes este´reo y 686 segmentaciones de 180 ima´genes
este´reo.
La base de datos INRIA 3DMovie Dataset se encuentra en l´ınea y de modo
pu´blico [83]. En dicha pa´gina web se encuentra tanto la base de datos como el
co´digo fuente de su trabajo ‘Pose Estimation and Segmentation of Multiple People
in Stereoscopic Movies’ [48]. La base de datos en su pa´gina web esta´ organizada en
tres categor´ıas: segmentacio´n, regiones espaciales y poses. A su vez, estas categor´ıas
tienen las siguientes subcategor´ıas: entrenamiento y test. Para cada subcategor´ıa
se puede descargar el archivo comprimido correspondiente a la subcategor´ıa y otro
con los mapas de disparidad (calculados usando el me´todo [11]) de sus ima´genes
este´reo. La base de datos tambie´n permite descargar las ima´genes este´reo negativas
y sus mapas de disparidad correspondiente. Por u´ltimo, desde la pa´gina web se
puede obtener el archivo de texto README y archivos MATLAB para ejecutar
demonstraciones visuales.
En la Figura A.5 puede verse algunas vistas de la base de datos INRIA 3DMovie
Dataset. Tiene una alta variedad en cuanto a poses, iluminacio´n, escala, nu´mero
de personas, fondo, ropa, color de la piel, etc. Sin embargo, las ima´genes este´reo
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esta´n obtenidas de dos pel´ıculas profesionales de Hollywood cuyas ca´maras este´reo
usadas durante el rodaje son de alto precio y calidad. Esto significa una calidad
sobresaliente en las ima´genes este´reo pero que obstaculiza la evaluacio´n de me´to-
dos de estimacio´n de pose en ima´genes este´reo de no tanta calidad ya que han
sido obtenidas de ca´maras este´reo ma´s asequibles en precio. Por u´ltimo, no existe
variedad con respecto a la distancia entre las lentes de las ca´maras ya que so´lo se
obtienen las ima´genes este´reo de dos pel´ıculas, por tanto de dos ca´maras este´reo
profesionales.
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Figura A.4: Ejemplos de ima´genes de la base de datos PIW. Aqu´ı se muestran varias ima´ge-
nes extra´ıdas de la base de datos PIW. Se puede apreciar en dicha base de datos una variedad
en poses as´ı como de iluminacio´n y fondo. Sin embargo, esta base de datos so´lo esta´ preparada
para estimar una pose por imagen, impidiendo valorar la caracter´ıstica multipersona. Adema´s
las personas tienen una altura del torso de entre 90 y 130 p´ıxeles aproximadamente. Esto podr´ıa
ocasionar problemas a la hora de entrenar o evaluar modelos donde las personas esta´n a diferente
distancia de la ca´mara.
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Figura A.5: Ejemplos de vistas de ima´genes este´reo de la base de datos Inria 3DMovie
Dataset. Aqu´ı se muestran varias vistas de ima´genes este´reo obtenidas de la base de datos Inria
3DMovie Dataset. En esta base de datos se puede observar la diferencia de poses, iluminacio´n,
fondo, ropa, color de piel, apariencia, etc. Si bien esta base de datos dispone de anotaciones de
varias personas en una misma imagen y personas a diferente escala, ofrece so´lo 149 anotaciones
‘ground-truth’ en total para la estimacio´n de la pose humana.
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Me´tricas de evaluacio´n
En este ape´ndice se describen las me´tricas usadas para la estimacio´n de la pose
2D sobre ima´genes. En la Figura B.1 pueden verse ejemplos de las tres me´tricas
usadas.
15 px
30 px
20 px
20 px
Longitud del segmento: 100 px
Umbral PCP: 0.2
h: 270 px
w: 240 px
γ: 0.1
27 px
h
w
(a)                                      (b)                                    (c)
Figura B.1: Me´tricas de evaluacio´n. (a) PCP (un ejemplo): con una longitud del segmento
ground-truth de 100 p´ıxeles y un umbral de 0.2, una parte estimada se considera correcta si sus
puntos extremos esta´n dentro de los 20 p´ıxeles de distancia de los puntos extremos del ground-
truth. (b) KLE (dos ejemplos): un punto clave se considera bien estimado si esta´ a una distancia
de 15 p´ıxeles, o en el otro caso 30, desde el punto clave ground-truth (centro en blanco). (c) APK
(un ejemplo): con una regio´n espacial ground-truth de (270, 240) y un umbral de 0.1, un punto
clave se considera bien estimado si esta´ a una distancia de 27 p´ıxeles, ya que ma´x(270, 240) · γ
es igual a 27, desde el punto clave ground-truth (centro en blanco).
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B.1. PCP
El Porcentaje de Partes del cuerpo Correctamente estimadas (en ingle´s Percen-
tage of Correctly estimated body Parts o PCP) es quiza´s la me´trica ma´s popular
en Visio´n Artificial para la evaluacio´n de estimacio´n 2D de la pose. La medida
PCP fue propuesta inicialmente por Ferrari et al. [18] para la evaluacio´n de la
estimacio´n de la pose en la base de datos Buffy [84]. Segu´n PCP, la posicio´n de un
segmento de una parte del cuerpo devuelto por un algoritmo se considera correcta
si los puntos extremos de dicho segmento (proximal y distal) se encuentran dentro
del x% de la longitud del segmento ground-truth desde su posicio´n anotada (ver
Figura B.1-a). Habitualmente, a la varaible x se le llama umbral PCP (en ingle´s
PCP threshold) y suele tener un valor de 0.5 (50 %). En esta tesis usamos τPCP
como s´ımbolo matema´tico del umbral PCP.
Cuanto menor sea el umbral PCP (τPCP ), ma´s estricta es la me´trica pero ma´s
precisas las partes del cuerpo estimadas que se consideran correctas.
Si representamos los valores de PCP en un intervalo de umbral PCP, normal-
mente entre 0.1 y 0.5, se obtiene una curva PCP. Un ejemplo de curvas PCP lo
podemos ver en la Figura 3.10 del Cap´ıtulo 3.
Yang y Ramanan en su trabajo Mezcla de partes del cuerpo flexibles [21] resen˜a
tres dificultades asociadas al uso de PCP en la pra´ctica.
En primer lugar, el kit de herramientas de Buffy Stickmen [84] usa una defi-
nicio´n de PCP ma´s relajada ya que puntu´a el promedio de los puntos extremos
estimados en vez de puntuar los puntos extremos estimados independientemente.
Por tanto, no esta´ claro en los trabajos del estado del arte publicados que´ valores
PCP utilizan, si el co´digo de evaluacio´n del kit de herramientas o la definicio´n
original.
En segundo lugar, PCP es sensible a la cantidad de escorzo. El escorzo es la
representacio´n del segmento, en este caso, segu´n las normas de la perspectiva. Si
una parte del cuerpo tiene mucha perspectiva hacia la ca´mara, el segmento sera´
ma´s pequen˜o y por tanto su evaluacio´n sera´ ma´s estricta.
Por u´ltimo, PCP requiere que las poses candidatas y las poses ground-truth
este´n colocadas en correspondencia, pero los autores no especifican co´mo se obtiene
exactamente esta correspondencia.
B.2. KLE
En el error de localizacio´n en puntos clave (en ingle´s Keypoint Localization
Error o KLE) se calcula el porcentaje de puntos clave que se encuentran dentro
de una distancia dada al punto clave ground-truth [81].
Hay dos maneras de acumular el porcentaje de puntos claves estimados en una
pose. La primera manera es acumular la media (avg) de aciertos entre partes del
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cuerpo sime´tricas (hombros izquierdo y derecho, codos izquierdo y derecho, etc.).
Por ejemplo, si un punto clave estimado del hombro izquierdo se considera correcto
pero el del derecho no, la funcio´n avg devolver´ıa el 50 % (0.5). La segunda manera
es acumular el ma´ximo (max ) de aciertos entre partes del cuerpo sime´tricas. Por
ejemplo, si punto clave estimado del codo derecho se considera correcto pero el del
izquierdo no, la funcio´n max devolver´ıa el 100 % (1.0).
Una de las ventajas de KLE es su fa´cil implementacio´n ya que so´lo se necesita
calcular la distancia desde el punto clave estimado hasta el punto clave ground-
truth y verificar si dicha distancia esta´ por debajo de un umbral determinado.
Otra ventaja es que esta me´trica es muy sencilla de entender y visualizar. El
punto clave ground-truth es el centro de una circunferencia de radio el valor de
umbral. Todo punto estimado perteneciente o interior a la circunferencia se con-
sidera correcto; en caso de que sea un punto estimado exterior a la circunferencia
se considera erro´neo.
KLE tiene una desventaja y es que al evaluar un conjunto de poses estimadas
en una base de datos cuyas personas esta´n a distinta escala, los resultados de dicha
evaluacio´n no estar´ıan equilibrados. Esta ser´ıa la principal razo´n por la cual no
se puede usar KLE directamente en nuestra base de datos SHPED (ver Ape´ndice
A.1) sin preprocesado de datos. SHPED contiene secuencias de ima´genes este´reo de
personas que se encuentran a diferente distancia de la ca´mara lo que resulta en una
altura en p´ıxeles diferentes. Dicha diversidad de escalas hace que una secuencia,
con un valor de umbral 15 p´ıxeles, donde la persona tiene una altura en p´ıxeles de
400 (porque esta´ cerca de la ca´mara) sera´ ma´s dif´ıcil, por probabilidad, de estimar
correctamente que otra secuencia donde la persona tiene una altura en p´ıxeles de
100. La distancia entre puntos clave estimados y de ground-truth no es relativa,
sino absoluta.
Para resolver el problema de KLE en bases de datos donde las personas esta´n a
diferente escala (por ejemplo, SHPED), una solucio´n, que aplicamos en el Cap´ıtulo
4, es escalar la pose estimada y la pose ground-truth a un mismo valor de p´ıxeles
en el torso. Con este preprocesado de datos, a la hora de usar la me´trica KLE
de todas las poses estimadas con el ground-truth de SHPED obtendremos una
evaluacio´n proporcionada.
B.3. APK
En la precisio´n media de puntos clave (en ingle´s Average Precision of Keypoints
o APK ) se asume que un punto clave esta´ definido en base a una regio´n espacial
ground-truth y, por tanto, un punto clave candidato sera´ correcto si se encuentra
dentro de los p´ıxeles en γ · max(h,w) del punto clave del ground-truth, donde
γ es un para´metro de umbral y h y w son la altura y la anchura de la regio´n
espacial, respectivamente (ver Figura B.1-c). Con esto se puede calcular una curva
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de Precision-Recall, mostrando as´ı tambie´n la precisio´n media.
La me´trica de evaluacio´n APK esta´ propuesta por los autores Yang y Ramanan
en su trabajo Mezcla de partes del cuerpo flexibles [21].
Debido a que APK es ma´s dif´ıcil de interpretar y ma´s lento de evaluar que
otras me´tricas de evaluacio´n [21], en esta tesis se ha utilizado el co´digo fuente de
APK aparecido en su trabajo ‘Mezcla de partes del cuerpo flexibles’ disponible en
l´ınea [76].
Una de las principales ventajas que tiene APK es que es independiente de la
escala de la persona en la imagen al igual que PCP. Adema´s, los autores de ”Mezcla
de partes del cuerpo flexibles”[21] exponen tres defectos de PCP (ver Seccio´n B.1)
que esta´n corregidos en su me´trica de evaluacio´n APK. Sin embargo, el principal
inconveniente de APK es que necesita, adema´s de los puntos clave ground-truth,
de regiones espaciales ground-truth cuando en PCP y KLE so´lo se necesitan o de
segmentos (PCP) o de puntos clave (KLE).
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