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Abstract
Recent work has shown that optimizing the learning rate
(LR) schedule can be a more accurate and more efficient to
train the deep neural networks. In this paper, we propose
the k-decay method, in which the LR is changed by its k-
th order derivative, to obtain the new LR schedule. In the
new LR schedule, a hyper-parameter k is used to control the
change degree of LR, whereas the original method of k at
1. We then derive the k-decay factors t
k
Tk
for LR schedule
and apply it to polynomial, cosine and exponential func-
tion. By repeat using the k-decay method, one can iden-
tify the best LR schedule. We evaluate the k-decay method
on CIFAR And ImageNet datasets with different neural net-
works (ResNet, Wide ResNet and DenseNet). Our experi-
ments show that the k-decay method can achieve improve-
ments over the state-of-the-art results on most of them. The
accuracy can be improved by 1.08 % on the CIFAR10 data
set, and by 2.07 % on the CIFAR100 data set. On the Im-
ageNet, the accuracy can be improved by 1.25%. And this
method no added additional computing power can be im-
proved the training performance and easy to used.
1. Introduction
Deep learning [17] has been widely used in image recog-
nition, speech recognition and many other fields. Now we
have convolutional neural networks for images [18, 10, 2,
4], recurrent neural networks for speeches [1] and graph
neural networks for graphs [28, 14]. Although in the fields
mentioned above, deep neural networks have achieved un-
precedented success, it is far from enough. With the rapid
development of technology, our model becomes more and
more complex, and therefore needs more computer re-
sources. Henceforth how to consume less computing re-
sources to acquire better performed models is the main
purpose of this paper. In another word, we here intend
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Figure 1: Testing errors on CIFAR10 with ResNet-20, with
different N on polynomial decay functions. The inset is the
zooming in 180-200.
to develop an efficient neural network. To achieve this
goal, we studied the learning rate schedule, some research
[19][25][9] show the good schedule for the learning rate can
be imporved the training performance. In this work we pro-
pose a new method for learning rate (LR) schedule, named
k-decay, which can be found the best LR schedule to im-
prove the state-of-the-art results.
In deep neural networks the parameters are updated by
gradient descent algorithms. The formula is
w′ = w − ηOL, (1)
where w and w′ are the parameters, η is the learning rate
(LR), and L is the loss function. The η controls the update
speed of the parameters. When the η is large, the model
converges very quickly, but may skip local minimum val-
ues. When the η is small, it can find local minimum values,
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but the model converges slowly. The LR schedule govern-
ing the decay from large η to small η can solve the above
dilemma. What is usually employed in the LR schedule is
the continuous, monotonic decreasing function, which can
take various forms such as polynomial, cosine, and expo-
nential and so on and so forth.
Figure 1 shows testing errors with different exponents
(N ) of the polynomial decay function by training ResNet-
20 (
 1× 1, 643× 3, 64
1× 1, 256
) on CIFAR10 data set. In polynomial
function, the rate of change (ROC) of the LR decreases with
the increase of N at the end of each epoch. We find that the
ROC of the errors also decreases with the increase of N . At
N being 2,3,4, the ROC of the LR is close to 0 at the end,
whereas the errors nearly remain unchanged. As N is 0.5,
both the changes in the LR and in the errors are large. We
assume that there is a positive correlation between the ROC
of the errors and the counterpart of the LR. Based on this as-
sumption, if the increase of ROC of the errors can improve
the performance of the model, an alternative way to do that
is increase the ROC of the LR.
This paper proposes the k-decay method for LR schedule
by impacting its k-th order derivative to adjust the ROC of
LR. Denote the function of LR schedule by L(t) and its k-th
order derivative function by Lk(t). Then Lk(t) is updated
in the following way,
Lk(t)′ = Lk(t) + ∆f(k, t), (2)
where k ∈ N. The ∆f(k, t) is the increment of Lk(t),
which controls the ROC of L(t) in the k-th order. Even-
tually, the solution of the primitive function of Lk(t)′ is the
new function L(t)′ for LR schedule.
In Figure 2, testing errors are shown for CIFAR10 with
ResNet-20 (
[
3× 3, 64
3× 3, 64
]
), using the polynomial function of
the k-decay. In the new function, we used the k-decay
method to adjust the ROC of the LR for the original func-
tion, making the ROC of the LR increase with k at the later
stage. We can see the ROC of the errors increase with k,
which leads to improved accuracy. It is proved that the ROC
of the LR schedule based on the k-decay method is correct
and better than the original method (k = 1).
2. Related Work
Recent years have seen many optimization studies based
on learning rate. On one hand, better functions of the LR
schedule are used to role the global LR change with time in
the optimal algorithm. Such examples include the piecewise
functions, polynomial function, stochastic gradient descent
with restarts(SGDR) [19], Cyclical Learning Rates(CLR)
[25], and Hyperbolic-Tangent Decay(HTD) [9]. The SGDR
uses the cosine function, combined with periodic function,
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Figure 2: Testing errors on CIFAR10 with ResNet-20, with
different k on the new polynomial decay function(N = 1)
by k-decay. The inset is the zooming in 180-200.
to improve the rate of convergence in accelerated gradient
schedule. The CLR is also a periodic function, but it’s sim-
ple just between the maximum and minimum, and the max-
imum and the minimum are determined by "LR range test".
The HTD just uses the tanh function to construct a new
LR schedule. All these schedules can improve the perfor-
mance of the model of interest. For comparison, the k-decay
method has wide applicability, for any suitable derivative
function can be taken. Then the new function is still contin-
uous, which means no other parameters need to be set.
On the other hand, initialization parameters are changed
based on the history of the gradient. For example, some
adaptive learning rates algorithm: RMSprob [23], AdaDelta
[30], Adam [13]. These methods improve the stochastic
gradient descent based on the momentum. It can accelerate
the convergence and reduce the step of the LR. But such a
method is not a contradiction with LR schedule, because the
two can be used together.
3. k-decay For Learning Rate Schedule
In our experiments, the liner polynomial function has the
best performance [20]. So we choose the liner polynomial
function used by the k-decay methods.
The liner polynomial function is
L(t) = (L0 − Le)(1− t
T
) + Le, (3)
where t is the current time, T is the total time, L0 is the
maximum LR, and Le is the minimum LR.
The form of eq. (2) is too complicated with time. Con-
sider ∆f being constant with time:
Lk(t)′ = Lk(t) + ∆f(k). (4)
2
Let the new liner polynomial function be
L(t)′ = (L0 − Le)(1− t
T
) + Le + Lo(t), (5)
Lo(t) is additional terms raised by k-decay. And the bound-
ary condition is L(t+ 1)
′ ≤ L(t)′
L(0)′ = L0
L(T )′ = Le
(6)
Series expansion of Lo(t) leads to,
Lo(t) = akt
k + ...+ a1t+ a0.
Without loss of generality, let ak−1 = 0, ..., a2 = 0, we
have
L(t)′ = (L0 − Le)(1− t
T
) + Le + akt
k + a1t+ a0. (7)
Next we need to find the forms of the three parameters
ak,a1 and a0.
The k order of eq. (7) is given by,
Lk(t)′ = Lk(t) + k!ak = 0 + k!ak = k!ak. (8)
We find the k-th order of the function f(t) = (L0 −
Le)(1− tT )n + Le is constant with time at n = k:
fk(t) = (L0 − Le)k!(− 1
T
)ktn−k = (L0 − Le)k!(− 1
T
)k.
Considering a special solution of the eq. (7), namely
Lk(t)′ = fk(t), we have
ak = ±(L0 − Le) 1
T k
Consider the boundary conditions, then,ak = −(L0 − Le)
1
Tk
a1 = −(L0 − Le) 1T
a0 = 0
(9)
Inserting ak, a1 and a0 into eq. (7), after some algebra,
yields
L(t)′ = (L0 − Le)(1− t
k
T k
) + Le. (10)
Where k ∈ R+, because the new function is
monotonously decreasing. We call the function liner poly-
nomial function of the k-decay. It is just a special solution
of the eq. (2). The k of k-decay method means the k-th
order derivative of function L(t). With the increase of k,
the change effect of the function L(t) becomes more obvi-
ous on the higher-order function. The original function is a
special case at k = 1.
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Figure 3: Different k on the polynomial function (N = 1)
and cosine function with the k-decay method.
Compared to eq. (4), − tT is replaced by − t
k
Tk
in the
new function given by k-decay. The − tk
Tk
is named the k-
decay factors. For other LR schedule, we can use − tk
Tk
to
construct a new schedule. For instance, the new polynomial
function of k-decay is,
L(t)′ = (L0 − Le)(1− t
k
T k
)N + Le, (11)
for k ∈ R+, N ∈ R.
We can readily extend the k-decay method to the cosine
function:
L(t)′ =
1
2
(L0 − Le)(1 + cos( t
k
T k
pi)) + Le, (12)
The same procedure gives the exponential function of k-
decay:
L(t)′ =
(L0 − Le)
1− e−1 exp(−
tk
T k
) +
Le − L0e−1
1− e−1 . (13)
Figure 3 shows the difference between the original func-
tion and the new function of the k-decay. The ROC of the
LR increases with the increase of k in the new function. Ap-
plying the k-decay factors to different functions, we have
the same effect to change the ROC of the LR with k.
The Best of LR Schedule. In the eq.(10), we only keep
the highest-order term. If we use more expansion terms we
might be able to approximate the best of the LR schedule.
First, we use the eq.(10) to find the best values of the k,
namely k1. Then the next best values of k2 can be found,
based on the values used the k-decay method. Gradually
one can approximate the best function of the LR schedule.
3
L(t)′ = (L0 − Le)(1− 1
n
(
kn∑
i=k1
ti
T i
))N + Le (14)
Where kn+1 > kn, n is the step used in the k-decay. Nor-
mally, eq.(10) alone can greatly improve the performance.
4. Experiments
Our method will be evaluated, by using the liner poly-
nomial function of k-decay eq. (10), on CIFAR and Im-
ageNet datasets with different deep neural network archi-
tectures (ResNet [6] [7], Wide ResNet [29] and DenseNet
[11]). The implementation of the model is the same as in
the original paper, except that the LR schedule is using the
polynomial function of k-decay (N = 1). The value of k
starts from 1 and the interval is 0.5. And L0 is 0.1, Le is
0.001. t sets the batches nums and makes the change of LR
more continuous.
Table 1: Testing error(%) on CIFAR10 and CIFAR100
datasets. The overall best results are bold. * indicates re-
sults run by ourselves. For instance in our results denoted
by [5.262.0], 5.26 means the errors(%), subscript 2.0 means
k = 2.0 on the polynomial function of k-decay in eq. (10).
Model CIFAR-10 CIFAR-100
ResNet-110 [7] 6.37 25.21*
ResNet-110 (ours) 5.262.0 24.482.0
ResNet-164 5.46 24.33
ResNet-164 (ours) 5.035.0 23.543.5
Wide ResNet-16-8 [29] 4.81 22.07
Wide ResNet-16-8 (ours) 3.733.0 20.181.5
Wide ResNet-28-10 4.17 20.50
WRN-28-10 with SGDR [9] 4.03 19.58
Wide ResNet-28-10 (ours) 3.591.5 18.431.5
DenseNet-BC-100-12 [11] 4.51 22.27
DenseNet-BC-100-12 (ours) 4.191.5 22.081.5
DenseNet-BC-250-24 3.62 17.60
DenseNet-BC-250-24 (ours) 3.581.75 17.072.0
Result on CIFAR Datasets. The main results of tests
on CIFAR10 and CIFAR100 are shown in Table 1. The
best state-of-the-art results are marked in bold.On CIFAR
datasets, we only used the once k-decay method, used
eq.(10). In the CIFAR10 data set, the accuracy for ResNet-
164 network is improved by 0.43%. For Wide ResNet-16-8
and Wide ResNet-28-10 the errors are reduced by 1.08%
and 0.58%, respectively, whereas for the DenseNet-BC-
100, 0.32%. On the CIFAR100 data set, our method im-
proves the accuracy by 0.79% on ResNet-164, and Wide
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Figure 4: Error rates(%, single-crop testing) on ImageNet
validation with model ResNet-50.
ResNet-28-10 improves the accuracy by 2.07%. As men-
tioned, the DenseNet-BC-250 network increases the accu-
racy of the CIFAR100 data set by 0.53%. We also compare
with the periodic method (SGD), our results is better than
0.44% on CIFAR10 and 1.15% on CIFAR100.
Result on ImageNet Datasets. In Figure 4, we em-
ploy the liner polynomial function of k-decay to train the
ResNet-50 model[6] on the ImageNet datasets. The accu-
racy of k = 1.5 is improved by 1.25% than the original
method (k = 1). The ResNet-50 model is improved the
most at k = 1.5. When k > 1.5, the imporved efficient
is reduced, at k = 2.0 is only just imporved 0.50% than
original method and reduced 0.75% than k = 1.5.
5. Discussion
Impact of k on Performance. Figure 5 shows the rela-
tion between error rate and the k value on residual neural
networks with different depths (ResNet-47, ResNet-101).
Starting with k = 1, the accuracy is already improved.
However, as k is greater than threshold value kv , the ac-
curacy should start to decrease. In ResNet-101, when k is
greater than 3, the accuracy is still better than for k = 1,
but worse than for other k values. Therefore we can say for
ResNet-101 kv should be 3. In ResNet-47, the accuracy at
k > 7 is lower than at k = 1, so kv should be 7. In Figure
5, the kv of the ResNet-50 on the ImageNet dataset is 1.5.
In conclusion, the threshold value kv of the model will be
decreasing with the increase of the model’s depth. It reflects
the fact that large networks are more sensitive to the ROC
of the LR than small networks. In the polynomial function
of k-decay, there exists a certain range, 1 ≤ k ≤ kv, for
the accuracy to be improved. As k is greater than kv , the
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Figure 5: Testing errors (%) versus k on CIFAR10 data sets.
improvement of accuracy will decrease or even disappear
eventually. The threshold is different for different models
and different datasets. According to our experiments, the
recommended k value range to achieve accuracy improve-
ment should be 1 < k ≤ 2 and kv is offen 1.5.
Impact of k on Training. According to Figure 6, the
ROC of the loss with an increase of k at the later stage is due
to the ROC of the LR with increase of k on the new function.
This makes the errors at k larger than 1 are lower than the
counterparts at k = 1. Larger k means that the ROC of
the LR at the early and intermediate stages will be smaller,
which makes the ROC of the loss smaller. This means that
the speed of the convergence is slowing down, resulting in
smaller loss. But at the later stage the ROC of the LR will be
larger, which is caused by the rapid convergence of the loss
function, in order to compensate the loss in the beginning.
When k is too big, the loss at the intermediate stage is too
low, so the loss of rapid convergence cannot catch up with
the loss at the early stage. This is caused by the performance
degradation when k value is greater than kv . According to
this, we can see that the model is not sensitive with the ROC
of LR at the early stage, but sensitive later on. So a good
optimal schedule of the LR should increase the ROC of the
LR at the late stage.
In the Table 1, the DenseNet network is not very effec-
tive for k-decay compared to the ResNet network. The
same is true from the loss curve. But on the ImageNet
dataset, even if the loss curve is not very sensitive, the per-
formance can still be improved a lot. It can be found that
the ResNet model is more sensitive to changes in learning
rate than the DenseNet model. This reason is worthy of our
in-depth study, from which we can find the determinants of
the model’s sensitivity, which can further enhance the effect
of k-decay.
6. Conclusion
This paper propose a new method of the learning rate
schedule by using the k-th order derivatives to obtain a new
function. The polynomial function of k-decay is derived,
which gives the k-decay factor− tk
Tk
that can be widely used
in other functions. In the k-decay method, we introduce a
hyper-parameter k to control the ROC of the LR in the new
function, which enriches the functions of LR schedule. The
experiments show how the accuracy improvement changes
with the increase of k. And repeat used the k-decay can be
found the best of the learning rate schedule.It is proved that
the k-decay method is effective and more easy to used.
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The polynomial function of the k-decay to ten-
sorflow and python
def learning_rate_schedule(
t,
L0=0.1,
Le=0.001,
T=total_batches_num_or_total_epoch_num,
N=lr_N,
k=lr_k,
):
return (L0 - Le) * (1 - t**k / T**k)**N + Le
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