Hyper-parameters tuning is a crucial task to make a model perform at its best. However, despite the well-established methodologies, some aspects of the tuning remain unexplored. As an example, it may afect not just accuracy but also novelty as well as it may depend on the adopted dataset. Moreover, sometimes it could be sufcient to concentrate on a single parameter only (or a few of them) instead of their overall set. In this paper we report on our investigation on hyper-parameters tuning by performing an extensive 10-Folds Cross-Validation on MovieLens and Amazon Movies for three well-known baselines: User-kNN, Item-kNN, BPR-MF. We adopted a grid search strategy considering approximately 15 values for each parameter, and we then evaluated each combination of parameters in terms of accuracy and novelty. We investigated the discriminative power of nDCG, Precision, Recall, MRR, EFD, EPC, and, fnally, we analyzed the role of parameters on model evaluation for Cross-Validation.
INTRODUCTION
Recommenders Systems now play an important role in the lives of users. These systems avoid massive data overwhelm users and help them in fnding a path to relevant information [35] . To enhance the expressiveness of the models or to improve the learning phase, these models can be equipped with a special class of parameters,
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Milan, Italy azzurra.ragone@gmail.com named hyperparameters. Since many recommender systems come with one or more hyperparameters, the goodness of the system depends on how these parameters are selected. Although several strategies are available [9, 14, 23, 29, 39] , the choice of the metric to evaluate them is not manifest. Are there particular measures that are well-suited for hyper-parameters tuning? Are the changes in the metric's values signifcant or they are fundamentally originated by chance?
Up to the Netfix prize [4] , the research community widely considered the recommendation problem as a rating prediction task [42, 46] . Consequently, the optimization goal was the minimization of the prediction error [20, 38] . However, in real recommender systems applications, only a small subset of relevant items are provided to users [20] . Indeed, several studies acknowledged that rating prediction optimization was not able to produce the optimal top-N recommendation lists [32] . Recommendation problem was hence re-defned as a top-N recommendation task [16] , in which the optimization goal shifted to items ranking.
From this new perspective, many Information Retrieval metrics came to play to evaluate recommender systems. After decades, accuracy is still broadly considered as the key element in evaluation. Nonetheless, new dimensions as novelty and diversity of recommendation [12, 21, 45] became progressively important. In compliance with the purpose of the system, accuracy, novelty, and diversity metrics are used both to evaluate the recommender and tune the hyperparameters. Although recommender systems are evaluated using an online or ofine setting, hyperparameters are usually tuned in an ofine setting [38] . In this setting, to evaluate the competing models (or hyperparameters candidate values), past users interactions are split adopting distinct strategies like Hold-Out [15, 27, 43] and k-Folds Cross-Validation (CV) [17, 24, 26] . In the former, the training set is split into two further sets: training, and validation set. In the latter, data is divided into k sets, retaining in rotation one of them as the validation set and the remaining ones as the training set.
The choice of hyperparameters values to test has also been deeply investigated. Among all the most adopted techniques are Random [5, 6, 33] , Bayesian optimization [10, 40] , and Grid Search [7, 19, 22] . Nevertheless, even though a recommender system's hyperparameter tuning is wisely designed to achieve more robust results, some aspects need further investigation. For instance, the behaviour of diferent metrics when varying the folds is still an almost unexplored feld. As an example, if the metric is not able to capture signifcant diferences when diferent values of parameters are set, that metric is not the ideal one to tune hyperparameters. A recent study [44] depicted a new interesting methodology to establish whether a metric is discriminative, robust and the authors also performed a metric-to-metric comparison. Even though the authors designed it to measure the robustness of metrics to changes in the cut-of (previously explored in Information Retrieval in [28] ), the overall procedure, along with the Discriminative Power and Robustness defnition inspired us to propose a new procedure to evaluate metrics and study the metric-hyperparameter combined behaviour.
Our experiments on two well-known datasets show that Precision and normalised Discounted Cumulative Gain are the most discriminative accuracy metrics to use in model selection. We additionally show that also considering the standard deviation variations over the folds these metrics still behave better than Recall and Mean Reciprocal Rank. We show that Expected Free Discovery and Expected Popularity Complement metrics are discriminative and are signifcantly infuenced by changes in hyperparameters values. Finally, if more than one hyperparameters have to be set, it is possible to investigate how changes in the specifc parameters afect the considered metric.
Main contributions of the paper are: i) a study on the discriminative power of accuracy and novelty metrics for the k-Folds Cross-Validation hyperparameter tuning for three well-known collaborative models; ii) a procedure for models with more than one parameter to check if variations in one of the parameters were particularly relevant for accuracy of recommendation iii) a study on the impact of "Number of latent factors", "Number of iterations", and "learning rate" on accuracy of recommendation for BPR-MF. The remainder of this paper is structured as follows: Section 2 introduces the setting of our experiments describing the adopted methodologies; then we focus on the discriminative power of metrics and their variations across folds; in Section 5 we study separately the hyper-parameters of BPR-MF. Conclusions close the paper.
EXPERIMENTAL SETTINGS
Discriminative Power (DP) is a metric proposed by [44] to measure the discriminative power of an evaluation metric over a set of competing algorithms. The procedure was originally presented by [36] in 2006. Given a metric, a dataset, and a set of recommender systems, the authors perform a statistical test considering all the possible system pairs. The obtained p-values can be sorted by decreasing value and plotted. The resulting curve is the p-values curve of the considered metric. Analogously, the corresponding p-values curve can be obtained for each considered metric. Since lower values of p-values denote statistical diferences between system pairs, the metric with the lower area under the curve can be considered as the most discriminative. DP consists of the summation of all the p-values for a given metric, and it can be considered as an approximation of the area under the curve for that metric. Interestingly, in [44] , the authors extend the idea of competing algorithms to a set composed of instances of the same algorithm considering diferent cut-of values. However, this idea can be further extended to consider a set of instances of the same algorithm considering diferent hyper-parameter values. This idea is the starting point of our work. To conduct our study we exploited two diferent datasets in the Movies domain: Amazon Movies 1 and MovieLens-1M. Both datasets contain explicit ratings on a 1-5 scale. For Amazon Movies dataset we removed users with less 20 interactions and items with less than 25 votes. Then we sampled the resulting dataset to generate a subset that preserves the original distribution of data [30, 31] . Experiments were conducted on a dedicated server equipped with an Intel Xenon with 32 cores, and 256GB RAM memory. The sampling step was necessary to perform experiments in a reasonable time.
The characteristics of datasets are reported in Table 1 .
Over the years, several splitting methodologies have been proposed [2, 3, 38] . We decided to split our data in training and test set using a temporal Hold-Out splitting [38] . For each user, the frst 80% of the interactions are considered as the training set, whereas the remaining 20% is used as the test set. The training set is further divided using a 10-Folds Cross-Validation. Evaluation protocol. Ofine evaluation in recommender systems is a well-studied feld. To evaluate the approaches we decided to use "All Unrated Items" protocol [41] , in which the set of candidate items for user u is composed of all items i not rated in u's training set. Many metrics make use of binary relevance. Since we use datasets with explicit ratings, a relevance threshold τ [11] should be set to establish whether the items in each user's test set are relevant or not. We set τ to 4 for both datasets: only items with a rate above τ are considered as relevant during evaluation. Algorithms. To study the hyper-parameters infuence on the discriminative power of metrics we decided to consider two distinct families of algorithms: Neighborhood models, and Matrix Factorization models. For the former, we considered both the User-based and Item-based scheme [1, 37] . For the latter, BPR-MF [34] was considered. In BPR-MF the classic MF model is optimized adopting the Bayesian Personalized Ranking Criterion, a well-known pairwise "learning to rank" algorithm. Metrics. We decided to study the discriminative power of some widely used metrics along two dimensions: Accuracy and Novelty. In order to evaluate the accuracy of the algorithms, we measured normalised Discount Cumulative Gain@N (nDCG@N ) [25] , Precision (Prec@N ), Recall (Rec@N ), and Mean Reciprocal Rank (MRR@N ). To evaluate Novelty, we decided to measure Expected Free Discovery (EFD@N ) [45] , and Expected Popularity Complement (EPC@N ) [12] . These metrics were computed per user to perform the Student's t statistical test. The metrics values and the overall mean was computed using the RankSys framework [13] . Grid Search. To study the DP of the metrics for the diferent algorithms, we conducted a grid search exploration. This procedure is very common for hyperparameters tuning. However, based on how much exhaustive this search is, the operation can be time and space consuming. For this reason, we needed to determine the boundaries of this grid. The number of hyper-parameters we decided to explore was 1 for Neighborhood models (the number of Neighbors), and 3 for Matrix Factorization (latent factors, iterations, learning rate). For Matrix Factorization we assumed user and item regularization to be dependent on learning rate, with a scale factor of respectively 1/20 and 1/200. We computed the values of the grid exploiting an exponential function with base 2 [8, 18] . To determine the evolution of latent factors, we used as an exponent for our function values within the range [3.321, 10 .821] with a step of 0.5. The same procedure and the same step have been used to defne all the hyper-parameters values. The diference basically consists of the considered range, chosen coherently with literature. For the number of iterations, we considered a range of [0,7] as the exponent. Finally, for the learning rate the exponent is in the range 
DISCRIMINATIVE POWER OF METRICS ON HYPERPARAMETERS
The discriminative power (DP) of each metric using hyper parameters depicted in Table 2 can be studied exploiting the same strategy proposed in [44] . We compute the p-value across all folds in our k-fold cross-validation setting. For each algorithm, we generate all possible combinations of pairs of hyperparameters and we randomly take 25 combinations. Thus, for these pairs, we compute the p-values for each fold. The p-values of the paired statistical tests are sorted by decreasing value and the corresponding values are averaged over the folds. For memory-based algorithms, the pairs correspond to pairs of systems with a diferent number of nearest neighbors. Also for BPR-MF, these pairs are pairs of systems. Table 3 : Metrics Discriminative Power. However, each system is defned by a triple: Latent Factors, Iterations, Learning Rate. The sorted and averaged values can be plotted and they correspond to the averaged p-values curve. For each Accuracy and Novelty metrics, these plots are depicted in Figure 1 . For each metric, the corresponding curve gives us an intuition on how that metric is discriminative with respect to the evolution of hyperparameters. Table 3 summarises the DP values of the metrics respectively on Movielens and Amazon. We used bold to highlight the best-performing metric and underline to highlight the worst one. On Movielens the trends of accuracy metrics seem to be clear: nDCG@N always performs better than the others while MRR@N and Rec@N seem to be the worst metrics. It is interesting to notice that Novelty metrics achieve good DP values. This could be a signal that changes in parameters values lead to signifcant diferences in terms of Novelty. On Amazon, the Best Accuracy metric is defnitely Prec@N, while also in this case, for User-kNN and BPR-MF the worst metric is MRR@N. In [44] , it is suggested that this kind of behaviour can be due to the complexity of the metric. We agree with the authors and we reckon that this could be also due to some characteristics of the dataset, like the average number of rating per user (lower than Movielens's), the sparsity of the dataset (higher than Movielens's), and the low average number of ratings per item.
METRICS CONFIDENCE
In the previous section, we compared the Discriminative Power of diferent metrics and we found that nDCG@N and Prec@N are two good choices to select the best hyper-parameters value for Neighborhood-based models and BPR-MF. In details, we consider the best hyper-parameters value as the value which ensures the best performance with respect to the most discriminative metric. However, since we computed the averaged p-values curves across 10 Folds, and hence the averaged DP, it is still possible that these metrics could be much less discriminative on some folds. If this is true, the choice of an elected metric to conduct hyper-parameters learning could be argued. For this reason, now we study the variations across diferent folds of the metrics p-values. Given the sorted p-values for each fold, we computed the standard deviation for each ordered pair across folds. These values can be exploited to defne two additional p-values curves, which represent reasonable boundaries of p-values for each metric. Moreover, it is possible to compute the corresponding DP values, for each metric ± the standard deviation. This could give us an intuition of the metric's DP robustness across folds. Table 4 shows the results for respectively Amazon and Movielens dataset. On Amazon, we may notice the good performance of Prec@N with Item-kNN model. Although Amazon is a very sparse dataset with a large number of items, Prec@N is able to capture signifcant diferences between similar models with a diferent number of neighbours. Moreover, if we observe the DP value considering the standard deviation, this extreme value is still very close to the DP of the worst metric. This behaviour is present also on Movielens, for both Item-kNN and BPR-MF. We considered the worst scenario in which we added the standard deviation value to each pair in comparison.
MovieLens
Best Table 4 : Metrics Discriminative Power deviation. However, it seems clear that the metrics chosen with the previous procedure show good performance across the diferent folds.
DOMINANT HYPERPARAMETER
In the previous section, we mainly focused on the Discriminative Power of the metrics to fnd out the best metric for hyper-parameter tuning taking into account the recommendation model and the considered dataset. In this section, we fx the metric to study the specifc hyper-parameters. Diferently from nearest neighbors models, in BPR-MF we decided to explore three diferent hyper-parameters: However, it is straightforward that one or more hyper-parameters changes could infuence more the accuracy of the provided recommendation list. This led us to pose two additional research questions:
• Is there one or more hyper-parameters that afect more the accuracy of recommendations? • Could be established a procedure to check if diferent values for a specifc hyper-parameter can lead to signifcant diferences? To answer these research questions, we analysed the three hyperparameters of BPR-MF separately. In details, for a certain parameter, we want to defne a procedure to check if diferent values of that hyper-parameter lead to systems which show signifcant diferences in accuracy of recommendation. Let us suppose we fx the metric and the number of latent factors: we still have two other parameters that can vary. We computed all the possible combinations of the remaining hyper-parameters. From the set of combinations, we randomly chose 25 pairs of combinations. We recall that a pair of combinations corresponds to a pair of systems that share the number of latent factors, and difer in the number of iterations and learning rate. Now we compute the p-values of all these pairs and we order them by decreasing value. These values correspond to a pvalues curve which is peculiar for the considered metric and number of latent factors. Consequently, for the curve, the corresponding Discriminative Power can be computed. This procedure can be repeated to analyse the discriminative power of various values of latent factors parameter. Thus, the whole procedure can be repeated to analyse the remaining hyper-parameters. The results of this study is depicted in Tables 5. We used bold to highlight the best DP value for each hyper-parameter analysis. As suggested in [44] , the results between the two tables are not comparable. However, for both datasets, the number of latent factors seems to be the dimension on which variations in hyper-parameter value lead to signifcant diferences in recommendation accuracy. Moreover, for Movielens dataset, the DP value is much lower than the best values for "Number of iterations" and "Learning rate" hyper-parameter analysis. This suggests that "Number of latent factors" is dominant with respect to the other hyper-parameters. "Learning rate" dimension shows a diferent behaviour on the two datasets: on Movielens it shows big variations in terms of DP values, while on Amazon it shows oscillating performance. Finally, DP values confrm that conducting the study on the sub-grid was a reasonable choice.
CONCLUSIONS AND FUTURE WORK
We explored the behavior of accuracy and novelty metrics in response to changes in hyper-parameters values. We found that nDCG@N and Precision@N represent a good choice for hyperparameters tuning for NN-based models and BPR-MF. Novelty metrics also showed to be sensitive to changes in hyper-parameters values. We proposed a general procedure for models with more than one parameter to check if variations in one of the parameters were particularly relevant for accuracy of recommendation. We explored the BPR-MF hyper-parameters and we found that the number of latent factors is dominant w.r.t. the learning rate and the number of iterations. Following this research direction, we want to explore other well-known algorithms and datasets to check if our fndings can be further generalized.
