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1. INTH~OUCTI~N 
The question of oscillation of solutions of nonlinear second order 
equations with a sign variable coefficient 
x” + a(t) f(x) = 0 0%) 
and 
(r(t)x’)’ + a(t)f(x) = 0 0%) 
has been studied by Bhatia [ 1 J, Bobisud [ 21, Butler [3], Erbe [ 51, Kamenev 
[ 71, Onose [ 12-14 ], Waltman [ 15 ], and Wong [ 16 ]. The survey paper of 
Wong [ 171 and the more recent survey by Kartsatos [ 111 provide an 
excellent summary of results. 
Kamenev [8-lo] has discussed the oscillatory properties of Eq. (E,), 
under the assumptions that a(t) is an “integrally small” coefficient, that is, 
a(t) = ix’ a(s) ds converges, 
i to 
and that f’(x) > E. Recently, Chen and Yeh [4] have shown that most of 
Kamenev’s results in ] 10) do hold equally well in the case of Eq. (E2). The 
purpose of this paper is to show that the results of [lo] and [4] can be 
extended to the more general second order nonlinear equation 
(r(t) w(x)-0 + a(l) S(x) = 0, W 
in such a way as to improve known results for the special cases a(/) = 1 and 
w(x) = 1 considered, respectively, by Kamenev and Chen and Yeh. 
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In the paper, we shall only be concerned with the continuable solutions of 
Eq. (E). We shall say that a solution of Eq. (E) is oscillatory if it has an 
unbounded set of zeros, and we shall say that Eq. (E) is oscillatory if all its 
continuable solutions are oscillatory. 
For Eq. (E) it is assumed throughout this paper that 
(i) ~(t)EC([t,,o~)~R’)and.r” (l/r(s))ds=oo; 
(ii) a(t) E C( [ I,, co) + R) is locally integrable and a(t) = .I’: a(s) ds 
converges; 
(iii) w(x) E C(R + [0, co)), w(x) # 0 for x # 0; 
(iv) j’(x) E C(R + R), xf(x) > 0 for x f 0, f’(x) E C(R + R ’ ) and 
f’(x) > &W(X) > 0 when x f 0, and E is a constant. 
We begin with a useful lemma which has been discussed respectively in 
[lo] and [4] for Eqs. (E,) and (E,). It is similar to Hartman’s lemma [6, 
p. 3651 for second order linear equations. 
LEMMA. Suppose that Eq. (E) has a nonoscillatory solution x(t) # 0 for 
t > I, > I, and let w(t) f(x(t)) = r(t) w(x(t)) x’(t). Then the following are rrue 
for:>,t,, 
ds< 03, (1) 
lim w(t) = 0, (2) I-CT 
W(f) = Z(r) + a(r). (3) 
Proof: We obtain from Eq. (E) the Riccati equation 
s ‘(x0)) 
w’(z) + r(t) ~(x(t)) 
w*(t) + a(t) = 0, for r>f,. 
Hence for f > T > I,, 
f'txts)) wz(s) ds=- ('I a(s)ds. 
r(s) w(x(s)) ‘T 
By virtue of (ii), if u(t) is defined by 
'(') = i, r(s) ty(x(s)) 
'f'(X(S)) w*(s) ds 
' 
then 
lim [w(t) + u(r)] = C, 
,-a: (5) 
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where C is a finite constant. If (1) fails to hold, then u(t) increases 
monotonically, n(t)+ co as f-1 co, and 
lim w(t) u(t) ’ = -1. 
I - TJz 
Thus there exists t* such that for I > I*. 
w(t) u(t) - ’ < - f . 
From (iv), we have that 
6 < f’W) 
4r(l) ’ 44) u/W)) 
< w2w-‘@W) 
r(t) VW)) [ 
yw)) w*(s) ds -* = u-2 
J T r(s) VW)> 1 
(1) u’(r), 
and consequently 
which contradicts (i). This establishes (1). From (S), it follows that w(f) has 
a finite limit as t + co. From (l), if this limit is nonzero then r(f)-’ must be 
integrable, contradicting (i). Taking the limit as t + co in (4), we obtain (3), 
and this completes the proof of the lemma. 
We now introduce the conditions 
?a2 w(x) 
_I, fodx- 
.-cfc w(x) 
. . . . /(x)dx- I - 
-’ w(x) 
-10 f(x) 
-dx < co, l- 
. ’ w(x) dx < o3 
‘0 Ax) . 
03 
(@P) 
If (@) is satisfied, we define a(y) = l{ df/f(f) for all values of y; a(y) > 0 
for all y. 
We shall use the following notation. For an arbitrary function g(x), we 
define 
g(x)+ = I g(x)1 + = f(&) + I dx)O; 
A (1) = exp a(s)+ ds (6) 
0) 
; 4(t) = f’ A(s) ds. 
. II 
422 JOHNSON AND YAS 
We introduce the function sequence (a,(t)}? defined as follows: 
a&) = a(f), ado = i -x a&) + ds, 
., r(s) 
an, ,(() = fffi lads) :,,;“(‘)I: & n = 1, 2,... . 
-I 
3. MAIN RESULTS 
THEOREM 1. If there is a positive integer m such that a,,(t) is definedfor 
n = 0, l,..., m - 1, but a,,,(t) does not exist, then Eq. (E) is oscillatory. 
Proof. Assume that there is a nonoscillatory solution x(t) # 0 of Eq. (E) 
for f  > f, > to; then the results of Lemma 1 apply and it follows from (3) 
that w(r) > a,(f); then 
w*(t) 2 a:(()+ * (8) 
It follows from (1) and (iv) that 1” w’(t)/r(f)df < 03; moreover, (3) 
implies that 
NO > ao(O + & I 
.= w2(s) 
-ds, 
.I r(s) 
and from (8) it follows that 
Inductively. we see that if a,- ,(1) < cc for all f  > f ,  and 
w(f) > so(f) + &a,. ,(f), 
then 
w2(0 2 la,(() + &a,_ ,Wl’t , 
and 
a,(0 = ) 
~5 lao(s> + &a, ,(s)lt ds < 13, w2(s) ds < co 
\ 
.I Y(s) .’ I 4s) 
From (7) and (9) it further follows that 
4) > a,(() + q&). 
O.D.E. WITH “INTEGRALLY SMALL" COEFFICIENT 423 
Thus the existence of a nonoscillatory solution implies that a,(t) < co for all 
f > t, and all m. This completes the proof. 
EXAMPLE 1. Consider the differential equation 
X” + +([-)I4 cos ~4 - it - 5’4 sin J7)(x + @) = 0 (t 2 to > 0). 
Here we have 
and 
so(t) = ix a(s) ds = t - “4 sin ~5, 
.I 
a,(r) = i” a;(s)+ ds = + I= s -“*(sin* fi + sin fi [sin fi I) ds 
.I ‘I 
=+gj-~n;2”:“‘s -’ “‘(sin* fi t sin fi 1 sin fi I) ds 
sin* s ds = 03. 
Thus a,(f) does not exist, and from Theorem 1 the equation is oscillatory. 
THEOREM 2. If condition (F) holds, if there is a positice integer m such 
that the a,(t) are defined for n = 0, l,..., m, and if 
lim sup 
I 
’ aoW + wds) ds = co 
3 I-cc ‘I r(s) 
then Eq. (E) is oscillatory. 
ProoJ Suppose that Eq. (E) has a nonoscillatory solution x(t) # 0 for 
t > 1, > 1,. Defining w(t) as in Lemma 1 and applying (3) and (7), we obtain 
w(t) = r(f) W(W) -W/f(W) 2 aoQ> + qN9 (12) 
and integrating (12) from t, to t yields 
! - 
-x(‘) w(v) dv > ’ 
x(r,) f(v) I ’ I, 
so(s) + &a,(s) ds. 
r(s) 
This contradicts condition (F) from (11) as t -+ co. Thus Eq. (E) is 
oscillatory. 
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Remark. Kamenev [ lo] and Chen and Yeh 141 obtained Theorems 1 
and 2 for (E,) and (E,), respectively, under the condition a(f) > 0. 
THEOREM 3. If there exists a locally integrable bounded function q(f): 
[to, 03) + R +, ifc(f) = ji, V(S) ds + Qfl). and if 
where $(f) is given by (6), then Eq. (E) is oscillatory. 
Proof: Suppose that Eq. (E) has a nonoscillatory solution x(f) # 0 for 
t > t, > t,; letting w(l) = r(f) v(x(f)) x’(f)/f(x(t)) and applying Lemma 1, we 
obtain w(f) = I(t) t a(f), where 
r5 w2(s)f’(x(s)) 
I(‘) = !, r(s) ty(x(s)) ds 
for t>l,. 
Then 
-i’(f) = w2WfWN > W) + aWl2 
r(O w(xW) ’ 40 
= e[I’(f) + a2(t) t 21(t) a(f)] 
r(f) 
(14) 
> W(f) la(t)1 + I(f) a(r)1 = 4W)14f>lc / 40 r(O . 
From (14), we obtain 
I(t) < Z(f,) exp 
By virtue of (15) and (iv), there are constants CT and C, > 0 such that 
.(I -s 
rodpds<C: [‘q(s)A(s)ds=C, (‘IA(s)ds=C,Q(f). 
>I1 -11 
Hence 
I 
I ! v(s) 
pee w’(p) 
‘I 
*‘$dpds+j.,+)j, -dpds 
s 
= i ’ f$ [r(s) - <(tl)] ds + [r(f) - r(f,)l j,= sds d C,!%f); “I 
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that is, 
I 
1 w2(s) 
- t(s) ds < c, + Cl O(t), 
I, 4s) 
c, > 0. 
Using (16) and Schwarz’s inequality, we obtain 
Thus 
,j’ I(S) ds + it a(S) ds ( = / f’ W(S) ds 1 
‘I “(1 -11 
l/2 
G (C2 + C,/(r))/: #dsj . 
I 
(16) 
(17) 
But, from (15) we have 
/ 1’ u(S) ds t if a(S) ds ( >, ( j,: a(S) ds / - CW). 
.[I "1 
It follows from (17)’ and (18) that for suffkiently large t, 
(18) 
This contradicts condition (13). Hence Eq. (E) is oscillatory. 
COROLLARY 1. If there are q(r) and t(t), as in Theorem 3, if 
(=A(~)dr < 00, (19) 
and 
/j;,a(s)dsi 1 =oo, (20) 
then Eq. (E) is oscillatory. 
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COROLLARY 2. If a(t) > 0 and (19) is sat&fled, and if 
(21) 
for arbitrary C > 0, r(t) as in Theorem 3, then (E) is oscillatory. 
Proof: We shall prove that (13) holds under a(t) > 0 and (19). In fact, 
suppose that (13) does not hold; then from (19), we have 
O+(s)ds<C [ ,:$dsJ”: 
‘I 
hence 
which contradicts (19). 
We may obtain a slightly different form of Theorem 3, using the same 
techniques, which we state here for completeness. 
THEOREM 4. Suppose there exists a locally integrable function v(t): 
[t,,co)-[l,co),andr(t)=C:,tl(s)ds+r(t,).zf 
lim sup ’ 
I-CC 
, [g*(t)@*(t) + (, -$ds 1 “2 ~ j;, a(s) ds 1 ( = 00 
where 4 *(t) = I:, q(s) A(s) ds, then Eq. (E) is oscillatory. 
COROLLARY 3. If there exist q(t) and r(t) as in Theorem 4, such that 
jz q(s)A(s) ds < 03 
-11 
then Eq. (E) is oscillatory. 
EXAMPLE 2. Consider the differential equation 
x” +$c [k In-“2t . cos(k In”*t) - sin(k In”2t)](ex + x’) = 0 (t ,< t, > l), 
where E and k are positive constants and ck2 > 12. 
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Clearly, 
a(f) = $ sin(k 1n1’2t), 
1 
I 
a(s) ds = sin(k lt~“~t) - k In “‘t) - k ln”‘I . cos(k In1’2t) t Cl, 
. 1, 
and 
(.’ a(s) + ds = : [’ i [ sin(k ln1’2s) + 1 sin(k ln1’2s)l ] ds 
J to -10 s 
> T [’ i [sin(k ln’j2s) + sin2(k In’j2sj ds 
‘10 s 
= 5 [’ ln”2s[ sin(k ln1j2s) + sin2(k 1n”2s)l d(k 1n1’2s) > $ In +, 
’ Ill 0 
that is, 
A @I < exp ( -$lnt).Ifwetaken(l)= 1 tlnr,~(t)=rlnt, 
then 
[‘q(s)A(s)ds=.[,:,(l t lns)A(s)ds 
. 10 
= _(I A(s) ds + 1’ (In s) A(s) ds 
‘0 -’ 1” 
cj;oA(s)ds + ‘2!]I 
0 
,(,k,;; _ ,) 
< [’ A(s) ds t C, .[ $ < co .’ ‘0 ” 
(C, > 0 is a constant), 
and 
lim sup [ (J:, $--Ii2 
I-cc 
. 1 sin(k In 1’2f) - k 1n”2f . cos(k In”‘f) + Cl 1 
I 
= a’. 
By Corollary 3, the equation is oscillatory, while the results of 141 and 
1 10 ] fail to apply. 
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THEOREM 5. Assume that condition (a) is satisfied and that there is a 
nonincreasing positive function ,u(t) such that, for arbitrary C > 0, 
lim inf [’ -$$ 
I-13c 
[a(s) + CA(s)] ds = --03. (22) 
.(I 
where A(t) is given by (6). Then Eq. (E) is oscillatory. 
Proof: Suppose that Eq. (E) has a nonoscillatory solution x(t) # 0 for 
I > 1, > I,. Then if we let w(t) = r(t) ~(x(t)) x’(t)/f(x(t)) we have, as in 
Theorem 3, that w(t) = I(t) t a(t) and (15) holds; thus 
:I WW)) 
.),, Ids) SW>) 
---x’(s)ds< 1 
.f P(S) 
To 14s) + CA(s)1 6 C > 0. (23) 
-11 
Since p(s) is a nonincreasing positive function, it follows from the second 
mean-value theorem that 
.I 
I (1 . 11 
,u s #x’(s)ds<,u(t,)j,:$$$x’(s)ds 
=!4,)l@(x(O) - %((,))I 2 -Pu((,) @(xU,)h 
hence, (23) implies that 
34,) @(x0,)) < 1’ $f [a(s) + CA(s)] ds. 
. ‘u 
This contradicts (22).. Hence Eq. (E) is oscillatory. 
COROLLARY 4. If conditions (19) and (0) are satisfied and there is a 
positive nonincreasing function ,u(t) such that 
lim inf 1 .’ P(S) 4s) ds = --03 ~ 1 
I .l . ‘I r(s) 
then Eq. (E) is oscillatory 
(24) 
ProoJ From the proof of Theorem 5, we know that conditions (19) and 
(24) ensure that condition (22) is satisfied, from which the result follows. 
THEOREM 6. Assume that condition (@) is satisfied and that there is a 
positive function p(t) such that ,u(t) r(t) is nonincreasing and, for arbitrary 
c > 0, 
lim inf ” p(s)[a(s) + CA(s)] ds = --oo, 
J t-a 11 
(25) 
where A(t) is given by (6). Then Eq. (E) is oscillatory. 
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ProoJ Suppose that Eq. (E) has a nonoscillatory solution x(t) # 0 for 
I > t, > t,. Then if we put w(f) = r(f) v(x(t)) x’(f)/‘(x(f)), we have, as in 
Theorem 3, w(f) = I(f) t a(f) and (I 5) holds. Thus, 
i’ P(S) 4s) w@(s)) f (x(s)) 
x’(s) ds < ” p(s)la(s) t CA(s)] ds, 
-’ I, 1 11 
C>O. (26) 
Since ,u(t) r(f) is a nonincreasing positive function, it follows from the second 
mean-value theorem that 
!;: @) r(S) f(x(s)) ~x~(s)ds=p(r,)r(t,)~,~~x’(s)ds 
=W WIWM) - @(x(Q)1 2 -NJ r(4) @(x(4)). 
Hence, from (26) we have 
-clO,) r(f,) Qtx(f,)) G j’ /4s)la(s) •t CA(s)1 ds. 
1, 
This contradicts (25). Hence, Eq. (E) is oscillatory. 
Remark. Theorem 6 includes Theorem 4 of Chen and Yeh 141, which 
required r(f) and p(f) to be nonincreasing. 
COROLLARY 5. If conditions (19) and (@) are satisfied and there is a 
posirive fun&on ,u(r) such thaf ,u(t) r(f) is a nonincreasing function, and 
lim inf .’ P(S) a(s) = --co, 
1 ,-CC 11 
rhen Eq. (E) is oscillatory. 
(27) 
THEOREM 7. Assume that condifions (@) and (F) are satisfied and fhat 
fhere is a positive nondecreasing bounded function p(f) such that 
then Eq. (E) is oscillatory. 
ProoJ Suppose that Eq. (E) has a nonoscillatory solution x(f) # 0 for 
f > t, > t,; then we put w(f) = r(f) W(x(f)) x’(f)/f(x(f)). From (3), we have 
that w(f) > a(f); hence 
I 
! WW)) 
‘I 
Pwf(x(s)) x'(s)ds > I 
’ As) a(s) ds 
I, r(s) * (29) 
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Since p(t) is nondecreasing, from the second mean-value theorem and 
condition (@), we obtain that 
From (29), (F), and boundedness of p(t), 
,’ P(S) 4s) 
! ~ ds 6 p(t) @(x(t)) & C. :I r(s) 
This contradicts (28). Hence Eq. (E) is oscillatory. 
THEOREM 8. Assume that conditions (@) and (F) are satisfied and that 
there is positive function p(t) such that p(t) r(t) is a nondecreasing and 
bounded function, and 
lim sup [’ p(s) a(s) ds = 00: 
,-.a3 . ‘0 
then Eq. (E) is oscillatory. 
The proof of Theorem 8 is similar to that of Theorem 7 and will be 
omitted. 
We can deal with an oscillation criterion which does not require the 
monotonicity of p(t) as does Theorem 5. 
Denote the total variation off on [f, , t] by 
T[J f,1 t] = if Idf(s)I 
‘!I 
(30) 
and let 
THEOREM 9. Suppose that conditions (@) and (F) are satisfied. If there 
is a function u(t) > 0 such that T[p, t, , t 1 < 00 for arbitrary t > I, > t,, and 
T(p] < 03, and if condition (22) holds for arbitrary C > 0, then Eq. (E) is 
oscillatory. 
Proof If Eq. (E) has a nonoscillatory x(t) # 0 for t 2 t, > t,, then for 
4) = r(r) v4-W) x’ W/f (x(O), as in Theorem 5, we have (23). We conclude 
from (F) that there exists M, such that @(y(l)) < M,, and the condition 
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T[,uu] ( 03 implies that p(t) ( M,, where M, and M, are constants. Hence 
from (30) and (31), 
i’ ds) VW>> -x’(s)ds i 11 fW>) 
= 14) @(x(t)) -!41) @(et,)) - _j’ @(x(s)) 44s) ) G M- ‘I 
where M = 2M, M, + M, IQ]; hence, we have from (23) that 
*’ ,(1(s) 
I- -10 r(s) 
[a(s) + CA (s) 1 ds > -M. 
This contradicts (22); thus Eq. (E) is oscillatory. 
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