Audio classification, classifying audio segments into broad categories such as speech, non-speech, and silence, is an important front-end problem in speech signal processing. Dozens of features have been proposed for audio classification. Unfortunately, these features are not directly complementary and combining them does not improve classification performance. Feature selection provides an effective mechanism for choosing the most relevant and least redundant features for classification. In this paper, we present a semi-supervised feature selection algorithm named Constraint Compensated Laplacian score (CCLS), which takes advantage of the local geometrical structure of unlabeled data as well as constraint information from labeled data. We apply this method to the audio classification task and compare it with other known feature selection methods. Experimental results demonstrate that CCLS gives substantial improvement.
Introduction
Initial classification of audio segments into broad categories such as speech, non-speech, and silence provides useful information for audio content understanding and analysis [1] , and it has been used in a variety of commercial, forensic, and military applications [2] . Most audio classification systems involve two processing stages: feature extraction and classification. There is a considerable amount of literature on audio classification regarding different features [3] or classification methods [4] . Many features [5] have been developed to improve classification accuracy. Nevertheless, using all of these features in a classification system may not enhance but instead degrade the performance. The underlying reason is that there can be irrelevant, redundant, and even contradictory information among these features. Choosing the most relevant features to improve the classification accuracy is a challenging problem [6] .
Feature selection methods can be divided into three categories: supervised, unsupervised, and semi-supervised.
Supervised approaches require a large quantity of labeled data, and they are apt to ignore the internal structure of data by focusing too much on label information. Unsupervised feature selection fails to extract more discriminative features which may yield worse performance. Semisupervised feature selection focuses on maximizing data effectiveness by using labeled and unlabeled data together [7] . In this case, the amount of unlabeled data is much larger than that of labeled data. Semi-supervised algorithms have attracted attention for their ability to model the intrinsic structure of data.
Approaches to feature selection are generally categorized into filter, wrapper, and embedded techniques. Filter methods use scores or confidences to evaluate the importance of features in the learning tasks and include algorithms such as Laplacian score (LS) [8] , constraint score (CS) [9] , and constrained Laplacian score (CLS) [10, 11] . Wrapper approaches evaluate different subsets of features and select the one with the best performance. The embedded model techniques search for the most relevant and effective features for models. The most common embedded methods are regularization-based [12] , including LASSO, elastic net, or ridge regression. Since filter approaches can be applied to a broad range of classification and learning methods, they have been widely used for their better generalization properties.
For audio classification, it is computationally challenging to evaluate the features' properties by testing them individually [13] or analyzing their characteristics individually [14] . Although some recent work on feature selection algorithms has focused on improving these weaknesses [15, 16] , an efficient and effective method has yet to be developed. This is primarily because most approaches rely on labeled data. It is hard to get sufficient labeled data for the evaluation of features' scores in practical applications. Thus, semi-supervised feature selection can play an important role.
In this paper, we propose a novel semi-supervised filter method called constraint compensated Laplacian score (CCLS), which is similar to Laplacian score. The difference is that CCLS uses constraint information generated from a small amount of labeled data to compensate for the construction of local structure and global structure instead of unsupervised construction. Hence, CCLS has better locality discrimination ability than LS.
The outline of this paper is as follows: the background and motivation of this paper are given in Section 2. Section 3 enumerates several main methods used in feature selection. The CCLS method is presented in Section 4. Section 5 depicts the experimental setup and analyzes the results. Finally, conclusions are given in Section 6.
2 Semi-supervised feature selection for audio classification Audio segmentation is the task of splitting an audio stream into segments of homogeneous content. Given a predefined set of audio classes, the process of segmentation involves joint boundary detection and classification, resulting in identification of segment regions as well as classification of those regions. Assuming that an audio signal has been divided into a sequence of audio segments using fixed window segmentation, our works focus on categorizing these audio segments into a set of predefined audio classes. Although there may be some differences between the traditional definition of audio classification and that in our work, the essential issues are the same. Figure 1 illustrates the process of audio classification. In an audio classification system, every audio signal is first divided into mid-length segments which range in duration from 0.5 to 10 s. After this, the selected features are extracted for each segment using short-term overlapping frames. The sequence of short-term features in each segment is used to compute feature statistics, which are used as inputs to the classifier. In the final classification stage, the classifier determines a segmentby-segment decision.
In audio analysis and classification, there are dozens of features which can be used. A number of novel feature extraction methods have been proposed in recent years [17] [18] [19] . In this paper, some classical and widely used acoustic features are selected for feature selection sources. Widely used time-domain features [5] include short-term energy [20] , zero-crossing rate [21] , and entropy of energy [22] . Common frequency-domain features include spectral centroid, spectral spread, spectral entropy [23] , spectral flux, spectral roll-off, Mel-frequency cepstral coefficients (MFCCs), and chroma vector [24] .
There is a lot of complementary information among these features which can improve classification accuracy when used together; however, there is also a lot of redundant and even contradictory information which can degrade performance. It is hard to judge which combination of features is most likely to have a positive effect on classification. Furthermore, it is computationally infeasible to select the optimal feature subset by Fig. 1 The audio classification framework exhaustive search. Thus, it is important to implement an effective feature selection method for this task.
Most supervised feature selection methods are dependent on labeled data. Unfortunately, it is difficult to obtain sufficient labeled data for audio classification, while unlabeled data is readily available. Semi-supervised feature selection methods can take good use of both labeled and unlabeled data; thus, this approach is more practical.
Related work
Let the training dataset with N instances be X = {x i ∈ ℝ M }, where i = 1, 2, ⋯, N. Let f 1 , f 2 , ⋯, f M denote the corresponding feature vectors, where f ri denotes the rth feature of x i , where r = 1, 2, ⋯, M. In semi-supervised learning, the training dataset X can be divided into two subsets. The first contains data X l = {x 1 , x 2 , ⋯, x L } with labels Y l = {y 1 , y 2 , ⋯, y L }, where y i = 1, 2, ⋯, C and C is the number of classes. The second set has only the un-
Laplacian score
Laplacian score is a recently proposed unsupervised feature selection method [8] . The basic idea is to evaluate features according to their locality preserving ability. If two data points are close to each other, they belong to the same class with high probability, so local structure is more important than global structure. The Laplacian score of the rth feature is a measure of local compactness computed as follows:
f ri =N denotes the mean of the rth feature of the whole data set. D is a diagonal matrix with D ii = ∑ j S ij , and S denotes the similarity matrix whose elements are defined as follows:
The similarity w ij between x i and x j is defined by:
where σ is a constant. x i and x j are considered to be neighbors if x i is among the k nearest neighbors of x j or x j is among the k nearest neighbors of x i in terms of Euclidean distance.
In the score function in Eq. 1, the numerator indicates the locality preserving the power of f r , with smaller values indicating more local compactness in the feature space. The denominator is the weighted global variance of f r .
Thus, the criterion of the Laplacian score approach is to minimize the relative local compactness given by Eq. 1.
Constraint score
Constraint score is a supervised feature selection algorithm [9] which requires a relatively small amount of labeled data. For any pair of instances (x i , x j ) in the labeled data set X l , there is a constraint assigned, either must-link (ML) or cannot-link (CL). The ML constraint is constructed if x i and x j have the same label, and the CL constraint is formed when x i and x j belong to different classes. Then, ML and CL constraints are grouped into two sets Ω ML and Ω CL , respectively.
In the constraint score approach, the pairwise constraints between all pairs of data points are generated using the data labels, and a score function is computed as the following:
This score represents a ratio of pairwise distances between same-class pairs and different-class pairs. Features are selected through minimizing this constraint score, with maximizes class separability.
Constrained Laplacian score 3.3.1 The score function
Constrained Laplacian score [10, 11] combines the above methods. The objective function of CLS is as follows:
where S ij = S ij + N ij , with S ij computed as in Eq. 2 from both labeled and unlabeled data and N ij is given as follows:
if x i and x j are neighbors and
Ã or x i and x j are not neighbors and
In addition, D ii = ∑ j Sij, and α i rj is defined as follows:
CLS combines Laplacian score to represent the internal structure characteristics of the entire data space and constraint score to incorporate class separability of the labeled data. However, this algorithm may be not suitable for some scenarios, as discussed in the next section.
The shortcomings of CLS
CLS uses constraint information from labeled data to help construct the local structure, represented by a matrix with elements N ij . The elements of the similarity matrix used for local structure construction are S ij = S ij + N ij , where S ij is defined as follows:
i fx i and x j are neighbors and
As shown in Eq. 8, when two samples with the same labels are close to each other, the similarity between them is set to 0. In other words, CLS does not use close neighbors to construct the local structure. However, these example pairs are of high importance, because the local structures of neighbors are the most reliable. The preservation of such structure is an important measure of feature quality.
Moreover, when the constraint information from labeled data has conflicts with the local structure, CLS adds an additional item w 2 ij to the similarity. This is problematic for several reasons, including because S ij may be greater than 1 (for example, w ij = 0.9, S ij = 1.71). This conflict may appear in two cases, when two samples are close to each other but have different labels, or when two samples are far from each other but have the same label. In the first case, we would like to decrease the similarity because of the label differences, but the CLS formula instead increases the similarity with the added term. In the second case, we would like to increase the similarity, as the CLS formula does, but only to a limited degree because w ij is close to 0 and thus w 2 ij is very close to 0.
Constraint compensated Laplacian score

Score function
The main advantage of the Laplacian score approach is its locality-preserving ability. However, due to the lack of prior supervised information, the accuracy of this method is not high. The constraint score approach selects features based on a small amount of labeled data but ignores unlabeled data. CLS combines these approaches, but it neglects some important factors in estimations of local structures and supervised information.
To address these problems, we propose a new feature selection algorithm called constraint compensated Laplacian score (CCLS). The score function to be minimized is defined as follows:
where
where γ and λ are required parameters to be determined. S ij is computed as in Eq. 2 using both labeled and unlabeled data, and
where n c is the number of instances of the cth class, μ 
Benefits of the new approach
The proposed CCLS approach integrates the LS and CS techniques under a unified semi-supervised framework, with two additional improvements: more accurate estimation of local structure and variance. 
The estimation of local structure
With respect to the calculation of within-class variance represented by the numerator of Eq. 9, the new CCLS method improves over CLS in the following aspects:
When x i and x j are neighbors and also in the same labeled class, it is more certain that x i is similar to x j . It is more intuitive to increase the similarity between them, as represented in Eq. 10, rather than set it to zero as in Eq. 6 of CLS. When x i and x j are neighbors and in two different labeled classes, any local structure between x i and x j may mislead feature selection. Thus, it is appropriate to decrease the similarity instead of increasing them, as now represented in the second case of Eq. 9. When x i and x j are not neighbors but are in the same labeled class, they can be still considered as neighbors. In such most cases, however, the value of w ij is very close to 0 because the distance between the points is large, so rather than using this distance as a weight, the new approach uses a controllable constant λ.
The estimation of variance
The new CCLS approach improves the accuracy of the variance of estimation. In the CLS approach, the variance estimation ignores the inner-class covariance of labeled data which has good discriminative ability. Moreover, CLS directly sums the variances of unlabeled data with that of labeled pairs from different classes. Specifically, in CLS, the variance of the rth feature vector f r is given as follows:
In the proposed CCLS approach, the denominator of Eq. 9 shows that both inter-class covariance and innerclass covariance are used to estimate variance. This approach is motivated by the discrimination of these two types of covariance given by linear discriminative analysis [25] . Thus, a relevant feature should be correlated not only with larger variance of unlabeled data but also with larger inter-class covariance and smaller inner-class covariance.
Comparison of LS, CS, and CCLS
To illustrate the performance of LS, CS, CLS, and the proposed CCLS algorithm, we compare these four algorithms on several high-dimensional machine learning databases [26] including Ionoshpere, Image Segmentation, Soybean, and Vehicle datasets. The data set information and the sizes of whole training data set and labeled data set are detailed in Table 1 . A nearest neighbor (1-NN) classifier with Euclidean distance is employed for classification.
To determine the parameters γ and λ, which govern how the rules affect feature selection performance, we experimentally vary parameter pairs from 0 to 1 with 0.05 intervals. The results are shown in Fig. 2 , with lighter shades indicating better performance. Although the pattern is inconsistent, performance is generally Best results of each experiment are set in bold better when γ is high and λ is near 0.5. Thus, the parameters γ and λ are set to be 0.9 and 0.5, respectively, in all of our experiments followed.
The experimental results on UCI data sets are shown in Fig. 3 and Table 2 . Figure 3 shows the plots for accuracy versus the number of selected features, and Table 2 compares the averaged accuracy across these cases. It can be seen that the performance of CS and CCLS is better than that of LS in all cases. This illustrates that constraint information from labeled data and local geometrical structure from unlabeled data are complementary, and using them in conjunction can be useful for feature selection.
Experiments and results
To further illustrate the effectiveness of CCLS, it is compared to several established feature selection methods. These include spectral feature selection (Spec) [27] , ReliefF [28] , Laplacian score, constraint score, and constrained Laplacian score.
Data and experimental setup
Experiments were performed using audio signals under telephone channel. Thus, each audio segment may contain speech, non-speech, or silence, with more detailed classes as shown in Fig. 4 . "Speech" indicates direct dialogues between the calling and called users, when the call is connected, while "silence" implies the segment with comfort noise. "Non-speech" can be sub-classified into four types: ring, music, song, and other. "Ring" contains the single-tone, dual-tone, or multi-tone used for dialing or waiting warning, "music" and "song" are the waiting music before the call is connected or the environmental noise when the phone is in call. "Others" includes special sounds, such as laugh, barking, coughing, or other isolated sounds. Mixed segments, such as speech over music, are excluded from the dataset.
The database used here has been collected and manually labeled by Tsinghua University. It contains about 7 h of audio from 837 real telephone recordings. The speaker in each recording is different, as is the background music. The corpus consists of 3.4 h of speech data, 0.2 h of ring data, 0.1 h of music data, 0.1 h of song data, and 0.02 h of other data.
According to the label, an audio signal, which contains speech or non-speech, is divided into several 0.5-s segments. For each segment, all features mentioned in Section 2 are extracted based on the short-term analysis, Best results of each experiment are set in bold and the dimension of short-term feature is 35. The frame length and frame step size are 32 and 10 ms, respectively. Then, the two mid-term statistics, mean value, and standard deviation are drawn per feature, so that the dimension of mid-term statistics vector is 70. For feature selection, we choose 2000 speech segments and 2000 non-speech segments, with only 400 randomly chosen labeled segments. The γ value is set to 0.9 and λ = 0.5. We compare CCLS with unsupervised Laplacian score, as well as supervised constraint score, constrained Laplacian score, Spec, and ReliefF. We use a development dataset containing 200 speech segments and 200 non-speech segments to choose the optimal feature subset. The test dataset includes 500 speech segments and 500 non-speech segments.
In all experiments, the k-nearest neighborhood (KNN) classifier with Euclidean distance and k = 5 is utilized for classification after feature selection. To avoid the influence of the classifier, the training datasets of the classifier for all experiments are kept the same.
Experimental results
Ten types of short-term features extracted are listed in Table 3 . Two statistics, mean and standard deviation are used as the mid-term representation of the audio segments. Table 3 shows the classification accuracy of different features for audio classification. The top three best features are MFCCs, chroma vector, and spectral centroid, and the worst feature is short-term energy. Moreover, using all of these features does not improve but rather decreases the accuracy, as seen by comparing MFCC accuracy to that using all features, indicating that there is redundant and even contradictory information among the features. Thus, it is valuable to use feature selection as a preprocessing module. Table 4 compares the averaged accuracy (Ave.), optimized accuracy (Opt.), and the optimized number (Num.) of features among all evaluated methods, and the value after the symbol "±" denotes the standard deviation. Results indicate that the performance is significantly improved by using the first d features selected from the ranking list of features generated by feature selection algorithms. This supports the hypothesis that there is redundant and even contradictory information among the original feature space and that a feature selection algorithm can remove irrelevant and redundant features effectively.
CCLS is superior to other evaluated methods not only in terms of averaged accuracy but also in terms of optimized accuracy. In contrast, CLS has the lowest averaged accuracy and optimized accuracy. This is because the estimations of local structure and variance are not accurate for CLS method as described in Section 4.2. Figure 5 shows accuracy vs. the number of selected features. It can be seen that the performance of CCLS is significantly better than that of Spec, Laplacian score, constraint score, and constrained Laplacian score. This supports that combining supervised information with data structures to evaluate the relevance of features is useful in feature selection.
To explore the influence of the numbers of labeled segments on the performance of the algorithm, different numbers of labeled data are used. The averaged accuracy, optimized accuracy, and the optimized number of features on the condition of 200 and 800 labeled segments are summarized in Tables 5 and 6 , respectively. Comparing Table 4 with Tables 5 and 6 , it is easy to conclude that the performance improves as the number of labeled data segments increases from 200 to 800. The CCLS is best in terms of averaged accuracy and optimized accuracy regardless of the number of labeled segments. The performance of ReliefF is always better than others in terms of optimized number of features. Figure 6 shows the plots of accuracy vs. the number of selected features and the amount of labeled data. However, it should also be noticed that the performances of CCLS and ReliefF do not drop rapidly when decreasing the amount of labeled data to 200, while the CS and Spec algorithms are unable to select relevant features.
In all cases, there are many irrelevant features, almost two-thirds, which can be removed to achieve the best performance. This not only improves classification accuracy but also reduces the time complexity of classification. Figure 7 shows the plots of average accuracy vs. the number of labeled data segments. The average accuracy increases with the addition of labeled data, asymptoting between 500 and 700 segments. The CCLS algorithm outperforms the other algorithms significantly.
After the optimal feature subset has been selected, classification is done on the test data set. The results are listed in Table 7 . The optimal feature subset selected Best results of each experiment are set in bold Fig. 7 Average accuracy as a function of the number of labeled data segments from development dataset improves the performance on the test dataset. Though CCLS still outperforms other algorithms, the accuracy differences between algorithms are relatively small. However, the average accuracy of CCLS across all feature subsets is much high than the other algorithms, which indicates that the algorithm is more robust to feature subset selection than the comparative methods.
Conclusions
In this paper, we have presented a semi-supervised filterbased feature selection method. The new CCLS method integrates locality preservation across unlabeled data and label consistency within labeled data. Experimental results show that the proposed algorithm outperforms Spec, ReliefF, LS, and CS for audio classification.
As mentioned in Section 5.2, the performance of CCLS was not as good as that of RelifF in terms of optimized number of features. This may indicate that there are some redundancy features in the optimum feature set selected by CCLS method. Several studies have addressed influences of such redundancy [11, 29, 30] . To improve the generalization quality of CCLS, there are primarily two areas for the future work: (1) Improvement of discrimination ability across audio classes, for example, more accurate estimation of local structure and variance, and (2) redundancy should be further removed from CCLS optimal feature sets. Best results of each experiment are set in bold
