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Abstract
This paper addresses the problem of estimating the poses
of a reference plane in specular shape recovery. Unlike ex-
isting methods which require an extra mirror or an extra
reference plane and camera, our proposed method recovers
the poses of the reference plane directly from its reflections
on the specular surface. By establishing reflection corre-
spondences on the reference plane in three distinct poses,
our method estimates the poses of the reference plane in
two steps. First, by applying a colinearity constraint to the
reflection correspondences, a simple closed-form solution is
derived for recovering the poses of the reference plane rel-
ative to its initial pose. Second, by applying a ray incidence
constraint to the incident rays formed by the reflection cor-
respondences and the visual rays cast from the image, a
closed-form solution is derived for recovering the poses of
the reference plane relative to the camera. The shape of the
specular surface then follows. Experimental results on both
synthetic and real data are presented, which demonstrate
the feasibility and accuracy of our proposed method.
1. Introduction
Despite the great advances in shape recovery for diffuse
surfaces in the last few decades, specular surface recov-
ery is still a challenging problem. Unlike a diffuse surface
whose appearance is viewpoint independent, a specular sur-
face does not have a unique appearance of its own but in-
stead reflects its surrounding environment. Based on this
special property, many researchers tried to recover the shape
of a specular object by exploring the relation between its
structure and its surrounding environment [2, 22, 14, 8].
Methods for specular surface recovery usually introduce
motion to the surrounding environment and observe the
changes in the reflections produced on the surface. Based
on the assumptions made on the environment, existing
state-of-art methods can be broadly classified into two ap-
proaches, namely shape from specular flow (SFSF) meth-
ods [15, 1, 6, 16] and shape from specular correspondences
(SFSC) methods [11, 3, 4, 7, 17, 18, 13]. SFSF methods of-
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Figure 1. General setup for specular surface recovery. (a) A setup
for recovering a specular spoon. The camera and the reference
plane are put side-by-side. (b) Reflections produced on the spoon
surface under two different positions of the reference plane.
ten assume an unknown distant environment under a known
continuous motion. These methods often suffer from prob-
lems like tracking dense specular flows and solving partial
differential equations (PDE). When the surrounding envi-
ronment is known and close to the object, SFSC methods
can be derived. Like SFSF methods, SFSC methods also
assume the motion (which may be discrete though) of the
environment being known a prior in order to infer surface
shape from the observed reflections. Commonly, a refer-
ence plane with a known pattern is used as the known envi-
ronment in SFSC methods. In order to produce a good view
of its reflections on the specular surface, the reference plane
is often placed side-by-side with the camera (see Fig. 1).
This results in the camera not being able to see the ref-
erence plane directly, making the calibration of the setup
non-trivial. Traditional methods calibrate the poses of the
reference plane by introducing an extra reference plane in
the field of view of the camera, and an extra camera looking
at both reference planes. In [20], Sturm and Bonfort used a
planar mirror to allow the camera to see the reference plane
through reflection. The pose of the reference plane can be
obtained by placing the auxiliary mirror in at least three dif-
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ferent positions. Generally, multiple reference plane posi-
tions are needed for recovering a large area of the specular
surface. Hence, how to compute the poses of the reference
plane easily and automatically becomes an appealing prob-
lem. However, the literature becomes comparatively sparse
when it comes to automatic pose estimation of the refer-
ence plane in specular surface recovery. Liu et al. proposed
an automatic motion estimation method by constraining the
motion of the reference plane to a pure translation with the
assumption that the initial pose of the plane is known a
prior [12]. Although they can achieve a simple closed-form
solution for the motion estimation problem, their method
cannot handle general motion and requires calibrating the
initial pose of the reference plane.
In this paper, we consider the problem of estimating the
poses of a reference plane in SFSC. Unlike existing meth-
ods which require an extra mirror or an extra reference plane
and camera, our proposed method recovers the poses of the
reference plane directly from its reflections on the specular
surface. By establishing reflection correspondences on the
reference plane in three distinct poses, our method estimates
the poses of the reference in two steps. First, by applying
a colinearity constraint to the reflection correspondences, a
simple closed-form solution is derived for recovering the
poses of the reference plane relative to its initial pose. Sec-
ond, by applying a ray incidence constraint to the incident
rays formed by the reflection correspondences and the vi-
sual rays cast from the image, a closed-form solution is de-
rived for recovering the poses of the reference plane relative
to the camera. The shape of the specular surface then fol-
lows.
The major contributions of this paper are
• The first approach, to the best of our knowledge, for
recovering the poses of the reference plane relative to
the camera directly from its reflections observed on the
specular surface.
• A closed-form solution for recovering the poses of the
reference plane relative to its initial pose by enforc-
ing a colinearity constraint on the reflection correspon-
dences.
• A closed-form solution for recovering the poses of the
reference planes relative to the camera by enforcing a
ray incidence constraint on the incident rays and visual
rays, which simultaneously results in the shape of the
specular surface.
The rest of the paper is organized as follows. Section 2
describes the physical configuration of the imaging sys-
tem. Section 3 derives a closed-form solution for recovering
the poses of the reference plane relative to its initial pose us-
ing a colinearity constraint. Section 4 derives a closed-form
solution for recovering the poses of the reference plane rel-
ative to the camera by a ray incidence constraint. Section 5
describes implementation issues related to the extraction of
the sparse reflection correspondences and recovery of the
specular surface given the estimated poses of the reference
plane. Experimental results on both synthetic and real data
are presented in Section 6, followed by discussions and con-
clusions in Section 7.
2. Physical Configuration
П0
П1П2
Figure 2. Setup used for specular surface recovery. A pinhole cam-
era centered at O is viewing a specular object S which reflects a
nearby reference plane Π0 to the image I . Π1 and Π2 denote the
reference plane at its two new poses after undergoing unknown
rigid body motions. X0, X1, and X2 are points on Π0, Π1 and
Π2 respectively which are reflected at a point P on S to the same
image point x on I . They are referred to as reflection correspon-
dences and determine the incident ray. V is defined as the visual
ray for image point x.
Fig. 2 shows the setup used for specular surface recov-
ery. Consider a pinhole camera centered at O observing the
reflections of a moving reference plane on a specular ob-
ject S. Let X0 be a point on the plane Π0 at its initial pose
which is reflected by a point P on S to a point x on the
image plane I . Suppose the reference plane undergoes an
unknown rigid body motion, and let Π1 and Π2 denote the
plane at its two new poses. LetX1 be a point on Π1 andX2
be a point onΠ2 such that bothX1 andX2 are also reflected
by P to the same image point x on I . X0, X1 and X2 are
referred to as reflection correspondences for the image point
x. Since reflection correspondences must lie on the same in-
cident ray, it follows that they must be colinear in 3D space.
This property will be used to derive a constraint for com-
puting the poses of the moving reference plane relative to
its initial pose (see Section 3). NoteX0,X1, andX2 define
the incident ray and V denotes the visual ray constructed
from the image point x. Since corresponding incident ray
and visual ray must intersect at the specular surface, this
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property will be exploited to determine poses of the refer-
ence planes relative to the camera (see Section 4) and the
shape of the specular object (see Section 5).
3. Pose Estimation: Reference Plane
Figure 3. Three reference planes constraining all the incident rays.
X0, X1 and X2 are reflection correspondences defining the inci-
dent ray L. Assume the world coordinate system coincides with
the local coordinate system on Π0. R1 andT1 denote the relative
pose between Π0 and Π1. R2 and T2 denote the relative pose
between Π0 and Π2.
Referring to the setup as described in the previous sec-
tion. Let the relative motions of (Π0, Π1) and (Π0, Π2) be
denoted by (R1,T1) and (R2,T2) respectively, where Ri
and Ti, i ∈ {1, 2}, represent a rotation matrix and trans-
lation vector respectively. Further, let the plane-reference
coordinates ofXi beX
p
i = (x
p
i , y
p
i , 0)
T, where i ∈ {0, 1, 2}
(see Fig. 3). Their 3D coordinates, denoted by Xi =
(xi, yi, zi)T, i ∈ {0, 1, 2}, with respect to the coordinate
system of Π0 can be written as
X0 = X
p
0 =
x0y0
z0
 , (1)
X1 = R1X
p
1 +T
1
= MX¯p1 , (2)
X2 = R2X
p
2 +T
2
= NX¯p2 , (3)
where M =
(
R11,R
1
2,T
1
)
, N =
(
R21,R
2
2,T
2
)
, X¯pi =
(xpi , y
p
i , 1)
T, and Rij denotes the jth column of R
i, i ∈
{1, 2}, j ∈ {1, 2}. Note that the unknown motion parame-
ters denoted by (R1,T1) and (R2,T2) are now embedded
inM and N, which contain 18 parameters in total. Since
X0, X1 and X2 are colinear, it follows that
x1 − x0
x2 − x0 =
y1 − y0
y2 − y0 =
z1 − z0
z2 − z0 ,
MT1 X¯
p
1 − x0
NT1 X¯
p
2 − x0
=
MT2 X¯
p
1 − y0
NT2 X¯
p
2 − y0
=
MT3 X¯
p
1
NT3 X¯
p
2
, (4)
whereMTi and N
T
i denote the ith row of M and N respec-
tively. Eq. (4) gives two constraints as follows:{
(X¯p2)
TAX¯p1 − x0(X¯p2)TN3 + x0(X¯p1)TM3 = 0,
(X¯p2)
TBX¯p1 − y0(X¯p2)TN3 + y0(X¯p1)TM3 = 0,
(5)
where
A = N3MT1 −N1MT3 , (6)
B = N3MT2 −N2MT3 . (7)
Furthermore, Eq. (5) can be written as E1W = 0, where
E1=
(
(X¯p2)
T⊗(X¯p1)T 0T −xp0(X¯p2)T −xp0(X¯p1)T
0T (X¯p2)
T⊗(X¯p1)T −yp0 (X¯p2)T −yp0 (X¯p1)T
)
,
W=(AT1 AT2 AT3 BT1 BT2 BT3 NT3 MT3 )
T
, (8)
and ATi and B
T
i denote the ith row for A and B re-
spectively. The symbol ⊗ denotes kronecker tensor prod-
uct [10]. If each element in W is considered as an inde-
pendent variable, there are 24 unknowns in total. Since one
incident ray will provide two constraints, at least 12 inci-
dent rays are needed to solve all the unknowns. Suppose we
select m points X¯pij = (x
p
ij , y
p
ij , 1)
T, where 0 ≤ i ≤ 2 and
1 ≤ j ≤ m, to solve the unknowns. We can formulate the
problem of findingW as solving an over-constrained linear
system:
EW = 0, (9)
where E is defined as
(X¯p21)
T⊗(X¯p11)T 0T −xp01(X¯p21)T −xp01(X¯p11)T
0T (X¯p21)
T⊗(X¯p11)T −yp01(X¯p21)T −yp01(X¯p11)T
...
...
...
...
(X¯p2m)
T⊗(X¯p1m)T 0T −xp0m(X¯p2m)T −xp0m(X¯p1m)T
0T (X¯p2m)
T⊗(X¯p1m)T −yp0m(X¯p2m)T −yp0m(X¯p1m)T
 .
Consider the structure of E resulted from the colinear con-
straint. Since the 21st column and 24th column of E are
identical, the nullity of E is two for non-zero solutions. In
order to solve it, we first apply SVD to get a solution space
spanned by two solution basis vectors, d1 and d2. W is
then parameterized as
W = α(d1 + βd2). (10)
Now there are 26 unknowns in total. By combin-
ing Eq. (6), Eq. (7) Eq. (8), and Eq. (10), M, N, α
and β will be involved in 18 bilinear and 6 linear equa-
tions by enforcing the element-wise equality. Further-
more, rank(N3MT1 ) ≤ 1 and rank(−N1MT3 ) ≤ 1
since rank(N3MT1 ) ≤ min(rank(N3), rank(M1)) = 1.
Thus,
rank(A) = rank(N3MT1 −N1MT3 )
≤ rank(N3MT1 ) + rank(−N1MT3 )
≤ 2. (11)
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We can also show rank(B) ≤ 2 in a similar manner.
Therefore, not all of the obtained constraints are indepen-
dent and new constraints should be applied for solving all
the unknowns. Due to the fact that the first and second
columns ofM and N are the first two columns of R1 and
R2 respectively, the orthonomality property will provide 6
more constraints, which lead to a closed-form solution for
the unknown motion parameters and the two scale parame-
ters. We use the symbolic Math Toolbox in Matlab to get an
analytical solution for all the unknowns.
4. Pose Estimation: Camera
4.1. Line Incidence in Plu¨cker Space
In order to formulate line intersections algebraically, we
adopt the 6-vector Plu¨cker line coordinates representation
for lines in P 3 [9]. Given a line L defined by point P =
(px, py, pz, 1)T and point Q = (qx, qy, qz, 1)T, its Plu¨cker
line coordinates representation is given by
L =

l0
l1
l2
l3
l4
l5
 =

pxqy − qxpy
pxqz − qxpz
px − qx
pyqz − qypz
qy − py
pz − qz
 . (12)
With this notation, a line in P 3 is mapped to a homoge-
nous 6-vector in the 5 dimensional Plu¨cker line coordinates
space. Suppose another line Lˆ is the joins of points G and
H. Lines L and Lˆ intersect if and only if
det(P,Q,G,H) = l0 lˆ5 + lˆ0l5 + l1 lˆ4 + lˆ1l4 + l2 lˆ3 + lˆ2l3
= (L|Lˆ)
= 0. (13)
det(P,Q,G,H) represents the determinant for a matrix
composed of vectors in the brackets. Eq. (13) gives an alge-
braic constraint for line intersection, and it will be used in
the following section to derive a solution for the unknown
poses of the reference plane relative to the camera.
4.2. Closed-form Solution
Consider the configuration in Fig. 4 and assume the
world coordinate system coincides with the local coordi-
nate system of the plane Π0. Let the rigid body transfor-
mation from the camera coordinate system to the world co-
ordinate system be described by the rotation matrix R =
(r1, r2, r3)T and translation vector T = (tx, ty, tz)T.
Given the relative motion of the reference plane estimated
in Section 3,X0,X1 andX2 are known and they define the
incident ray I. Moreover, the camera center, T, and one
point on the visual ray , Rv + T, defines the visual ray V ,
where v represents the visual ray in the camera coordinate
Figure 4. Line incidence constraint for solving the relative pose
between the world coordinate system and the camera coordinate
system. L1, L2 and L3 are incident rays which will intersect their
visual rays on the specular surface S at P1, P2, and P3 respec-
tively. Assume the world coordinate system coincides with the
local coordinate system on Π0. R and T denote the relative pose
between Π0 and the camera.
system. The Plu¨cker line coordinates for I and V are given
as follows
I =

a0
a1
a2
a3
a4
a5
 =

x0y1 − x1y0
x0z1 − x1z0
x0 − x1
y0z1 − y1z0
y1 − y0
z0 − z1
 , (14)
V =

b0
b1
b2
b3
b4
b5
 =

txrT2 v − tyrT1 v
txrT3 v − tzrT1 v
−rT1 v
tyrT3 − tzrT2
rT2 v
−rT3 v
 . (15)
According to Eq. (13), the intersection of I and V is defined
as
a0b5 + a5b0 + a1b4 + b1a4 + a2b3 + a3b2 = 0. (16)
It is noted that only line V involves the unknown parame-
ters. Thus, we only substitute V in Eq. (16) and obtain the
constraint as
−a0vTr3 + a5vT(txr2 − tyr1)
+a1vTr2 + a4vT(txr3 − tzr1)
−a3vTr1 + a2vT(tyr3 − tzr2) = 0. (17)
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Let
C1 = txr2 − tyr1,
C2 = txr3 − tzr1,
C3 = tyr3 − tzr2.
Eq. (17) can be rewritten as
KF = 0, (18)
where
K = (a5vT, a4vT, a2vT,−a3vT, a1vT,−a0vT),
F = (CT1 ,C
T
2 ,C
T
3 , r
T
1 , r
T
2 , r
T
3 )
T. (19)
Suppose Ii = (a0i, a1i, a2i, a3i, a4i, a5i)T and vi, 1 ≤ i ≤
n, denote the incident rays and visual rays respectively. In
order to solve Eq. (18), at least 18 incident rays are required.
The problem of solving R and T is formulated as solving
the following over-constrained linear equations

Iˆ1 ⊗ vT1
Iˆ2 ⊗ vT2
...
Iˆn ⊗ vTn


C1
C2
C3
r1
r2
r3
=0, (20)
r2−r1 0r3 0 −r1
0 r3 −r2
txty
tz
=
C1C2
C3
 , (21)
where Iˆi = (a5i, a4i, a2i,−a3i, a1i,−a0i). We apply SVD
to get a solution space spanned by one basis vector F = γe,
which is up to an unknown scale γ. Since F includes the
vectorized rotation matrix, γ can be solved by enforcing the
orthogonality properties of the rotation matrix. However,
due to noisy data, the obtained linear least square solution
may not satisfy the orthogonality constraint for the rotation
matrix. The strategy proposed in [21] is applied to approx-
imate the noisy matrix R by a rotation matrix. T can then
be obtained by solving Eq. (21).
5. Implementation Issues
5.1. Sparse Reflection Correspondences
We adopt the standard Gray code encoding strategy and
use a standard computer monitor as the reference plane
to display Gray code patterns, once original and once in-
verted [19]. The encoding patch unit is in square shape.
The total number of images taken for each pose of the ref-
erence plane is therefore twice the binary resolution in each
direction. As stated in [20], the resolution of the codes and
the width of the lowest order stripes must be chosen accord-
ing to the shape of the specular object and the resolution of
the camera. Too high resolution codes tend to be blurred
out and become unusable, whereas too coarse ones lack in
precision. Generally, a patch of pixels in the camera im-
age corresponds to a patch of 3D points with the same code
on the reference plane. In order to get more accurate 3D re-
flection correspondences, we first extract from the reflection
image of the encoding patch corners on the reference plane
at its initial pose. Note that these extracted corner positions
will not in general reflect encoding patch corners of the ref-
erence plane at the second pose. The coordinates of the
pixels reflecting the encoding patch corners in the second
pose are also extracted. Since we will not choose too coarse
encoding resolution and the specular object is assumed to
be smooth and locally planar, linear interpolation will be
accurate enough for approximating the true reflection corre-
spondences on the reference plane at the second pose. The
reflection correspondences are extracted in a similar way for
the reference plane at its third pose.
5.2. Shape Recovery for Specular Surface
Given the estimated motion of the reference plane, points
on the specular surface can be recovered by ray triangula-
tion between the visual rays and the corresponding incident
rays (Fig. 2). However, due to the noise induced by the
approximation described in the previous section, these rays
may not intersect with each other in 3D space. This error
is essentially caused by the inaccurate estimation of the in-
cident rays. In this paper, we take the point closest to both
the visual ray and the corresponding incident ray as an ap-
proximation to the surface point. Note that if the distance
between the reference plane before and after its motion is
large enough, the approximation of the correspondences on
the reference plane will only lead to a small error. Further,
if the angle between the incident ray and the visual ray is
around 50◦, ray triangulation will give more accurate re-
sult. This angle measurement can be applied as a criteria to
remove outliers.
6. Experimental Results
We validated our proposed method on both synthetic and
real shiny mirror-like surfaces. For synthetic experiment,
we used a parametric surface formed by two spheres as the
specular object. A shiny spoon together with a sphere is
used as the specular object in the real experiment. Experi-
mental results with noise analysis and comparisons with the
ground truth are detailed in the following sections.
6.1. Synthetic Experiment
We used two reflective spheres with parametric equa-
tions{
x21 + y
2
1 + (z1 − 10)2 = 9 and
(x2 + 1)2 + (y2 + 0.5)2 + (z2 − 11)2 = 25
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to represent a general surface and assumed no interreflec-
tion occurred on the surface. A reference plane displaying a
set of Gray code patterns was placed at three different posi-
tions. A synthetic perspective camera with a focal length of
24mm was used to capture the reflections of the reference
plane on the specular surface.
In practice, noises usually originate from inaccuracy
in finding the reflection correspondences on the reference
planes and the feature detection process. We carried out the
noise analysis by adding 2D uniformly distributed noises
to planar coordinates of the extracted reflection correspon-
dences on the reference plane. The noise level ranges
from 0 to 10 percent of the edge length of the encod-
ing patch. We choose 4 different encoding patch size:
0.01cm, 0.04cm, 0.07cm and 0.1cm. For each encoding
patch size and noise level, 100 independent trials were per-
formed. The motion estimation accuracy was evaluated
by comparing the estimated rotation and translation with
the ground truth data. The rotation estimation error was
measured by the relative rotation angle (rotErr) between
the estimated rotation and the ground truth. The transla-
tion estimation error was measured by translation scale er-
ror trasErr = ‖Test−Tgt‖
2
2
‖Tgt‖22 , and translation direction error
tradErr = angle(Test,Tgt), where Test and Tgt repre-
sent the estimated translation vector and the ground truth re-
spectively, ‖·‖2 denotes the l2 norm, and angle(Test,Tgt)
denotes the intersection angle betweenTest andTgt. Since
the motion estimation algorithm proposed in this paper con-
sists of two steps, the estimation errors were evaluated dif-
ferently for the three different plane positions. Suppose the
world coordinate system coincides with the coordinate sys-
tem on Π0. Π1 and Π2 represent two new positions of the
moving reference plane. The estimated motion for Π0 was
evaluated by the relative pose between Π0 and the camera.
As for Π1 and Π2, their estimated poses were evaluated by
their poses relative to Π0.
The motion comparison results are shown in Fig. 5. It
can be seen that the error for motion estimation among mul-
tiple reference plane positions varies almost linearly with
noises, which shows that the colinearity properties for mo-
tion estimation in Section 3 are more robust to the change of
the reflection correspondence errors. The estimated motion
of Π0 relative to the camera varies greatly with errors in the
reflection correspondences. Therefore, the reflection corre-
spondences should be estimated as accurate as possible for
getting more accurate motions.
6.2. Real Experiment
We conducted a real experiment on two specular shiny
surfaces, namely a sphere and a spoon. A Dell 17-inch
LCD was used to display Gray code patterns. We used a
CANON 40D camera equipped with a 24mm lens to cap-
ture the images of the moving reference plane reflected on
Ref. Planes rotErr[◦] trasErr[%] tradErr[◦]
Π0 3.5221 2.7119 2.0052
Π1 0.8789 0.7436 0.2627
Π2 0.7482 0.2589 0.1705
Table 1. Motion estimation errors compared with ground truth for
the real experiment.
the specular object. Another NIKON D3100 camera was
used to view the reference plane directly for obtaining the
ground truth data of the motion of the reference plane for
comparison purpose. The intrinsic parameters of the two
cameras were calibrated using [5]. The LCD screen that
served as the reference plane was placed at three different
positions. A set of 12 Gray code pattern images along with
their 12 inverse images, with a resolution of 3888 × 2592,
were reflected on the shiny surfaces and captured by the
camera. The encoding patch was chosen according to the
size of the object and the distance between the object and
the reference plane, and it was in a square shape with a size
of 0.59 × 0.59cm2 for the current experiment. Reflection
correspondences on the reference plane were then obtained
from the encoding patch corners in the reflection images
using interpolation as described in the previous section.
Given the reflection correspondences, poses of the refer-
ence plane and the camera were obtained using the method
detailed in Section 3 and Section 4. The motion estima-
tion result was verified by displaying the sparse structure of
the specular object (see Fig. 6). This qualitative evaluation
can demonstrate the effectiveness of the proposed method.
The proposed method was also evaluated quantitatively. We
used the same error measures as defined in Section 6.1 for
evaluating the accuracy of the estimated motion, and Table 1
shows the evaluation results.
7. Discussions and Conclusions
It is worthy of discussing the advantages and disadvan-
tages of the proposed method. Our method can estimate the
motion of the reference planes for specular surface recov-
ery by only observing its reflections on the specular surface,
which is different from the existing calibration method by
using a mirror [20] or constraining the motion of the refer-
ence plane and knowing its initial pose [12].
In the proposed method, the motion estimation proce-
dures will greatly depend on the accuracy of the extraction
of reflection correspondences for pixel and scene points.
Most of the current encoding strategies, if not all, cannot
achieve one-to-one correspondences. In our current work,
we only focus on motion estimation by sparse reflection
correspondences. We use linear interpolation to obtain an
approximation of the true correspondences on the reference
plane, which implies that the surface should be smooth and
locally planar. In order to achieve more accurate one-to-
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Figure 5. Motion estimation errors with respect to the choice of width of the encoding patch and different level of noises for the reflection
correspondences. 1(a), 1(b), and 1(c) show the estimated motion errors for Π1 relative to Π0, where 1(a) shows the rotation estimation
error defined by rotErr, 1(b) shows the translation scale errors defined by trasErr and 1(c) shows the translation direction error defined
by tradErr. 2(a), 2(b), and 2(c) show the estimated motion errors for Π2 relative to Π0. 3(a), 3(b), and 3(c) show the estimated motion
errors for Π0 relative to the camera.
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Figure 6. Structure recovery for specular object. (a), (b) and (c)
show the reflections of the Gray code pattern under three differ-
ent poses of the reference plane. (d) and (e) show the recovered
sparse structure for the spoon and sphere. The shape can be well
recovered by the proposed method.
one correspondences and sub-pixel accuracy, we will fo-
cus on dense shape recovery and formulate the correspon-
dence problem in the framework of optimization in our fu-
ture work.
Given the estimated motion, direct ray triangulation will
lead to large error for 3D points with small intersection an-
gles between the incident ray and visual ray. In the current
work, the recovered 3D points with large errors are consid-
ered as outliers and removed. Nevertheless, if dense recov-
ery is achieved, those points can be recovered by imposing
the smoothness constraint from its neighbor points and nor-
mal information.
In this paper, our proposed method can be considered as
specular structure from motion, which can automatically es-
timate the relative poses of the moving reference plane and
the camera, as well as the structure of the specular object
with sparse reflection correspondences between the pixels
and scene points. In this regard, we believe that our pro-
posed method will make the current specular surface recov-
ery approach achieve a great step towards a more practical
method. As for the future work, we will try to solve the
calibration problems for specular surface recovery by using
lines and try to derive the intrinsics of the camera from the
585
observed reflection information.
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