This paper proposes diagnostics to assess the accuracy of survey-to-survey imputation methods and applies them to examine why imputing from the Household Income and Expenditure Survey into the Labor Force Survey fails to accurately project poverty trends in Sri Lanka between 2006 and 2009. Survey-to-survey imputation methods rely on two key assumptions: (i) that the questions in the two surveys are asked in a consistent way and (ii) that common variables of the two surveys explain a large share of the intertemporal change in household expenditure and poverty. In addition, differences in sampling design can lead validation tests to underestimate the accuracy of surveyto-survey predictions. In Sri Lanka, the causes of failure differ across sectors. In the urban sector, the primary culprit is differences between the two surveys in the design of the questionnaire. In the rural and estate sectors, the set of common variables in the prediction model does not adequately capture changes in poverty. The paper concludes that in Sri Lanka, survey-to-survey imputation between the Household Income and Expenditure Survey and the Labor Force Survey cannot produce accurate poverty estimates unless the Labor Force Survey adds additional questions on assets and is redesigned to use a questionnaire that is compatible with the Household Income and Expenditure Survey. Alternatively, a new welfare-tracking survey that satisfies these conditions could be established.
Introduction
This paper examines whether survey-to-survey imputation (SSI) methods produce reliable poverty estimates in Sri Lanka.
1 SSI methods aim to predict changes in the distribution of household per capita expenditure, and therefore poverty rates, using information contained in other surveys that are conducted more frequently. In Sri Lanka, a Labor Force Survey (LFS) is fielded quarterly, while the Household Income and Expenditure Survey (HIES) is carried out once every three years. Therefore, survey-to-survey imputation has the potential to generate much more frequent estimates using existing HIES and LFS data, at negligible additional cost. Douidich et al. (2013) applied this approach to Moroccan data, and found that projected poverty rates based on the LFS data closely matched official poverty rates estimated from actual consumption data.
Two key assumptions must be satisfied for SSI to produce reliable poverty estimates. First, the two surveys must ask the same questions. If the common variables in the two surveys measure different versions of a concept, then the coefficients estimated using the expenditure survey will be inconsistent with the poverty proxies taken from the LFS data. Second, the prediction model must be fixed over time. For this latter assumption to hold in a strict sense, changes in the variables present in both surveys must explain all of the average change in household expenditures. The weaker the model's ability to explain changes in the household consumption distribution, the greater the bias in predicted changes in poverty that will result from assuming that the model's coefficients are fixed. In Sri Lanka, the common set of variables in both surveys excludes key factors that track changes in consumption in rural areas, such as accurate measures of local wages and profits, housing characteristics, and assets. Therefore, the model's predictions severely underestimate the extent of poverty reduction in the rural and estate sectors. For SSI to successfully estimate changes in poverty, the common set of variables used in the model must not only be strong and stable predictors of consumption in a cross-section, but also need to explain a large share of the intertemporal variation in expenditure.
We use the 2006 and 2009 rounds of the HIES and LFS surveys to test whether SSI can explain changes in observed headcount poverty rates, following Douidich et al. (2013) .
2 First we estimate prediction formulas using the 2006 HIES data, and apply those formulas to data from the 2009 LFS to estimate household expenditure and poverty in 2009. Then, we check how close the projected poverty rates are to actual poverty rates computed from the household expenditure data collected in the 2009 HIES. We also repeat this exercise in the reverse direction, by estimating formulas using the 2009 HIES data, and using them to impute household expenditures into the 2006 LFS data. The projected poverty rates of 2006 are then compared with those estimated directly from household expenditures in the 2006 HIES.
In Sri Lanka, we find major discrepancies between the predicted estimates of poverty and actual poverty rates. In particular, predicted poverty substantially underestimates the decline in poverty in the rural and estate sectors, which contain about 85 percent of the country's population. In the rural sector, when imputing backwards to obtain estimates of poverty in 2006, the difference between the projected and actual poverty rates is 5 percentage points, and the model predicted less than a quarter of the actual change in poverty. This finding stands in stark contrast to the Moroccan analysis, which showed that the models predicted changes in poverty well. In Morocco, unlike in Sri Lanka, the poverty rates projected by SSI were only about 1 percentage point different from those from actual household expenditure data, and the difference is statistically insignificant at the national and regional levels.
We investigate why predicted poverty in Sri Lanka fails to track estimated poverty rates. In urban areas, the main problem is incompatibility between the HIES and the LFS in terms of the surveys' questionnaire. Differences in the employment question between the LFS and HIES leads to biased predictions in the LFS. The difference in the two surveys' sampling strategy, on the other hand, does not cause bias, but it does increases the discrepancy between predicted and directly estimated poverty rates. To see the effect of the differences in questionnaire and sample design, we impute poverty based on welfare indicators and sampling weights taken from the HIES instead of the LFS, using only variables that are common to both surveys. When the predictor variables and the sampling weights both come from the HIES, estimated poverty rates correspond closely to those directly estimated from household expenditures. This confirms that the main problem with the use of SSI in urban areas is differences between the HIES and LFS in survey design.
In rural areas and the estate sector, however, differences in the values of the common variables and sampling weights between the LFS and HIES are negligible. Instead, the errors in the predictions arise mainly because the common variables fail to capture intertemporal variation in consumption. The set of common variables used in the model mainly consists of pre-determined variables such as education and location that, while highly correlated with household consumption in the cross-section, vary little over time. Furthermore, the labor market outcomes included in the model, such as the households' source of income and the head's sector of work, do not capture welfare changes in the rural and estate sector as well as they do in urban areas. Therefore, these common variables explain little of the observed changes in consumption, and predicted consumption greatly understates the increase in actual consumption.
In rural areas, which account for roughly 80 percent of the population, including additional variables largely fixes the problem. In particular, when imputing within the HIES, adding ownership of consumer durables and housing conditions to the model generates large improvements in performance. This is because as households become better off, they purchase assets and more expensive housing materials, meaning that these variables better reflect changes in consumption. In the estate sector as well, adding more variables improves the accuracy of SSI, but the projected poverty rates remain far from those estimated from actual household expenditures.
To generate accurate and frequent poverty estimates in Sri Lanka based on alternative survey data, either the design of the LFS needs to be revised, or a new welfare proxy monitoring survey should be created. Although it is typically cost-effective to use existing data to estimate poverty, ensuring that the LFS uses sampling and questionnaires that are comparable to the HIES may be a challenging endeavor, and would introduce a structural break in the measurement of labor market trends. It may be possible in the Sri Lankan context to create a new welfare proxy monitoring survey, which would collect only those variables needed to project household expenditure and poverty accurately. Recent technological advances, such as rapid improvements in computer assisted personal interviews using tablet devices, have lowered the cost of conducting such a survey. This paper consists of seven sections. Section II reviews the literature, Section III describes the data, and Section IV explains the imputation method developed by Elbers, Lanjouw and Lanjouw (2003) . Section V describes the results of the HIES to LFS imputation and Section VI conducts analyses to investigate the sources of biases in SSI. Section VII concludes.
I.

Literature review
Collecting detailed consumption or income data is very costly and time-consuming, and SSI can be a cost-effective solution to improve the frequency, timeliness and comparability of poverty data in developing countries. As discussed above, the idea of SSI is simple: suppose consumption or income data are not collected in a particular year, but non-consumption data from other representative surveys are available. Then consumption or income data can be imputed into the non-consumption data sets, using an imputation model calibrated from a cross-section collected in an earlier time period. Since this method relies on data that are already available, there is no additional data collection cost.
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Projections are needed in this case because household consumption is not observed in the labor force survey, and projections by necessity must be developed from existing data. 4 The key challenges for SSI are that the two types of surveys must be designed in a similar way, and the model parameters must not change over time. The latter assumption satisfies the requirement to assume a value for the unobserved coefficients in the later period, but it is a strong assumption that is impossible to test in the absence of consumption data. Rather than abandoning the use of projections altogether, however, it is more constructive to conduct several tests using past rounds of consumption data, to check how reliable projection models are in practice.
SSI is now a well-established approach for estimating poverty that is growing in popularity. The first case in which SSI played a key role for poverty estimation can be traced to India, and the work of Deaton and Dreze (2002) and Kijima and Lanjouw (2003) . The India National Sample Survey Organization (NSSO) made a slight change in the recall period in part of the food consumption module in the 1999-2000 NSSO survey, and it was widely argued that the resulting data likely overestimated household consumption expenditure and therefore underestimated poverty. To project total household expenditures as if the recall periods for food modules were defined consistently over time, Deaton and Dreze (2002) applied a SSI approach. They first created a model to project from the unchanged part of the consumption module to total household expenditures using a previous round of the NSSO survey. This model was then used to project total household expenditures in 1999-2000 from expenditures in the unchanged part of the food module. Kijima and Lanjouw (2003) applied the same approach, but included only non-consumption data in the model. Whether using a portion of consumption or non-consumption characteristics leads to more accurate predictions remains open to debate. Subsequent analysis using consumption data from the thinround household surveys, which are collected annually but are not used to estimate official poverty rates, suggests that the approach adopted by Kijima and Lanjouw (2003) produced more plausible results. However, no further test to examine the reliability of either approach has been conducted.
While the Indian analyses imputed household consumption within the same survey series, they raised the prospect that these methods could be used to impute consumption across multiple surveys. Stifel and Christiaensen (2007) is an early attempt to do this, by applying consumption models based on the 1997 Kenya Welfare Monitoring Survey (WMS) to three consecutive rounds of Demographic Health Survey (DHS) between 1993 and 2003. The 1997 WMS collects both consumption and non-consumption data while the DHS contains only non-consumption data. The paper also provides theoretical guidance regarding the choice of variables to be included when imputing consumption, so as to maintain comparability and reliability of the poverty predictions. It recommends including variables that change over time, but excluding variables whose rates of return are likely to change markedly in the face of evolving economic conditions. This argument makes sense in theory, but it is difficult ex-ante to identify which variables would satisfy these conditions. For example, Stifel and Christiaensen (2007) included ownership of several consumer durables in their imputation models, but Harttgen, Klasen and Vollmer (2012) later criticized this decision on the grounds that improvement in asset ownership outpaced income growth, creating "asset drift". Identifying variables that satisfy the recommendations of Stifel and Christiaensen (2007) is intrinsically an empirical question, but the performance of the Kenya model could not be tested in the Kenya data because only one round of consumption data was available. Christiaensen et al. (2012) moved one step further by analyzing a series of the past household budget surveys available in the Russian Federation, Vietnam, Kenya, and rural China. Their empirical strategy was to first create projection models using one round of household budget survey, impute household expenditure data into other rounds of household budget survey, and then compare projected poverty rates from the imputed expenditure with those estimated directly from actual consumption data. The comparison between projected poverty rates and directly estimated poverty rates validated the reliability of SSI projections. Models that included a comprehensive set of assets performed particularly well. These results are encouraging, and suggest that imputation models tend to remain stable over time. Douidich et al. (2013) is the first attempt to validate the reliability of SSI using different types of surveys. They created consumption models in one round of the Moroccan Household Expenditure Survey (HES), imputed consumption data into more frequent Labor Force Surveys (LFS) and estimated poverty rates using the imputed data. To examine the accuracy of the projected poverty statistics, they compared them with poverty rates directly estimated from HIES consumption data collected in the same year as the LFS. The results are very encouraging. Projected poverty rates are very close to directly estimated poverty rates, irrespective of which round of HES is used to create consumption models. But, this raises the question of whether the results generalize to other countries and time periods. The objective of this paper is to use the same approach to test whether SSI between the HIES and LFS works in Sri Lanka.
II. Data
Household Income and Expenditure Survey (HIES)
We 
Labor Force Survey (LFS)
The LFS is collected each quarter. The questionnaire includes household and individual characteristics and a wide variety of labor statistics. Roughly 18,000 households are interviewed each year. Key statistics are designed to be nationally representative every quarter and representative at the district level each year. In both years, LFS excluded Northern Province, and included Eastern Province only in 2009.
Comparability of the LFS and HIES
To conduct SSI, the variables used in the consumption models need to be available in both the LFS and HIES data, which significantly restricts the set of available variables. For example, Christiaensen et al. (2012) found that ownership of consumer durables and housing conditions are correlated with household expenditures. But in Sri Lanka, only the HIES includes this information. As a result, for the HIES to LFS imputation, we cannot include ownership of consumer durables and housing conditions in consumption models.
The time period of the LFS and HIES also should match. The LFS collects data from January to December, while the HIES data is fielded from July to June. To ensure consistency between the two surveys, we restricted the data to the common six month periods in 2006 and 2009 (i.e., July to December of each year) so that poverty rates projected from the SSI are comparable to those estimated from actual consumption data in the HIES.
Finally, we ensure that the geographic coverage is consistent across the surveys and across time. Table 1 shows missing provinces and districts in each survey, compared with HIES 2009/10 which covered the entire island. As mentioned above, Northern Province was excluded in every survey except the 2009/10 HIES. In addition, the 2006 LFS did not include Eastern Province. Furthermore, three districts in the Estate sector are not covered in the LFS. Given these differences in coverage, the subsequent analysis is restricted to those areas covered by both HIES and LFS in both 2006 and 2009, so that the two surveys cover identical time periods and districts. Despite all these efforts to make these survey data comparable, incompatibilities between the surveys remain. In particular, both the reference period for employment statistics and the sampling strategies of the HIES and LFS differ, which make the two data sources not be directly comparable. This is a concern, given that differences in questionnaire design can have large and systematic effects on efforts to elicit labor force statistics in developing countries (Beegle, et. al., 2010) . We discuss these issues below in Section V in greater detail.
Other variables
Variables that are not collected in either the HIES or LFS can also be included in the model, as long as they are aggregated at a regional level. For example, Stifel and Christiaensen (2007) 
Poverty trends
According to the official poverty statistics, the prevalence of poverty declined significantly between 2006 and 2009 in all three sectors (see the first main column in Table 2 ). The official statistics include all households in the HIES, but as mentioned above, we evaluate the performance of SSI using only geographic areas and time-periods common to the HIES and LFS data. The third to sixth columns in Table 2 show poverty trends when we restrict the samples to the common areas covered in both surveys during the two years. As discussed before, the common survey period includes only the first six months for both rounds. These samples are the ones that are used for the HIES to LFS imputation analysis. Meanwhile, the fifth and sixth columns show poverty rates when we include all 12 month data but focus on common geographic areas of both rounds of HIES. These are the samples are used for the HIES to HIES imputation analysis, which will be discussed in detail later.
The changes in the survey period and geographic coverage have a modest effect on estimated poverty rates. For both rounds and all areas, poverty rates are in general higher when focusing on the common survey duration and geographic coverage of LFS and HIES, which are reported under columns named "Common districts: 6 months". 5 It is clear that in general, poverty declined in all areas and all combinations of samples and duration. Source: Authors' estimations using HIES 2009/10 data, using revised poverty lines based on CCPI (2002=100) are used for computations. Note: *6 months and common districts between two years and HIES and LFS; ** 12 months and common districts between two years and HIES and LFS.
III. Imputation model
The imputation process follows the methodology developed in ELL (2003) . The methodology has two stages: in the first stage, a model of log per capita consumption expenditure of household h is estimated in one round of HIES data. The model is defined as
where ch y is log per capita expenditure,α is the intercept, ℎ ′ is the vector of explanatory variables for household h and location c, β is the vector of regression coefficients, c Z ′ is the vector of location specific variables for location c, γ is the vector of coefficients for these variables, and ch u is a stochastic error term. This error term is composed of two independent components:
where c η is a clusterspecific effect and ch ε is a household-specific effect. As is standard, both c η and ch ε are assumed to be orthogonal to X and Z and independent of each other and have a mean of zero. This error structure allows for both a location effect-common to all households in the same area-and heteroskedasticity in the household-specific errors. Location-specific variables Z can be defined at any level, such as province, district, or village-and can be drawn from any data source that includes all locations in the sample. All parameters regarding the regression coefficients ( ) γ β , and distributions of the error terms are estimated by feasible generalized least squares (FGLS).
In the second stage, the consumption model is used to impute household expenditure using a data set that contains the explanatory and location specific variables but lacks information on consumption. Poverty estimates and their standard errors can be calculated based on the imputed expenditure data.
The estimated regression coefficients γ β, and the error terms c η and ch ε are stochastic, and ELL proposes a way to account for this when calculating poverty estimates and their standard errors. An imputed value of expenditure for each household is a sum of predicted log expenditure � ℎ ′̂+ ′ �� and error terms ( � and ̃ℎ) that are drawn randomly from the empirical distributions of the error terms, c η and ch ε . This random draw of error terms is repeated 100 times and for each round, household expenditures and corresponding poverty rates are estimated. The mean across the 100 simulations of a poverty indicator provides a point estimate of poverty, and the standard deviation is treated as a standard error of the point estimate of poverty rate. Because of the clear differences in consumption patterns between urban, rural, and estate sectors, we estimate separate consumption models for each sector.
IV. Survey-to-survey imputations between LFS and HIES
This section examines whether the SSI imputation analysis between the LFS and the HIES produces reliable poverty estimates. We test the performance of the SSI by comparing poverty rates imputed by SSI with those estimated from the actual consumption data available in the HIES. More specifically, we create two consumption models, one based on the 2006 HIES and the other on the 2009 HIES. These consumption models are then used to impute household expenditure into the LFS of the other survey year. Thus, the imputation exercise is conducted both backward and forward.
Forward projections
The forward projection means that we first estimate projection models using the 2006 HIES data and then impute household expenditures into households in the 2009 LFS data. To allow for regional differences, we create consumption models for urban areas, rural areas, and estates, separately. The third column of table 3 shows the results. Compared with the poverty rates estimated directly from the 2009 consumption data, imputing into the 2009 LFS overestimates the poverty rates for rural areas and estates and underestimates the poverty rate for urban area. As a whole, the forward imputation overestimates the poverty rate of 2009 at the national level, which is 3 percentage points higher than the direct estimation.
6 6 Various specifications were tested, and province or district dummy variables as the location-specific variables are not included in the final model in order to decrease the number of time-invariant variables such as these variables and increase time-variant variables that would be able to explain the change across time. The estimation results are robust with or without these location dummy variables since the estimates and standard errors do not change as shown in Table A4 in Appendix. In addition, the final specifications do not include a cluster-specific error since the estimated cluster-specific variation was very small with the final model specification. This was measured by the ratio of the estimated cluster-level variance to the mean squared error, and the ratios are less than 0.03 in urban and rural sectors. In the estate sector, this ratio was about 0.08, but we could include the error in the estimate sector due to a problem in the software package (Povmap 2) as of now. The extent to which the imputed estimates overstate poverty varies by sector. In rural areas, the projected reduction in poverty was 3.1 percentage points, which accounts for less than half of the true reduction in poverty of 6.5 percentage points. In the estate sector, the differences are much larger. Projected poverty fell only 2 percentage points, while actual poverty fell 20 percentage points. On the other hand, the projection overestimates the reduction of poverty in urban areas. The projected reduction in poverty is 3 percentage points, while actual poverty fell only 1.3 percentage points.
Adding wage data
The mediocre performance of the imputation from the 2006 HIES to the 2009 LFS is likely due to a limited number of variables that are common in HIES and LFS data. In particular, the LFS does not include powerful poverty predictor such as ownership of consumer durables and housing conditions. Stifel and Christiaensen (2007) , which also faced the same problem, proposed a solution -adding areaspecific variables from other sources. In particular, they use rainfall data at the district level to improve the prediction of consumption models, in part because levels of rainfall vary over time. Of course, including area-specific variables can only explain variation across areas and not within them. Choosing the level of disaggregation therefore requires balancing the additional precision gained from using smaller areas, against the potential loss of precision in the data itself. For example, average wages at the village level may not be measured precisely enough to predict well in the model, while average wages at the national level will not be sufficiently disaggregated to be useful.
In Sri Lanka, area-specific wage data are not published. We therefore use national-level wage data disaggregated by sector. As explained above, this comes from a database of wage rates created by Department of Labor that captures monthly wage rates for four sectors. 7 The data set shows substantial improvements in wage rates for some sectors (see Table 4 ). These data, however, are only available at the national level and are not separately collected for the urban, rural and estate sectors. In order to incorporate the wage data in our consumption model, we construct a wage rate index that assigns 100 to the wage rate for the 2009/10 public sector. The obtained wage rate index is shown in Table 4 . To control for heterogeneity between employed and self-employed workers and urban and rural areas and estates, we followed the following steps:
1. We identified seven industry clusters that covered most workers (4 clusters for those employed in public, agriculture, industry and commerce, and service sectors, and 3 clusters for those selfemployed in agriculture, industry and commerce, and service sectors) in both the HIES and LFS data using individual questions on economic activities and main industries.
2. Using HIES 2009/10 data, the 2009/10 wage rate index for the seven industry clusters in three areas (urban and rural areas and estates) were derived by using the median wage income for individuals who mainly engaged in each of seven clusters in each area, as shown on the third column in Table 5 . This step is necessary since the minimum wage indices in Table 4 do not indicate the difference in wage levels across sectors but only reflect changes within a sector across time. The results of including the wage index are mixed (see the fourth column of Table 3 ). The poverty projection for rural areas shows significant improvement. It declines from 12.3 percent to 10.8 percent, which is much closer to the direct estimation of 8.9 percent. But it still only explains about 60 percent of the actual fall in poverty. For the estate sector, the poverty projection shows a negligible reduction toward the actual poverty rate (31.5 percent from 31.7 percent) and the difference from the direct estimation (10.4 percent) remains very large. For urban areas, the poverty estimation declines from 4.6 percent to 4.1 percent, further away from the direct estimation of 6.1 percent. As a whole, the imputed poverty rate at the national level declines from 12.3 percent to 11.1 percent, but it is still 2.5 percentage points higher than the direct estimation of 8.6 percent.
Given the magnitude of the differences between the projected and direct estimates and the large size of the two household surveys, it is likely that these differences are statistically significant. To verify this, we conduct two types of tests. First, we examine whether the 95 percent confidence interval of the direct poverty estimates contains the corresponding projections. Second, we test whether a difference between a projected estimate and a direct estimate is statistically significant. In this second case, it is important to be careful in interpreting the results of these tests. In particular, the test could fail to reject the null hypothesis of equality because the projection is noisy. In other words, if a projection is very imprecise and its standard error is large, the test is less likely to find the difference is statistically significant.
For rural areas and estates, even after including the wage data, the projected poverty estimates for rural areas and estates are outside the 95 confidence interval of the direct estimates and the differences are statistically significant at the one percent level. The projected poverty estimate for urban areas performed slightly better. The difference between the projected and the direct estimates is not statistically significant at the 95 percent level, but the projected estimate lies outside the 90 percent confidence interval of the direct estimate. At the national level, the projected poverty estimate is above the upper bound of the 95 percent confidence interval of the direct estimate, and the difference is statistically significant at the one percent level.
Backward projections
We now reverse the direction of the survey-to-survey imputation. We estimate the consumption model in the 2009 HIES, and impute household expenditure into the 2006 LFS. To assess the accuracy of the prediction, we compare the imputed poverty rates with those directly estimated from the 2006 HIES.
When the wage variable is excluded, the results are dismal. In urban areas, the imputation predicts that poverty in 2006 was 4.1 percent when the direct estimate was 7.4 ( The estimates after adding the wage variable are slightly closer to the direct estimates, but remain far off the mark. For example, the imputed poverty rate for urban areas increases from 4.1 percent to 4.6 percent, but the direct estimate is 7.4 percent. For rural areas, the imputed poverty rate rises from 8.8 percent to 10.3 percent, as compared to a direct estimate of 15.4 percent. At the national level, the imputed poverty rate increases slightly to 9.8 percent but remains far lower than the direct estimate of 15.3 percent.
Like the forward projection, for rural areas and estates, the projected poverty estimates of 2006 are outside the 95 percent confidence intervals of the corresponding direct estimates. Also, the differences between the projected and the direct estimates are statistically significant at the one percent level. For urban areas, the projected poverty estimate lies outside the 95 percent confidence interval of the direct estimate. Furthermore, the difference is also statistically significant at the 10 percent level. At the national level, the imputed poverty rate is below the 95 percent confidence interval of the direct estimate and the difference is statistically significant at the one percent level. V.
Two sources of failures in SSI
There are potentially two underlying causes for the failure of SSI to accurately predict changes in poverty. First, the HIES and LFS surveys may not be compatible, because the questionnaires differ in important ways. Finally, the HIES to LFS imputation is limited to the set of variables that are available in both the HIES and LFS. If these variables do not closely track changes in consumption, the resulting models will not accurately project changes in poverty rates. In addition, a different sampling scheme can also affect how well the imputed results from the LFS match the HIES. This section investigates these three possibilities.
To see the effects of the two potential sources of error, we impute from the HIES into itself. In other words, we create a consumption model using one round of the HIES and use it to estimate consumption based on proxy indicators in the other round of the HIES. To make the imputed poverty rates comparable to those in the HIES to LFS imputations discussed above, we use the same survey period, geographic coverage, and consumption models. 9 The only difference is the source of the welfare proxies used to predict consumption, which are now taken from the HIES instead of the LFS. If using proxies from the HIES instead of the LFS substantially improves the accuracy of the estimates, then it is likely that the HIES and LFS surveys are using incompatible samples or questions. Table 7 shows that for rural areas and estates, the estimated poverty rates change little when using the HIES instead of the LFS, implying that the effect of different survey designs is minimal in these areas. For urban areas, however, the poverty rates projected by the HIES to HIES imputation become much closer to the corresponding direct estimates. For example, for the backward imputation, the HIES to HIES imputation projects a poverty rate of 7.2 percent, which is just 0.2 percentage point different from the direct estimate of 2006 and inside its 95 percent confidence interval. For the forward projection, the HIES to HIES imputation projects 6.6 percent, which is just 0.5 percentage point higher than the direct estimate of 2009 and inside the 95 percent confidence interval. The LFS and the HIES generally use a similar sample design, but there are several differences that can partly explain these differences in predicted poverty rates. Both surveys are stratified on urban, rural, and estate sectors within each district, and each selected around a total of 2500 census blocks and ten household per block, based on the 2001 population census. However, the surveys use different sampling strategies. In the HIES, the number of PSUs in each sector are selected using a Neymann allocation to minimize the variance of estimated mean per capita consumption, while the LFS uses a similar approach that minimizes the variance of the estimated unemployment rate. As a result, the HIES includes nearly two and a half times more primary sampling units than the LFS in the urban and estate sectors. This difference in sampling allocation strategy does not lead to biased estimates in either survey, because both samples are weighted to be representative of the 2001 census. However, the unique sampling strategy of the LFS hampers our ability to test the accuracy of SSI. This is because the households included in each survey are less comparable, compared to a situation in which each survey uses the same sampling strategy. This in turn makes SSI based on the LFS appear to be less accurate when benchmarking it against actual expenditures from the HIES, reducing the apparent accuracy of the SSI results. In other words, the different sampling design likely increases the discrepancy between the HIES and the LFS. This design difference could be partially corrected by adjusting the weights on the LFS to make the sample more comparable to the HIES, but whether this would substantially improve the accuracy of the validation is an open question left for future work.
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Given the differences in the sampling strategies used to collect the HIES and LFS, it is important to check whether the surveys are comparable, both in terms of the geographic distribution of households and the types of household interviewed. To get a better handle on this, we compare the population shares and estimated poverty rates for the seven provinces within each sector, to check if the LFS underrepresents poor provinces in urban areas (see Table 9 ). In rural areas, both the poverty rates at the province level and the population shares across provinces differ little. In the estate sector, the province level poverty estimates are also very similar across surveys, except for Western Province. However, Western province makes up a small share of the estate sector, and as a result, the national average poverty rate for estates differ little between the HIES to HIES and the HIES to LFS imputations. Source: Authors' estimations using the corresponding rounds of HIES and LFS Note: Poverty rates are predicted using the same periods, geographic coverage and consumption models of the HIES to HIES imputation for both HIES to HIES and HIES to LFS imputations.
HIES LFS HIES LFS HIES LFS HIES LFS HIES LFS HIES LFS
There are more discrepancies between the two surveys in urban areas, where we see the largest differences in mean household characteristics, For example, the poverty rates for Western provinces differ by 3 percentage points. In addition, Western province's share of the population is 71 percent in the HIES and 78 percent in the LFS. Given that the LFS underestimates poverty within the urban areas of Western 10 One potential strategy for balancing the two samples on observables would be estimate the probability that a particular household is in the LFS as opposed to the HIES, given its observable characteristics in 2006 or 2009. The estimated probabilities could then be used to reweight the LFS sample in order to balance the two samples on observables.
province and has a larger share of the sample in that province, it is not surprising that imputation using the LFS understates poverty in urban areas nationally.
What is causing these differences in imputed poverty rates within strata? In fact, the HIES and LFS have important differences in the wording of the questionnaire. In particular, for questions regarding employment the reference period of the LFS is one week, while the HIES asks about the respondent's current activity. In addition, the LFS classifies people as employed if they typically engage in economic activity, even if they did not in the past week. How questions are worded and the reference period used can have major effects on responses to labor-related questions.
In this case the different reference periods and questions affect trends in employment in addition to levels (Figure 1 ). Employment rates are consistently higher in the LFS than the HIES for the total population, because the LFS definition includes people that engaged in a few hours of work. For heads, who tend to work longer hours, these differences in wording do not appear to lead to a systematic bias. The differences in employment rates due to the different wording of the questionnaires is only moderately large, however, and never exceeds four percentage points.
For the purposes of survey-to-survey imputation, however, what is critical is the discrepancy in the two surveys in employment trends. Between 2006 and 2009, the employment rate for the HIES declined substantially for both heads and adults, by about 2 percentage points. On the other hand, the LFS employment rate changed little, declining slightly for heads and increasingly slightly overall. Because of differences in the wording of the questionnaire, in conjunction with differences in sampling strategy, employment changes in the LFS do not reflect those in the HIES.
One way to see how using the HIES rather than the LFS affects the results is to examine how mean predicted consumption is affected. Table 10 shows that using the LFS instead of the HIES raises predicted mean household expenditure per capita by 11 percent. For rural areas and estates, however, the results are identical whether the HIES or the LFS is used to predict consumption. This is consistent with the above results.
Two variables explain a large portion of this discrepancy in imputed per capita consumption in urban areas: Whether a person is employed, and whether the household head has an advanced level of education (see Table 11 ). 11 The differences in these two variables across the surveys explains 5.5 percent of the difference in imputed household expenditure, which is about half of the 11 percentage point difference in imputed household expenditure. 12 In rural areas, the employment ratio is also higher in the LFS, but the impact on the imputation is negligible since the magnitude of the coefficient is half of that in urban areas. The differences in screening questions and the reference period used by each survey likely account for the observed discrepancy in employment rates. With respect to education, in contrast, the two surveys use identical questions. Therefore, the inconsistent reported rates of education between the two surveys likely stems from the different sampling strategy employed by each survey. Further analysis will be necessary to fully understand the source of the differences in estimated means between HIES and LFS. 
HIES to HIES imputation using additional variables
The analysis so far has shown that differences in survey design bias imputations based on the LFS in urban areas, but shows almost no evidence that it affects the imputations for rural areas and estates. Then, what is causing the large difference between the HIES to LFS imputation and the direct estimation in rural areas? This sub-section investigates another potential cause of failure in survey-to-survey imputation -bias due to the inability of common variables to adequately track changes in household expenditure. We assess this by adding variables only available in the HIES to the model. This analysis builds on the HIES to HIES imputation in Table 7 , which was limited to variables common to the LFS and the HIES.
Expanding the set of variables in the model is likely to reduce the bias. Many of the common variables, such as household demographics and education status, change little over the course of the three years. For example, the rural average household size, which is one of the strongest predictor of poverty, changed only from 4.35 to 4.25 in rural areas between the two rounds of HIES surveys. Even though employment variables can change rapidly in many contexts, they remained nearly constant in the data sets used in this analysis. As mentioned above, variables that are strong predictors of consumption in the cross-section will not be useful indicators of changes in poverty if they do not reflect changes in consumption over time.
This potential limitation can be addressed by adding additional variables to the HIES model that are not available in the LFS, which improves the accuracy of consumption models. The main variables excluded from the HIES to LFS imputation are ownership of consumer durables and housing conditions. These variables are known to be powerful predictors of poverty and household expenditures (see for example Stifel and Christiaensen, 2007, and Douidich et al. 2013) . Collecting information on ownership of consumer durables and housing conditions is easy, quick, and cheap.
Tables 12, 13, and 14 show the results of HIES 2006/7 to HIES 2009/10 imputations with these additional variables. The final models still include measures of household demographics and employment status, which change little over time. They are included in the final models because they explain a large share of the cross-sectional variation in consumption, which remain important to distinguish the poor from the non-poor in the 2009/10 data. Ownership of key consumer durables and housing conditions became significantly more widespread over time. The improvements are particularly striking in rural areas and estates, which are the two sectors in which the previous models underestimated the decline in poverty.
The asset for which ownership expanded most rapidly is cell phone ownership. But, this rapid expansion may reflect reductions in cell phone prices and service fees. As a result, owning cell phones is likely to have very different financial consequences in 2009 than in 2006. Therefore, we follow previous studies that exclude cell phone ownership from consumption models (see Revilla et al.(2010) for Zambia and Allwine et al. (2013) for Lesotho). Table 15 summarizes the results of the HIES to HIES imputations with additional variables. For each sector, the left-most column shows the estimates using only variables common to the LFS and the HIES. The next column adds wage data, and the final column adds the consumer durable and housing data available in the HIES. The direct estimates of poverty differs slightly from those reported previously (Table 7) because it reflects the full HIES sample.
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For urban areas, adding the additional variables on consumer durables has little effect. This is because, as discussed above, imputing from the HIES to the HIES based on variables common to the LFS works well in urban areas, so the benefit of including additional information is small. This reconfirms that the main source of biases in the imputations for urban areas is the difference in survey designs between the HIES and the LFS. However, there is noticeable improvement when wage data are added to the model.
For rural areas and estates, adding ownership of consumer durables and other variables to the model greatly improves the accuracy of the predictions. This is particularly noticeable for the backward imputations. For example, for rural areas, backward imputation with the common variables only estimates a poverty rate of 11.1 percent for 2006/7. This is about midway between the direct estimates of 2006/7 and 2009/10, which suggests that common variables of LFS and HIES are not fully tracking the increase in consumption between 2006/7 and 2009/10. Adding wage data improves the imputed poverty rate slightly to 12.6 percent. However, adding further ownership of consumer durables and housing conditions, which are available only in HIES, improves the imputed poverty rates significantly. The imputed poverty rate of 2006/7 is now 13.4 percent, which is just 0.4 percentage point lower than the direct estimate and inside its 95 percent confidence interval. For estates, although including durable goods and housing conditions improves the poverty estimate, it remains far below the lower bound of the direct estimate. Source: Authors' estimations using the corresponding rounds of HIES. Notes: Tables A1-1 to A1-3 show the consumption models with means of these variables included in the final models for urban areas, rural areas and estates. The figures in parentheses are cluster-robust standard errors for the direct estimations and the standard errors that include the modeling and sampling errors for imputation.
At the national level, the backward imputation estimates a poverty rate of 12.5 percent for 2006/7 once both wage data and ownership of durables are included. This is a 2.2 percentage point increase compared to the prediction based on variables that are common to the LFS. It still underestimates the poverty rate compared with the direct estimate of 13.5 percent. The imputed poverty rate is now within the 95 percent confidence interval of the direct estimation, and the difference between the imputed and direct estimates is no longer significant at the five percent level. The result of forward imputation is also qualitatively the same -expanding the variable set by adding ownership of consumer durables improves the precision of imputation substantially.
In sum, the HIES to LFS imputation fails to accurately project poverty estimates in the context of Sri Lanka between 2006/7 and 2009/10. The above analyses clarified likely causes of the biases in the imputations for urban areas and rural areas, but still failed to find causes of the biases in the imputations for estates. The main reason for the drop for estate sector in direct estimation may be due to wage increase in the plantation sector employees in late 2009, which was not captured in either the wage index or the common variables used in the model.
For urban areas, the LFS fails to predict well because of differences in the design of the LFS and HIES. In particular, the reference period for employment differs between the HIES and the LFS, and the two surveys also follow slightly different sampling schemes. But, the subsequent analyses using the HIES to HIES imputation suggest that if the LFS questionnaire and sampling scheme were made consistent with the HIES, the survey-to-survey imputation would work well.
For rural areas, the biases are caused by the limited availability of variables that change over time. As a result, the variables in the model explained little of the actual change in consumption, which were instead captured in changes in the model's intercept or other coefficients. When other variables that better reflect short-term changes in welfare, such as ownership of consumer durables and housing conditions were added to the model, the projected poverty changes were far more accurate.
For estates, the survey design effects do not appear to cause any bias and adding consumer durables and housing conditions makes the imputations somewhat accurate. However, the fall in poverty in this sector was very rapid and the variables included in the model could not adequately capture it.
Although this analysis clarifies that using additional variables substantially improves the accuracy of the imputation in rural areas, these additional variables are not currently available in LFS. Therefore, we conclude that it is not possible to accurately predict poverty using the existing LFS. If the LFS were used to create a frequent welfare tracking system in Sri Lanka, either the LFS should expand its questionnaire while modifying its questionnaire and sampling strategy to become comparable to the HIES, or a new survey containing the full set of welfare proxies in the HIES should be established.
Imputing poverty directly using a Probit model
The imputation approach developed by Elbers et al. (2003) has become one of the most popular approaches in projecting poverty statistics. It has been utilized widely by researchers and practitioners and continues to evolve in response to technical issues raised by the community of users. However, this is by no means the only methodology that can project poverty statistics. Here, we use a simpler and more direct method by projecting poverty using a probit model, as suggested by Tarozzi and Deaton (2007) , and Tarozzi (2011) . Table 16 shows the results of backward and forward imputations, respectively. In general, the results are similar to those generated using ELL, but slightly less accurate. For example, when imputing poverty in 2006, adding wages to the probit model only changes estimated poverty from 4.0 to 4.2 percent, while in ELL estimated poverty rises from 4.6 to 5.1. When imputing 2009 poverty in rural areas, the probit estimator projects a poverty rate of 9.8 percent for 2009/10, which is still 1.2 percentage points higher than the direct estimation. This compares unfavorably with the imputation based on the ELL method, projects a poverty rate of 9.0 percent, which is only 0.4 percentage point larger than the direct estimation. The forward imputation also shows qualitatively similar results. For estates, even after ownership of consumer durables and housing conditions are added into the consumption models, both forward and backward projections fail to produce accurate estimates of poverty rates. As in rural areas, the probit based imputations produce less accurate projections of poverty rates than the ELL based imputations. 
Concluding remarks
Survey-to-survey imputation, when applied to existing data, can be a cost-effective and powerful tool to produce frequent and timely estimates of trends in poverty. This paper proposes several tests to examine whether this technique can be used to increase the frequency of poverty estimates in Sri Lanka, where an expenditure survey is conducted every three years while a labor force survey is conducted every quarter. Douidich et al. (2013) explored this approach for Morocco, where an LFS is conducted every quarter but Household Expenditure Surveys (HES) are conducted every seven years. That study showed that in Morocco, imputations based on LFS data can produce statistically reliable poverty rates in each quarter. In contrast, this paper presents strong evidence that unless the sampling and questionnaire of the LFS are changed or a new household survey is created, survey-to-survey imputation in Sri Lanka will not work.
The analysis demonstrates two potential pitfalls to successful survey-to-survey imputation. First, the wording of the questionnaires of the two surveys and households' responses to the questions can differ between the two surveys. Second, imputing from one survey to another restricts the prediction model to the set of variables available in both surveys, which may not accurately capture changes in household expenditure per capita. In addition, if the two surveys use different sampling strategies, validation tests can make the imputation appear to be less accurate than it actually is.
The analysis shows that in urban areas, SSI produces biased estimates of poverty rates due to the differences in wording of the employment question in the two surveys. In addition, differences in the sampling design, while not causing bias, contributed to the observed discrepancy between the two surveys. In the rural and estate sectors, however, the estimated poverty rates were biased because the limited set of proxies common to both surveys do not accurately reflect changes in household expenditure. As a result, both forward and backward projections severely underestimate the decline in poverty observed during this period. In urban Sri Lanka, labor market outcomes such as employment rates, sectors, and wages track changes in living standard fairly well. On the other hand, in part because self-employment income and agricultural income is difficult to collect, the labor market outcomes collected in the labor force survey did not adequately capture the substantial improvements in welfare enjoyed by rural and estate households.
Unless the LFS expands its questionnaire to include ownership of consumer durables and housing conditions, and makes its sampling design and questionnaire consistent with the HIES, the HIES to LFS imputation cannot produce reliable poverty estimates in the rural and estate sectors. In the estate sector in particular, the only possible solution would be to add additional variables not currently collected in the HIES or the LFS, which could, for example, measure short-term fluctuations in the wages of estate workers.
In Sri Lanka, creating a new household survey is a feasible option to generate frequent and reliable poverty estimates in a cost effective way. While it would also be possible to alter the questionnaire of the labor force survey to ensure consistency with the HIES, this would require a substantial revision that would also create a structural break in Sri Lanka's labor statistics. To implement a new household survey, a short questionnaire can be fielded that includes the variables necessary to impute household expenditures accurately. If such a survey utilizes mobile technology and Computer Assisted Personal Interview (CAPI) techniques, survey implementation costs can be minimized while improving the precision of the survey-to-survey imputations.
An important lesson from this analysis is that there is no guarantee that survey-to-survey imputation works, and we know very little a priori about what variables are useful to explain both cross-sectional and inter-temporal variation. Theory can offer only broad guidance about which variables track changes in poverty or living standards closely, and it is therefore impossible to predict ex-ante whether and under what conditions survey-to-survey imputation performs well. We now know that imputing poverty based on labor market outcomes and asset indicators worked well for a particular period in Morocco, but that using labor market outcomes alone failed during a particular period in Sri Lanka. This emphasizes the importance of verifying that a particular survey-to-survey imputation model performs well, using as many past periods of consumption data as possible, before using it to generate new poverty projections.
We propose four practical steps to assess whether imputing from one survey to another across different time periods is feasible. These are: Closely examining the surveys to ensure that the questions are compatible, examining whether the sampling strategy of the two surveys is comparable, verifying that the means of the proxy poverty measures are balanced between the two surveys, and ensuring that common variables explain a large portion of changes in household expenditure per capita. For survey-to-survey imputation to succeed, both surveys must contain a set of common variables based on substantively identical questions that track changes in household expenditure per capita closely. Therefore, it is important to better understand which variables are strongly correlated with changes in welfare and poverty in a variety of contexts. For example, in urban Sri Lanka between 2006 and 2009, a small set of labor outcomes captures changes in household welfare quite well, whereas in rural and estate sectors, information on assets are necessary to adequately capture changes in poverty.
Looking forward, additional empirical analysis can examine which types of variables best track changes in poverty in a variety of developing country contexts, to better inform future survey design. Future work can also further explore the extent to which ex-post adjustments to survey weights can make imputations across surveys more accurate. Finally, efforts could be made to develop more sophisticated diagnostic techniques to better identify which set of existing common variables can best track changes in poverty. Tables A2-1 to A2-3 list the consumption models except for the used location dummy variables. The figures in parentheses are clusterrobust standard errors for the direct estimations and the standard errors that include the modeling and sampling errors for imputation. The results for "No location dummies" in the last columns are the same as those in Table 3 .
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