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Abstrat
We are interested in the study of models desribing the evolution of a polymor-
phi population with mutation and seletion in the spei sales of the biologial
framework of adaptive dynamis. The population size is assumed to be large and the
mutation rate small. We prove that under a good ombination of these two sales, the
population proess is approximated in the long time sale of mutations by a Markov
pure jump proess desribing the suessive trait equilibria of the population. This
proess, whih generalizes the so-alled trait substitution sequene, is alled polymor-
phi evolution sequene. Then we introdue a saling of the size of mutations and we
study the polymorphi evolution sequene in the limit of small mutations. From this
study in the neighborhood of evolutionary singularities, we obtain a full mathematial
justiation of a heuristi riterion for the phenomenon of evolutionary branhing.
To this end we nely analyze the asymptoti behavior of 3-dimensional ompetitive
Lotka-Volterra systems.
MSC 2000 subjet lassiation: 92D25, 60J80, 37N25, 92D15, 60J75
Key-words: Mutation-seletion individual-based model, tness of invasion, adaptive dy-
namis, polymorphi evolution sequene, ompetitive Lotka-Volterra system, evolutionary
branhing.
1 Introdution
We onsider an asexual population in whih eah individual's ability to survive and repro-
due is haraterized by a quantitative trait, suh as the size, the age at maturity, or the
rate of food intake. Evolution, ating on the trait distribution of the population, is the
onsequene of three basi mehanisms: heredity, whih transmits traits to new osprings,
mutation, driving a variation in the trait values in the population, and seletion between
these dierent trait values, whih is due to the ompetition between individuals for limited
resoures or area. Adaptive dynamis models aim at studying the interplay between these
∗
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dierent mehanisms [21, 25, 27℄. Our approah is based on a mirosopi individual-
based model that details the eologial dynamis of eah individual. From the simulated
dynamis of this proess initially issued from a monomorphi population, we observe that
it is essentially single-modal entered around a trait that evolves ontinuously, until some
time where the population divides into two separate sub-populations that are still in in-
teration but are entered around distint traits at a distane inreasing with time. This
phenomenon, alled Evolutionary Branhing, is thought to be a possible explanation of
phenotypi separation without geographi separation [7℄. (One speaks about sympatri
speiation though the population is asexual). Our aim in this paper is to understand the
dynamis of the proess in long time sales and to highlight the evolutionary branhing
phenomenon. In partiular, we want to prove the onjeture stated by Metz et al. [26℄
and giving onditions on the parameters of the model allowing one to predit whether
evolutionary branhing will our or not.
To this aim, we follow the basi desription of adaptive dynamis based on the bi-
ologially motivated assumptions of rare mutations and large population. Under these
assumptions, we prove that the mirosopi proess desribing the eologial dynamis an
be approximated by a Markov pure jump proess on the set of point measures on the trait
spae. The transitions of this proess are given by the long time behavior of ompetitive
Lotka-Volterra systems. They desribe the suession of mutant invasions followed by a
fast ompetition phase between the mutant population and the resident one. In the mu-
tation time sale, and for large populations, the suessful traits in the ompetition are
given by the nontrivial equilibria of Lotka-Volterra systems whih model the dynamis of
the sizes of eah sub-population orresponding to eah resident or mutant trait. We thus
generalize the situation introdued in [26℄ and mathematially developed in [4℄, where the
parameters of the model prevent the oexistene of two traits. In that ase, the miro-
sopi model onverges to a monomorphi (one trait support) pure jump proess, alled
Trait Substitution Sequene (TSS). This limit involves a timesale separation between the
mutations and the population dynamis driving the ompetition between traits.
In this artile, we relax the assumption of non-oexistene and obtain a polymorphi
evolution sequene (PES), allowing oexistene of several traits in the population, from
the same mirosopi model desribed in Setion 2. In Setion 2.3, we introdue the
ompetitive symmetri Lotka-Volterra systems desribing the ompetition between traits.
We prove in Setion 2.4 that the PES takes the form of a Markov jump proess on the set of
measures on the trait spae X that are nite sums of Dira masses with positive weights,
and we haraterize the transitions of this proess in terms of the long time behaviour
of ompetitive Lotka-Volterra systems. In Setion 3, we explain why the assumptions
ensuring the onvergene to the PES are satised as long as no more than two traits
oexist. In this ase, the dynamis of the PES an be expliitely haraterized. Next
(Setion 4), we study the transition from a monomorphi population to a stable dimorphi
population, and give a full mathematial justiation of the riterion for evolutionary
branhing proposed in [26℄, under the assumption of small mutation eets. To this end,
we rst show in Setions 4.1 and 4.2 that, away from evolutionary singularities, the support
of the PES stays monorphi and onverges to an ODE known as the anonial equation [8℄.
Finally, in Setion 4.3, we haraterize the situations where evolutionary branhing ours
by speializing to our situation the results of Zeeman [30℄ on the asymptoti behavior of
3-dimensional ompetitive Lotka-Volterra systems.
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Let us insist on the importane of the limits. Here we are onerned by the ombination
of the limits of large populations and rare mutations, followed by a limit of small mutations.
An alternative approah would be rst to study the limit of large population alone, giving in
the limit an integro-dierential partial dierential equation for the density of traits [5℄; and
next to study a limit of small mutations on this equation with a proper time saling that
would lead to some dynamis on the set of nite sums of Dira masses on the trait spae.
The seond part of this program has already been partly studied in [9℄ in a spei model,
but is related to diult problems on Hamilton-Jaobi equations with onstraints [2℄.
In this ase, evolutionary branhing is numerially observed, but not yet fully justied.
Another approah would be to ombine the three limits we onsider diretly at the level
of the mirosopi model, allowing one to study the evolutionary proess on several time
sales [3℄. This requires a ner analysis of the invasion and ompetition phases after the
appearane of a new mutant. Note that all these approahes are based on the same idea
of separation between the time sales of mutation and ompetition.
2 Models and Polymorphi Evolution Sequene (PES)
Let us introdue here the main models on whih our approah is based.
2.1 The individual-based model
The mirosopi model we use is an individual-based model with density-dependene, whih
has been already studied in eologial or evolutionary ontexts by many authors [12, 5℄.
The trait spae X is assumed to be a ompat subset of Rl, l ≥ 1. For any x, y ∈ X ,
we introdue the following biologial parameters
λ(x) ∈ R+ is the rate of birth from an individual holding trait x.
µ(x) ∈ R+ is the rate of natural death for an individual holding trait x.
r(x) := λ(x)− µ(x) is the natural growth rate of trait x.
K ∈ N is a parameter saling the population size and the resoures.
α(x,y)
K ∈ R+ is the ompetition kernel representing the pressure felt by an individual hold-
ing trait x from an individual holding trait y. It is not assumed to be a symmetri
funtion.
uK p(x) with uK , p(x) ∈ (0, 1], is the probability that a mutation ours in a birth from
an individual with trait x. Small uK means rare mutations.
m(x, h)dh is the law of h = y − x, where the mutant trait y is born from an individual
with trait x. Its support is a subset of X − x = {y − x : y ∈ X}.
We onsider, at any time t ≥ 0, a nite number Nt of individuals, eah of them holding
a trait value in X . Let us denote by x1, . . . , xNt the trait values of these individuals.
The state of the population at time t ≥ 0, resaled by K, is desribed by the nite point
measure on X
νKt =
1
K
Nt∑
i=1
δxi , (2.1)
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where δx is the Dira measure at x. Let 〈ν, f〉 denote the integral of the measurable
funtion f with respet to the measure ν and Supp(ν) denote its support.
Then 〈νKt ,1〉 =
Nt
K and for any x ∈ X , the positive number 〈ν
K
t ,1{x}〉 is alled the
density at time t of trait x.
Let MF denote the set of nite nonnegative measures on X , equipped with the weak
topology, and dene
MK =
{
1
K
n∑
i=1
δxi : n ≥ 0, x1, . . . , xn ∈ X
}
.
An individual holding trait x in the population νKt gives birth to another individual with
rate λ(x) and dies with rate
µ(x) +
∫
α(x, y)νKt (dy) = µ(x) +
1
K
Nt∑
i=1
α(x, xi).
The parameter K sales the strength of ompetition, thus allowing the oexistene of more
individuals in the population. A newborn holds the same trait value as its progenitor with
probability 1−uKp(x), and with probability uKp(x), the newborn is a mutant whose trait
value y is hosen aording to y = x+h, where h is a random variable with law m(x, h)dh.
In other words, the proess (νKt , t ≥ 0) is a M
K
-valued Markov proess with innitesimal
generator dened for any bounded measurable funtions φ from MK to R by
LKφ(ν) =
∫
X
(
φ
(
ν +
δx
K
)
− φ(ν)
)
(1− uKp(x))λ(x)Kν(dx)
+
∫
X
∫
Rl
(
φ
(
ν +
δx+h
K
)
− φ(ν)
)
uKp(x)λ(x)m(x, h)dhKν(dx)
+
∫
X
(
φ
(
ν −
δx
K
)
− φ(ν)
)(
µ(x) +
∫
X
α(x, y)ν(dy)
)
Kν(dx). (2.2)
For ν ∈ MK , the integrals with respet to Kν(dx) in (2.2) orrespond to sums over
all individuals in the population. The rst term (linear) desribes the births without
mutation, the seond term (linear) desribes the births with mutation, and the third term
(non-linear) desribes the deaths by oldness or ompetition. The density-dependent non-
linearity of the third term models the ompetition in the population, and hene drives the
seletion proess.
Let us denote by (A) the following three assumptions
(A1) λ, µ and α are measurable funtions, and there exist λ¯, µ¯, α¯ < +∞ suh that
λ(·) ≤ λ¯, µ(·) ≤ µ¯ and α(·, ·) ≤ α¯.
(A2) r(x) = λ(x)− µ(x) > 0 for any x ∈ X , and there exists α > 0 suh that α ≤ α(·, ·).
(A3) There exists a funtion m¯ : Rl → R+ suh that m(x, h) ≤ m¯(h) for any x ∈ X and
h ∈ Rl, and
∫
m¯(h)dh <∞.
For xed K, under (A1) and (A3) and assuming that E(〈νK0 ,1〉) < ∞, the existene and
uniqueness in law of a proess on D(R+,M
K) with innitesimal generator LK has been
proved in [12℄. Assumption (A2) prevents the population to explode and to go extint too
fast.
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2.2 An example
The birth-death-ompetition-mutation proess desribed above has been heuristially stud-
ied in various eologial or evolutionary ontexts. Let us illustrate the phenomenon of evo-
lutionary branhing we are interested in with a simple example, adapted from a lassial
model (Roughgarden [29℄, Diekmann and Doebeli [7℄). In this model, there is a single
optimal trait value for the birth rate and a symmetri ompetition kernel. The parameters
are the following:
X = [−2, 2]; µ(x) ≡ 0; p(x) ≡ p,
λ(x) = exp(−x2/2σ2b ),
α(x, y) = α˜(x− y) = exp(−(x− y)2/2σ2α).
(2.3)
and m(x, h)dh is the law of a N (0, σ2) r.v. Y (entered Gaussian with variane σ2) ondi-
tioned on x+ Y ∈ X .
The growth rate λ(x) is maximal at x = 0 and there is loal ompetition between traits,
in the sense that α(x, y) is maximal for x = y and is lose to 0 when |x − y| is large. If
the ompetition kernel was at (α ≡ 1), evolution would favor mutant traits with maximal
growth rate. However, if ompetition is loal, numerial simulations of the mirosopi
model give dierent patterns, as shown in Fig. 2.1. The pattern of Fig. 2.1(b), where the
population, initially omposed of traits onentrated around a single trait value, is driven
by the evolutionary fores to states where the population is omposed of two (or more)
groups, onentrated around dierent trait values. This phenomenon is alled evolutionary
branhing and has been observed in many biologial models (see e.g. [26, 24, 17℄). It is
believed to be a possible mehanism of traits separation that ould lead to speiation [7℄.
In this partiular model, the possibility of evolutionary branhing seems to be governed by
the values of σb and σα, whih represent respetively the width of the trait region with high
growth rate and the interation range. In Fig. 2.1(a), σα > σb and there is no evolutionary
branhing, whereas in Fig. 2.1(b), σα < σb and evolutionary branhing ours. We observe
in both simulations that, in a rst phase, the population trait support is onentrated
around a mean trait value that onverges to 0. In a seond phase, new mutants feel two
dierent seletive pressures: high growth rate (traits lose to 0) and ompetition (traits
far from the rest of the population). If σα is small, the seletion pressure is weaker for
traits away from 0 and allows the apparition of new branhes. The goal of this artile is
to justify mathematially this heuristis.
2.3 On sales
In order to analyze the phenomenon of evolutionary branhing, we are going to onsider
three biologial asymptotis in the individual-based model: large population (K → +∞),
rare mutations (uK → 0) and small mutation amplitude. The ombination of the two rst
sales will allow us to desribe the polymorphi evolution sequene, we will fous on. This
limit amounts to approximate the simulated dynamis of Fig. 2.1(a) and (b) of the previ-
ous setion by the one of Fig. 2.2(a) and (b), respetively. These sales and the biologial
heuristis of this approah were introdued in [26℄. The main interest of the assumption of
rare mutations is the separation between eologial and evolutionary time sales: the sele-
tion proess has suient time between two mutations to eliminate disadvantaged traits.
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(a) p = 0.1, K = 1000, σ = 0.01, σb = 0.9, σα =
1.0.
(b) p = 0.1, K = 1000, σ = 0.01, σb = 0.9, σα =
0.7.
Figure 2.1: Numerial simulations of the trait distribution (upper panels) and population size
(lower panels) of the mirosopi model with parameters (2.3). The initial population is omposed
of K individuals all with trait −1.0.
Then evolution proeeds by a suession of phases of mutant invasion and phases of ompe-
tition between traits. We will hoose parameters suh that the eologial and evolutionary
time sales are separated, leading to an evolutionary dynamis where ompetition phases
are innitesimal on the mutation time sale. In addition, the large population assumption
allows one to assume a deterministi population dynamis between mutations, so that the
outome of the ompetition an be predited. More formally, between two mutations, a
nite number of traits are present, namely x1, . . . , xd, and the population dynamis an be
redued to a Markov proess in N
d
.
Assume that, for all i ∈ {1, . . . , d}, 1K 〈ν
K
0 ,1{xi}〉 has bounded seond-order moments
and onverge in distribution to ni(0) ∈ R+. Then, as proved in [6, Thm.4.2℄, when K →
+∞, the proess 1K (〈ν
K
t ,1{x1}〉, . . . , 〈ν
K
t ,1{xd}〉) onverges in distribution for the Skorohod
topology to the solution of the d-dimensional ompetitive Lotka-Volterra system LV (d,x)
with initial ondition (n1(0), . . . , nd(0)).
Denition 2.1 For any x = (x1, . . . , xd) ∈ X
d
, we denote by LV (d,x) the ompetitive
Lotka-Volterra system dened by
n˙(t) = Fx(n(t)), 1 ≤ i ≤ d, t ≥ 0, (2.4)
6
(a) µ = 0.0001, K = 1000, σ = 0.08, σb = 0.9,
σα = 1.0.
(b) µ = 0.0001, K = 1000, σ = 0.08, σb = 0.9,
σα = 0.7.
Figure 2.2: Numerial simulations of the trait distribution (upper panels) and population size
(lower panels) of the mirosopi model with parameters (2.3). The initial population is omposed
of K individuals all with trait −1.0. The value of σ is higher than in Fig. 2.1 so that the jumps
are visible.
where n(t) = (n1(t), . . . , nd(t)),
Fxi (n) := niG
x
i (n) where G
x
i (n) := r(xi)−
d∑
j=1
α(xi, xj)nj. (2.5)
The equilibria of LV (d,x) are given by the intersetion of hyperplanes (Pi)1≤i≤d, where
Pi has equation either ni = 0 or G
x
i (n) = 0. We need to introdue the following notion of
oexisting traits.
Denition 2.2 For any d ≥ 0, we say that x1, . . . , xd oexist if LV (d,x) admits a unique
non-trivial equilibrium n¯(x) ∈ (R∗+)
d
loally strongly stable, in the sense that the eigenval-
ues of the Jaobian matrix of LV (d,x) at n¯(x) have all (stritly) negative real part. In
partiular, for all i ∈ {1, . . . , d},
Gxi (n¯(x)) = 0 and DF
x(n¯(x)) = ((−α(xi, xj)n¯i(x)))1≤i,j≤d. (2.6)
In the monomorphi ase (d = 1) and when r(x) > 0, the ompetitive Lotka-Volterra
system LV (1, x) takes the form of the so-alled logisti equation
n˙x = nx(r(x)− α(x, x)nx). (2.7)
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The unique stable equilibrium of this equation is n¯(x) = r(x)/α(x, x).
Similarly, in the dimorphi ase where d = 2, the system LV (2, (x, y)) takes the form{
n˙x = nx(r(x)− α(x, x)nx − α(x, y)ny)
n˙y = ny(r(y)− α(y, x)nx − α(y, y)ny).
(2.8)
Under Assumption (A2), the equilibria of (2.8) are (0, 0), (n¯(x), 0), (0, n¯(y)) and possibly a
non-trivial equilibrium in (R∗+)
2
. It is known (see e.g. [22℄) that the non trivial equilibrium
exists and is loally strongly stable, (traits x and y oexist), if and only if f(x; y) > 0 and
f(y;x) > 0, where
f(y;x) = r(y)− α(y, x)n¯(x). (2.9)
2.4 Convergene to the Polymorphi Evolution Sequene (PES)
Our goal here is to examine the asymptoti behavior of the mirosopi proess when the
population size grows to innity as well as the mutation rate onverges to 0, in a long time
sale. Before stating our onvergene result, we rst give an idea of the argument used,
extending the biologial heuristis of [26℄ and the speial ase of the trait substitution
sequene (TSS) developed in [4℄ (see also Setion 3.1).
2.4.1 Idea of the proof
Let us roughly desribe the suessive steps of mutation, invasion and ompetition. The
two steps of the invasion of a mutant in a given population are rstly the stabilization
of the resident population before the mutation and seondly the invasion of the mutant
population after the mutation.
Fix η > 0. In the rst step, assuming that d traits x1, . . . , xd that oexist are present, we
prove that the population densities (〈νKt ,1{x1}〉, . . . , 〈ν
K
t ,1{xd}〉) belong to the η-neighborhood
of n¯(x) with high probability for large K until the next mutant y appears. To this aim,
we use large deviation results on the problem of exit from a domain [13℄ to prove that the
time needed for the population densities to leave the η-neighborhood of n¯(x) is bigger than
exp(V K) for some V > 0 with high probability. Therefore, until this exit time, the rate
of mutation from trait xi in the population is lose to uKp(xi)λ(xi)Kn¯i(x) and thus, the
rst mutation appears before this exit time if one assumes that
1
KuK
≪ eV K .
In partiular, the mutation rate from trait xi on the time sale t/KuK is lose to
p(xi)λ(xi)n¯i(x).
In the seond step, we divide the invasion of a given mutant trait y into 3 phases shown in
Fig. 2.3, in a similar way as done lassially by population genetiists dealing with seletive
sweeps [23℄.
In the rst phase (between time 0 and t1 in Fig. 2.3), the number of mutant individuals is
small, and the resident population stays lose to its equilibrium density n¯(x). Therefore,
the dynamis of the mutant individuals is lose to a branhing proess with birth rate λ(y)
8
✲✻
0
η
n¯y
n¯x
population size
t1 t2 t3 t
〈νKt ,1{y}〉
〈νKt ,1{x}〉
Figure 2.3: The three steps of the invasion of a mutant trait y in a monomorphi population with
trait x.
and death rate µ(y)+
∑d
i=1 α(y, xi)n¯i(x). Hene, the growth rate of this branhing proess
is equal to the so-alled tness
f(y;x) = f(y;x1, . . . , xd) = r(y)−
d∑
j=1
α(y, xj)n¯j(x), (2.10)
desribing the ability of the initially rare mutant trait y to invade the equilibrium resident
population with traits x1, . . . , xd. If this tness is positive (i.e. if the branhing proess is
super-ritial), the probability that the mutant population reahes density η > 0 at some
time t1 is lose to the probability that the branhing proess reahes ηK, whih is itself
lose to its survival probability [f(y;x)]+/λ(y) when K is large.
In the seond phase (between time t1 and t2 in Fig. 2.3), we use the fat that, when
K → +∞, the population densities (〈νKt ,1{x1}〉, . . . , 〈ν
K
t ,1{xd}〉, 〈ν
K
t ,1{y}〉) are lose to
the solution of the Lotka-Volterra system LV (d+1, (x1, . . . , xd, y)) with same initial ondi-
tion, on any time interval [0, T ]. We will need an assumption (alled (B1) in Setion 2.4.2)
ensuring that, if η is suiently small, then any solution to the Lotka-Volterra system
starting in some neighborhood of (n¯1(x), . . . , n¯d(x), 0) onverges to a new equilibrium
n
∗ ∈ Rd+1 as time goes to innity. Therefore, the population densities reah with high
probability the η-neighborhood of n∗ at some time t2.
Finally, in the last phase, we use the same idea as in the rst phase: under the assumption
(alled (B2) in Setion 2.4.2) that n
∗
is a strongly loally stable equilibrium, we approx-
imate the densities of the traits xj suh that n
∗
j = 0 by branhing proesses whih are
sub-ritial. Therefore, they reah 0 in nite time and the proess omes bak to the rst
step until the next mutation.
We will prove that the duration of these three phases is of order logK. Therefore, under
the assumption
logK ≪
1
KuK
,
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the next mutation ours after these three phases are ompleted with high probability.
2.4.2 Assumptions
As explained above, we need to introdue two assumptions on the Lotka-Volterra systems
involved in the previous heuristis. These assumptions involve the tness funtion dened
in (2.10). This funtion is linked to Lotka-Volterra systems by the following property.
Proposition 2.3 Assume that the traits x1, . . . , xd ∈ X oexist. Then
(i) For any i ∈ {1, . . . , d}, f(xi;x1, . . . , xd) = 0.
(ii) If f(y;x1, . . . , xd) < 0, the equilibrium (n¯1(x), . . . , n¯d(x), 0) of LV (d+1, (x1, . . . , xd, y))
is loally strongly stable, and if f(y;x1, . . . , xd) > 0, this equilibrium is unstable.
Proof The rst point is immediate. The seond point omes from the following relation
between Jaobian matries of Lotka-Volterra systems
DF (x1,...,xd,y)(n¯1(x), . . . , n¯d(x), 0) =


DFx(n¯(x))
−n¯1(x)α(x1, y)
.
.
.
−n¯d(x)α(xd, y)
0 . . . 0 f(y;x)

 .
Sine x1, . . . , xd oexist, all the eigenvalues of DF
x(n¯(x)) have negative real parts. 
Let (B) denote the following Assumptions (B1) and (B2).
(B1) Given any x = (x1, . . . , xd) ∈ X
d
suh that x1, . . . , xd oexist, for Lebesgue almost
any mutant trait y ∈ X suh that f(y;x) > 0, there exists a neighborhood U ⊂ Rd+1
of (n¯1(x), . . . , n¯d(x), 0) suh that all the solutions of LV (d + 1, (x1, . . . , xd, y)) with
initial ondition in U ∩ (R∗+)
d+1
onverge as t → +∞ to a unique equilibrium in
(R+)
d+1
, denoted by
n
∗(x1, . . . , xd, y).
(B2) Writing for simpliity xd+1 = y and n
∗
for n
∗(x1, . . . , xd+1), let
I(n∗) :=
{
i ∈ {1, . . . , d+ 1} : n∗i > 0
}
and x
∗ = (xi; i ∈ I(n
∗)).
Then, for Lebesgue almost any mutant trait xd+1 as above, {xi; i ∈ I(n
∗)} oexist
and
for all j 6∈ I(n∗) , f(xj;x
∗) < 0.
Assumption (B1) prevents yles or haoti dynamis in the Lotka-Volterra systems. More-
over, it also prevents situations as in Fig. 2.4, where the equilibrium n
∗
is unstable. In
this ase, a solution of the Lotka-Volterra system LV (d + 1, (x1, . . . , xd, y)) starting from
a point in any neighborhood of (n¯1(x), . . . , n¯d(x), 0), represented by the urved line in
Fig. 2.4, does not need to onverge to n
∗
.
Assumption (B2) is stated in the way permitting one to use the omparison with branhing
proesses argument desribed in Setion 2.4.1 when a mutant trait xates in the population.
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(n¯1(x), . . . , n¯d(x), 0)
n
∗
Figure 2.4: Assumption (B1) prevents suh situation.
Denition 2.4 An equilibrium n of LV (d, (x1, . . . , xd)) is hyperboli if the Jaobian ma-
trix of LV (d, (x1, . . . , xd)) at n has no eigenvalue with 0 real part.
Assumption (B2) an also be replaed by one of the following simpler two assumptions.
(B3) For Lebesgue almost any mutant trait xd+1 as in (B1), n
∗
is hyperboli.
(B4) For Lebesgue almost any mutant trait xd+1 as in (B1), n
∗
is strongly loally stable.
Proposition 2.5 Assumptions (B1) and (B2) are equivalent to Assumptions (B1) and (B3),
and to Assumptions (B1) and (B4).
Proof Let k := Card(I(n∗)). Assume that x1, . . . , xd+1 are reordered in a way suh that
I(n∗) = {1, 2, . . . , k}. Then it is lear, by the denition of oexistene and the fat that
DF (x1,...,xd+1)(n∗) =


DFx
∗
(n∗1, . . . , n
∗
k) (−α(xi, xj)n
∗
j )1≤i≤k, k+1≤j≤d+1
0
f(xk+1,x
∗) 0
.
.
.
0 f(xd+1,x
∗)


that (B2) implies (B4) whih also trivially implies (B3). Assuming (B3), the stable mani-
fold theorem (see e.g. [18℄ pp. 1314) says that the set of points suh that the solution of
LV (d+1, (x1, . . . , xd+1)) started at this point onverges to n
∗
is a submanifold of (R∗+)
d+1
of dimension l, where l is the number of eigenvalues of DF (x1,...,xd+1)(n∗) with negative
real part. In partiular, if l < d+1, this manifold does not ontain an open set of (R∗+)
d+1
,
whih is in ontradition with (B1). Therefore, l = d+ 1, whih implies (B2). 
Therefore, Assumption (B2) essentially means that n
∗
is hyperboli, whih is a property
satised under very weak assumptions. In Setion 3, various situations ensuring Assump-
tions (B1) and (B2) will be disussed.
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2.4.3 Denition of the PES and Convergene Theorem
Before stating our onvergene result, let us rst desribe the limiting proess (Zt; t ≥ 0)
of the population proess (νKt/KuK ; t ≥ 0) on the mutation time sale. This is a pure jump
Markov proess in M0 ⊂MF dened by
M0 :=
{
d∑
i=1
n¯i(x)δxi ; d ≥ 1, x1, . . . , xn ∈ X oexist
}
,
whih desribes the suessive population states at the evolutionary (mutation) time sale.
As explained in Setion 2.4.1, the quantity p(xj)λ(xj)n¯j(x) is the re-saled mutation rate
in the resident sub-population with trait xj and size n¯j(x). When a mutant xj+h is hosen
with law m(xj , h)dh, the quantity
[f(xj+h;x)]+
λ(xj+h)
is the invasion probability of the mutant.
One the latter has invaded, the new population state is given by the asymptoti behavior
of the Lotka-Volterra system desribed in Assumption (B1). Beause of the timesale
separation (2.13), the stabilization of the population at its new equilibrium ours before
the next mutation and within innitesimal time.
Hene, the proess Z will jump
from
d∑
i=1
n¯i(x)δxi to
d∑
i=1
n∗i (x1, . . . , xd, xj + h)δxi + n
∗
d+1(x1, . . . , xd, xj + h)δxj+h
with innitesimal rate
p(xj)λ(xj)n¯j(x)
[f(xj + h;x)]+
λ(xj + h)
m(xj , h)dh (2.11)
for all j ∈ {1, . . . , d}. In other words, the innitesimal generator of the proess Z will be
Lϕ
( d∑
i=1
n¯i(x)δxi
)
=
∫
X
dh
d∑
j=1
p(xj)λ(xj)n¯j(x)
[f(xj + h;x)]+
λ(xj + h)
m(xj , h)×
(
ϕ
( d∑
i=1
n∗i (x1, . . . , xd, xj + h)δxi + n
∗
d+1(x1, . . . , xd, xj + h)δxj+h
)
− ϕ
( d∑
i=1
n¯i(x)δxi
))
.
(2.12)
We all this proess Polymorphi Evolution Sequene (PES), by analogy with the so-alled
Trait Substitution Sequene (TSS) desribed in Setion 3.1.
Proposition 2.6 Under Assumptions (A) and (B), the PES is well-dened on R+ and
belongs almost surely to M0 for all time.
Proof It follows from Assumption (A) and from (2.6) that the jump rates are bounded.
Moreover, by Assumption (B1), n
∗(x1, . . . , xn, y) is well-dened for almost all mutant traits
y suh that f(y;x) > 0, and by Assumption (B2), for suh y,
∑d
i=1 n
∗
i (x1, . . . , xd, y)δxi +
n∗d+1(x1, . . . , xd, y)δy ∈ M0. 
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Theorem 2.7 Assume (A) and (B). Take x1, . . . , xd ∈ X that oexist and assume that
νK0 =
∑d
i=1 n
K
i δxi with n
K
i → n¯i(x) in probability for all 1 ≤ i ≤ d. Assume nally that
∀V > 0, logK ≪
1
KuK
≪ exp(V K). (2.13)
Then, (νKt/KuK ; t ≥ 0) onverges to the proess (Zt; t ≥ 0) with innitesimal genera-
tor (2.12) and with initial ondition Z0 =
∑d
i=1 n¯i(x)δxi . The onvergene holds in the
sense of nite dimensional distributions on MF equipped with the topology indued by the
funtions ν 7→ 〈ν, f〉 with f bounded and measurable on X .
The proof of this result follows losely the heuristi argument of Setion 2.4.1 and is very
similar to the proof of Theorem 1 of [4℄, that states a similar result in the ase where no
pair of traits an oexist. We detail in Appendix A all the steps and results of [4℄ that are
modied in order to prove Theorem 2.7.
3 Partiular ases and extensions of the PES
In this setion, we disuss various situations where Assumptions (B1) and (B2) are satised
allowing one to expliitly obtain the PES.
3.1 The "no oexistene" ase: an extension of the trait substitution
sequene (TSS)
In this setion we haraterize the ase where the PES is well dened until the rst o-
existene time of two dierent traits. Assumption (B) with d = 1 (only one resident trait)
involves the tness funtion dened in (2.9).
Proposition 3.1 Let us assume the hypothesis
(C1) For all x ∈ X , the set of y suh that f(y;x) = 0 has Lebesgue measure 0.
Then (B) is satised for d = 1.
Proof The assumption (B) for d = 1 involves 2-dimensional ompetitive Lotka-Volterra
systems. Their asymptoti behavior is well-known (see e.g. [22℄). In partiular,
• if f(x; y) > 0 and f(y;x) < 0, any solution of LV (2, (x, y)) starting from R+ × R
∗
+
onverges to (n¯(x), 0),
• if f(x; y) < 0 and f(y;x) > 0, any solution of LV (2, (x, y)) starting from R∗+ × R+
onverges to (0, n¯(y)),
• if f(x; y) > 0 and f(y;x) > 0, any solution of LV (2, (x, y)) starting from (R∗+)
2
onverges to n¯(x, y),
• if f(x; y) < 0 and f(y;x) < 0, (n¯(x), 0) and (0, n¯(y)) are both loally strongly stable.
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Moreover, all the equilibria are hyperboli if and only if f(y;x) 6= 0 and f(x; y) 6= 0.
Therefore, Assumption (C1) implies Assumption (B) for d = 1 sinem(x, h)dh is absolutely
ontinuous w.r.t. Lebesgue's measure. 
Let us now introdue the following killed PES (Z
(1)
t , t ≥ 0) as a Markov jump proess on
M0∪{∂}, where ∂ is a emetery state, with innitesimal generator L
(1)
dened as follows.
Let ν := n¯(x)δx, then
L(1)ϕ(n¯(x)δx)
=
∫
X
(
ϕ
(
n¯(x+ h)δx+h
)
− ϕ(n¯(x)δx)
)
p(x)λ(x)n¯(x)
[f(x+ h;x)]+
λ(x+ h)
1{f(x;x+h)<0}m(x, h)dh
+
∫
X
(
ϕ(∂)− ϕ(n¯(x)δx)
)
p(x)λ(x)n¯(x)1{f(x;x+h)>0,f(x+h;x)>0}m(x, h)dh. (3.1)
By onstrution, the killed PES (Z
(1)
t , t ≥ 0) is always monomorphi before killing. One
the killed PES reahes the emetery state ∂, it no longer jumps.
This modiation amounts to onstrut the killed PES as the PES, and send it to the
emetery state ∂ as soon as a mutant trait y appears in a monomorphi population of trait
x ∈ X suh that x and y oexist. Note that ∂ is reahed as soon as a mutant appears,
that ould oexist with the resident trait, even if this mutant atually does not invade the
population. That explains why the invasion probability [f(y;x)]+/λ(y) does not appear in
the last line of (3.1).
The following proposition is a onsequene of the previous disussion.
Proposition 3.2 Under Assumptions (A) and (C1), the killed PES (Z
(1)
t , t ≥ 0) is almost
surely well-dened and belongs almost surely to M0 ∪ {∂} for all time.
The proof of the following result an be easily adapted from that of Theorem 2.7.
Corollary 3.3 With the same assumption and notation as in Theorem 2.7, exept that
Assumption (B) is replaed by Assumption (C1) and that d = 1, let
τK := inf{t ≥ 0 : Supp(ν
K
t ) = {x, y} suh that (x, y) oexist}.
Then the proess (
νK t
KuK
1{ t
KuK
≤τK}
+ ∂ 1{ t
KuK
>τK}
, t ≥ 0
)
onverges as K → +∞ to the killed PES (Z
(1)
t , t ≥ 0) with initial ondition Z
(1)
0 = n¯(x)δx.
The onvergene is understood in the same sense as in Theorem 2.7.
Remark 3.4 The killed PES generalizes the so-alled Trait Substitution Sequene (TSS),
introdued in [26℄, and rigorously studied in [4℄. This TSS is obtained when the parameters
of the mirosopi model prevent the oexistene of two traits. Suh an assumption, known
as Invasion-Implies-Fixation (IIF) priniple [15℄ is given by:
(IIF) for all x ∈ X , almost all y ∈ X suh that f(y;x) > 0 satisfy f(x; y) < 0.
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Hene, the TSS Z has on R+ the form
Zt = n¯(Xt)δXt , t ≥ 0,
where X is a Markov pure jump proess on X with innitesimal generator
Lϕ(x) =
∫
Rl
(ϕ(x+ h)− ϕ(x))p(x)λ(x)n¯(x)
[f(x+ h;x)]+
λ(x+ h)
m(x, h)dh. (3.2)
The killed PES (Z
(1)
t , t ≥ 0) prevents the oexistene of two or more traits. Therefore, this
proess is not suited to our study of evolutionary branhing in Setion 4. To this end, we
need to examine a more general situation.
3.2 The no triple oexistene ase
In this setion we haraterize the ase where the PES is well dened until the rst oex-
istene time of three dierent traits.
In the ase d = 2 the tness funtion (2.10) of a mutant trait z in a population with two
oexisting resident traits x and y is given by
f(z;x, y) = r(z)− α(z, x)n¯1(x, y)− α(z, y)n¯2(x, y) (3.3)
with
n¯1(x, y) =
r(x)α(y, y) − r(y)α(x, y)
α(x, x)α(y, y) − α(x, y)α(y, x)
, (3.4)
n¯2(x, y) =
r(y)α(x, x) − r(x)α(y, x)
α(x, x)α(y, y) − α(x, y)α(y, x)
. (3.5)
We need to extend this denition to any x, y ∈ X suh that f(x; y)f(y;x) > 0 (and not
only for the ones that oexist). It an be easily heked that α(x, x)α(y, y)−α(x, y)α(y, x)
annot be 0 under this ondition.
We an now introdue the following assumption :
(C2) For all x, y ∈ X that oexist, the set of z suh that f(x; z) = 0, f(z;x) = 0,
f(y; z) = 0, f(z; y) = 0, f(x; y, z) = 0 or f(y;x, z) = 0 (when these last quantities
are dened) has Lebesgue measure 0.
Proposition 3.5 There exists a set Ccoex (dened in (3.6)) suh that Assumption (C2)
implies (B) for d = 2 and for all (x, y, z) ∈ X 3 \ Ccoex.
Proof As in the previous setion, we have to distinguish oexistene and non oexistene
of three traits. To this aim we need to introdue the lassiation of the asymptoti
behavior of 3-dimensional ompetitive Lotka-Volterra systems done by Zeeman [30℄. Any
3-dimensional ompetitive Lotka-Volterra system admits an invariant hypersurfae Σ alled
arrying simplex, suh that any non-zero solution of the system is asymptoti as t→ +∞
to one in Σ (f. [19℄). Σ is a Lipshitz submanifold of R3+ homeomorphi to the unit
simplex in R
3
+ by radial projetion. Moreover, Σ is a global attrator for the dynamis in
15
R
3
+ \ {0} ([20, Thm.3℄). In partiular, one an dedue from the asymptoti behavior of
trajetories on Σ the asymptoti behavior of trajetories starting in a neighborhood of Σ.
Zeeman obtained a full lassiation of the topologial equivalene lasses of the 3-dimensional
ompetitive Lotka-Volterra systems by determining the 33 topologial equivalene lasses of
those systems restrited on their arrying simplex. (In an equivalene lass, the trajetories
of the systems are related by a homeomorphism of R
3
+). For a given system LV (3, (x, y, z)),
the equivalene lass to whih it belongs is determined by the sign of the 2-dimensional t-
nesses f(x; y), f(y;x), f(x; z), f(z;x), f(y; z), f(z; y) and of the 3-dimensional tnesses
f(x; y, z), f(y;x, z), f(z;x, y) when they are dened. The equivalene lasses of [30℄ are
haraterized by drawing on the unit simplex of R
3
+ the xed points and the limit yles
of the system, joined by their stable and unstable manifolds
1
.
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Figure 3.1: The pattern on the arrying simplex that orresponds to the situation of Assump-
tion (B). Traits x and y are the resident traits.
The signs of the tnesses orrespond to the arrows in eah diagram. For example, f(y;x) >
0 means that, on the edge of the simplex that reah x and y, there is an arrow starting
from x in the diretion of y. In other words, the unstable manifold of (n¯(x), 0, 0) ontains
(a part of) the edge of the simplex that reah x to y. Similarly, f(z;x, y) > 0 means
that f(x; y)f(y;x) > 0, i.e. that LV (3, (x, y, z)) has as xed point (n¯1(x, y), n¯2(x, y), 0),
represented as the midpoint of the edge of the simplex linking x and y, and that this xed
point has an unstable manifold pointing in the diretion of the interior of the simplex. The
situation represented in Fig. 3.1 orresponds to this ase, when x and y oexist.
In order to hek if Assumption (B) holds, we only need to restrit to the equivalene lasses
in whih two traits oexist (the resident traits, say x and y), and the third (mutant) trait
(say z) satisfy f(z;x, y) > 0. This situation orresponds to the ases where the arrying
simplex has one side ontaining the pattern of Fig. 3.1. Among the 33 equivalene lasses
of [30℄, there are only 10 of them that satisfy this requirement, shown in Fig 3.2. We label
them with the same numbers as in [30℄. In Fig. 3.2, the gures obtained by exhanging x
and y belong to the same equivalene lass. An attrating xed point of LV (3, (x, y, z))
is represented by a losed dot •, a repulsive xed point by an empty dot ◦, a saddle point
by the intersetion of its stable and unstable manifolds. When the interior xed point
(the non-trivial equilibrium) is not a saddle point, it an be either stable or unstable.
Depending on ases, this equilibrium an also be surrounded by one or several stable or
unstable yles. In partiular, the sign of the tnesses is not suient to determine the
preise asymptoti behavior of the system near the interior equilibrium. The undetermined
1
The stable manifold of an equilibrium is the set of starting points of the Lotka-Volterra system suh
that the solution onverges to this equilibrium. The unstable manifold is dened in the same way, but for
the time-reversed system.
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type of these equilibria is represented in Fig. 3.2 by the symbol ⊙.
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Figure 3.2: The phase portrait on Σ for the 3-dimensional ompetitive Lotka-Volterra systems
orresponding to the situation desribed in Assumption (B).
Sine no pattern as in Fig. 2.4 ours in diagrams 7 to 12 in Fig. 3.2, we see that Assump-
tion (B1) is always satised exept possibly in the ases of diagrams 26, 29, 31 and 33. It
ould be violated either if the interior equilibrium is surrounded by a stable yle, or in
diagram 26 in the ase where the unstable manifold of the equilibrium (n¯1(x, y), n¯2(x, y), 0)
(midpoint of the lower edge of the simplex) admits the equilibrium (0, n¯1(y, z), n¯2(y, z))
as limit point. Moreover, as before, all the steady states are hyperboli if all the 2- and
3-dimensional tnesses are nonzero.
Thus, if we dene the set Ccoex as
Ccoex := {(x, y, z) ∈ X
3 : LV (3, (x, y, z)) belongs to lasses 26, 29, 31 or 33}, (3.6)
Assumption (B) will be satised for all (x, y, z) ∈ X 3\Ccoex as soon as Assumption (C2)
is satised.
Remark in addition that, as heked from Fig. 3.2, if x and y oexist and f(z;x, y) > 0,
then (x, y, z) ∈ Ccoex if and only if both of the following properties are satised
(P1) If f(y;x, z) is well-dened, then f(x; z), f(z;x) and f(y;x, z) have all the same sign.
(P2) If f(x; y, z) is well-dened, then f(y; z), f(z; y) and f(x; y, z) have all the same sign.

Assumptions (C1) and (C2) will be summarized in Assumption (C).
Similarly as in Setion 3.1, we dene the killed PES (Z
(2)
t , t ≥ 0) as a Markov pure jump
proess onM0∪{∂}, with innitesimal generator L
(2)
. The latter is given by (2.12) for d =
17
1, and for d = 2 and oexisting x1, x2, it is modied as follows. Let ν :=
∑2
i=1 n¯i(x1, x2)δxi ,
then
L(2)ϕ(ν) =
∫
Rl
2∑
j=1
(
ϕ
( 2∑
i=1
n∗i (x1, x2, xj + h)δxi + n
∗
3(x1, x2, xj + h)δxj+h
)
− ϕ(ν)
)
×
p(xj)λ(xj)n¯j(x1, x2)
[f(xj + h;x1, x2)]+
λ(xj + h)
1{(x1,x2,xj+h)6∈Ccoex}m(xj , h)dh
+
∫
Rl
2∑
j=1
(
ϕ(∂)− ϕ(ν)
)
p(xj)λ(xj)n¯j(x1, x2)1{(x1,x2,xj+h)∈Ccoex}m(xj, h)dh. (3.7)
This modiation amounts to onstrut the killed PES as the PES, and send it to the
emetery state as soon as a mutant trait x3 appears in a dimorphi population of traits
x1, x2 ∈ X suh that the Lotka Volterra dynamis assoiated with traits x1, x2, x3 belongs
to lasses 26, 29, 31 or 33. Notie that the killed PES's support has at most two traits at
eah time.
As in Setion 3.1, we dedue the following results.
Proposition 3.6 Under Assumptions (A) and (C), the killed PES (Z
(2)
t , t ≥ 0) is almost
surely well-dened and belongs almost surely to M0 ∪ {∂} for all time.
Moreover this PES is the limiting proess, on the mutation time sale, of the mutation-
invasion proess killed at the rst triple-oexistene time.
Corollary 3.7 With the same assumption and notation as in Theorem 2.7, exept that
Assumption (B) is replaed by Assumption (C) and that d ∈ {1, 2}, let
τ˜K := inf{t ≥ 0 : Supp(ν
K
t ) = {x, y, z} suh that (x, y, z) ∈ Ccoex}.
Then the proess (
νK t
KuK
1{ t
KuK
≤τ˜K}
+ ∂ 1{ t
KuK
>τ˜K}
, t ≥ 0
)
onverges as K → +∞ to the killed PES (Z
(2)
t , t ≥ 0) with initial ondition Z
(2)
0 =∑d
i=1 n¯i(x)δxi .
Note that the killed PES obtained in this setion is suient to study the phenomenon of
evolutionary branhing in Setion 4 when X ⊂ R.
4 Evolutionary branhing and small jumps
We will assume, in all what follows, that the initial population is monomorphi, in the
sense that at time 0, all individuals have the same trait.
We have seen in Setion 3.1 that, as long as there is no oexistene of two traits in the
population (Assumption (IIF)), the support of the PES is redued to a single trait and the
asymptoti dynamis of the population is given by the killed PES Z(1) with generator (3.1).
In this setion, our aim is to haraterize the traits around whih (IIF) fails and how
evolutionary branhing an our in this ase, as observed in Fig. 2.2(b). To do so, following
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a general idea of the biologial literature [26, 8, 16, 15, 9, 14℄, a key assumption is that the
mutation amplitude is small. In this situation, we will study the behavior of the PES on
large time sales whih will allow us to observe a global evolutionary dynamis.
In Subsetion 4.1, we assume that (IIF) is always satised and we study the TSS with a
small mutation step saling ε. We prove that on the longer time sale t
ε2
, the dynamis
of the re-saled TSS onverges, when ε tends to zero, to the solution of a (deterministi)
ODE, alled anonial equation of adaptive dynamis, or, more simply anonial equation.
In Subsetion 4.2, we ome bak to the general ase. We show that (IIF) is satised on the
time sale of the anonial equation and that evolutionary branhing an only our on a
longer time sale. We are able to haraterize the points, alled evolutionary singularities,
in the neighborhood of whih evolutionary branhing may our. In Subsetion 4.3, we
state and prove our main result of this setion, giving a riterion for evolutionary branhing
in the limit of small mutational jumps. We thus rigorously prove a riterion stated with a
heuristi justiation in [26℄.
Let us rstly introdue the following additional tehnial Assumptions (A'):
(A'1) The trait spae X is onvex. It is often impliitly assumed for biologial models
with ontinuous trait spae.
(A'2) The distribution m(x, h)dh has nite and bounded (in x) third-order moments.
(A'3) The map x 7→ m(x, h)dh is Lipshitz ontinuous from X to the set of probability
measures P(Rl), for the Wasserstein metri
ρ(P1, P2) = inf
{∫
Rl×Rl
|x−y|R(dx, dy);R ∈ P(Rl×Rl) with marginals P1 and P2
}
.
(A'4) The funtion
g(y;x) = p(x)λ(x)n¯(x)
f(y;x)
λ(y)
is ontinuous on X 2 and of lass C1 with respet to its rst oordinate, where f(·; ·)
is dened in (2.9). Sine X is a ompat set of Rl, there exists a onstant γ > 0 suh
that ∀x, y ∈ X , [g(y;x)]+ ≤ γ.
Later in this setion, we will also need Assumption (A):
(A) The funtions λ(x) and µ(x) are C3 on X and the funtion α(x, y) is C4 on X 2.
Note that (A) implies (A'4).
Finally, let us introdue the parameter ε ∈ (0, 1] saling the size of mutation. Sine X is
onvex, x + εY ∈ X a.s. for all x ∈ X and 0 ≤ ε ≤ 1, where Y is distributed following
m(x, h)dh. Therefore, it is possible to dene a PES in whih mutational jumps are saled
by the parameter ε, by replaing in its generator (2.12) m(xj, h)dh by m(xj , h)dh ◦H
−1
ε
for all j ∈ {1, . . . , d}, where Hε(h) = εh. Under Assumptions (A) and (B), we dene this
way a resaled PES (Zεt , t ≥ 0). If only Assumptions (A) and (C) are satised, we do
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similar hanges in (3.7) to obtain a resaled killed PES (Z
(2),ε
t , t ≥ 0). Finally, we do a
time saling of order 1/ε2 to obtain the resaled PES
Z˜εt =
{
Zεt/ε2 if Assumptions (A) and (B) are satised
Z
(2),ε
t/ε2
if only Assumptions (A) and (C) are satised.
Sine both Zεt and Z
(2),ε
t agree as long as there is no triple oexistene, and sine we will
only be interested in the sequel to the ases where the PES is monomorphi or dimorphi,
we will not need to distinguish between these two ases.
4.1 The TSS and the Canonial Equation of Adaptive Dynamis
Doing a similar time saling as for Z˜ε, we an dene for all ε ∈ (0, 1], the ε-resaled TSS
(Xεt , t ≥ 0) by modifying the generator (3.2) as follows. For all C
1
b -valued funtion ϕ,
Lεϕ(x) =
1
ε2
∫
Rl
(ϕ(x+ εh) − ϕ(x))[g(x + εh;x)]+m(x, h)dh. (4.1)
From a mathematial point of view, the multipliative term ε−2 takes into aount that
the integral term is of order ε2, beause of g(x;x) = 0 and Assumption (A'4).
Let us now state the onvergene theorem of the resaled TSS to the anonial equation
of adaptive dynamis. Its proof is based on a standard uniqueness-ompatness method.
Theorem 4.1 Assume (A) and (A'). Suppose also that the family of initial states {Xε0}0<ε≤1
is bounded in L
2
and onverges in law to a random variable X0 as ε→ 0.
Then for eah T > 0, the sequene (Xε) onverges when ε→ 0, for the Skorohod topology of
D([0, T ],X ), to the proess (x(t), t ≤ T ) with initial state X0 and with deterministi sample
paths, unique solution of the ordinary dierential equation, known as anonial equation of
adaptive dynamis.
dx
dt
=
∫
Rl
h[h · ∇1g(x;x)]+ m(x, h)dh. (4.2)
Remark 4.2 In the ase where m(y, ·) is a symmetrial measure on Rl for all y ∈ X ,
Equation (4.2) gets the lassial form, heuristially introdued in [8℄,
dx
dt
=
1
2
K(x)∇1g(x;x), (4.3)
where K(x) = (kij(x))1≤i,j≤l is the ovariane matrix of m(x, h)dh.
Proof
(i) Uniqueness of the solution of Equation (4.2) with given initial ondition.
Let us show that a(x) =
∫
Rl
h[h ·∇1g(x;x)]+ m(x, h)dh is Lipshitz ontinuous on X . We
have
‖a(x) − a(x′)‖ ≤
∫
Rl
‖h‖ ×
∣∣[h · ∇1g(x;x)]+ − [h · ∇1g(x′;x′)]+∣∣ m(x, h)dh
+
∥∥∥∥
∫
Rl
h[h · ∇1g(x
′;x′)]+(m(x, h) −m(x
′, h))dh
∥∥∥∥ . (4.4)
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Beause of |[a]+ − [b]+| ≤ |a − b|, Assumptions (A'2) and (A'4), and that the support of
all measures m(x, h)dh is inluded in a bounded set, the rst term of the right hand side
of (4.4) is bounded by some onstant times ‖x− x′‖.
If we denote by ξ the vetor ∇1g(x
′;x′) and ψ(h) = h[h · ξ]+, then
‖ψ(h)−ψ(h′)‖ ≤ ‖(h− h′)[h · ξ]+‖+ ‖h
′([h · ξ]+− [h
′ · ξ]+)‖ ≤ 2‖ξ‖ ‖h− h
′‖ (‖h‖+ ‖h′‖).
Thus, using the dual form of the Kantorovih-Rubinstein metri (see Rahev [28℄) and
(A'3), one obtains that the seond term of the right-hand side of (4.4) is also bounded
by some onstant times ‖x − x′‖. Hene Cauhy-Lipshitz Theorem an be applied and
(x(t), t ≥ 0) is uniquely dened.
(ii) The proesses Xε, ε > 0, with generator Lε an be onstruted on the same
probability spae.
Reall the denition of γ in Assumption (A'4).
Lemma 4.3 Assume (A) and (A'). Let (Ω,F , P ) be a probability spae and N(dh, dθ, ds)
be a point Poisson measure on R
l × [0, 1] × R+ with intensity γm¯(h)dhdθds. Let ε > 0
and denote by N ε the image measure of N by the mapping s 7→ ε2s. Let Xε0 be a X -valued
random variable, independent of N . Then the proess Xε dened by
Xεt = X
ε
0 +
∫
Rl×[0,1]×[0,t]
(ε h) 1
θ≤
[g(Xε
s−
+εh;Xε
s−
)]+
γ
m(Xε
s−
,h)
m¯(h)
ffN ε(dh, dθ, ds), (4.5)
is a jump Markov proess with generator Lε. Its law will be alled PεXε0
.
Indeed, using It's formula, one observes that for a bounded funtion ϕ on X ,
ϕ(Xεt )− ϕ(X
ε
0)
−
∫ t
0
∫
Rl×[0,1]
(
ϕ(Xεε2s + εh)− ϕ(X
ε
ε2s)
)
1{ε2s≤t}g(X
ε
ε2s + εh;X
ε
ε2s)m(X
ε
ε2s, h)dhdθds
is a martingale, whih implies the result.
(iii) Tightness of the sequene of laws {PεXε0
}ε>0.
We will use the Aldous riterion [1℄. Let τ be a stopping time less than T and (δε) positive
numbers onverging to 0 when ε → 0. We remark that |g(x + εh;x)| ≤ εC‖h‖, by an
expansion of g with respet to its rst variable and the fat that g(x;x) = 0, and sine
∇1g is bounded by a onstant C. We have
E(‖Xετ+δε −X
ε
τ‖) = E
(∫ τ+δε
τ
∫
Rl
‖εh‖[g(Xεs− + εh;X
ε
s−)]+ m(X
ε
s−, h)dh
ds
ε2
)
≤ CM2δε,
where M2 =
∫
‖h‖2m¯(h)dh. Then, for any α > 0,
P(‖Xετǫ+δε −X
ε
τε‖ > α) ≤
nCM2
α
δε → 0 when ε→ 0.
This gives the rst part of the Aldous riterion. For the seond part, we have to prove
the uniform tightness of the laws of (supt≤T ‖X
ε
t ‖)ε>0. We use It's formula to write
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(Xεt )
2
from (4.5), Shwarz' and Doob's inequalities and obtain that E(supt≤T ‖X
ε
t ‖
2) ≤
CT (E(‖X
ε
0‖
2) + 1), where CT is a onstant depending on time T , on M2 and on an
upper-bound of [g]+. Sine (X
ε
0)0<ε≤1 is bounded in L
2
, the tightness of the laws of
(supt≤T ‖X
ε
t ‖)ε>0 follows.
(iv) Convergene of the generators.
Let us now prove that
∀ϕ ∈ C2b (X ),
1
ε2
Lεϕ→ L0ϕ uniformly on X , (4.6)
where Lε is dened in (3.2) and L0 is dened by
L0ϕ(x) =
∫
Rl
(h · ∇ϕ(x))[h · ∇1g(x;x)]+ m(x, h)dh,
where ∇ϕ(x) is the gradient vetor of ϕ(x). We have,
∣∣∣∣ 1ε2Lεϕ(x)− L0ϕ(x)
∣∣∣∣ ≤
∫
Rl
[h · ∇1g(x;x)]+×
∣∣∣∣ϕ(x+ εh)− ϕ(x)ε − h · ∇ϕ(x)
∣∣∣∣m(x, h)dh
+
∫
Rl
∣∣∣∣ϕ(x+ εh)− ϕ(x)ε
∣∣∣∣×
∣∣∣∣
[
g(x+ εh;x)
ε
]
+
− [h · ∇1g(x;x)x)]+
∣∣∣∣m(x, h)dh. (4.7)
Let us all I1 and I2 the quantities inside the integral in the rst and the seond term,
respetively. Now, ϕ is C1, g(x;x) = 0 and by Assumption (A'), g(x; y) is C1 with respet
to the rst variable x. So, we an nd θ1, θ2 and θ3 in [0, 1] depending on x and h suh
that
I1 = [h · ∇1g(x;x)]+ × |h · ∇ϕ(x+ θ3εh)− h · ∇ϕ(x)|;
I2 = |h · ∇ϕ(x+ θ1εh)| × |[h · ∇1g(x+ θ2εh;x)]+ − [h · ∇1g(x;x)]+|.
Sine ϕ is in C2b , and beause of Assumption (A'), we an hoose a number C suh that
∇ϕ and ∇1g are both C-Lipshitz and bounded by C on X and X
2
respetively. Then
I1 ≤ C‖h‖ × ‖h‖C‖θ3εh‖ ≤ εC
2‖h‖3;
I2 ≤ C‖h‖ × |h · ∇1g(x+ θ2εh, x)− h · ∇1g(x, x)| ≤ εC
2‖h‖3.
It remains to put these bounds in Equation (4.7) to obtain:∣∣∣∣ 1ε2Lεϕ(x)− L0ϕ(x)
∣∣∣∣ ≤ 2εC2
∫
Rl
‖h‖3m(x, h)dh.
We onlude using Assumption (A'2).
(v) Martingale problem for limiting distributions.
Finally, let us show that any aumulation point P of the family of laws {PεXε0
} on
D([0, T ],X ) is the law of the proess X solution to (4.2) with initial state X0. Fix suh
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a P. Let us endow the spae D([0, T ],X ) with the anonial ltration Gt, and for any
ϕ ∈ C2(X ), let us dene on this spae the proesses
Mϕt (w) = ϕ(wt)− ϕ(w0)−
∫ t
0
L0ϕ(ws)ds
M ε,ϕt (w) = ϕ(wt)− ϕ(w0)−
∫ t
0
1
ε2
Lεϕ(ws)ds.
We will show that Mϕ = 0 P-a.s. Fix ϕ ∈ C2(X ). It is standard, using It formula for
jump proesses, to show that, under P
ε
Xε0
, M ε,ϕ is a square-integrable Gt-martingale and
that
M ε,ϕt (X
ε) =
∫
Rl×[0,1]×[0,t]
(ϕ(Xεs + εh)− ϕ(X
ε
s ))
1
θ≤
[g(Xε
s−
+εh,Xε
s−
)]+
γ
m(Xε
s−
,h)
m¯(h)
ffN˜ ε (dh, dθ, ds)
where N˜ ε = N ε − qε is the ompensated Poisson measure assoiated with N ε, and
qε(dh, dθ, ds) is the image measure of γm¯(h)dhdθds by s 7→ ε2s. Thus, using omputation
similar to (4.1),
E
ε(〈M ε,ϕ〉t) =
1
ε2
E
ε
(∫ t
0
∫
Rl
(ϕ(Xεs + εh)− ϕ(X
ε
s ))
2[g(Xεs + εh,X
ε
s )]+ m(X
ε
s , h)dhds
)
≤ CC ′M3 t ε, (4.8)
where E
ε
denotes the expetation under P
ε
Xε0
, C ′ is a bound for ∇ϕ, and M3 a bound of
the third-order moment of m(y, h)dh. Using (4.8) and the fat that Mϕt (w) = M
ε,ϕ
t (w) +∫ t
0 (
1
ε2L
εϕ(ws)− L
0ϕ(ws))ds, it follows that
E
ε(|Mϕt |
2) ≤ 2t2‖
1
ε2
Lεϕ− L0ϕ‖2∞ + 2C
2C ′2M23 t
2ε2
whih onverges to 0 when ε→ 0 thanks to (4.6). Moreover by (4.5), we have that almost
surely, supt≤T ‖X
ε
t −X
ε
t−‖ ≤ C
′′ε, whih implies that eah limit proess X with law P is
almost surely ontinuous. Hene, for any t ∈ [0, T ], the funtional ω 7→ ϕ(wt) − ϕ(w0) −∫ t
0 L
0ϕ(ws)ds is ontinuous at X for the weak topology and sine P is the weak limit of
an extrated sequene of (PεXε0
), it follows that, under P, Mϕ(w) = 0 a.s, whih onludes
the proof. 
4.2 PES and Evolutionary Singularities
Until the end of Setion 4, we will assume for simpliity that the trait spae is
one-dimensional (l = 1), i.e. X ⊂ R.
We have proved in the last subsetion that, when ε → 0, the TSS is very lose to the
solution of the anonial equation (4.2) on any time interval [0, T ]. The equilibria of this
equation are given by the points x∗ suh that either ∂1g(x
∗;x∗) = 0, or
∫
R+
m(x∗, h)dh = 0
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and ∂1g(x
∗;x∗) > 0, or
∫
R−
m(x∗, h)dh = 0 and ∂1g(x
∗;x∗) < 0. We will onentrate on
the points suh that ∂1g(x
∗;x∗) = 0, or equivalently, ∂1f(x
∗;x∗) = 0, sine
∂1g(x;x) =
1
λ(x)
∂1f(x;x)p(x)λ(x)n¯(x) = p(x)n¯(x)∂1f(x;x).
Remark that, sine f(x;x) = 0 for all x ∈ X ,
∂1f(x;x) + ∂2f(x;x) = 0, ∀x ∈ X (4.9)
∂11f(x;x) + 2∂12f(x;x) + ∂22f(x;x) = 0, ∀x ∈ X . (4.10)
Therefore, ∂1f(x
∗;x∗) = ∂2f(x
∗;x∗) = 0.
Denition 4.4 Points x∗ suh that ∂1g(x
∗;x∗) = 0, or equivalently, ∂1f(x
∗;x∗) =
∂2f(x
∗;x∗) = 0 are alled evolutionary singularities (ES).
Lemma 4.5 Assume (A), (A') and (A).
(1) The solution x(t) of (4.2) starting from a point that is not an ES annot attain an ES
in nite time.
(2) Assume that x(0) is not an ES and let IT = {x(t), t ∈ [0, T ]}. Then, for any suiently
small η > 0, for any x at a distane to IT smaller than η and for any y suiently
lose to x, x and y satisfy (IIF) and (y − x)f(y;x) has onstant sign.
Proof (1) Let c be a onstant suh that x 7→
∫
R
h[h · ∂1g(x;x)]+m(x, h)dh is c-Lipshitz
(the fat that this is a Lipshitz funtion is shown in the proof of Theorem 4.1). Then, for
any ES x∗, ∣∣∣ d
dt
(x(t)− x∗)2
∣∣∣ ≤ 2 |x˙(t)| |x(t)− x∗| ≤ 2 c (x(t)− x∗)2.
Thus, |x(t)− x∗| ≥ |x(0) − x∗| exp(−ct) > 0.
(2) Remark rst that, from Point (1), C = infx∈IT |∂1f(x(t);x(t))| > 0. Therefore, for
η > 0 suiently small, {x ∈ X : dist(x, IT ) ≤ η} ⊂ {x ∈ X : |∂1f(x(t);x(t))| > C/2}.
Fix suh an η.
Let us now onsider some point x in X suh that ∂1f(x;x) > C/2. Consider rst y in X
suh that x < y. Using that f(x;x) = 0 and (4.9), a seond-order expansion of f(y;x) at
(x, x) implies that f(y;x) > C(y − x)/4 provided that |y − x| < C2C′ , where C
′ > 0 is a
onstant uniformly upper-bounding the seond-order derivatives of f(·; ·) on the ompat
set X 2. Under the same ondition, f(x; y) < C(x− y)/4. Therefore, f(x; y)f(y;x) < 0 if
|y−x| is small enough and (y−x)f(y;x) has onstant sign. This reasoning gives the same
onlusion if y < x or ∂1f(x;x) < −C/2, giving the required result. 
Now we ome bak to the resaled PES (Z˜εt , t ≥ 0) dened in the beginning of this setion
and assume that its initial ondition Z˜ε0 is monomorphi. We want to determine when
evolutionary branhing an our in this proess. This requires that (IIF) (ensuring non
oexistene) fails. For ε > 0, we dene the rst oexistene time
τ ε = inf{t > 0, f(Z˜εt , ; Z˜
ε
t−) > 0 and f(Z˜
ε
t−; Z˜
ε
t ) > 0},
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and for any η > 0, the entrane time of the proess in a η-neighborhood of an ES x∗,
θεη = inf{t ≥ 0, Supp(Z˜
ε
t ) ∩ (x
∗ − η, x∗ + η) 6= ∅}. (4.11)
Theorem 4.6 Assume that (A), (A'), (A) and (B) or (C) hold. Assume also that Z˜ε0 =
n¯(x)δx where x ∈ X is not an evolutionary singularity. Then,
(i) For any T > 0,
lim
ε→0
P(τ ε > T ) = 1.
Moreover, for all η > 0,
lim
ε→0
P(∀t ∈ [0, T ], Card(Supp(Z˜εt )) = 1, ‖Supp(Z˜
ε
t )− x(t)‖ ≤ η) = 1.
(ii) For any η > 0, there exists ε0 > 0 suh that, for all ε < ε0,
P(θεη < τ
ε) = 1 and
P(∀t ∈ [0, θεη ], Supp(Z˜
ε
t ) = {Y
ε
t } with t 7→ Y
ε
t monotonous on [0, θ
ε
η ]) = 1. (4.12)
Proof (i) Before the stopping time τ ε, and sine the initial ondition is monomorphi,
it is lear that the support of Z˜εt is a singleton whose dynamis is that of the resaled
TSS (Xεt , t ≥ 0). Beause of Theorem 4.1, when ε → 0, the TSS is lose to the anonial
equation. In partiular, for all η > 0, its values on the time interval [0, T ] belong to the
set {x ∈ X : dist(x, IT ) ≤ η} with probability onverging to 1. Moreover, sine X is
ompat, Supp(m(x, ·)) ⊂ X − x is inluded in the losed ball of Rl entered at 0 with
diameter 2diam(X ). Therefore, the distane between a mutant trait and the trait of its
progenitor in the resaled PES Z˜ε is a.s. less that εc, where c is a onstant. Hene, the
result immediately follows from Lemma 4.5.
(ii) We also dedue from this lemma that for any T > 0 suh that IT ∩ (x
∗− 3η/2, x∗+
3η/2) = ∅, limε→0 P(θ
ε
η > T ) = 1. Moreover, the proess Y
ε
t in (4.12), whih is exatly the
TSS of the previous setion, is almost surely monotonous before time θεη. 
Remark 4.7 Theorem 4.6 implies that, when the initial population is monomorphi and
away from evolutionary singularities, evolutionary branhing an only our in the neigh-
borhood of an evolutionary singularity and on a longer time sale than T/ε2 when ε → 0,
for all T > 0.
The next result shows that we an restrit to ES that are not repulsive for the anonial
equation.
Proposition 4.8 Under the assumptions of Theorem 4.6, oexistene of two traits an only
our in the neighborhood of evolutionary singularities x∗ ∈ X whih are not repulsive, i.e.
whih satisfy
∂22f(x
∗;x∗) ≥ ∂11f(x
∗;x∗). (4.13)
More preisely, for any neighborhood U of the set of evolutionary singularities satisfy-
ing (4.13), for all ε small enough,
P(τ ε < +∞ and Supp(Zετε−) 6∈ U) = 0.
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Proof Let us remark that an ES suh that
∂11f(x
∗;x∗) + ∂12f(x
∗;x∗) > 0. (4.14)
is always a repulsive point for the anonial equation, in the sense that, for any solution
x(t) of the anonial equation starting suiently lose from x∗, the distane between x(t)
and x∗ is non-dereasing in the neighborhood of time 0. In other words, there exists a
neighborhood U of x∗ suh that no solution of the anonial equation starting out of U an
enter U . To this end, we remark that (4.14) implies that there exists ηx∗ with
• ∂1g(x;x) > 0 if x ∈ (x
∗, x∗ + ηx∗ ],
• ∂1g(x;x) < 0 if x ∈ [x
∗ − ηx∗ , x
∗),
and onlude in view of (4.2).
Observe that, by (4.10), (4.14) is equivalent to ∂11f(x
∗;x∗)− ∂22f(x
∗;x∗) > 0.
Let S be the set of repulsive ES and dene V = ∪x∗∈S(x
∗ − ηx∗, x
∗ − ηx∗). Fix U as in
the statement of Proposition 4.8 and assume (without loss of generality) that U ∩ V = ∅
and x 6∈ U ∪ V. Let [a, b] be any onneted omponent of X \ (U ∪ V). Sine ∂1f(y, y) 6= 0
for all y ∈ [a, b], reproduing the argument of the proof of Theorem 4.6 easily shows
that oexistene never happens in a monomorphi population with trait in X \ (U ∪ V)
if ε is suiently small. Similarly, for ε suiently small, no mutant in V born from a
monomorphi population with trait not belonging to V has a positive tness. Therefore,
the TSS annot drive the population inside V starting from outside. Thus Proposition 4.8
is lear. 
4.3 Evolutionary branhing riterion
In this setion we will prove a riterion of evolutionary branhing. We need the following
last assumption.
(A ') For any x in the interior of X ,
∫
R−
m(x, h)dh > 0 and
∫
R+
m(x, h)dh > 0.
4.3.1 Denition and main result
We rst need to preisely dene what we mean by evolutionary branhing.
Denition 4.9 Let x∗ be an ES. For all η > 0, we all η-branhing the event
• there exists t1 > 0 suh that the support of the PES at time t1 is omposed of a single
point belonging to [x∗ − η, x∗ + η]
• there exists t2 > t1 suh that the support of the PES at time t2 is omposed of exatly
2 points distant of more than η/2
• between t1 and t2, the support of the PES is always a subset of [x
∗ − η, x∗ + η], and
is always omposed of at most 2 traits, and has inreasing (in time) diameter.
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We only onsider binary evolutionary branhing. We will atually prove that the simulta-
neous subdivision of a single branh into three branhes (or more) is a.s. impossible. Note
that this notion of evolutionary branhing requires the oexistene of two traits, but also
that these two traits diverge from one another.
Our main result is the following.
Theorem 4.10 Assume (A), (A'), (A), (A ') and either (B) or (C). Assume also that
Zε0 = n¯(x)δx and that the anonial equation with initial ondition x onverges to an ES
x∗ in the interior of X suh that
∂22f(x
∗;x∗) > ∂11f(x
∗;x∗) (4.15)
and ∂22f(x
∗;x∗) + ∂11f(x
∗;x∗) 6= 0. (4.16)
Then, for all suiently small η, there exists ε0 > 0 suh that for all ε < ε0,
(a) if ∂11f(x
∗;x∗) > 0, Pε(η-branhing) = 1.
(b) if ∂11f(x
∗;x∗) < 0, Pε(η-branhing) = 0. Moreover,
P
ε
(
∀t ≥ θεη, Card(Supp(Z˜
ε
t )) ≤ 2 and Supp(Z˜
ε
t ) ⊂ (x
∗ − η, x∗ + η)
)
= 1,
where θεη has been dened in (4.11).
This riterion appeared for the rst time in [26℄ with an heuristi justiation. We see that,
loally around x∗, one of the two following events an our almost surely: either there is
binary evolutionary branhing and the two branhes diverge monotonously, or there is no
evolutionary branhing, and the population stays forever inside any neighborhood of x∗.
Coexistene an our in this ase, but annot drive the support of the population away
from a small neighborhood of x∗. We will atually prove that, in this ase, as soon as
there is oexistene of two traits in the population, the diameter of the support of the PES
an only derease until it reahes 0 (i.e. until the next time when the population beomes
monomorphi).
We give in the following subsetions a full proof of this result. In Setion 4.3.3, we will prove
regularity results on the 2- and 3-dimensional tness funtions and give their seond order
expansions in the neighborhood of evolutionary singularities. A rst orollary of this result
is given in Setion 4.3.4 where, using the results of M.-L. Zeeman [30℄ and Fig. 3.2, we will
show that no triple oexistene an our in the neighborhood of evolutionary singularities.
Finally, a ase by ase study of the zone of oexistene and of the signs of tness funtions
in the neighborhood of an evolutionary singularity will allow us to onlude the proof in
Setion 4.3.5.
Before oming to the proof and in order to illustrate the dierene between oexistene
and evolutionary branhing, we state a result that will be needed in the ourse of the proof
of Theorem 4.10. Its proof will be given in Subsetion 4.3.4. We reall that two traits x
and y oexist if and only if f(x; y) > 0 and f(y;x) > 0.
Proposition 4.11 Assume (A) and that λ, µ and α are C2. Let x∗ ∈ X be any ES.
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(a) If ∂11f(x
∗;x∗)+∂22f(x
∗;x∗) > 0, then for all neighborhood U of x∗, there exist x, y ∈ U
that oexist.
(b) If ∂11f(x
∗;x∗) + ∂22f(x
∗;x∗) < 0, then there exists a neighborhood U of x∗ suh that
any x, y ∈ U do not oexist.
This shows that the riterion of evolutionary branhing (∂11f(x
∗;x∗) > 0) is dierent
from the riterion of oexistene (∂11f(x
∗;x∗) + ∂22f(x
∗;x∗) > 0). In partiular, if one
assumes as in Theorem 4.10 that ∂22f(x
∗;x∗) > ∂11f(x
∗;x∗), the evolutionary branhing
ondition ∂11f(x
∗;x∗) > 0 implies the oexistene riterion ∂11f(x
∗;x∗)+∂22f(x
∗;x∗) > 0,
as expeted.
4.3.2 Example
Let us ome bak to the example introdued in Subsetion 2.2.
The tness funtion is
f(y;x) = λ(y)− α(y, x)n¯(x)
= exp
(
−
y2
2σ2b
)
− exp
(
−
(x− y)2
2σ2α
)
exp
(
−
x2
2σ2b
)
.
Computation gives
∂1f(x
∗;x∗) = −
x∗
σ2b
exp
(
−
(x∗)2
2σ2b
)
= 0⇐⇒ x∗ = 0.
Moreover, ∂11f(0; 0) =
1
σ2α
− 1
σ2
b
and ∂22f(0; 0) =
1
σ2α
+ 1
σ2
b
. Thus, the oexistene riterion
of Proposition 4.11 (a) is always satised. We furthermore observe that (4.15) and (4.16)
hold, and that
∂11f(0; 0) > 0⇐⇒ σα < σb.
Then if σα < σb, we have almost surely branhing and when σα > σb, we have only
oexistene. This is onsistent with Fig. 2.2 (a) and (b).
4.3.3 Trait smoothness of tnesses around evolutionary singularities
The problem of loal expansion of tness funtions has been already studied in [10℄ for
general models. In this setion, we establish regularity and expansion results on our 2- and
3-dimensional tness funtions in the neighborhood of evolutionary singularities. To this
aim, we need the following lemma.
Lemma 4.12 Let h(x, y, z) be a Ck funtion for k ≥ 1 dened on X 3 suh that h(x, x, z) =
0 for all x, z ∈ X . Then, the funtion
(x, y, z) 7→
h(x, y, z)
x− y
an be extended on {x = y} as a Ck−1 funtion hˆ(x, y, z) on X 3 by setting hˆ(x, x, z) =
∂1h(x, x, z) for all x, z ∈ X .
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Proof Taylor's formula with integral remainder yields
h(x, y, z)
x− y
=
∫ 1
0
∂1h(y + (x− y)u, y, z)du
for all x 6= y. The right-hand side also has a sense for x = y and denes a Ck−1 funtion
on X 3. 
Let x∗ ∈ X be an ES as in the statement of Theorem 4.10. By Assumptions (A) and (A),
the 2-dimensional tness funtion f(y;x) dened in (2.9) is well-dened for all x, y ∈ X
and is a C3 funtion. We extend the denition of the 3-dimensional tness funtion
f(z;x, y) = r(z)− α(z, x)n¯1(x, y)− α(z, y)n¯2(x, y),
where n¯i(x, y), i = 1, 2, are dened in (3.4) and (3.5) to all x, y ∈ X suh that
α(x, x)α(y, y) − α(x, y)α(y, x) 6= 0.
We will also use the notation
a = ∂11f(x
∗;x∗) and c = ∂22f(x
∗;x∗). (4.17)
Note that, by (4.10),
∂12f(x
∗;x∗) = −
a+ c
2
. (4.18)
Proposition 4.13 Under the assumptions of Theorem 4.10, the following properties hold.
(i) For all x, y ∈ X in a neighborhood of x∗,
x 6= y =⇒ α(x, x)α(y, y) 6= α(x, y)α(y, x).
This implies in partiular that n¯(x, y) and f(·;x, y) are well-dened for suh x, y.
(ii) When x, y → x∗ in suh a way that x 6= y, and for all z ∈ X ,
n¯1(x, y) + n¯2(x, y) −→ n¯(x
∗) =
r(x∗)
α(x∗, x∗)
; (4.19)
f(z;x, y) −→ f(z;x∗). (4.20)
(iii) With the notation (4.17), as x, y → x∗,
f(y;x) =
1
2
(x− y)
(
c(x− x∗)− a(y − x∗)
)
+ o
(
|x− y| (|x− x∗|+ |y − x∗|)
)
. (4.21)
(iv) The funtion f(z;x, y) an be extended as a C2 funtion on {(x, y, z) : z ∈ X , x, y ∈ U}
for some neighborhood U of x∗ in X . Still denoting by f(z;x, y) the extended funtion,
as x, y → x∗,
f(z;x, y) =
a
2
(z − x)(z − y) + o
(
|z − x| |z − y|
)
. (4.22)
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Proof Let D(x, y) := α(x, x)α(y, y) − α(x, y)α(y, x). It follows from Lemma 4.12 that
D(x, y)/(x − y) an be extended on X 2 as a C3 funtion, whih has value
∂1α(x, x)α(x, x) + ∂2α(x, x)α(x, x) − ∂1α(x, x)α(x, x) − α(x, x)∂2α(x, x) = 0
at the point (x, x). Therefore, Lemma 4.12 an be applied one more to prove that
D(x, y)/(x − y)2 an be extended as a C2 funtion Dˆ(x, y) on X 2. Hene, an elemen-
tary omputation involving the seond-order Taylor expansion of D(x, y) yields that
D(x, y) = (x− y)2
(
α(x∗, x∗)∂12α(x
∗, x∗)− ∂1α(x
∗, x∗)∂2α(x
∗, x∗)
)
+ o(|x− y|2).
Thus, Point (i) follows from the fat that α(x∗, x∗)∂12α(x
∗, x∗) 6= ∂1α(x
∗, x∗)∂2α(x
∗, x∗),
whih is a onsequene of (4.16). Indeed, an elementary omputation shows that
a = r′′(x∗)− r(x∗)
∂11α(x
∗, x∗)
α(x∗, x∗)
and c = −r′′(x∗) + 2r′(x∗)
∂1α(x
∗, x∗)
α(x∗, x∗)
+ r(x∗)
α(x∗, x∗)
(
∂11α(x
∗, x∗) + 2∂12α(x
∗, x∗)
)
− 2∂1α(x
∗, x∗)
(
∂1α(x
∗, x∗) + ∂2α(x
∗, x∗)
)
α(x∗, x∗)2
.
Using the fat that
r′(x∗) = r(x∗)
∂1α(x
∗, x∗)
α(x∗, x∗)
(4.23)
sine x∗ is an ES, we have that
α2(x∗, x∗)(a+ c) = 2r(x∗)
(
α(x∗, x∗)∂12α(x
∗, x∗)− ∂1α(x
∗, x∗)∂2α(x
∗, x∗)
)
.
Hene,
α(x∗, x∗)∂12α(x
∗, x∗)− ∂1α(x
∗, x∗)∂2α(x
∗, x∗) 6= 0 ⇐⇒ a+ c 6= 0.
In partiular, this implies that the funtion Dˆ(x, y) is non-zero in a neighborhood of x∗.
For Point (ii), observe that
n¯1(x, y) + n¯2(x, y) =
r(x)α(y,y)−α(y,x)x−y + r(y)
α(x,x)−α(x,y)
x−y
(x− y)Dˆ(x, y)
.
By the proof of Lemma 4.12, the numerator an be extended as a C3 funtion h(x, y) by
setting
h(x, y) = −r(x)
∫ 1
0
∂2α(y, y + (x− y)u)du+ r(y)
∫ 1
0
∂2α(x, y + (x− y)u)du
for all x, y ∈ X . In partiular, h(x, x) = 0 for all x ∈ X . Therefore, Lemma 4.12 an be
applied one more to prove that n¯1(x, y) + n¯2(x, y) an be extended as a C
2
funtion in
the neighborhood of x∗ and that
lim
x,y→x∗, x 6=y
n¯1(x, y)+n¯2(x, y) =
∂h
∂x (x
∗, x∗)
Dˆ(x∗, x∗)
=
r(x∗)∂12α(x
∗, x∗)− r′(x∗)∂2α(x
∗, x∗)
α(x∗, x∗)∂12α(x∗, x∗)− ∂1α(x∗, x∗)∂2α(x∗, x∗)
.
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Hene, (4.19) and then (4.20) follow from (4.23).
Point (iii) is obtained from the fat that f(x;x) = 0, from Lemma 4.12 and from the
seond-order Taylor expansion of f(y;x). In this omputation, one must use the fat that
x∗ is an ES and (4.18).
The fat that f(z;x, y) is C2 in U × U × X an be proven exatly as the regularity of
n¯1(x, y) + n¯2(x, y) above, observing that
f(z;x, y) = r(z)−
r(x)α(z,x)α(y,y)−α(z,y)α(y,x)x−y + r(y)
α(z,y)α(x,x)−α(z,x)α(x,y)
x−y
(x− y)Dˆ(x, y)
.
Therefore, using the fat that f(x;x, y) = f(y;x, y) = 0, Lemma 4.12 an be applied twie
to prove that
f(z;x, y) =
γ
2
(z − x)(z − y) + o(|z − x| |z − y|)
for some onstant γ ∈ R. The seond-order Taylor expansion of f(z;x, y) shows that
γ = ∂11f(x
∗;x∗, x∗). Now, beause of (4.20), ∂11f(z;x
∗, x∗) = ∂11f(z;x
∗) for all z ∈ X .
Hene γ = a, whih ends the proof of Point (iv). 
Remark 4.14 Let us remark that, if x∗ is not an evolutionary singularity, Point (ii) of
Proposition 4.13 need not to be true anymore, whih may be surprising for the intuition
and whih has been a soure of errors in some biologial works.
Moreover, if x∗ is an ES but Assumption (4.16) (a + c 6= 0) is not true, Point (ii) of
Proposition 4.13 may also fail. Indeed, in the ase where α(x, x)∂12α(x, x) 6= ∂1α(x, x)∂2α(x, x)
for x 6= x∗,
n¯1(x, x) + n¯2(x, x) =
r(x)∂12α(x, x) − r
′(x)∂2α(x, x)
α(x, x)∂12α(x, x) − ∂1α(x, x)∂2α(x, x)
=
r(x∗)
(
∂112α(x
∗, x∗) + ∂122α(x
∗, x∗)
)
− r′(x∗)∂22α(x
∗, x∗)− r′′(x∗)∂2α(x
∗, x∗) + o(1)
α(x∗, x∗)
(
∂112α(x∗, x∗) + ∂122α(x∗, x∗)
)
− ∂2α(x∗, x∗)∂11α(x∗, x∗)− ∂1α(x∗, x∗)∂22α(x∗, x∗) + o(1)
as x→ x∗. This expression involves r′′(x∗), whose value is not imposed by the assumptions.
Therefore, hanging the funtion r in suh a way that r(x∗) and r′(x∗) are xed but r′′(x∗)
hanges also hanges the value of limx,y→x∗ n¯1(x, y) + n¯2(x, y).
4.3.4 On triple oexistene in the neighborhood of x∗
Points (iii) and (iv) of Proposition 4.13 allow one to determine the signs of the 2- and 3-
dimensional tnesses in a trimorphi population with traits x, y, z lose to x∗. Combining
this with the lassiation of Zeeman [30℄ (see Setion 3.2 and Figure 3.2) gives the following
orollary.
Corollary 4.15 For all ES x∗ satisfying the assumptions of Theorems 4.10 and suh that
∂11f(x
∗;x∗) 6= 0, there exists a neighborhood U of of x∗ suh that, for all distint x, y, z ∈ U ,
(x, y, z) 6∈ Ccoex, where Ccoex is dened in (3.6).
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Proof Let us assume for simpliity that x∗ = 0. We shall distinguish between the
ases a > 0 and a < 0, and prove in eah ase that the tnesses annot have any of the
sign onguration orresponding to the lasses 26, 29, 31 and 33 in the neighborhood of
x∗. Sine all these lasses ontain the pattern of Fig. 3.1, we an assume without loss of
generality that f(x; y) ≥ 0, f(y;x) ≥ 0, f(z;x, y) ≥ 0 and x < y.
Consider rst the ase a < 0. It follows from Proposition 4.13 (iv) that the funtion f(·; ·, ·)
has the shape of Fig. 4.1 (a) in the neighborhood of x∗. In partiular, this implies that
x < z < y, f(z;x, y) > 0, f(x; y, z) < 0 and f(y;x, z) < 0 as soon as x, y, z are suiently
lose to x∗. In view of Fig. 3.2, these onditions are inompatible with lasses 31 and 33.
Moreover, ∂11f(x; y) < 0 for all x, y suiently lose to x
∗
. Therefore, by Lemma 4.12,
∂
∂x
(f(x; y)
y − x
)
= −
∫ 1
0
u∂11f(y + u(x− y); y)du (4.24)
is positive for all x, y suiently lose to x∗. Hene, sine x < z < y, we have f(z; y)/(y−
z) > f(x; y)/(y − x) ≥ 0 and thus f(z; y) > 0. Similarly, f(z;x) > 0. Together with
f(z;x, y) > 0, these onditions are inompatible with lasses 26 and 29. This ends the
proof in the ase where a < 0.
PSfrag replaements
x y z
f(z;x, y)
(a) a < 0.
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ements
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(b) a > 0.
Figure 4.1: The shape of the 3-dimensional tness as a funtion of the sign of a.
In the ase where a > 0, by Proposition 4.13 (iv), f(·; ·, ·) has the shape of Fig. 4.1 (b)
in the neighborhood of x∗. Therefore, z 6∈ [x, y]. Assume for example that z < x < y.
By Proposition 4.13 (iv) again, f(x; y, z) < 0 and f(y;x, z) > 0. These onditions are
inompatible with lass 33. Moreover, using the fat that ∂11f(x; y) > 0 for all x, y
suiently lose to x∗, it follows from the fat that (4.24) is negative that f(z; y)/(y−z) >
f(x; y)/(y − x) ≥ 0 and thus that f(z; y) > 0. Similarly, beause of Assumption (4.15),
∂22f(x; y) > 0 for all x, y suiently lose to x
∗
. Therefore, by Lemma 4.12,
∂
∂x
(f(y;x)
y − x
)
= −
∫ 1
0
u∂22f(y; y + u(x− y))du < 0
for all x, y suiently lose to x∗. Thus, f(y;x) ≥ 0 implies that f(y; z) > 0. Together
with the fat that f(x; y, z) < 0, these onditions are inompatible with lasses 26, 29 and
31.
In the ase where x < y < z, the method above proves that f(x; z) > 0, f(z;x) > 0 and
f(y;x, z) < 0, whih is again inompatible with lasses 26, 29, 31 and 33. This ends the
proof of Corollary 4.15. 
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4.3.5 Double oexistene region in the neighborhood of x∗
We prove here Proposition 4.11, that gives a riterion for the oexistene of two traits in the
neighborhood of x∗, and we end the proof of Theorem 4.10. The proof of Proposition 4.11
is based on the study of the region of double oexistene, dened as {(x, y) ∈ X : f(x; y) >
0 and f(y;x) > 0} in the neighborhood of x∗. The proof of Theorem 4.10 is based on a
ase-by-ase study that extends the proof of Corollary 4.15.
Proof of Proposition 4.11 It follows from Proposition 4.13 (iii) that the set of (x, y) ∈
X suh that f(y;x) = 0 is omposed of the line {y = x} and of a set whih is, beause of
the Impliit Funtion Theorem, a urve in the neighborhood of x∗, ontaining (x∗, x∗) and
admitting as tangent at this point the line {a(y−x∗) = c(x−x∗)}. Let us all γ this urve.
Sine a < c, the urves γ and {y = x} divide X 2 in the neighborhood of (x∗, x∗) into 4
regions. Moreover, beause of (4.21), f(y;x) hanges sign when the point (x, y) hanges
region by rossing either the line {y = x} or the urve γ.
It is elementary from a ase-by-ase study to hek that oexistene an our in the
neighborhood of x∗ if c > a > 0, a > c > 0, −a < c < 0 < a and a < 0 < −a < c, and
that oexistene annot our in the neighborhood of x∗ if c < −a < 0 < a, c < a < 0,
a < c < 0 and a < 0 < c < −a. The ases where oexistene is possible are represented
in Fig. 4.2 in the ase where x∗ = 0. In these gures, the urve γ is represented by its
tangent line {a(y−x∗) = c(x−x∗)} and the sign of f(y;x) is represented by + and − signs
depending on the position of (x, y) with respet to γ and {y = x}. The sign of f(x; y)
is obtained by an axial symmetry of the gure with axis {y = x}. We denote by γs the
symmetri of the urve γ with respet to this axis. The region of oexistene is the one
where f(y;x) > 0 and f(x; y) > 0.
Note that the expansion of f(y;x) of Proposition 4.13 (iii) does not make use of any
assumption on a and c. Therefore, a similar study an be done to treat the degenerate
ases. One easily obtains that oexistene is possible in the neighborhood of (x∗, x∗) if
c = a > 0, c = 0 and a > 0 or a = 0 and c > 0. Similarly, oexistene annot our in
the neighborhood of (x∗, x∗) if c = a < 0, c = 0 and a < 0 or a = 0 and c < 0. The ase
c = −a is undetermined and depends on higher-order expansions of the tness funtion.
Proof of Theorem 4.10 (b): ase a < 0
It follows from Theorems 4.6 that for any xed η > 0, for ε small enough, the PES
stays monomorphi until it reahes (x∗ − η, x∗ + η). Moreover, in view of the proof of
Proposition 4.8, no mutant out of (x∗ − η, x∗ + η) an invade the population as long as it
is monomorphi with support inside this interval.
Now, by Proposition 4.11, when a < 0, oexistene may happen in the resaled PES if
c > −a. In this ase, at the rst oexistene time τ ε, the two traits x and y that oexist
belong to (x∗ − η, x∗ + η) and are distant of less than εDiam(X ) sine m(x, ·) has support
in X − x.
Let us examine what happens when a mutant trait z invades this population. Remind that
we showed in the proof of Corollary 4.15 that, if a < 0, x < y, f(x; y) > 0, f(y;x) > 0 and
f(z;x, y) > 0, then f(x; y, z) < 0, f(y;x, z) < 0, f(z; y) > 0 and f(z;x) > 0. Examining
Fig. 3.2, we see that these onditions are inompatible with all lasses exept lasses 7 and
9. Therefore, one the mutant z invades, the new state of the resaled PES an be either
n¯(z)δz in the ase of lass 7, or either n¯1(x, z)δx + n¯2(x, z)δz or n¯1(y, z)δy + n¯2(y, z)δz in
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the ase of lass 9. In partiular, we see that either the population beomes monomorphi
again, or it stays dimorphi, but the distane between the two traits of the support of the
PES has dereased. In addition, in both ases, the support of the new state of the PES is
a subset of (x∗− η, x∗+ η). Hene, η-branhing, as dened in Denition 4.9, annot our
as soon as ε < η/(2Diam(X )). This ends the proof of Theorem 4.10 (b). 
Proof of Theorem 4.10 (a): ase a > 0
By Proposition 4.11, when a > 0, under the assumptions of Theorem 4.10, we are in the
situation of Fig. 4.2 (a), and hene oexistene is always possible in the neighborhood of
x∗. Fix η > 0. We are going to prove that, if η is small enough, then for ε small enough,
(i) the rst time of oexistene τ ε is a.s. nite and Supp(Zετε−) ⊂ (x
∗ − η, x∗ + η) a.s.;
(ii) after time τ ε, the distane between the two points of the support of the resaled PES
is non-desreasing and beomes a.s. bigger than η/2 in nite time, before exiting the
interval (x∗ − η, x∗ + η).
These two points will learly imply Theorem 4.10 (a).
For Point (i), observe rst that, by Proposition 4.8, if τ ε < +∞, then Supp(Zετε−) ⊂
(x∗ − η, x∗ + η). Thus we only have to prove that P(τ ε <∞) = 1.
In view of Fig. 4.2 (a), we observe that for a given jump size, the loser the support is
from x∗, the easier o-existene is. The proof is based on this fat, taking into aount the
additional diulty that the jump rate is almost zero in that ase.
Fix κ > 0. Let us dene
θκ = inf
{
t ≥ 0 : Supp(Zεt ) ⊂ (x
∗ − κε, x∗ + κε)
}
.
From Assumptions (A'3) and (A'), the funtions
x 7→
∫ +∞
0
h m(x, h)dh and x 7→
∫ 0
−∞
hm(x, h)dh
are ontinuous and there exists β > 0 suh that, for all x ∈ [x∗ − η, x∗ + η],∫ +∞
0
h m(x, h)dh > β > 0 and
∫ 0
−∞
hm(x, h)dh < −β < 0. (4.25)
It is thus elementary to hek, using (4.21), that for any x ∈ [x∗ − η, x∗ − κε], resp.
x ∈ [x∗ + κε, x∗ + η], ∫ +∞
β/2
[g(x+ εh, x)]+m(x, h)dh ≥ Cε
2βκ > 0 ;
resp.
∫ −β/2
−∞
[g(x+ εh, x)]+m(x, h)dh ≤ −C
′ε2βκ < 0.
Assume that P(τ ε = ∞ ; θβ/2 = ∞) > 0. Then, on this event, in view of (4.1), the
previous inequalities show that there are innitely many jumps in the TSS, with jump
size bigger than εβ/2. This yields a ontradition sine the TSS is monotonous before τ ε.
Indeed, drawing a vertial line at some level x in Fig. 4.2 (a) (for example the vertial
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dotted line), one an see that all the mutants invading the monomorphi population with
trait x either oexist with x or are loser to x∗ than x. On the other hand, it is lear
from Fig. 4.2 that the rst jump after time θβ/2 in the TSS with jump size bigger than
εβ/2 (whih almost surely happens) drives the TSS in the oexistene region. Therefore,
P(τ ε =∞ ; θβ/2 <∞) = 0 and then P(τ
ε =∞) = 0.
For Point (ii), assume that the resaled PES is dimorphi at some time t, with support
{x, y}, x < y. Let us examine what happens when a mutant trait z invades this population.
Remind that we showed in the proof of Corollary 4.15 that, if a > 0 and x, y, z belong
to (x∗ − η0, x
∗ + η0) for some η0 > 0 and satisfy x < y, f(x; y) > 0, f(y;x) > 0 and
f(z;x, y) > 0, then
• either z < x < y and f(x; y, z) < 0, f(y;x, z) > 0, f(z; y) > 0 and f(y; z) > 0,
• or x < y < z and f(x; y, z) > 0, f(y;x, z) < 0, f(z;x) > 0 and f(x; z) > 0.
We an assume without loss of generality that η < η0. Examining Fig. 3.2, we see that
both situations are only ompatible with lasses 9, 10, 11 and 12. Therefore, one the
mutant z invades, the new state of the resaled PES is n¯1(x, z)δx + n¯2(x, z)δz if x < y < z
or n¯1(y, z)δy + n¯2(y, z)δz if z < x < y. In both ases, we see that the distane between the
two traits of the support of the PES an only inrease until the stopping time θ′ where one
of the points of the support leaves (x∗− η, x∗ + η). In order to end the proof, it sues to
prove that, if η is suiently small,
θ′ <∞ a.s. and Diam(Supp(Z˜εθ′)) > η/2.
The fat that θ′ <∞ a.s. an be proved using (4.25) in a similar way as for Point (i). The
lower bound of the diameter of the PES immediately follows from the fat that
τ ε > θκ0 a.s., where κ0 =
2cDiam(X)
c− a
.
This inequality follows from the following argument: for any x, y ∈ R suh that
|x− x∗| ≥
2c|x− y|
c− a
, (4.26)
it an be easily heked that
|y − x∗| ≥
1
2
(
1 +
a
c
)
|x− x∗| and |y − x∗| ≤
(
1 +
c− a
2c
)
|x− x∗|.
Sine 0 < a < c, we have
1
2
(
1 +
a
c
)
>
a
c
and 1 +
c− a
2c
< 1 +
c− a
a
=
c
a
.
Now, {(y−x∗) = (c/a)(x−x∗)} is tangent to γ at (x∗, x∗) and {(y−x∗) = (a/c)(x−x∗)}
is tangent to γs at (x∗, x∗). Therefore, in view of Fig. 4.2 (a), any x, y ∈ R satisfying (4.26)
do not oexist together.
To onlude, it sues to observe that, in the resaled PES Z˜, the distane between a
mutant trait and the trait of its progenitor in the PES is always smaller than εDiam(X ).
Therefore, for any x ∈ (x∗ − η, x∗ + η) suh that |x− x∗| ≥ εκ0, any mutant trait y born
from x do not oexist with x. 
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A Proof of Theorem 2.7
The proof of this result is very similar to the proof of [4, Thm.1℄. We will not repeat all the
details and we will restrit ourselves to the steps that must be modied. The general idea
of the proof follows losely the heuristi argument of Setion 2.4.1. Its skeleton is similar
to the one in [4℄ for monomorphi populations.
For all ε > 0, t > 0, and Γ ⊂ X measurable, let
Aε,d(t,Γ) :=
{
Supp(νt/KuK ) ⊂ Γ has d elements that oexist, say x1, . . . , xd,
and ∀1 ≤ i ≤ d, |〈νt/Kuk ,1{xi}〉 − n¯i(x)| < ε}.
To prove Theorem 2.7, we establish that for all ε > 0, t > 0 and Γ ⊂ X measurable,
lim
K→+∞
P(Aε,d(t,Γ)) = P(Supp(Zt) ⊂ Γ and has d elements). (A.1)
where (Zt, t ≥ 0) is dened in Theorem 2.7. The rst ingredient of the proof is the following
proposition, whih generalizes Theorem 3 (a) and (b) of [4℄.
Proposition A.1 Assume that, for anyK ≥ 1, Supp(νK0 ) = {x1, . . . , xd} and 〈ν
K
0 ,1{xi}〉 ∈
C a.s., where C is a ompat subset of R+. Let φ(t, (n1, . . . , nd)) denote the value at time
t of the solution of LV (d,x) with initial ondition (n1, . . . , nd). Then, for all T > 0,
lim
K→+∞
sup
1≤i≤d, t∈[0,T ]
∣∣∣〈νKt ,1{xi}〉 − φi(t, (〈νK0 ,1{x1}〉, . . . , 〈νK0 ,1{xd}〉))∣∣∣ = 0 a.s. (A.2)
This result is a diret orollary of Theorem 11.2.1 of [11℄, exept for two small diulties.
The rst one is that Theorem 11.2.1 of [11℄ assumes that the funtion n 7→ Fx(n) involved
in the denition (2.4) of the Lotka Volterra system is uniformly Lipshitz on R
d
+, whih is
not the ase. However, observe rst that, if ni ≤M for some M > 0 for all i ∈ {1, . . . , d},
then φi(t, (n1, . . . , nd)) ≤ M ∨ (2λ¯/α) for all t ≥ 0. Indeed, if there is equality for some
t ≥ 0 and i ∈ {1, . . . , d}, then φ˙i(t, (n1, . . . , nd)) < 0. Therefore, the oeients of the
system LV (d,x) are uniformly Lipshitz on the set of states that an be attained by the
solution of the system starting from any initial onditions in a ompat set. The seond
diulty is that Theorem 11.2.1 of [11℄ only implies that (A.2) holds on the event where
there is no mutation between 0 and T . In Lemma 2 (a) of [4℄, it is proved that for general
initial ondition νK0 , the probability of mutation on the time interval [0, T ] onverges to 0,
thus the onlusion follows.
The seond ingredient is the following exponential deviation estimate on the so-alled
problem of exit from an attrating domain [13℄. It generalizes Theorem 3 () of [4℄.
Proposition A.2 Let x1, . . . , xd ∈ X oexist. Then there exist onstants c, V > 0 suh
that, for any suently small ε > 0, if (〈νK0 ,1{xi}〉)1≤i≤d belongs to the (ε/2)-neighborhood
of n¯(x), the time of exit of (〈νKt ,1{xi}〉)1≤i≤d from the ε-neighborhhod of n¯(x) is bigger
than eV K ∧ τ with probability onverging to 1, where τ denotes the rst mutation time.
Moreover, the previous result also holds if, for all i ∈ {1, . . . , d}, the death rate of an
individual with trait xi
µ(xi) +
d∑
j=1
α(xi, xj)〈ν
K
t ,1{xj}〉 (A.3)
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is perturbed by an additional random proess that is uniformly bounded by cε.
Suh results are fairly standard and an be proved in a variety of ways. We let the proof to
the reader. The rst part of this proposition is used to prove that, when the rst mutation
ours, the population densities have never left the ε-neighborhood of n¯(x) and the seond
is used to prove that, after the rst mutation, as long as the mutant population is small,
the resident population densities do not leave the ε-neighborhood of n¯(x). In this ase, the
additional term in (A.3) is α(xi, y)〈ν
K
t ,1{y}〉, where y is the mutant trait, whih is smaller
that α¯ε if 〈νKt ,1{y}〉 ≤ ε.
From these two results an be dedued the following lemma, whih is the extension of
Lemma 2 (b) and () of [4℄. The proof is a simple opy of the argument in [4℄.
Lemma A.3 Let Supp(νK0 ) = {x1, . . . , xd} that oexist and let τ denote the rst mutation
time. There exists ε0 suh that, if (〈ν
K
0 ,1{xi}〉)1≤i≤d belongs to the ε0-neighborhood of n¯(x),
then, for any ε < ε0,
lim
K→+∞
P
(
τ > logK, sup
1≤i≤d, t∈[logK,τ ]
|〈νKt ,1{xi}〉 − n¯i(x)| < ε
)
= 1,
KuKτ
L
=⇒
K→∞
Exp
( d∑
j=1
p(xj)λ(xj)n¯j(x)
)
and lim
K→+∞
P(at time τ , the mutant is born from trait xi) =
p(xi)λ(xi)n¯i(x)∑d
j=1 p(xj)λ(xj)n¯j(x)
for all i ∈ {1, . . . , d}, where
L
=⇒ denotes the onvergene in law of real r.v. and Exp(u)
denotes the exponential law with parameter u.
The fourth ingredient is the following lemma, whih is an extension of Lemma 3 of [4℄.
Lemma A.4 Let Supp(νK0 ) = {x1, . . . , xd, y} where x1, . . . , xd oexist and y is a mutant
trait that satisfy Assumption (B). Let τ denote the rst next mutation time, and dene
τ1 = inf{t ≥ 0 : ∀i ∈ I(n
∗), |〈νKt ,1{xi}〉 − n
∗
i | < ε and ∀i 6∈ I(n
∗), 〈νKt ,1{xi}〉 = 0}
τ2 = inf{t ≥ 0 : 〈ν
K
t ,1{y}〉 = 0 and ∀i ∈ {1, . . . , d}, |〈ν
K
t ,1{xi}〉 − n¯i(x)| < ε}.
Assume that 〈νK0 ,1{y}〉 = 1/K (a single initial mutant). Then, there exists ε0 suh that
for all ε < ε0, if (〈ν
K
0 ,1{xi}〉)1≤i≤d belongs to the ε-neighborhood of n¯(x),
lim
K→+∞
P(τ1 < τ2) =
[f(y;x)]+
λ(y)
, lim
K→+∞
P(τ2 < τ1) = 1−
[f(y;x)]+
λ(y)
and ∀η > 0, lim
K→+∞
P
(
τ1 ∧ τ2 <
η
KuK
∧ τ
)
= 1.
The proof of this lemma is similar to the proof of Lemma 3 in [4℄. The main steps are the
following. Assume rst that ε < 1/2. We introdue the following stopping times:
RKε = inf{t ≥ 0 : ∃i ∈ {1, . . . , d}, |〈ν
K
t ,1{xi}〉 − n¯i(x)| ≥ ε}
SKε = inf{t ≥ 0 : 〈ν
K
t ,1{y}〉 ≥ ε}
SK0 = inf{t ≥ 0 : 〈ν
K
t ,1{y}〉 = 0}.
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RKε is the time of drift of the resident population away from its equilibrium, S
K
ε is the
time of invasion of the mutant trait (time t1 in Fig. 2.3) and S
K
0 is the time of extintion
of the mutant trait. By the seond part of Proposition A.2, it an be proven exatly as
in [4℄ that there exists ρ, V > 0 and c < 1 suh that, for K large enough,
P
( ρ
KuK
< τ
)
≥ 1− ε and P(SKε ∧ τ ∧ e
KV < RKε/c) ≥ 1− ε.
Then, on [0, τ ∧ SKε ∧R
K
ε/c], by omputing lower and upper bounds on the death rate of a
mutant individual, it an be easily heked that, for K large enough, almost surely,
Z1,εt
K
≤ 〈νKt ,1{y}〉 ≤
Z−1,εt
K
where, for i = 1 or −1, Zi,ε is a ontinuous-time branhing proess suh that Zi,ε0 = 1 and
with birth rate (1− iε)λ(y) and death rate
µ(y) +
d∑
j=1
α(y, xi)n¯i(x) + i(d+ 1)α¯
ε
c
.
Next, we use the results of Theorem 4 of [4℄ on branhing proesses in order to ontrol
the probability that Zi,ε/K exeeds ε before it reahes 0, and to upper bound the time at
whih one of these events happens. As in [4℄, we obtain that there exists C > 0 suh that,
for all η > 0, ε > 0 suiently small and K large enough,
P
(
τ2 < τ ∧
η
KuK
∧ SKε ∧R
K
ε/c
)
≥ 1−
[f(y;x)]+
λ(y)
− Cε (A.4)
P
(
SKε < τ ∧
η
KuK
∧ SK0 ∧R
K
ε/c
)
≥
[f(y;x)]+
λ(y)
− Cε.
On the event {SKε < τ ∧ S
K
0 ∧R
K
ε/c}, we introdue for ε
′ > 0 the stopping times
TKε = inf{t ≥ S
K
ε : ∀i ∈ {1, . . . , d}, |〈ν
K
t ,1{xi}〉 − n
∗
i | < ε
2
and |〈νKt ,1{y}〉 − n
∗
d+1| < ε
2},
UKε,ε′ = inf{t ≥ T
K
ε : ∃i ∈ I(n
∗), |〈νKt ,1{xi}〉 − n
∗
i | ≥ ε
′}
V Kε = inf{t ≥ T
K
ε : ∃i 6∈ I(n
∗), 〈νKt ,1{xi}〉 ≥ ε}.
We next use the Markov property at time SKε and apply Proposition A.1 as in [4℄ to obtain
that there exists C ′ > C suh that, for K large enough,
P
(
SKε < T
K
ε < τ ∧
η
KuK
)
≥
[f(y;x)]+
λ(y)
− C ′ε.
Next, we an use again Proposition A.2 to prove that there exists V ′ > 0, C ′′ > C ′ and
c′ < 1 suh that
P
(
SKε < T
K
ε < V
K
ε ∧ τ ∧ e
KV ′ < UKε,ε/c′
)
≥
[f(y;x)]+
λ(y)
−C ′′ε.
In a last step, we an as before prove that, for all t ∈ [TKε , U
K
ε,ε/c′∧V
K
ε ] and for all i 6∈ I(n
∗),
〈νKt ,1{xi}〉 ≤
Z˜i,εt
K
,
where Z˜i,ε is a ontinuous-time branhing proess suh that Z˜i,ε
TKε
= ⌈ε2K⌉ and with birth
rate λ(xi) and death rate
µ(xi) +
∑
j∈I(n∗)
α(xi, xj)n
∗
j − Card(I(n
∗))α¯
ε
c′
.
Sine, by Assumption (B2), f(xi;x
∗) < 0, this branhing proess is sub-ritial if ε is
small enough. Hene, with arguments similar to the ones in [4℄ (espeially the results of
Theorem 4), we an prove that there exist C ′′′ > 0 suh that, for all η > 0, ε > 0 suiently
small and K large enough,
P
(
SKε < τ1 < τ ∧
η
KuK
∧ UKε,ε/c′
)
≥
[f(y;x)]+
λ(y)
− C ′′′ε.
Combining this with (A.4), we obtain Lemma A.4 by letting ε go to 0.
Finally, (A.1) is dedued from these lemmas exatly as in [4℄ and similarly, the proof of
Theorem 2.7 from (A.1). 
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Figure 4.2: In the four ases where oexistene is possible, these gures show the sign onguration
of f(y;x) depending on the position of (x, y) with respet to the urve γ and the line {y = x} and
the region of oexistene. For onveniene, we assumed x∗ = 0.
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