Neural network-based model reference adaptive control (MRAC) is an effective architecture used in the flight control community to combat significant uncertainties where the structure of the uncertainty is unknown. In our previous work, a novel adaptive control architecture called sparse neural network (SNN) was developed in order to improve long-term learning and transient performance of flight vehicles with persistent uncertainties which lie in various regions throughout the operating regime. The SNN is designed to operate with small learning rates in order to avoid high-frequency oscillations and utilizes only a small number of active neurons in the adaptive controller in order to reduce the computational burden on the processor. In this paper, we enhance the SNN architecture by developing an innovative adaptive control term which is used to mitigate a control effectiveness matrix. Furthermore, we design a robust control term and a strict dwell time condition in order to ensure stability while switching between segments. We demonstrate the effectiveness of the SNN approach by controlling a sophisticated hypersonic vehicle with flexible body effects.
I. Introduction
T HE control of a hypersonic flight vehicle (HSV) is an especially challenging task due to the extreme changes in aircraft dynamics during flight and the vastness of the encountered flight envelope [1] . Furthermore, these vehicles operate in environments with strong structural, propulsion, thermal, and control system interactions [2] . Fortunately, over the last couple decades, the model fidelity of HSVs have increased due to improved modeling capabilities. For example, models have emerged that account for the fluid-structure interaction of HSVs. These interactions are known to cause unsteady aerodynamic forces and moments that result in vibration of the flight vehicle. This phenomenon violates the standard quasi-steady airflow assumption typically used to model aircraft [3] . Another major modification to the typical flight vehicle model has been the development of a structural dynamic model with flexible body effects from methods such as the assumed modes method. This method uses the volatile mass of the vehicle along with a unsteady heat transfer model to determine frequencies and the mode shapes for the HSV [2, 4] . It is worth noting that flexible body dynamic modeling is also a significant area of interest for extremely large flexible subsonic flight vehicles such as X-HALE (high altitude long endurance). These vehicles possess low-frequency structural vibration modes which can cause large nonlinear body deformations [5] . In addition, endurance flight vehicles operate at high angles of attack where nonlinear effects become prominent uncertainties in the system dynamics.
The goal of this research is to further develop a recently conceptualized novel adaptive control architecture called sparse neural network (SNN) adaptive control (see Ref. [6] ) and demonstrate the capabilities of the SNN by controlling a HSV with flexible body effects. The use of an adaptive controller is necessary because of the highly nonlinear and time-varying nature of the flight vehicle dynamics as well as the existence of significant unmodeled dynamics. The adaptive controller aims to reduce or cancel these uncertainties while achieving ideal tracking performance of the HSV. Often the case with flight control, we assume the existence of a nominal controller which is typically designed using linear quadratic (LQ) optimal control methods around various flight conditions (e.g. dynamic pressure, altitude) with regard to transient (e.g. rise-time, settling time) and frequency metrics (e.g. sensitivity functions, gain and phase margins) [7] . One adaptive architecture that seamlessly allows the nominal controller to be augmented with an adaptive controller is model reference adaptive control (MRAC). Within the MRAC framework, we employ the use of neural networks (NN) and their function approximation capabilities to compensate for the significant dynamic uncertainties of the system [7, 8] .
Typical neural network (NN) approaches for flight control utilize a Gaussian radial basis function (RBF) NN where RBFs are distributed to fill the operating space with fixed centers and widths [9] . The output of the RBFs determines the inner layer weights of the NN while the outer layer weights are determined by the adaptive law. Unfortunately, the accuracy of fixed RBF based approach often varies based on the number of RBFs and the locations of the RBF centers [10] . However, numerous authors have explored dynamically growing and shrinking the number of RBFs as well as changing the locations of the RBF centers during run-time to improve transient performance [10, 11] . In contrast to the RBF approach, the single hidden layer (SHL) neural network-based adaptive controller operates by updating both the inner layer weights and outer layer weights concurrently. Perhaps due to the local support and more desirable learning framework, RBF NNs have remained the more popular choice [7] . However, empirical evidence suggests that SHL networks achieve slightly better tracking performance on control tasks when using moderately high learning rates [7, 12, 13] .
Recently, there has been increased research interest in the area of switched nonlinear systems, fuzzy logic, intelligent control, and neural networks due to numerous breakthroughs in Lyapunov-based stability methods for switched and hybrid systems [14, 15] . For instance, neural network-based fuzzy logic techniques have been developed for MRAC systems which aim to modify the reference model online in order to improve transient performance through the use of a supervisory loop [16] . Additionally, adaptive neural networks have recently been used in both SHL and RBF networks in order to augment switched robust baseline controllers for robot manipulator and unmanned aerial vehicles [17, 18] . Moreover, control methodologies have been developed for hypersonic and highly nonlinear flight vehicles using fuzzy logic and switched tracking controllers [17, 19] . Furthermore, the stability of adaptive RBF networks with dwell time conditions that dynamically add and remove nodes were investigated for systems that include switched dynamics [11, 20] .
With regards to more conventional adaptive systems, we noted that they typically require high learning rates with a large number of neurons in the controller in order to achieve fast adaptation and swiftly reduce the system tracking errors. Also, the number of neurons is often less than ideal and restricted based on computational constraints [21] . This can result in actuator overuse, increased controller effort, and high-frequency oscillations due to exciting unmodeled dynamics in the control bandwidth [22] . By reducing the size of the learning rates, the oscillations will often subside, but the tracking performance becomes sluggish. Using high learning rates for flight vehicles such as HSVs where there exists a strong coupling between the rigid body dynamics and the structural modes of the vehicle could result in instability [22, 23] .
Inspired by the success of distributed sparse neural networks in the machine learning community, the SNN adaptive control architecture was originally conceived to improve controller memory and tracking performance of flight vehicles with practical processor limitations that encounter persistent significant uncertainties [6] . The SNN succeeds by segmenting the flight envelope, increasing the overall number of neurons available to the adaptive system, and only selecting a small percentage of those neurons to be active in the adaptive controller based on location within the flight envelope. The additional neural network memory allows the SNN controller to store and recall neural network weights and uncertainty estimates from each segmented region in the flight envelope. Hence, the beneficial structure allows additional performance benefits over a traditional single hidden layer (SHL) adaptive controller [6] .
In this paper, we provide two key developments that lead to significantly improved tracking performance based on simulation results and safe switching. Firstly, motivated by an adaptive term introduced in [7] , we develop adaptive control terms which mitigate the effect of an unknown control effectiveness matrix on the baseline, adaptive, and robust controllers. The second development was inspired by previous work in dynamic RBF adaptive control research (see Ref. [20] ), we derive a robust control term which is used to calculate a dwell time condition for the switched system. The inclusion of the robust control term along with a newly derived dwell time condition is used to ensure safe switching between segments. In our work, the robust control term is only activated when the norm of the tracking error exceeds preset bounds. While inside the error bounds, we disable the robust controller in order to allow the SNN to maximize learning and control the vehicle more precisely.
There are many differences that provide a clear distinction between the SNN adaptive controller and other switched adaptive control research efforts. First, the SNN architecture uses a segmented flight envelope approach to select a small number of active nodes based on operating conditions which encourages local learning and reduces the computational burden on the processor. Unlike typical RBF based switching schemes, nodes are not activated according to a performance metric or (RBF) neuron output [10, 11] . Instead, neurons are assigned to specific segments within the flight space and certain positions within that segment. Additionally, the SNN allows segments to share nodes with one another in order to smooth transition between segments and improve transient performance. Hence, certain nodes and associated weights can remain active while operating in multiple segments. In addition, the concept of the Voronoi diagram is used to quickly and accurately partition the flight envelope. During run-time, we use information generated by a nearest neighbor graph to efficiently calculate the current operating segment which is used for control. As mentioned in the previous paragraph, newly developed improvements to the SNN also provide distinction. These include additional adaptive control terms (control effectiveness) and a robust control term (dwell time condition).
In addition to the previously mentioned developments, we assess the performance of the SNN adaptive controller using a HSV model with flexible body effects. For comparison, we also include analysis results for the more conventional SHL approach.
II. Augmented Model Reference Adaptive Control Formulation
We start by considering a class of n dimensional multiple input multiple output (MIMO) system dynamics with m inputs in the form:ẋ = Ax + BΛ (u + f (x)) + B re f y cmd y = Cx
where A ∈ R n×n , B ∈ R n×m , B re f ∈ R n×m , and C ∈ R p×n are known matrices. We assume an external bounded timevarying command as y cmd ∈ R m . The control effectiveness matrix Λ ∈ R m×m is an unknown constant diagonal matrix with uncertain diagonal elements, denoted Λ i , which are assumed to be strictly positive. We assume the control effectiveness matrix (Λ) can be upper bounded in by a constant term which we denoteΛ. The matched uncertainty in the system is represented by the continuously differentiable function f (x) ∈ R m . We define the state tracking error as e = x−x re f and the output tracking error as e y = y−y cmd . The system state vector, x, which appears in Eq. (1), contains the traditional plant state vector, x p , along with the integral tracking error as a system state, i.e. x = (e I x p ) ∈ R n . The inclusion of this augmented state vector creates the B re f y cmd term in the extended open-loop dynamics, Eq. (1). See [7] for more details and derivations of this model. We now discuss the reference model for the MRAC architecture which defines the ideal closed-loop behavior of the system under nominal conditions. To begin design, we remove the uncertainties from the system dynamics stated in Eq. (1). This results in the following ideal extended open-loop dynamicṡ
Next, we assume the baseline controller takes the following form:
where K LQR are fixed baseline controller gains typically designed using systematic optimal linear quadratic (LQ) control methods [24] . The systematic approach to design LQ gains allow the control designer to take into consideration robust (e.g. margins, singular values, and loop shaping) and performance metrics (e.g. rise-time, overshoot, and undershoot) while utilizing traditional analysis tools (e.g. root locus, bode plots). For this paper, we assume the baseline controller is in proportional-integral (PI) form with gains (K LQR ) consisting of integral (K I ) and proportional gains (K P ). 
where we assume the pair (A, B) is controllable, C re f = C ∈ R p×n is known, and A re f = A − BK T LQR ∈ R n×n is designed to be Hurwitz, see Eq. (5) . Note that the proper design of the baseline controller gains in Eq. (3) results in a robust linear controller with ideal transient characteristics.
The model matching conditions for the previously defined MRAC system can be described as follows. Given a constant unknown positive definite matrix Λ and a Hurwitz matrix A re f , there exists a constant unknown gain matrix
In order to satisfy both the model matching conditions and the closed-loop reference model dynamics in Eq. (5), we define the ideal gain matrix, K Λ BL , as
where K Λ BL has been proven to exist for any nonsingular matrix Λ and controllable pair (A, B) [7] . The overall MRAC design goal is to achieve reasonable bounded tracking of the external time-varying command (y cmd ) and reference states (x re f ) in the presence of the nonlinear matched uncertainty ( f (x)) and the control effectiveness term Λ. However, since the baseline controller is a fixed gain controller, unexpected changes in flight dynamics and unmodeled effects create uncertainties which degrades the performance of the controller. The role of the adaptive controller in the MRAC architecture is to reduce or ideally cancel the effect that the uncertainties have on the overall dynamics of the system and restore baseline tracking performance. That is, for any bounded time-varying command (y cmd ) the adaptive controller is designed to drive the selected states (x) to track the reference model states (x re f ) within bounds while keeping the remaining signals bounded. This goal is achieved through an incremental adaptive control architecture in the following form:
where u AD represents the adaptive control signal, u BL is the optimally designed proportional-integral (PI) baseline controller, and u RB is the robust term used to ensure quick convergence to a specified error region for safe switching. The subsequent sections will provide architectural details of the adaptive controller along with Lyapunov-based stability analysis results.
III. Sparse Neural Network Architecture
The sparse neural network (SNN) architecture is created by segmenting the flight envelope into regions where each region is assigned a certain number of neurons with associated neural network (NN) weights based on user selections. During operation within that region, the adaptive controller only utilizes and updates weights belonging to neurons that are active in that region while the remaining regions and neuron weights are frozen. The following sections aim to expound on the SNN architecture developed in [6] by providing detailed analysis and simulation results.
Notice that the traditional single hidden layer (SHL) neural network approach can be viewed as a special case of the more extensive SNN concept where the entire operating domain is considered one (passive) segment and the adaptive update laws are established using first-order Taylor series expansion of the matched uncertainty.
A. Sparse Neural Network Control Concept
In order to introduce the SNN concept, we create a pre-defined N D -dimensional grid that spans the flight envelope. The user selects the dimensions of the grid based on known operating conditions (e.g. velocity, Mach, and altitude). Next, we define a set of segments S = {s 1 , ..., s T } with center points P = {p 1 , ..., p T } where T ∈ N denotes the total number of segments. We let I = {1, ..., T } be the index set of the sets S and P. Similar to the grid, the center points are provided by the user and do not require any spacing requirements. For best results, the number of center points should be chosen to be dense in regions with significantly varying dynamics or regions which contain significant or unknown uncertainties (e.g. high angle of attack). We define the total number of nodes in the neural network as N ∈ N where every node is assigned to a specific segment. We define the number of nodes per segment as Q = N T ∈ N and refer to E i∈I as the set of nodes allocated to segment s i . Within each segment, the user determines the spacing of the nodes (e.g. uniform distributed) where every node is allocated to a specific position within its assigned segment. Finally, we define the set of active nodes for each segment s i as E A i .
We use a Voronoi diagram to create the T segments using convex polygons where we denote the index of segment s i as i ∈ I [25] . In a Voronoi diagram, each segment is defined by a region surrounding a center point which encloses all points in the N D space that are closer to that center point than any other center point. The Voronoi diagram also allows for an efficient and simple way to partition the flight envelope into segments while still allowing flexibility in selecting the locations of the center points. In addition, by using the nearest neighbor graph generated from Delaunay In terms of implementation, consider the feed-forward neural network diagrams in Fig. 3 . Each diagram contains an arbitrary number (e.g. N = 10) of nodes where the nodes are denoted by N0 − N9. Each color indicates a different segment number. All nodes inside a colored segment belong to that segment. For instance in Fig. 3b , nodes N2 and N3 are allocated to the segment represented by the color yellow. An example of the traditional fully connected neural network architecture used for SHL and RBF adaptive control schemes is also shown in Fig. 3a where all nodes belong to the same segment. An example of the SNN architecture is shown in Fig. 3b where there are N = 10 nodes with T = 5 segments and Q = 2 nodes per segment.
For the sake of brevity, the reader is referred to [6] for more intimate details on the sparse neural network (SNN) adaptive control concept with mathematical notation and original implementation results. The next subsection describes the procedure for which the SNN adaptive controller executes during flight.
B. Sparse Neural Network Algorithm
At each point in time, t, the SNN determines the set of active nodes (E A i ) with associated weights, (Ŵ i ,V i ) to be used in the adaptive controller and adaptive update laws based on the segment number, i, that the flight vehicle is currently operating. Rather than finding the index of the current segment number by brute force, we instead use the previous operating segment index and the nearest neighbor graph, generated from the Delaunay diagram, to determine the current segment number. That is, we use the nearest neighbor graph to generate a table which stores a list of neighbors for each segment. At each time the controller is called, that list is used to calculate the closest center point. We have found that this approach significantly reduces the burden on the processor.
We now define the number of active nodes, denoted N act ∈ N. Active nodes define the exact number of neurons that are being used for control at all times. The number of active nodes is a parameter can be varied by the user based on processing constraints. We refer to the case where N act is selected to be equal to Q as the pure sparse approach, where only the set of nodes allocated to the segment (E i ) currently in operation are used in the adaptive controller. We now consider the case where the number of active nodes is N act > Q. That is, the adaptive controller operating in segment s i must utilize its nodes along with nodes from nearby segments for control. For this blended approach, the active node list for each segment, E A i∈I , is determined by selecting the closest N act nodes to each segment's center point, p i . Notice if N act = Q = N then we are resorting to the traditional SHL approach. For the SNN, all the parameters are pre-defined based on user selections and the list of active nodes is created before run-time.
Algorithm 1 shows the step-by-step SNN approach for each time the controller is called.
IV. Adaptive Control Formulation
In order to develop a neural network approximation of the matched uncertainty, f (x), our stability analysis for the sparse neural network (SNN) adaptive controller leverages the universal neural network approximation theorem [26, 27] . We consider a single hidden layer (SHL) feed-forward neural network which takes the form:
where x ∈ R n×1 is the input vector and W ∈ R N×m , V ∈ R n×N , b V ∈ R N , and b W ∈ R m represent the ideal weights (W, V ) and biases (b V , b W ) of the neural network. We also defineŴ ,V ,b V , andb W as the estimates of the ideal weights and biases with error terms defined asW =Ŵ −W ,Ṽ =V −V . Below is the neural network approximation theorem that will be utilized in subsequent sections. retrieve the set of nodes, E A i , corresponding to the index i 5: form a SHL NN using the weights (Ŵ i ,V i ) associated with the segment i 6: else 7: store current operating segment index (i) 8: use previous segment index ( j) to form a SHL NN using the weights (Ŵ j ,V j ) associated with the segment j 9: end if 10: use the neural network to form an adaptive control signal following Eq. (13) 11: create an overall control signal following Eq. (8) 12: apply the overall control signal to the system dynamics Eq. (1) 13: update the adaptive weights (Ŵ i ,V i ,K Λ ) according to the adaptive update laws stated in Eqs. (19, 20, 21) Theorem 1. Any smooth function, f (x), can be approximated over a compact domain, x ∈ X, by a single hidden layer neural network with a bounded monotonically increasing continuous activation function, σ . That is, for any ε * > 0, there exist neural network weights W, V , b V , and b W with N neurons such that
where ε is called the reconstruction error.
Proof. See [7] or [8] .
The objective of the adaptive neural network controller is to adjust the neural network parameters (i.e.Ŵ ,V ,b V , andb W ) in order to approximate a smooth nonlinear function within specified thresholds. By redefining the neural network weight matrices
) and the input vector (µ ∈ R (n+1)×1 ), we can simplify notation and be more computationally efficient during run-time [6, 7] . For the stability analysis, we will assume that an ideal neural network approximation exists within a known constant tolerance while operating within a compact set, X, with known bounds. That is, we define the compact set
and approximation bound as ||ε|| ≤ε, ∀ε ∈ X.
For our stability analysis, the SNN controller requires a discrete update for the selection of the nodes used for control which causes switching in the closed-loop system. That is, for every point in time, t, the SNN controller is operating within a single segment, s i , using a pre-defined set of active nodes, E A i∈I , for control. Using compact neural network notation, the form of the adaptive controller while operating in the i th segment can be stated as
whereŴ i ∈ R (N act +1)×m andV i ∈ R (n+1)×N act denote the estimates of the outer and inner layer weights of the ideal neural network. The total adaptive control signal is given by
where u K Λ is designed to negate the control degradation term, Λ. We assume the input vector, µ, is uniformly bounded and stated by ||µ|| ≤μ,μ > 0 whereμ is an upper bound.
The open-loop dynamics can be derived by using the form of the baseline controller in Eq. (3) along with the chosen reference model in Eq. (5) and can be stated aṡ
where I ∈ R m×m is an identity matrix.
Recall that the definition of the state tracking error as
then the state tracking error dynamics can be stated aṡ
This is obtained by utilizing the form of the open-loop dynamics in Eq. (16) and the state tracking error in Eq. (17) where we define
The neural network weights are updated according to the following adaptive update laws used in the i th segment:
where the positive definite matrix P = P T > 0 satisfies the algebraic Lyapunov equation
for any positive definite Q = Q T > 0. The estimated neural network weights (V i ,Ŵ i ) are determined based on the flight vehicle's location in the flight envelope [7] . The adaptive law used for canceling the effect of Λ takes the following form:K
Note that Γ W, Γ V , and Γ K are diagonal matrices of positive constant learning rates.
A. Neural Network Adaptive Control Law
In this subsection, we formulate the adaptive update laws stated in Eqs. (19) (20) through the use of Taylor Series expansion and determine an upper bound on the adaptive error.
Recall from Section III that T refers to the total number of segments in the sparse neural network architecture and N act denotes the number of active nodes per segment which is set based on processing constraints. During operation in segment s i , we form a SHL neural network with the following notation. , b) is the inner layer weight from the a th hidden node to the m th output for the i th segment. Similarly,
is the outer layer neural network weight from the c th input node to the d th hidden layer node for the i th segment. Now, consider the tracking error dynamics given by Eq. (17) and the update laws in Eq. (19) and Eq. (20) . Recall, that the neural network portion of the adaptive controller is given by
while the neural network approximation error for the i th segment takes the form:
We define upper boundsW i andV i on the ideal neural network weights for the i th interval as
where they satisfy the following inequalities [12] :
We now compute the first order Taylor series expansion of σ (V T i µ) aroundV i T µ which yields [8, 26] 
where O(Ṽ T i x) 2 represents the sum of the higher order terms greater than one [28] . The activation function is denoted by σ and is stored as a diagonal matrix with Jacobianσ . For this paper, we use the sigmoid activation function and its derivatives which can be stated as
with bounds
Rearranging terms from Eq. (26) yields
Similar to the derivation in [8, 29] , this directly leads into the bounds on the adaptive error given by
where we define h i as
which was chosen to include terms containing unknown coefficients (e.g. W i , V i ) and higher order terms. The terms that are linear inW i ,Ṽ i with known coefficients can be adapted for [26] . An upper bound can be established using the definition of h i from Eq. (33) and the higher order terms definition in Eq. (31) [30, 29] :
We define the Frobenius norm of a matrix X as ||X|| F = trace(X T X) and use the relation ||XY || F ≤ ||X|| F ||Y || F to form the following [12] :
Notice that ζ i (V i ,W i ) is a matrix of norms for unknown coefficients and ψ i (V i ,Ŵ i , µ) is matrix of known terms. We denote an upper bound on ||h i − ε i || as U i ∈ R m×1 . The reader is referred to [29] and [7] for detailed derivations of upper bounds for neural network based adaptive controllers.
B. Robust Adaptive Control
Next, we discuss the adaptive laws stated in Eqs. (19) (20) which are needed in the stability analysis. Each adaptive law includes the projection operator (see [7] and [31] ) as the chosen robust adaptive control technique which forces the weight estimates to remain within a known convex bounded set (bounded). It is worth noting that we chose not to use the e − modi f ication or σ − modi f ication operators in our adaptive laws due to their adverse effects on adaptation when operating with large tracking errors [7] . Details regarding the projection operator, including definitions used in this paper, is provided in Appendix A. The projection operator ensures that a system starting with any initial weights (Θ(t 0 )) within the set Ω 0 will evolve with weights (Θ(t)) within the set Ω 1 for all t ≥ t 0 . In our neural network adaptive control set-up, we can use the properties of the projection operator to define upper-bounds for the weight matrices (Ŵ i andV i ). That is, we assume that the initial conditions ofŴ i andV i lie in the compact sets Ω W 0 and Ω V 0 which are defined in the same manner as Ω 0 in Eq. (113). Then, we can define the maximum values for the norm of the weight matricesŴ i andV i as [29] 
Similarly, the bound of the adaptive control effectiveness term can be stated aŝ
V. Robust Control with Safe Switching Analysis
Using the multiple Lyapunov function approach [15] , consider the following Lyapunov candidate for each segment, s i , as
where time differentiating along the trajectories of Eq. (18) results iṅ
By substituting the previous result into Eq. (32), we havė
By using the form of the adaptive update laws stated in Eqs. (19) (20) (21) , the projection operator property stated in Eq. (118), the vector property diag(a)b = a b, and the trace property trace(a+b) = trace(a)+trace(b), we can establish a simplified upper bound of Eq. (43) which is given bẏ
Note that the derivations and details are provided in Appendix B.
Since we know that for all e ∈ R n , λ min (Q re f ) ||e|| 2 ≤ e T Q re f e ≤ λ max (Q re f ) ||e|| 
For our problem, switching in the system dynamics is introduced through the use of the sparse neural network adaptive controller. By using a robust control term and a multiple Lyapunov function approach with strict dwell time condition, we will ensure that switching between different segments in the adaptive controller does not result in instability. Consider the open-loop dynamics stated in Eq. (1) in the form of a family of dynamic systems [14] :
where i ∈ I is the segment number and f i is locally Lipschitz. Now consider the switched system generated from Eq. (47) [32] :
where a switching signal S : R + → I specifies the index of the active segment at time t. For the remainder of this work, we will assume that the switching signal, S, is piecewise constant and right continuous. Prevalent in switched system and hybrid literature, the average dwell time condition of a switching signal, S, can be stated as [14] 
where the switching signal, S, has an average dwell time of τ α if there exist two numbers N o ∈ N and τ α ∈ R + that satisfy the average dwell time condition stated in Eq. (49) where N S(T,t) denotes the number of switches on the time interval from [t, T ).
For the sparse neural network controller, we are interested in calculating a strict dwell time condition for the controller to follow. The dwell time condition holds if there exists a dwell time, T dwell ∈ R + , such that
where t S denotes the time of the S th switch with dwelling interval [t S , t S+1 ). It can easily be shown that the strict dwell time condition is a special case of the average dwell time condition where N o = 1 [14, 15] . In the case of the average dwell time condition, some switching intervals can be less than the specified average dwell time, τ α . In general, the use of the robust control can lead to high gain control and limit the learning performance of adaptive controllers. However, robust control terms can be used effectively in order to ensure safe switching between intervals. This is accomplished by enabling a robust control term when the system error becomes larger than a predetermined threshold. While the error remains larger than the threshold, the robust control term remains active, and the sparse neural network is required to satisfy a dwelling time, T dwell , requirement before switching to the next segment. This set-up ensures convergence to the predetermined error bound where the robust control term is deactivated and the controller performance is then determined based on the sparse adaptive neural network and the baseline controller.
Suppose u RB takes the form:
where k RB > 0 is selected to be the robust control gain and f RB is used to fade out the effect of this control term. We define the fade out function, f RB , by
where r 0 E is a design parameter used to define error bounds for the active region of the robust control term and ∆ RB and is selected to be the length of the fade out region. Consider when ||e|| ≥ r 0 E + ∆ RB and the robust control term is active. By substituting Eq. (51) into Eq. (44), we derive the following inequality:V ≤ −e T Q re f e − 2e T PB((h i − ε i ) + k RB sgn(e T PB)).
Using the equation [7] 
and Eq. (53), where |· | denotes absolute value, results in the followinġ
If we select the robust controller gain, k RB , to satisfy the following inequality:
Consider the sphere set, S r 0 ⊂ X :
where we define the radius associated with the largest Lyapunov function value inside S r 0 as
which will be referenced in the later sections.
Without loss of generality, we define the upper bounds for the adaptive error terms in the Lyapunov candidate in Eq. (41) for the i th segment to be:
where we denote the upper bounds of the adaptive errors asV i ,W i , andK Λ . Rewriting Eq. (55) λ max (P) . Let t 0 and t F be the initial time and final time while operating in a single segment, i, then Eq. (63) implies that
We now calculate an upper bound for the dwell time of our adaptive system, T dwell , based on the previous equations. Recall that we use dwell time to define the minimum time for the system to wait before switching to a different segment which ensures safe switching between segments. Theorem 2. Suppose that there exists continuously differentiable positive definite Lyapunov candidate functions V i∈I . Let t = [t 0 , t F ] represent the complete time segment for which the robust control term is active, i.e. ||e|| > r 0 E + ∆ RB , where t F is the final time and t 0 is the starting time. Suppose that the complete time segment (t) can be broken into a finite number of time segments (N S ) denoted ∆t S where the subscript S denotes the time segment number of the time segment defined by ∆t S = [t S−1 , t S ). Consider a switching sequence λ = {(∆t 1 ), (∆t 2 ), ...(∆t N S )} where exactly one set of nodes (i) with corresponding neural network weights (V i ,Ŵ i ) is active for each time segment in λ . If we assume the dwelling time, T dwell , of the SNN adaptive controller is chosen to satisfy
then the system is guaranteed to enter the sphere set S r 0 in finite time with all closed-loop signals bounded.
Proof. Suppose the system is transitioning from segment ∆t S into segment ∆t S+1 at time t S . We imagine the set of active nodes for segment ∆t S is p while the set of active nodes for the segment ∆t S+1 is c. Also let V p (t S ) and V c (t S ) denote the Lyapunov candidate values of the segments p and c, respectively, at the time instant t S . Our goal is to show that by choosing a dwell time, T dwell , that satisfies Eq. (65) then the Lyapunov candidate values will satisfy
Hence, this guarantees that the system will enter the sphere set S r 0 in finite time.
Consider the time instant, t S , where the switch occurs, the tracking error e p (t S ) will initially be equivalent to e c (t S ) but the new set of (bounded) neural network weights (Ṽ c ,W c ) in the adaptive controller will cause a different Lyapunov result. That is, we define the contribution of the neural network weight errors to the Lyapunov candidates for segments c and p in the form stated in Eq. (41) as
which implies the instantaneous change in the Lyapunov value is upper bounded by
is defined in Eq. (63). If we assume ||e|| > r 0 E + ∆ RB while operating in the c th segment during the time interval ∆t S+1 , then Eq. (64) becomes
By forcing the system to abide by the dwell time requirement, i.e. ∀∆t S ≥ T dwell , then Eq. (69) becomes
Using the inequality in Eq. (68), we obtain
Since our goal is to find a T dwell such that V c (t S+1 ) < V p (t S ), then it is sufficient to prove that
which implies that
By assuming that
Hence, if T dwell is selected to satisfy Eq. (65) then Eq. (73) will also be satisfied. It is worth noting that a larger lower bound assumption on V p (t S ) would result in a smaller dwell time requirement. Next, let us assume that ||e|| > r 0 E + ∆ RB while operating in the segment p during the time interval ∆t S , then Eq.
and after rearranging terms results in
By plugging the lower bound derived in Eq. (72) into Eq. (76) results in the following inequality:
which implies that V c (t S ) < V p (t S−1 ). The previous inequality also suggests that the previous assumption used to derive a dwell time requirement, i.e.
Notice that we are interested in finding an error bound,ē R , such that the tracking error is guaranteed to enter the sphere set, S r 0 , in finite time, t F , where
By using Eq. (41), Eq. (64), and the upper bound
we find the following relationship
for ∀t. By using the assumption V (t 0 ) > 2k T +k NN and the dwell time requirement, T dwell , from Eq. (74), results in
where r 0 E + ∆ RB must be selected to satisfy r 0 E + ∆ RB >ē R . By the design of the SNN discussed in Section IV, it is clear that only one set of nodes is active for each time segment for which the controller is active. In practice, time segments are not designed to be equivalent in length due to the possible variations in segment sizes. Also, the varying processing speed of the on-board processors along with fast switching could result in instability. However, by using the robust control term with error threshold and enforcing the dwelling time condition of Eq. (65), then V c (t S+1 ) < V p (t S ) holds for ∀S for which ||e|| > r 0 E + ∆ RB . Notice that if ||e|| ≤ r 0 E + ∆ RB while operating in time segment ∆t S , then the system already belongs to the sphere set S r 0 and the robust control term is not active. This process will continue until the end of flight time. It can be shown that all signals in the closed loop system remain uniformly bounded based on Eq. 
VI. Hypersonic Flight Vehicle Dynamics with Flexible Body Effects
In typical subsonic flight control systems the stiffness of the aircraft body, the benign operating conditions, and the natural frequency separation between the rigid body modes and the flexible body modes allow flexible body effects to be ignored in modeling due to their negligible effect during flight. Since hypersonic flight vehicles operate at extreme temperatures and high speeds, the vehicle's flexibility and state coupling can create dramatic changes in the overall flow field which causes variations in the pressure distribution on the flight vehicle [2, 23] . In addition, the flexing of the fuselage can cause unexpected control moment effects from the control surfaces. For these reasons, we investigate the performance of the SNN controller versus the traditional SHL approach on a hypersonic vehicle with flexible body effects.
We consider a highly nonlinear hypersonic flight vehicle model with four independent servo-controlled fins (δ 1 , δ 2 , δ 3 , δ 4 ) oriented in an X-configuration [24] . For convenience, we created virtual fins (aileron δ a , elevator δ e , and rudder δ r ) used for control design in the conventional autopilot reference frame. We created a static mapping from the virtual fins to actual fin displacement in order to calculate forces and moments of the flight vehicle (see Ref. [24] ). In this research we consider only longitudinal dynamics of the flight vehicle, which are assumed to be entirely decoupled from the lateral dynamics. We can write the longitudinal 3-DoF equations of motion for a hypersonic flight vehicle in following form (see [34] and [2] ):
where m is the mass of the vehicle, Θ is the pitch angle, q is pitch rate, I YY is the moment of inertia, and g is gravity. The equations for the ith structural mode of the flight vehicle are defined by the natural frequency (w i ), the damping ratio (ζ i ), and the generalized force (N i ). The natural frequencies of the hypersonic vehicle's body modes vary significantly based on temperature changes experiences throughout flight [4] . Hence, we will consider w i a function of temperature, T . The forces and moments acting on the flight vehicle consist of thrust (T ), drag (D), lift (L), and pitch moment (M).
If we assume three elastic modes of the flight vehicle are active, the state vector, x ∈ R 11 , is given by
where V T is the true airspeed, α is angle of attack, and h is the altitude of the flight vehicle. The axial and normal body forces (A, N) and pitching moment (M) can be approximated by (see Ref. [35, 34] ):
where ρ denotes air density, S is the reference area, c re f is the mean aerodynamic chord, and we assume zero thrust (i.e. T = 0). We assume the following mapping from axial and normal (A, N) forces to lift and drag forces (L, D) used in Eq. (82):
The axial force coefficient (C A ), normal force coefficient (C N ), pitch moment coefficient (C m ), and the generalized force (N i ) appearing in Eqs. (84-86) take the following form:
where the aerodynamic coefficients can be computed using a look-up table based on the flight condition (α, M, h, q), the control inputs (δ 1 , δ 2, δ 3 , δ 4 ), and the flexible body states (η 1 , η 2 , η 3 ). The total lift force, drag force, and pitch moment equations can be stated as
where the contributions due to the flexible modes take the form:
where c L1 , c L2 , c L3 , c D1 , c D2 , c D3 , c M1 , c M2 , and c M3 are constants. In order to determine control-oriented models suitable for MRAC, we select a dense set of trim points to suitably fill the potential flight envelope. The flight conditions of the trim points are selected to accurately represent the variations of the modeled dynamics of the flight vehicle throughout the flight envelope. For each flight condition for which a trim point is located, we are interested in a determining a longitudinal linear vehicle model which includes the short-period modes and the structural bending modes. In order to accomplish this task, we decouple the short period and phugoid modes of the vehicle by substituting trim values for V T , h and Θ into Eq. (82).
Next, by representing the dynamical equations in Eq. (82) as a set of ordinary differential equations given bẏ
allows us to compute the linear short period plant matrices A p ∈ R n p ×n p , B p ∈ R n p ×m , C p ∈ R p×n p , and D p ∈ R p×m [24] . That is, the flight model is numerically linearized with respect to the states and control inputs around each flight condition where the short period matrices take the form:
where trim conditions are denoted by asterisks as x * and u * , i and j are indices of the state vector, and k is the index of the control input [24] . For control purposes, we create an additional integral error of tracking (e I ) state to include in the linear model. The resulting augmented short period linearized model takes the form:
where C reg ∈ R m×n p selects the regulated state, the state vector is given by
which includes the integral error of tracking, angle of attack, pitch rate, flexible mode positions, and flexible mode rates. We assume the flexible modal coordinates are unmodeled and not measured or used for feedback. The controller output elevator deflection (u = δ e ) is produced an actuator. Notice by introducing the form of the uncertainties in the system (Λ and f (x)), Eq. (102) takes the general form of the MRAC problem shown in Eq. (1). For each flight condition, we then determine fixed baseline controller gains using LQ methods as discussed in Section II. For implementation, the complete baseline control signal of the nonlinear flight vehicle is determined by gain-scheduling the linear controller gains (K I , K P ) by Mach, angle of attack (α), and altitude (h).
VII. Adaptive Control Results
In this section, we reveal the simulation results using various adaptive controllers (SHL and SNN) on the hypersonic vehicle model while tracking a simple sinusoidal command with relatively slow frequency ( f ≈ 0.24 Hz) between -3 and 3 degrees angle of attack (α) for t f = 250 sec. The command requires the vehicle to spend similar amounts of time in each region of the flight envelope while repeating each sinusoidal maneuver approximately six times. We will refer to one complete (period) sinusoidal maneuver as a "pass". This simulation was designed to provide an environment for adaptive control long-term learning and tracking comparison. During testing, we assumed constant flexible mode damping terms where ζ 1 = ζ 2 = ζ 3 = 0.02 and learning rate matrices for the adaptive controllers were set to either small (e.g. SHL-S or SNN-S) (Γ W = 5e −5 × I and Γ V = 0.5e −5 × I) or moderate (e.g. SHL-M or SNN-M) (Γ W = 10e −5 × I and Γ V = 1e −5 × I) where I denotes the identity matrix of appropriate size. In order to provide a proper comparison of the SHL and SNN architectures, the same number of active nodes were used in each test case (i.e. N act = 16). Also, note that a constant ∆t = 0.01 sec time step with a second order integration method (AB-2) was used for the simulation.
For the sake of brevity, we selected a region surrounding a specific trim point in the flight envelope to analyze (i.e. Mach = 6.0, Θ = 0, and h = 14km). In addition to varying angle of attack (α) and pitch rate (q) in the nonlinear model during simulation, we also assume that temperature varies due to angle of attack (α) (assuming constant velocity) where we use the following relationship between temperature and angle of attack (α):
where k 1t , k 2t , and k 3t are constants. We also assume a similar relationship between temperature and natural frequency (ω i ) of each flexible mode:
where k 1a , k 1b , k 1c , k 2a , k 2b , k 2c , k 3a , k 3b , and k 3c are constants and the range of temperatures and mode frequencies are shown in Table 1 . The uncertainty term, f (x), that was used during the simulation was created using the summation of several radial basis functions (RBFs) centered at various angles of attack (α). The magnitudes for the RBFs were set to bring the baseline controller to the brink of instability when operating without adaptive control. The spacing of the RBFs was chosen to significantly vary the uncertainty based on angle of attack (α). The uncertainty term and baseline tracking performance can be seen in Fig. 4a .
A. Single Hidden Layer (SHL) Neural Network Adaptive Control
We provide the results of the traditional SHL MRAC adaptive controller with adaptive update laws in the following form [26, 36] 
where we will refer to this controller as SHL-TS1. For this approach, the number of active nodes (N act ) is equal to the number of total nodes (N). The adaptive laws in the traditional case were derived using a first order Taylor expansion. As we see in the tracking plots of Fig. 5 , the traditional SHL adaptive controller achieves similar performance for each sinusoidal maneuver and does not improve with repeated passes due to the lack of learning capability in the traditional SHL adaptive architecture. The results are demonstrated more clearly in the error plots of Fig. 5b , where ||e|| is defined as the 2-norm where e = x − x re f andē is defined by the following equation,ē = e T PB.
MIN MAX

B. Sparse Neural Network (SNN) Adaptive Control
In this section, we show results of the SNN MRAC adaptive controller while utilizing the same values for learning rates and number of active nodes as the previous section. The SNN adaptive control laws used in this section take the form specified in Eqs. (19) (20) . Since the frequencies of the flexible modes explicitly depend on temperature and the flexible modes impact the moment and force equations, we will utilize a 2-D SNN architecture shown in Fig. 1 where each red rectangle signifies the border of a segment in the flight envelope and each blue X indicates a particular location of a node in the SNN architecture. We chose to divide the flight envelope into T = 4050 segments with Q = 4 nodes allocated to each segment where each segment operates using N act = 16 active nodes. A close-up view of an arbitrary operating segment can be seen in Fig. 6a where the magenta circles denote the active nodes of the current segment.
The tracking plots of Fig. 7 show the superior transient performance of the SNN over the SHL approach due to the improved learning architecture. The controller clearly improves in performance with each repeated maneuver. In addition to the excellent tracking of the SNN controller, the SNN has the ability to retain reasonable estimates of the matched system uncertainty throughout the flight envelope. See Fig. 8 where the uncertainty estimate for the SNN was obtained after the simulation by sweeping the neural network input (e I , α, q) across the flight envelope. In this case, we set e I = q = 0 and varied angle of attack (α). It is worth noting that we chose r 0 E = 1, ∆ RB = 0.05, and U i = 5 for parameters of the robust control term. However for this analysis, the robust control term never becomes necessary due to the norm of the tracking error not eclipsing the robust control error threshold.
In order to properly compare the performance of the adaptive controllers with various learning rates, denoted SHL-S, SHL-M, SNN-S, and SNN-M, we created a table which quantifies the tracking performance of each controller over each pass. That is, for each complete sinusoidal maneuver (i.e. pass), we calculate the norm of the error for that time interval (T E p ) using the following equation:
where T s p and T f p define the bounds of the time interval and e p denotes the tracking error at time t where e p (t) = x(t) − x re f (t). The results are shown in Table 2 . 
VIII. Conclusion
By using small learning rates and a relatively small number of neurons, we were able to control a sophisticated HSV model with flexible body effects using the SHL and SNN architectures. The SNN architecture provided superior performance in tracking and learning due to its sparse architecture. We derived an innovative adaptive control term which mitigated the effect of the control effectiveness matrix. In addition, we included a robust control term, which is activated outside pre-specified error thresholds, and a strict dwell-time condition to ensure safe switching between segments.
Appendix A: Projection Operator Definitions
In order to introduce the projection operator, we first define a chosen smooth convex function, f : R N → R, which takes the form [7] :
where ε ∈ [0, 1] is often referred to as the projection tolerance andΘ ∈ R N is a vector of adaptive weights with an upper bound denoted byΘ ∈ R. The projection tolerance, ε, and the upper bound on the adaptive weights,Θ, are predefined parameters set by the user and used by the adaptive law during run-time. We define the gradient of f by
and two convex sets (Ω 0 and Ω 1 ):
= {Θ ∈ R N : ||Θ|| ≤Θ √ 1 + ε } (114)
For use in the adaptive laws, the projection operator operates by the following equation [7] : 
where we define the adaptive weight error asΘ =Θ − Θ.
Appendix B: Adaptive Law Development
In the following equations, we will show how an upper-bound of zero is developed for a number of terms in Eq. (43) by using the chosen form of the adaptive control laws stated in Eqs. (20) (21) . We refer to the group of terms that will be upper-bounded as V impact , W impact, and K impact .
For instance, the effect of the adaptive law stated in Eq. 
