The existence of life on a free-floating planet is conditioned by the existence of an optically thick atmosphere. This may ensure the long-term thermal stability of a (liquid) solvent on the surface of that body. Requirements to be fulfilled by a hypothetic gas constituent of a free-floating planet atmosphere are studied. The four gases analyzed here (nitrogen, carbon dioxide, methane and ethane) are candidates. They may induce a higher opacity than molecular hydrogen, which has been considered in previous research. The paper deals with preparation of tables of Rosseland mean opacity values. Selection of the ranges of temperature and pressure is guided by life existence considerations. The range of temperatures involved (50 to 650 K) is lower than usually found in the literature. The tables may be useful for studies related to free-floating planets, where the usage of absorption opacity is a straightforward way to compute the energy flux in the atmosphere. Also, the results are useful in all cases where radiation is transferred through dense layers of the gases considered in this paper. 
Introduction
A fundamental question refers to the existence of extraterrestrial life. Shapley raised the issue of "stray planets" [1, 2] and seems to be the first who referred to the possibility of favorable life conditions on these celestial bodies [3] . Stevenson identified a set of conditions which may ensure the existence of life on Jovian type free-floating planets [4] . His seminal study provides just a semi-qualitative solution and more involved research is necessary. Also, the question of life conditions on terrestrial-type free-floating planets remains open. Terrestrial life uses water as a solvent. The biochemistry on Earth exploits the distinction between polar molecules, which are soluble in water, and nonpolar molecules, which are not [5] . Chemistries that might support life in nonaqueous solvents are also conceptually possible [5] . However, the existence of a solvent seems to be a pre-requisite when searching conditions for extra-terrestrial life. Indeed, a liquid phase facilitates chemical reactions. As a solvent, a liquid allows dissolved reactants to encounter each other at rates that are higher than the rates of encounter between species in a solid. Also, a solvent provides for life a medium that has some degree of constancy relative to the spectrum of possible environments. In liquid water, for example, the temperature must lie between 273 and 373 K at typical pressures. Other physical parameters that influence reaction rates (such as the dielectric constant) are also within specific ranges. Chemical reactions in gas and solid phases have disadvantages relative to those in the liquid phase [5] .
In the case of free-floating planets, which do not receive energy from an external source, keeping (for reasonably long time) a solvent in liquid state requires an optically thick atmosphere, able to diminish the loss of thermal energy and, consequently, planet cooling. The energy transfer through the atmosphere should be mainly conductive or radiative. Not all gases allow "reasonable" large opacities at the expected low temperatures. Also, an optically dense atmosphere requires a sufficiently large planetary core and gas mass, to be able to induce large values of the atmospheric pressure. However, the gas pressure on the planet surface should be small enough to keep the given solvent in liquid state. These constraints, which inter-correlate the planet mass and chemical composition as well as the chemical and physical structure of the atmosphere, should be considered when the chances of life apparition and/or maintenance are studied. For proper conclusions an accurate treatment of the energy transfer through the atmosphere is required.
The models of radiative transfer in atmospheres are known as notoriously large consumers of computing time. This is mainly the result of the complex absorption line spectrum that most star and planetary atmospheres exhibit. Performing calculations of the frequency dependent opacity may not be feasible for those atomic and molecular species for which data are available containing millions of spectral lines. The simplest realistic possibility is to average the opacity over the whole spectrum. This reduces all the information to a single number, the mean opacity. Pre-tabulated mean opacity tables are often used when modeling the transfer of radiation through optically thick materials. Interpolation in those tables is performed at the time the opacities are required. Most applications of mean opacities are in astrophysics, such as the interiors of cool stars, giant planets, and disks of material forming stars and planets [6] . Better known mean opacities are the Rosseland mean (for optically thick matter) and the Planck mean (for optically thin matter).
Radiation absorption at the large temperatures of interest in stellar physics is mainly by atoms. The discoveries of extrasolar giant planets and brown dwarfs in 1995 raised the problem of radiation absorption by molecules for rather low atmospheric temperatures (100-3000 K) and pressures (0.1 Pa to 10 MPa), that had not been considered before. Indeed, comparisons between opacities predicted by OPAL and Opacity Project are more divergent at lower temperatures than at high temperatures [6] . Also, the absorption of radiation by molecules is generally much more complicated than by atoms. Many of the molecules in the atmospheres of brown dwarfs and extrasolar giant planets had not been studied in detail before 1995 and their properties are still poorly known [7] . These prompted some authors to report low-temperature (500 K to 30000 K) opacity tables [6] . Also, tables of Rosseland and Planck mean opacities were presented recently in [8] to be used in studies of the atmospheres, interiors, and evolution of planets and brown dwarfs. It is interesting to consider that a number of simplifying assumptions were adopted by these authors due to the many unknowns involved. For example, the selection of molecules is dictated by a chemistry which is similar to a solar-composition brown dwarf and extrasolar giant planet atmospheres. Also, grain opacity has been neglected. The authors noted with caution that their results do not apply to lower gravity environments such as protoplanetary disks because there the condensation chemistry, and therefore the gas chemistry is significantly different from that in gravitationally bound atmospheres of substellar objects [9, 10] . This may give a measure of the many unknowns controlling the physics of free-floating planets whose origin and evolution is subject to debate.
In this paper we report preparation of Rosseland mean opacity tables for four atmospheric gases at low temperatures (70 to 650 K). Selection of the prototype atmospheric constituents as well as the ranges of temperature and pressure is guided by life existence considerations. The tables may be useful for studies related to free-floating planets, when radiative transfer dominates convective transfer and the usage of absorption opacity is a straightforward way to compute the energy flux in the atmosphere. The tables are equally useful in all cases where radiation is transferred through dense layers consisting of the gases considered in this paper.
The structure of the paper is as follows. In Sec. 2 a brief introduction to free-floating planets is given. Sec. 3 refers to free-floating planet atmospheres. In Sec. 4 one is reminded of a few basic facts about atmospheric opacities. Sec. 5 refers to the 0 and 1 order approximations of the radiative transfer equation and gives a simple derivation of the Rosseland mean opacity formula. Sec. 6 shows details about the calculation procedures, such as the description of the absorption spectrum and the evaluation of the mean opacity. Finally, the way of employing the tables of Rosseland mean values is described in Sec. 7 and conclusions are stated in Sec. 8.
Free-floating planets as adobes for life
During planet formation, rock and ice embryos may be formed and some of these may be ejected from the solar system as they gravitationally scatter from proto-giant planets. Planet formation may be quite inefficient in the sense that more solid material is ejected than retained [4] . Free-floating planets were mentioned as early as the mid fifties and beginning of the sixties [1, 2, 11] . In Ref. [11] the author speculated that free-floating planets might originate either around a star or in solitary fashion. Fogg [12] made the first general assessment of the existence and variety of interstellar planets. Fogg divided these celestial bodies into "singular planets" (which are formed in solitary fashion) and "unbound planets" (which are formed within and subsequently ejected from a planetary system). This latter category was subdivided into "late-type" and "early-type" unbound planets depending on whether ejection takes place from a mature solar system, or one still in formation. Six modes of origin emerged and abundance estimates were presented. A more recent review has been given in [13] . A consistent terminology has been proposed in [3] after reviewing the existing literature. Free-floating planets originating in interstellar space were designated as planetars while those formed within the circumstellar space and subsequently lost to interstellar space were called unbound planets. Estimates of the abundance of these objects suggest that planetars in the range of Jupiter mass may be about as common as stars and brown dwarfs. The number of unbound planets (most of them being lowmass rock/ice planetary embryos ejected from planetary systems in formation) may exceed the number of stars by two orders of magnitude [3] . Free-floating planets can be detected only if they are massive and luminous enough. This usually happens in the case of young, hot bodies. Indeed, all the candidates identified so far are in young star forming regions [3] . The upper mass limit of a planetary body is about 13 times Jupiter mass. Bodies below this limit cool and become fainter with increasing age. The time for cooling depends upon mass, internal physical and thermal structure, as well as upon the mass and composition of the atmosphere. For example, models show that the temperature of a Jupiter mass planet decreases from 840 K at the age of 1 My to 160 K at 1 Gy [3, 14] . Since cooling has not happened in the case of Jupiter which has an age ∼ 5 Gy it follows that it may not happen in the case of free-floating planets of similar masses. However, the problem of the cooling time of terrestrial-mass free-floating planets remains open. A semi-qualitative model has been proposed in [4] where it has been shown that free-floating planets may have water oceans whose surface pressure and temperature differ little from the conditions at the base of the Earth's oceans. It is possible that the pressure and temperature gradients or the equivalent of ocean-floor smokers could provide on the free-floating planets the energy and chemical input necessary for quite complex forms of autotrophic life [13] . Thus life can develop and be sustained without sunlight (but with other energy sources, plausibly volcanism or lightning) and the free-floating planets may provide a long-lived stable environment for that life. Stevenson [4] concluded that it is even conceivable that these are the most common sites of life in the Universe.
Candidate atmospheric gases for life hosting free-floating planets
Theory, data, and experiments suggest that life requires (in decreasing order of certainty): (i) a thermodynamic disequilibrium; (ii) an environment capable of maintaining covalent bonds, especially between carbon, hydrogen, and other atoms; (iii) a liquid environment; and (iv) a molecular system that can support Darwinian evolution [5] . A liquid environment is needed because macromolecules need to be physically stable, yet capable of structural flexibility and chemical interactivity, which in practice means that they are able to move with respect to each other but are kept in constant close proximity [15, 16] . This can occur only in a liquid state. The functions of a good solvent include: (1) an environment that allows for the stability of some chemical bonds to maintain macromolecular structure, while (2) promoting the dissolution of other chemical bonds with sufficient ease to enable frequent chemical interchange and energy transformations from one molecular state to another; (3) the ability to dissolve many solutes while enabling some macromolecules to resist dissolution, thereby, providing boundaries, surfaces, interfaces, and stereochemical stability; (4) a density sufficient to maintain critical concentrations of reactants and constrain their dispersal; (5) a medium that provides both an upper and lower limit to the temperatures and pressures at which biochemical reactions operate, thereby, funneling the evolution of metabolic pathways into a narrower range optimized for multiple interactions; and (6) a buffer against environmental fluctuations [16] . Water is the liquid environment required by life on Earth. Wherever a source of energy is found on Earth with liquid water, life of the standard variety is present [5] . All known life forms on Earth are surrounded by bilayer membranes that exploit the unique behavior of molecular structures that have, in one part, hydrophobic units built primarily from nonpolar carbon-carbon and carbon-hydrogen bonds and, in another part, polar bonds involving heteroatoms [5] . Liquid water exists in present days on Earth and it is believed that it existed in the past on Mars and Venus. However, chemistries that might support life in nonaqueous solvents are also in principle possible [5] . Table 6 .1 of [5] lists a large number of atomic and small molecular species that might be discussed as biosolvents. These solvents may be divided into three groups: polar solvents that are not water (e.g. ammonia), nonpolar solvents and cryosolvents [5] The most accessible of the nonpolar solvents are the hydrocarbons, which come in a series from the smallest (methane) to higher homologs (ethane, propane, butane, and so on) and are abundant in the solar system [5] . Among these substances, water has one of the largest intervals of stability as a liquid as a function of pressure and temperature (Tab. 1) [17] . For a given liquid solvent on the planet's surface, atmospheres with different compositions may be considered. Information about the atmospheres of Jupiter-size exoplanets has become available only in recent years. Most of our knowledge about planetary atmospheres refers to planets of the solar system. The solar system planets can be roughly divided into two groups: giant planets and terrestrial planets. Condensation, sedimentation and accretion may have begun much earlier in the outer parts of the solar nebula, where the temperatures were lower. Synchroneity of events in the outer and inner parts of the solar nebula is unlikely. These considerations point towards forming the giant planets before the terrestrial planets [18] . Both the giant and the terrestrial planets have changed since their formation. Their present features are as follows.
The giant planets have essentially adiabatic hydrogenhelium envelopes and central regions ("cores") of rock and/or ice of ten to thirty earth masses [18] . Their composition is more or less similar to that of the Sun (Jupiter: 90% hydrogen and 10% helium; Saturn: 75% hydrogen and 25% helium; Uranus: 83% hydrogen, 15% helium, 2% methane; Neptune: 80% molecular hydrogen, 19% helium and 1.5% methane The model proposed in [4] assumes a free-floating planet is surrounded by a molecular hydrogen-rich atmosphere collected during the solid body's ejection from the solar system in the early stages of planetary system formation. The quoted author concluded from semi-analytical arguments that for some particular conditions, the effective temperature of the free-floating planet might be of the order 30 K but its surface temperature can exceed the melting point of water. This seminal model is interesting and requires further studies.
The main problem refers to the low opacity of molecular hydrogen. In order for the body to be prevented from eliminating its internal radioactive heat by the pressureinduced far IR opacity of molecular hydrogen one requires very high basal pressures, of the order of 10 2 -10 4 bar [4] . But water at a pressure above 120 bar is in a solid state for temperatures about 300 K (see Tab. 1). More accurate studies should be performed before a clear conclusion can be drawn about the possibility of a molecular hydrogen atmosphere being able to keep liquid water on the surface of free-floating planets. Also, the problems remain open for other atmospheric gas candidates, whose absorption coefficient is higher for IR radiation than that of hydrogen.
Very light gases, such as molecular hydrogen, cannot be kept for a reasonably long time by small-mass freefloating planets which are other candidates for life hosting. This is a second limitation of the model [4] .
The composition of terrestrial planet atmospheres listed above suggests that nitrogen and carbon dioxide are constituent candidates of free-floating planet atmospheres. These gases may induce a higher atmospheric opacity than molecular hydrogen. Also, methane and ethane are present in the atmospheres of planets and satellites in the solar system and could be added to the list. Tab. 2 gives basic thermodynamic information about the four gases. Single component atmospheres may be assumed as a rough assumption. This is inspired by the terrestrial planets and giant planet satellites whose atmospheres always have a major constituent. 
Atmospheric opacity
Opacity represents the ability of matter to absorb and scatter radiation, and it might be thought of as the inverse of thermal conductivity. Opacity plays an important role in the energy transfer in plasma and dense gases. In such media the mean free path of a photon is normally much longer than the mean free path of an electron or ion. Consequently, thermal conduction by particles may usually be ignored as compared to radiative diffusion. However, electron conduction is important in some special cases, such as the cores of evolved stars and white dwarfs.
Radiation scattering and absorption are the result of various processes, whose intensity and relative importance depend on the local composition, density and temperature. Rayleigh scattering on molecules is mainly associated with (rather) low temperatures and pressure while Thomson scattering on free electrons becomes important in stellar atmospheres at higher temperatures (more than 15000 K). The Thomson induced opacity has the remarkable feature that it does not depend in the first approximation on temperature and density.
All microscopic processes yielding photon absorption should be considered when the absorption opacity is computed. They are the bound-bound, bound-free and freefree electron transitions, respectively. The bound-bound absorption of a photon occurs when the electron involved in the collision makes an upward transition between two bound energy levels. This process gives rise to discrete spectral lines. Bound-free absorption, also known as photoionization, occurs when an incident photon has enough energy to liberate an electron from a bound atomic state. Free-free absorption results from the acceleration of a free electron in the vicinity of an ion, followed by absorption of a photon. The type of the main electron transition involved shows the dominant absorption process. Free-free and bound-free transitions are specific to higher temperatures while bound-bound transitions prevails in weakly ionized matter. Several mono-chromatic opacity measures may be defined for any or all of these absorption processes.
The common way of making the solution of radiative transfer equations tractable is to define a mean value of the opacity, to take account in a weighted manner all spectral effects. Kramer's law, with its variants, is an example of such an overall measure of opacity which gives good results for free-free and bound-free transitions. The boundbound absorption makes a nontrivial contribution to the mean opacity over a fairly large region of the densitytemperature plane for stars at large temperature. The importance of bound-bound absorption increases when the temperature decreases. In the case of low temperature atmospheric atmospheres, the bound-bound electron transition is practically the only process which has a contribution to the absorption opacity. There is no simple convenient formula that encapsulates bound-bound absorption opacity. This makes quantum mechanics and lineby-line calculations the only practical procedures to be used during the computation of mean opacity values associated to bound-bound transitions. For bound-bound transitions, the Planck mean and the Rosseland mean are very often used in the computation of model atmospheres. The Planck mean is a simple arithmetic average of the monochromatic absorption coefficient values. The result is that frequencies with strong absorption are overemphasized in the energy balance. The strong lines are smeared out uniformly over the interval that fills the absorption minima which are responsible for carrying the bulk of the flux. Planck mean opacities are the appropriate choice in optically thin regions. The Rosseland mean results from a harmonic mean method, where the mean absorption coefficient is calculated as the inverse of the sum of the inverse of the monochromatic absorption coefficient in a number of frequencies. Hereby the importance of the frequencies with low values is over-emphasized. Rosseland mean opacities are the appropriate choice for radiative transfer models of optically thick atmospheric regions where radiation propagates by diffusion.
Mean opacities are sensitive to the relevant opacity sources involved in their computation. Changes in both molecular and atomic abundances and in the individual opacity sources themselves can significantly impact the final result [8] .
The practical implementation of the Rosseland mean opacity is difficult, mainly because of its dependence on local composition, temperature and density. Computation is highly complex, since it should include all species and all processes involved. All existing computation methods, including those based on quantum mechanics, require a large amount of computing time. This makes the calculation of the Rosseland mean opacity almost impossible inside the codes of radiative transfer. As a result, for many years computation of the Rosseland mean opacity became an activity per se, its result consisting of tables of mean values made publicly available. Early tables are those of [19] . Modern stellar structure calculations use tables of pre-calculated opacities for different chemical mixtures. Recent opacity tables useful for modeling stellar interiors and envelopes come from two major sources, the OPAL opacities [20] [21] [22] [23] [24] [25] and the Opacity Project (OP) [26] . Each of the above opacity databases is valid for temperatures greater than 6000 K, but do not include the effects of molecules which become important at lower temperatures [6] .
In cool gases molecules become the dominating sources of opacity. Tsuji first included the effects of molecular absorbers such as H 2 O, CO and OH [27] . Alexander computed opacities down to 700 K and included a crude estimate of the opacity due to dust grains [28] . A better approximation of the dust opacity was included in [29] [30] [31] . Ref. [32] focused on molecular opacities and their application to accretion disks. Opacity tables for use in protoplanetary disk models were computed in [33] for gas and dust mixtures from 10 K to 10000 K. Recent opacity tables for low temperatures were reported in [8] .
Definitions of Rosseland mean opacity
A few spectral quantities at frequency ν are now defined. They are commonly used when radiation absorption in a single gas is analyzed. One denotes by I ν the radiation intensity ]. The matter mass density and particle number density are denoted ρ [units: kg/m 3 ] and [units: particle/m 3 ], respectively. Then, the spectral particle cross section σ ν [units: m 2 /particle] is defined and given by
where M and N A are the gas molar mass and Avogadro's number, respectively. The photon mean free path ν is defined and given by:
Here Eqs. (1a) and (1b) 
Here Eqs. (1a) and (1b) have been used. In the case that the mean free path of photons in a planetary atmosphere is much smaller than the curvature radius of surfaces of equal temperature and density, the following plane-parallel approximation of the radiative transfer equation is often used,
where µ ≡ cos θ (here θ is the angle between the radiation direction and the normal of a given surface) and S ν is the radiation source function [units: J/(m 2 s Hz sr)]. If matter and photons are close to local thermodynamic equilibrium, both the source function S ν and the local intensity I ν are reasonably well described by the zeroth order approximation:
where Planck's function [units: J/(m 2 s Hz sr)] is given by:
Using Eqs. (4) and (5) one obtains a first-order approximation for the local intensity:
The spectral energy flux F ν [units: J/(m 2 s Hz )] is obtained by the integration of Eq. (7):
The first term on the r.h.s. of Eq. (7) vanishes after integration because of isotropy. B ν (T ) depends on only through temperature and Eq. (8) becomes
Integration of Eq. (9) over all frequencies gives the total flux F [units: J/(m 2 s)]:
Here Eqs. (1b) and (3b) have also been used. Any of the three Eqs. (10) may be used to define an appropriate average absorption coefficient (or opacity), called the Rosseland mean opacity. The three Rosseland mean opacities, denoted R σ R and κ R , have the dimensions of the linear absorption coefficient, particle cross-section and mass absorption coefficient, respectively. The Rosseland mean opacity σ R based on particle cross section is considered next:
The other two Rosseland mean opacities are given by:
The Rosseland approximation for the total flux is obtained from Eqs. (10b) and (11), (12a), (12b):
Use of Eq. (6) yields:
The following change of variable is now used:
where ν ≡ / [units: m
]. Then, from Eqs. (11)- (16) one finds:
Eq. (17) is very often used in practice. Sometimes the notion of transparency is defined as the inverse of an appropriate opacity coefficient, for example 1/σ ν . Then, Eqs. (11) and (12) show that the Rosseland mean transparency is the integral of the monochromatic transparency weighted by the temperature derivative of the Planck function. The weighting function deemphasizes high and low frequencies. The harmonic nature of the averaging process gives higher weight to frequency regions with low opacities where the greatest amount of radiation will therefore be transported. Regions, if any, of particularly high transparency (low opacity) tend to dominate the integral in Eqs. (11) and (12) . The Rosseland mean is valid in dense atmospheres such as those expected to exist on free-floating planets hosting life. It yields a poor approximation to the energy balance in thin atmospheres and underestimates the opacity there. The definitions in Eqs. (11) and (12) have other important consequences. For example, when more than one source of opacity contributes significantly to the total opacity at some frequencies, the Rosseland mean of the total opacity is not in general equal to the sum of the individual Rosseland mean opacities.
Computation of Rosseland mean opacity
The first requirement when computing the Rosseland mean opacity is to have reliable information about the spectral particle cross section σ ν entering Eq. (17) . Alternatively, information on any of the other two spectral quantities entering Eqs. (3) may be used. There are several ways of computing these quantities, starting from non-relativistic quantum mechanics methods to line-by-line calculations. The impressive advance in computing equipment performance in recent years allowed the development of ab initio calculations, based on the principles of the harmonic oscillator. The result is the absorption spectrum at all temperatures and pressure for a given molecule [34] . However, in the case of low temperatures, molecular (or, in other words, bound-bound) absorption dominates and the methods based on the accurate description of absorption line profiles are recommended. This is the direction followed in the present work.
Molecular absorption spectrum
There are several sources of information on the molecular absorption spectrum of various substances such as the HI-TRAN [35, 36] and GEISA [37] [38] [39] databases, [40] and [41] .
Other data sources are discussed in [7] . Particularly useful discussion on various data sources for methane may be found in [7] and [8] . For two reasons we used the HI-TRAN database. First, this source is very often used in applications and continuously tested. Second, it contains information about all the four gases under analysis. This has the advantage of using in computation similar formats and procedures. Details are given next. The file HITRAN04.par of HITRAN 96 [42] was the main data source. From this file, four smaller files with information referring to the absorption properties for specific gases were produced. The spectral range of the lines selected was 0.001 micron -500 micron. Information for all bands has been used. For all the gases involved, the main isotopic form of a molecule is an order of magnitude more abundant than the next most abundant isotopic form, so the abundance effect dominates in the line strengths over other isotopic effects. The effects due to isotopically-shifted partition functions are generally only a few percent [7] . The primary isotopologue has always been considered in this work. It is likely that there are too many weak lines for calculations to be completed in a realistic period of time with the typical computing resources available. In this case only those lines stronger than a threshold value need be used in opacity calculations. Ref. [7] recommends using only lines with intensities larger than (the cutoff) 1×10 The calculation of the spectral cross section follows the standard procedure recommended in Appendix A.2 of [42] . Table 3 . Information on the cutoff line intensity used to select lines from the HITRAN96 database and the number of selected lines for four gases.
Gas
Cutoff of line intensity For reader convenience it is briefly described here using HITRAN nomenclature and units. The HITRAN community prefers units of cm
for ν, which is called "frequency". The transition of an electron between lower and upper states η and η is accompanied by the emission or absorption of a photon of frequency ν ηη [units: cm ]. The main information in the HITRAN database refers to line intensity and halfwidth which correspond to the reference temperature T = 296 K. Other transition parameters are included in the database as described below. The standard pressure is = 1 atm. Temperature and pressure are entered in K and atmosphere, respectively.
Most spectroscopic databases are built on measurements taken near room temperature, and theoretical calculations supply the missing transitions that become important at high temperatures. If only room temperature databases are used, the transitions from highly excited energy levels would be missing and the true opacity at elevated temperatures would be substantially underestimated [8] .
The spectral line intensity at T is defined in HI-TRAN for a single molecule and is denoted S ηη (T ) [units:cm )]. The line intensity S ηη (T ) at temperature T is computed by:
In Eq. (18) 2 = 1 4388 cmK while E η is the lower state energy of the transition. The second term on the right of Eq. (18) is the ratio of total internal partition functions, the third term accounts for the ratio of Boltzmann populations, and the fourth term is for the effect of stimulated emission.
The collisional (pressure-broadened) line widths for many of the species used in opacity calculations are not well known. In most cases there have been no measurements reported in the literature and the main information about the line positions and intensities come from theoretical predictions [8] .
In the atmosphere at local pressure , a spectral line is broadened about the transition wave number ν ηη , the spread being represented in HITRAN by the normalized line shape function (ν ν ηη T ) [units: 1/cm −1 ]. Because of the low temperatures considered in this paper, Lorentzian broadening dominates over Gaussian Doppler broadening, so not employing general Voigt profiles is justified, particularly when there are large uncertainties with broadening. The recommended Lorentz profile is:
Here, γ( T ) is the pressure broadened line halfwidth and δ is the air-broadened pressure shift at a reference pressure . The pressure broadened line halfwidth γ( T ) for a gas at partial pressure in the atmosphere at pressure and temperature T is given by:
where γ and γ are the air-broadened halfwidth at half maximum and the self-broadened halfwidth, respectively (units: cm 
which enters the denominator of Eq. (19) . The scaling of the line width linearly with pressure in Eq. (20) ignores the problem of what happens to the line width at very high pressures, as a hard sphere cutoff to the pressure scaling should exist [8] . However, it is apparent that line width uncertainties of a factor of 2 are not a significant source of error [8] .
)] at wave number ν due to the electron transition between states η and η is then given by
The monochromatic absorption coefficient σ (ν T ) [units:
)] at wave number ν due to all transitions results by summation over all transition lines:
A number of assumptions were adopted during the implementation of the HITRAN database. The program TIPS-2003.for from HITRAN has been adapted to compute the partition sum Q(T ) entering Eq. (18) for all temperatures from 70 K to 3000 K. The calculations have always been made for the primary isotope. When data is missing, the values of γ in the HITRAN files are zero. In this case we used the value γ from the same line. To check the consequence of this assumption, a test has been performed to compute the Rosseland mean opacity for CH 4 . All the values of γ were replaced by the associated γ values. The deviation of the Rosseland mean value was less than 10%. In practice one expects smaller deviation than in this extreme case. For some particular transitions, the exponent entering Eq. (20) is missing in the HITRAN files. In these cases, the classical value of 0.5 could be used, which corresponds to the perfect gas approximation [34] and temperature independent collision diameters.
Computing Rosseland mean opacity
Estimation of Rosseland mean values is notoriously difficult (see [34] ). The main cause is that the spectral regions for which the monochromatic opacity is the smallest tend to have the most important contribution to the mean. Physically, this can be interpreted by the fact that cooling of any given layer in the planet atmosphere will be governed by photons which have the longest mean free path. Numerically, this implies that regions where opacities are least known will have potentially very important contributions and that the final accuracy is extremely hard to estimate [34] . Moreover, [43] concluded that the Rosseland mean opacity is determined largely by the gaps in the spectrum, not by the strengths of the lines. Past ex-perience is therefore very valuable when tables of mean opacities are produced.
Sampling methods are sometimes used to treat highly complicated spectra. The idea is to average the opacity over a certain number of small intervals instead of over the whole spectrum or to take the opacity into account at only a small number of frequency points without any average process. A statistic sampling procedure for evaluating frequency integrals in stellar atmosphere computations was first used in [44] . Since then the idea of opacity sampling has been used in extensive computations. The number of points can be found from numerical experiments. The seven research groups reported in Table 3 .1 of [45] used a number of 500 to 1000 equally spaced points over the spectrum. Just one of the quoted authors used random spacement for those points. There are currently two ideas. The first one (see [46] ) uses equally spaced frequency points in the spectral interval under consideration. The statistic aspect is provided by the essentially random placement of the sampling points relative to the line spectrum. The second idea refers to a sampling point distribution according to a Planck distribution function. The two major sampling methods currently used are Opacity Sampling and the Opacity Distribution Function [45] .
Spectrum discretization requires using frequency intervals small enough for reasonable accuracy and large enough for reasonably short computing time. In [6] one uses a spectrum discretization with 24000 wavelengths when computing opacities for temperatures between 500 and 30000 K. These wavelengths are not evenly spaced over the whole spectral interval considered (0.1 to 500 µm) but they are concentrated between 0.1 and 2.0 micron. The wavelength points are adjustable and several tests have been made to ensure convergence. It was found that doubling the number of points increases the computation time by about a factor of two without significantly changing the total Rosseland mean opacity [6] .
Tables based on 30,000 frequency points from 0.3 to 300 µm, uniformly spaced in steps of 1 cm
were used in [47] . However, 5000 geometrically-spaced frequency points were used during the radiative transfer model implementation. During some tests the authors have resampled the original frequency grid of 5000 points to lower numbers of frequencies. Even for 300 points they found very little differences in the temperature structure of the atmosphere (of the order of a few K). In some cases it was found advantageous to first converge a model with 300 frequencies, and then to use this as an input to re-converge a model with the full grid of 5000 frequencies in the next step.
In a recent study [8] the authors used every atomic and molecular opacity line in the available database, and not simply a sampling. The integration over frequency was carried out using a grid of equally spaced wave-number points. The frequency spacing was based on the values of temperature and pressure, such that the spectral resolution was always fine compared to a typical line profile under those conditions. Spacings are as small as 4 × 10
in some instances. The authors pointed out that such a fine grid is usually not required for mean opacity calculations, but they also use the same grid for high-resolution spectral modeling. For opacities important in the infrared, a suitable tabulation could be from 100 cm (100 µm to 0.33 µm, respectively) in steps of = 1 cm −1 [7] . In this work temperatures lower than usual are envisaged (smaller than 650 K) and most of the absorption/emission processes take place in the IR spectrum. We discretized just part of the visible spectrum and the IR spectrum (0.5 µm to 100 µm). This corresponds to the interval 100 cm . A problem which is often considered when the profiles of the absorption lines are calculated is to know how to treat the far wings [7] . If the wings are extrapolated out to large values of |ν − ν * ηη | the computing time might be very large. Also, the absorption may generally drop off in the far wings at a rate larger than the Lorentzian profile given by Eq. (19) . Thus, some authors recommend cutting off the profile at some distance from the line center. It has also been empirically verified that synthetic spectra of the giant planets generally fit the observations better when using a cutoff [34] . In the absence of a detailed theory, the specific value of is chosen by trial procedures. For example, a simple prescription of the form = min(25 100) cm
, where is the gas pressure, is recommended in [7] . The min function ensures that the lines do not become unrealistically broad. In the case that the line profile is truncated at a distance from the center line, the right part of Eq. (22) must be affected by an over-unitary multiplication factor (say, ) in order to ensure that the total strength of the profile is conserved. Normalization gives [7] :
At large distances in the wings from the line center, the normalization factor equals unity, as expected.
The absorption lines become thinner by decreasing pressure and at low pressure they are very narrow. Some profiles may be much narrower than the grid interval, i.e. γ( T ) . If their peaks fall between the grid points, only the far wings will be sampled. Consequently, such profiles will be under-sampled. For these cases, in [7] it is recommended that the line centers be moved to the nearest grid point. But this will cause the intensity lines to be overestimated, because the profile is effectively replaced by a triangle which has a larger area than the original profile. Thus, an under-unitary normalization factor should affect Eq. (22) . It is given by [7] =
In these cases, truncation may exceed the distance = min(25 100) cm −1 [7] . But line wings truncation raises other problems. Rosseland and other harmonic mean opacities are divergent if the absorption drops to zero at any point in the frequency region considered [7] . Consequently, wings truncation is not recommended near these regions. Also, a surprising result is that, at least in the case of alkali metals, far wings can still be of significance much beyond expectation. The consequences of these results are still to be investigated [34] . The problems associated with line wings modeling and truncation prompted some researchers to adopt another approach in recent studies [8] . These authors observed that in most cases actual measurements, particularly at the higher pressures, are lacking and in many cases only a few theoretical predictions are available for selected bands. Thus, considering all the other sources of uncertainty, they decided not include factors for line modeling. To be more specific, they decided to neglect the problem of how to treat the shape of the far line wings. Also, they made no attempt to simulate the specialized line shapes that are appropriate in the far IR and microwave regions. The line shapes in these regions are expected to be asymmetric, but because of the large overlap of the low-and high-frequency wings due to the high density of lines, the effects due to the deviation of the line shape from a Lorentzian will tend to average out and should not cause a significant change in the integrated values of the mean opacities. Finally, after conducting a number of tests, they decided to neglect factors that describe the deviation of the line wings from a pure Lorenztian form. This includes effects such as line mixing and line narrowing. We performed several tests of computing the absorption spectrum with line profile truncation at different values , ranging from d=1 cm [7] for T=1600 K and 1.01325 MPa is used as a sample spectrum. Fig. 1 shows comparisons between different ways of computing the absorption spectrum for CH 4 at relatively high temperature (T=1600 K) and relatively high pressure (1.01325 MPa). We used the truncation procedure based on the criterion = min(25 100) cm
, a truncation procedure at higher value of (1000 cm ) and a procedure without truncation, respectively. Both truncation procedures yield reduced Rosseland mean values, of the order of those associated to low pressure (see the results for =1 Pa in Fig. 2 ). This indirectly recommends the procedure without truncation, which leads to Rosseland mean values significantly higher than in the low pressure case.
The authors of [8] compared the opacity of methane computed solely from HITRAN data with opacity obtained by using a larger database, which includes the HITRAN data. Their Fig. 1 shows good agreement between the two opacities for methane opacity at 1000 K and 10 6 dyn cm −2 (0.1 MPa). The agreement is better near band centers and worse where the HITRAN data are lacking. There is a good agreement between the present Fig. 1 and Fig. 1 of [8] . Note that these authors presented a critical analysis of the existing methane opacity data and concluded that further improvements are still necessary to resolve some known problems.
The spectrum obtained by the procedure without truncation is rather similar in shape to the sample spectrum. The tail of the spectrum in Fig. 1 at large wavelengths has a slow decrease, in agreement with the sample spectrum. Also, the minimum between the peaks at 2.5 and 3.5 µm has a value near 1×10 is close to the sample spectrum.
The spectrum obtained by truncation at = min (25 100) is obviously different from the sample spectrum. The tail at large wavelength decreases rather sharply towards values as low as 1×10 The small cross section values seen in the spectrum based on = min(25 100) (as well as in the spectrum based on d=1000 cm is not recommended, because it does not lead to a spectrum similar to the sample spectrum. The truncation procedure based on d=1000 cm is not recommended, because it yields Rosseland mean opacity values comparable to those obtained for pressure values six orders of magnitude smaller. The procedure without truncation yields a spectrum similar to the sample spectrum and the Rosseland mean value for the pressure p=1.01325 MPa is four orders of magnitude larger than the Rosseland mean value for p=1 Pa, as expected. In the following we shall use the procedure without truncation.
From the view-point of computing time it is many times slower than the truncation-based procedures but it yields more reliable results. In the case of low pressure values both the procedure with and without line center movement have been used for particle cross section calculation. Fig. 2 shows the dependence of particle cross section as a function of wavelength for CH 4 and CO 2 at T =1600 K and = 1 Pa. The procedure without truncation has always been used. Two remarks follow. First, when the procedure with line centers movement is used, the spectral cross section values are unrealistically large (see (a) and (c) in Fig. 2 , for CH 4 and CO 2 , respectively). For CH 4 , these values are larger than the spectral cross section values associated with a pressure six orders of magnitude larger (i.e. =10 atm) (compare Fig. 2a with Fig. 1) . Second, the Rosseland mean opacity value is not significantly dependent on the adopted procedure (i.e. with or without line center movement). This is true for both CH 4 (cases (a) and (b) in Fig. 2 ) and CO 2 (cases (c) and (d)). The two remarks yield two important conclusions. First, the Rosseland mean opacity is less sensitive to the higher values of the spectral cross section than to the gaps in the absorption spectrum. This is in agreement with previous conclusions of [43] . Second, the procedure without line center movement is to be preferred to the procedure with line center movement, because it estimates more realistic values of the cross section per particle. The second conclusion gives indirect credit to the sampling methods, often used successfully in Rosseland mean opacity calculation. Indeed, for a given set of intensity lines and profiles, choosing a grid step leads to a grid whose points are somehow randomly distributed in respect to line centers position.
Tables of Rosseland mean opacity values
Tables with Rosseland mean opacity values were computed for the four candidate constituents of free-floating planets atmosphere. Some preparatory activities are necessary for proper employment of such tables. The independent parameters in the table and their interval of variation depend on table purposes. Two research groups produced tables of mean opacities to be used by brown dwarf and giant planet atmosphere models. One group [6] produced tables for temperatures ranging from 30000 K to 500 K with gas densities from 10 . The other group [8] used a grid of 324 pressure-temperature (P, T) pairs ranging from 75 to 4000 K and 3 x 10 −4 to 300 bar. Opacities at high pressure and low temperature or high temperature and low pressure were not computed, as such points are not reached by those models. Because of their choice of a uniform pressure-temperature grid, the data are not on a uniform mass density grid.
To design our tables we noted that for a given atmospheric gas different solvents may exist on the planet surface. The table associated to that gas should be usable with all these solvents. Therefore, the range of temperatures and pressures in the table must be suitable for that solvent with the highest critical temperature and pressure. In the present case, water is that solvent. For all gases considered in this paper, tables were prepared for pressure ranging between 1 Pa and 22.12 MPa and temperature ranging between 50 K and 647.3 K. The HITRAN database reports partition sums for temperatures higher than 70 K. For the temperature interval between 50 K and 70 K we adopted constant values for the partition sums (but the other quantities are still dependent on temperature).
Different ways of designing the incremental steps of table parameters are presented in the literature. Some authors [7] reported on Rosseland mean tables for various temperatures between 50 and 3000 K and pressures between 10
atm to 316 atm. They recommend 50 logarithmic steps for both temperature and pressure. Each table in [6] contains 75 temperature and 19 density points with logarithmic steps for a total of 1425 computations. We adopted logarithmic scales for both temperature and pressure. For temperature, the interval between 50 K and 647.3 K has been divided into logarithmic steps. For pressure, the interval between 1 Pa and 22.12x10 6 Pa has been divided into logarithmic steps. The parameters and changed from gas to gas, as described below.
Computation of a single Rosseland mean opacity value for N 2 required 7 s on a single-processor machine operating at 1. Fig. 3 illustrates the pressure-temperature domain over which we computed opacities as well as the magnitude of the Rosseland mean opacities level, for each gas considered. The Rosseland mean increases with increasing pressure, as expected. The dependence on temperature is less important, but more complicated and dependent on gas. Sometimes local minima or maxima exist as function of temperature. This is more obvious for nitrogen, ethane and methane (Fig. 3a, b and d, respectively) . Similar patterns with local minima and maxima were obtained in [8] when tables of Rosseland opacities were produced to be used for an ultracool dwarf (see their Fig. 2 ). Tabs. 4, 5, 6 and 7 provide samples of Rosseland mean opacities as a function of pressure and temperature for the four gases we considered. These tables are available in their entirety in the electronic edition of the journal.
A few recommendations follow regarding utilization of the tables. For some low temperatures and high pressures considered here, condensation may occur in the freefloating planet atmosphere. This depends on many unknown kinetic parameters and during tables production condensation has been neglected. However, a simple criterion, based on the limiting hypothesis of thermodynamic equilibrium, may be used during table utilization to decide whether the atmosphere is in a gaseous phase or not.
The general phase diagram of a substance at temperatures lower than ionization temperature is shown in Fig. 4 . At the relatively low temperatures considered in this paper, the couples of values (T , ) for a gas are placed to the right of the vaporization line (i.e. the phase-change line connecting the triple point and the critical point). The relation between pressure and temperature during vaporization may be obtained by solving the Clausius-Clapeyron equation:
where ∆ and ∆ are the change of entropy and specific volume during that phase change, respectively, while " and ' denotes the vapor and the liquid state. On the vaporization curve one may use the following approximations:
This yields:
By integration from the triple point ( T ) to an arbitrary state ( T ) on the vaporization curve one finds a nonlinear curve: In calculations, the physical properties shown in Tab. 2 may be used. A few exceptions exist, which are listed now. For CH 4 , one should use ∆ =8.6 kJ/mol instead of the value 8.17 kJ/mol shown in Tab. 2. This ensures the vaporization curve starting from the triple point reaches the critical point. When using ∆ =8.17 kJ/mol (which applies to a given vaporization temperature), the computed critical temperature is T =201 K instead of 190.6 K, which is the correct value. The value ∆ =8.6 kJ/mol may be considered as a mean vaporization enthalpy for all temperatures ranging between the triple and the critical point. For C 2 H 6 , one may use ∆ =16.5 kJ/mol instead of the value 14.7 kJ/mol shown in Tab. 2. Again, this ensures the vaporization curve starting from the triple point reaches the critical point. When using ∆ =14.7 kJ/mol (which applies to a given vaporization temperature of 184 K), the computed critical temperature is higher than 305 K, which is the correct value. When the table is used within the code of radiative transfer, the following test should be checked for each couple of values ( ,T ). For a given value of , the associated vapor- ization temperature, say T , is computed. If T > T , the atmosphere is in gaseous phase. If T < T , the atmosphere might be in liquid phase at that pressure. Of course, the validity of this procedure is questionable in far from equilibrium conditions.
Conclusions
The existence of life on free-floating planets seems to be conditioned by the existence of an optically thick atmosphere. This may ensure the long-term thermal stability of a (liquid) solvent on the surface of those planets. The opacity may be increased by increasing the mass of the atmosphere. However, there is an upper limit for the atmospheric mass, since for atmospheres that are too thick the gas pressure on the planet's surface might exceed the solidification limit of the liquid solvent (at the expected low temperatures). Not all gases allow "reasonable" large opacities under these restrictions.
The composition of the atmosphere of free-floating planets is largely a matter of speculation. No single set of observations exist. Stevenson [4] based his model on an atmosphere consisting of molecular hydrogen. The atmospheric gases considered in this paper (nitrogen, carbon dioxide, methane and ethane) may induce a higher opacity than molecular hydrogen. This list has been inspired by the terrestrial planets and giant planet satellites whose atmospheres always have a major constituent. The four gases are candidates as atmospheric constituents on freefloating planets where life might exist.
The energy transfer through the atmosphere of a life sustaining free-floating planet should be mainly through the radiative regime. The theory requires in this case the use of some spectrally averaged quantities such as the Rosseland mean opacity. In this paper we develop a procedure to prepare tables of Rosseland mean opacity values for the temperatures to be expected in the atmospheres of freefloating planets, which are lower than usually found in the literature (50 to 650 K). The tables are useful in the case that radiative transfer dominates convective transfer and the use of absorption opacity is a straightforward way to compute the energy flux in the atmosphere.
The reported results may be used directly in cases where one of the four gases analyzed here is the major constituent of the atmosphere. Because we neglect grain opacity, the computed opacity value should be regarded as a lower limit to the true opacity, which may be several orders of magnitude higher [8] . The tables are presently used by the author to study pre-requisites for life existence on free-floating planets.
The tables are equally useful in all cases when radiation is transferred through dense layers consisting of the gases considered in this paper.
