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THE PROBABILISTIC STRUCTURE OF DISCRETE
AGENT-BASED MODELS
Abstract. This paper describes a formalization of agent-based models
(ABMs) as random walks on regular graphs and relates the symmetry
group of those graphs to a coarse-graining of the ABM that is still Mar-
kovian. An ABM in which N agents can be in δ different states leads
to a Markov chain with δN states. In ABMs with a sequential update
scheme by which one agent is chosen to update its state at a time, tran-
sitions are only allowed between system configurations that differ with
respect to a single agent. This characterizes ABMs as random walks on
regular graphs. The non-trivial automorphisms of those graphs make
visible the dynamical symmetries that an ABM gives rise to because
sets of micro configurations can be interchanged without changing the
probability structure of the random walk. This allows for a systematic
loss-less reduction of the state space of the model.
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1. Introduction
Agent-based models (ABMs) are an attempt to understand how macro-
scopic regularities may emerge through processes of self-organization in sys-
tems of interacting agents. The approach is first and foremost a compu-
tational methodology and the mathematical formalization of ABMs is still
in its infancy. This is probably due to the fact that a major motivation in
the development of ABMs has been to relax a series of unrealistic assump-
tions made in other modeling frameworks just in order to keep mathemati-
cal tractability; namely, rationality, perfect information, agent homogeneity,
among others. The other side of the coin is that the focus on computer
models and algorithms makes difficult the comparison of different models
and also complicates a rigorous analysis of the model behavior. In fact, the
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problems of code verification and model comparison including the discussion
of standards for the replication of ABMs have nowadays become an area of
research in its own (see e.g., [12, 11, 9]). Many of those issues would prob-
ably be resolved with a sound mathematical formulation of an ABM. On
the other hand, it is also clear that the precise mathematical specification
of a high-dimensional system of heterogeneous interacting agents along with
their update mechanisms can be cumbersome.
Agent-based systems are dynamical systems. Typically implemented on
a computer, the time evolution is computed as an iterative process – an
algorithm – in which agents are updated according to the specified rules.
ABMs usually also involve a certain amount of stochasticity, because the
agent choice and sometimes also the choice among different behavioral op-
tions is random. This is why Markov chain theory is a good candidate for
the mathematical formalization of ABMs.
To the authors knowledge, the first systematic approach to the develop-
ment of mathematical formalism for ABMs in general is due to Laubenbacher
and co-workers. Ref. [16] reviews existing formal frameworks that have the
potential to model ABMs, such as cellular automata and finite dynamical
systems and argue for the latter as an appropriate mathematical framework.
The possibility of using Markov chains in the analysis of ABMs has been
pointed out in [13]. The main idea is to consider all possible configurations
of the agent system as the state space Σ of a huge Markov chain. While
Ref. [13] mainly relies on numerical computations to estimate the stochastic
transition matrices of the models, we have shown how to derive explicitly the
transition probabilities Pˆ in terms of the update function u and a probabil-
ity distribution ω accounting for the stochastic parts in the model ([3, 4]).
From general ABM to a particular class of models we refer to as single-step
dynamics, this paper discusses in detail how to derive a microscopic Markov
chain description (micro chain). It turns out that ABMs with a sequential
update scheme can be conceived as random walks on regular graphs.
This, in turn, hints at the possibility of reducing the state space of the
microscopic Markov chain by exploiting systematically the dynamical sym-
metries that an ABM gives rise to. Namely, the existence of non-trivial
automorphisms of the micro chain tells us that certain sets of micro configu-
rations can be interchanged without changing the probability structure of the
random walk. These sets of micro states can be aggregated or lumped into
a single macro state and the resulting macro-level process is still a Markov
chain. In Markov chain theory, such a state space reduction by which no
information about the dynamical behavior is lost is known as lumpability
[6, 20, 14, 19, 5, 10].
Throughout the paper we use the Voter Model (VM from now on) as a
simple paradigmatic example ([15, 7], among many others). In the VM,
agents can adopt two different states, which we may denote as white  and
black . The attribute could account for the opinion of an agent regarding
a certain issue, its approval or disapproval regarding certain attitudes. In an
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economic context  and  could encode two different behavioral strategies,
or, in a biological context, the occurrence of mutants in a population of
individuals. The iteration process implemented by the VM is very simple.
At each time step, an agent i is chosen at random along with one of its
neighboring agents j and one of them imitates the state of the other (by
convention we assume the first to imitate the second). In the long run, the
model leads to a configuration in which all agents have adopted the same
state (either  or ). In the context of biological evolution, this has been
related to the fixation or extinction of a mutant in a population. The VM
has also been interpreted as a simplistic form of a social influence process by
which a shared convention is established in the entire population.
This paper is organized as follows. In Section 2, we discuss the general
structure of ABMs in form of a graph of the possible model transitions.
Markovianity of the ABM process on the graph can be established by a so–
called random mapping representation (Section 3). In Section 4 a class of
models giving rise to single-step dynamics and therefore to random walks on
regular graphs is discussed. Section 5 relates the symmetries in those graphs
to partitions of the micro process with respect to which the chain is lumpable
and Section 6 illustrates this at the example of a single-step model with N
agents that can be in three different states. We summarize these results in
Section 7.
2. The Grammar of an ABM
Let us consider an abstract ABM with finite configuration space Σ = SN
(meaning that there are N agents with attributes xi ∈ S). Any iteration of
the model (any run of the ABM algorithm) maps a configuration x ∈ Σ to
another configuration y ∈ Σ. In general, the case that no agent changes such
that x = y is also possible. Let us denote such a mapping by Fz : Σ → Σ
and denote the set of all possible mappings by F . Notice that any element
of F can be seen as a word of length |Σ| over an |Σ|-ary alphabet, and there
are |Σ||Σ| such words [8]:3.
Any Fz ∈ F induces a directed graph (Σ, Fz) the nodes of which are the
elements in Σ (i.e., the agent configurations) and edges the set of ordered
pairs (x, Fz(x)),∀x ∈ Σ. Such a graph is called functional graph of Fz
because it displays the functional relations of the map Fz on Σ. That is, it
represents the logical paths induced by Fz on the space of configurations for
any initial configuration x.
Each iteration of an ABM can be thought of as a stochastic choice out
of a set of deterministic options. For an ABM in a certain configuration
x, there are usually several options (several y) to which the algorithm may
lead with a well-defined probability (see Fig. 1). Therefore, in an ABM, the
transitions between the different configurations x,y, . . . ∈ Σ are not defined
by one single map Fz, but there is rather a subset FZ ⊂ F of maps out
of which one map is chosen at each time step with a certain probability.
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Let us assume we know all the mappings FZ = {F1, . . . , Fz , . . . , Fn} that
are realized by the ABM of our interest. With this, we are able to define
a functional graph representation by (Σ,FZ) which takes as the nodes all
elements of Σ (all agent configurations) and an arc (x,y) exists if there is at
least one Fz ∈ FZ such that Fz(x) = y. This graph defines the »grammar«
of the system for it displays all the logically possible transitions between any
pair of configurations of the model.
Consider the VM with three agents as an example. In the VM agents have
two possible states (S = {,}) and the configuration space for a model of
three agents is Σ = {,}3. In the iteration process, one agent i is chosen
at random along with one of its neighbors j and agent i imitates the state
of j. This means that yi = xj after the interaction event. Notice that once
an agent pair (i, j) is chosen the update is defined by a deterministic map
u : S2 → S. Stochasticity enters first because of the random choice of i and
second through the random choice of one agent in the neighborhood. Let us
look at an example with three agents in the configuration x = (). If
the first agent is chosen (i = 1 and x1 = ) then this agent will certainly
change state to y1 =  because it will in any case meet a black agent.
For the second and the third agent (i = 2 or i = 3) the update result
depends on whether one or the other neighbor is chosen because they are in
different states. Noteworthy, different agent choices may lead to the same
configuration. Here, this is the case if the agent pair (2, 3) or (3, 2) is chosen
in which case the agent (2 or 3) does not change its state because x2 = x3.
Therefore we have y = x and there are two paths realizing that transition.
(□ ■ ■)
(□ ■ □)
(□ ■ ■)
(□ □ ■)
x
=
(■ ■ ■)
Figure 1. Possible paths from configuration x = () in
a small VM of three agents.
In practice, the explicit construction of the entire functional graph may
rapidly become a tedious task due to the huge dimension of the configuration
space and the fact that one needs to check if Fz(x) = y for each mapping
Fz ∈ FZ and all pairs of configurations x,y. On the other hand, the main
interest here is a theoretical one, because, as a matter of fact, a representation
as a functional graph of the form Γ = (Σ,FZ) exists for any model that comes
in form of an iterated computer algorithm. It is therefore a quite general
way of formalizing ABMs and, as we will see in the sequel, it allows under
some conditions to verify the Markovianity of the models at the micro level.
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3. From Functional Graphs to Markov Chains
A functional graph Γ = (Σ,FZ) defines the »grammar« of an ABM in the
sense that it shows all possible transitions enabled by the model. It is the
first essential step in the construction of the Markov chain associated with
the ABM at the micro level because there is a non-zero transition probability
only if there is an arrow in the functional graph. Consequently, all that is
missing for a Markov chain description is the computation of the respective
transition probabilities.
For a class of models, including the VM, this is relatively simple because
we can derive a random mapping representation [17]:6/7 directly from the
ABM rules. Namely, if Fz1 , Fz2 , . . . is a sequence of independent random
maps, each having the same distribution ω, and S0 ∈ Σ has distribution µ0,
then the sequence S0, S1, . . . defined by
(1) St = Fzt(St−1), t ≥ 1
is a Markov chain on Σ with transition matrix Pˆ :
(2) Pˆ (x,y) = Prω[z, Fz(x) = y];x,y ∈ Σ.
Conversely [17], any Markov chain has a random map representation (RMR).
Therefore, in that case, (1) and (2) may be taken as an equivalent definition
of a Markov chain. This is particularly useful in our case, because it shows
that an ABM which can be described as above is, from a mathematical point
of view, a Markov chain. This includes several models described in [13].
For general ABMs the explicit construction of a RMR can be cumbersome
because it requires the dissection of stochastic and deterministic elements of
the iteration procedure of the model. In the VM, this separation is clear-
cut and therefore a RMR is obtained easily. In the VM, the random part
consists of the choice of two connected agents (i, j). Once this choice is
made we know that yi = xj by the interaction rule. This is sufficient to
derive the »grammar« of the VM, because we need only to check one by
one for all possible choices (i, j) which transitions this choice induces on the
configuration space. For a system of three agents, with all agents connected
to the other two, the set of functions FZ = {F1, . . . , Fz , . . . , Fn} is specified
in Table 1. Notice that with three agents, there are 8 possible configurations
indexed here by a, b, . . . , h. Moreover, there are 6 possible choices for (i, j)
such that FZ consists of n = 6 mappings.
Each row of the table represents a mapping Fz : Σ → Σ by listing to
which configuration y the respective map takes the configurations a to h.
The first row, to make an example, represents the choice of the agent pair
(1, 2). The changes this choice induces depend on the actual agent configu-
ration x. Namely, for any x with x1 = x2 we have F1(x) = F(1,2)(x) = x. So
the configurations a, b, g, h are not changed by F(1,2). For the other configu-
rations it is easy to see that () → () (c → g), () → ()
(d→ a), ()→ () (e→ h), and ()→ () (f → b). Notice
that the two configurations () and () with all agents equal are not
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z (i, j) a b c d e f g h
       
1 (1, 2) a b g a h b g h
2 (1, 3) a f c a h f c h
3 (2, 1) a b a g b h g h
4 (3, 1) a a c f c f h h
5 (2, 3) a e a d e h d h
6 (3, 2) a a e d e d h h
Table 1. FZ for the VM with three agents.
changed by any map and correspond therefore to the final configurations of
the VM.
In the RMR, we can use the possible agent choices (i, j) in Table 1 di-
rectly to index the collection of maps F(i,j) ∈ FZ . We denote as ω(i, j) the
probability of choosing the agent pair (i, j) which corresponds to choosing
the map F(i,j). It is clear that we can proceed in this way in all models where
the stochastic part concerns only the choice of agents. Then, the distribution
ω is independent of the current system configuration and the same for all
times (ω(zt) = ω(z)). In this case, we obtain for the transition probabilities
(3) Pˆ (x,y) = Prω[(i, j), F(i,j)(x) = y] =
∑
(i,j):
F(i,j)(x)=y
ω(i, j).
That is, the probability of transition from x to y is the conjoint probability∑
ω(i, j) of choosing an agent pair (i, j) such that the corresponding map
takes x to y (i.e., F(i,j)(x) = y).
4. Single-Step Dynamics and Random Walks on Regular Graphs
In the sequel, we focus on a class of models which we refer to as single-step
dynamics. They are characterized by the fact that only one agent changes
at a time step. Notice that this is very often the case in ABMs with a
sequential update scheme and that sequential update is, as a matter of fact,
the most typical iteration scheme in ABMs. In terms of the »grammar«
of these models, this means that non-zero transition probabilities are only
possible between system configuration that differ in at most one position.
And this gives rise to random walks on regular graphs.
Consider a set of N agents each one characterized by individual attributes
xi that are taken in a finite list of possibilities S = {1, . . . , δ}. In this case,
the space of possible agent configurations is Σ = SN . Consider further a
deterministic update function u : Sr × Λ → S which takes configuration
x ∈ Σ at time t to configuration y ∈ Σ at t+ 1 by
(4) yi = u(xi, xj , . . . , xk, λ).
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To go from one time step to the other in agent systems, usually, an agent i is
chosen first to perform a step. The decision of i then depends on its current
state (xi) and the attributes of its neighbors (xj , . . . , xk). The finite set Λ
accounts for a possible stochastic part in the update mechanism such that
different behavioral options are implemented by different update functions
u(. . . , λ1), u(. . . , λ2) etc. Notice that for the case in which the attributes
of the agents (xi, xj , . . . , xk) uniquely determine the agent decision we have
u : Sr → S which strongly resembles the update rules implemented in cellular
automata (CA).
As opposed to classical CA, however, a sequential update scheme is used
in the class of models considered here. In the iteration process, first, a
random choice of agents along with a λ to index the possible behavioral
options is performed with probability ω(i, j, . . . , k, λ). This is followed by
the application of the update function which leads to the new state of agent
i by Eq. (4).
Due to the sequential application of an update rule of the form u : Sr ×
Λ→ S only one agent (namely agent i) changes at a time so that all elements
in x and y are equal except that element which corresponds to the agent that
was updated during the step from x to y. Therefore, xj = yj,∀j 6= i and
xi 6= yi. We call x and y adjacent and denote this by x
i
∼ y.
It is then also clear that a transition from x to y is possible if x ∼ y.
Therefore, the adjacency relation ∼ defines the »grammar« ΓSSD of the
entire class of single-step models. Namely, the existence of a map Fz that
takes x to y, y = Fz(x), implies that x
i
∼ y for some i ∈ {1, . . . , N}. This
means that any ABM that belongs to the class of single-step models performs
a walk on ΓSSD or on a subgraph of it.
Let us briefly consider the structure of the graph ΓSSD associated to the
entire class of single-step models. From x
i
∼ y for i = 1, . . . , N we know that
for any x, there are (δ−1)N different vectors y which differ from x in a single
position, where δ is the number of possible agent attributes. Therefore, ΓSSD
is a regular graph with degree (δ− 1)N +1, because in our case, the system
may loop by yi = xi. As a matter of fact, our definition of adjacency as
»different in one position of the configuration« is precisely the definition of
so-called Hamming graphs which tells us that ΓSSD = H(N, δ) (with loops).
In the case of the VM, where δ = 2 we find H(N, 2) which corresponds to
the N -dimensional hypercube.
As before, the transition probability matrix of the micro chain is denoted
by Pˆ with Pˆ (x,y) being the probability for the transition from x to y.
The previous considerations tell us that non-zero transition probabilities can
exist only between two configurations that are linked in H(N, δ) plus the
loop (Pˆ (x,x)). Therefore, each row of Pˆ contains no more than (δ−1)N +1
non-zero entries. In the computation of Pˆ we concentrate on pairs of adjacent
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configurations. For x
i
∼ y with xi 6= yi we have
(5) Pˆ (x,y) =
∑
(i,j,...,k,λ):
yi=u(xi,xj ,...,xk,λ)
ω(i, j, . . . , k, λ)
which is the conjoint probability to choose agents and a rule (i, j, . . . , k, λ)
such that the ith agent changes its attribute by yi = u(xi, xj, . . . , xk, λ). For
the probability that the model remains in x, Pˆ (x,x), we have
(6) Pˆ (x,x) = 1−
∑
y∼x
Pˆ (x,y).
Eq. (5) makes visible that the probability distribution ω plays the crucial
role in the computation of the elements of Pˆ , a fact that has been exploited
in Ref. [2].
5. Graph Symmetries and Markov Chain Aggregation
Markov chain aggregation concerns the question of what happens when
the micro-level process – defined by the micro chain (Σ, Pˆ ) – is projected
onto a coarser partition of the state spaceΣ. Such a situation naturally arises
if the ABM is observed not at the micro level of Σ, but rather in terms of a
measure φ on Σ by which all configuration in Σ that give rise to the same
measurement are mapped into the same macro state, say Xk ∈ X. The
first important question then concerns the lumpability of the micro chain
with respect to the partition X. In the case of lumpability, the resulting
macro-level process is still a Markov chain and the transition rates P can be
obtained in a relatively simple way from the microscopic transition matrix
Pˆ . Fig. 2 illustrates such a projection construction.
x y
X
k
X
l
ϕ
(x
) 
=
 k
ϕ
(y
) 
=
 l
micro configuration
at time t
micro configuration
at time t+1
macro state
at time t
macro state
at time t+1
z
X
m
ϕ
(z
) 
=
 m
micro configuration
at time t+2
macro state
at time t+2
ˆP
P
ˆP
P
lumpability? lumpability?
Figure 2. A micro process (x,y, z ∈ Σ) is observed (φ) at a
higher level and this observation defines another macro level
process (Xk,Xl,Xm ∈ X). The micro process is a Markov
chain with transition matrix Pˆ . The macro process is a
Markov chain (with P ) only in the case of lumpability.
Necessary and sufficient conditions for lumpability are provided by Thm.
6.3.2 in [14]. Let us denote by pˆxY the conjoint probability for x to go to
THE PROBABILISTIC STRUCTURE OF DISCRETE AGENT-BASED MODELS 9
elements y ∈ Y where Y ⊆ Σ is a subset of the configuration space. Thm.
6.3.2 in [14] states that a Markov chain (Pˆ ,Σ) is lumpable with respect to
a partition X = (X1, . . . ,XP ) if for every two subsets Xk and Xl the sum
pˆxXl =
∑
y∈Xl
pˆxy is equal for all x ∈ Xk. Moreover, these common values
form the transition probabilities P (Xk,Xl) for a new chain (P,X).
Since ABM micro chains can be seen as random walks on regular graphs,
it is convenient to provide lumpability conditions in form of the symmetry
structure of the micro chain. Let us restate the respective result (previously
introduced in a similar form in [3], Prop. 3.1):
Theorem 5.1. Let (Σ, Pˆ) be a Markov chain and x,y elements of Σ. Con-
sider a partition X of Σ and along with X a transformation group G acting
on Σ that generates X. (That is, the orbits of G on Σ construct X.) If the
Markov transition probability Pˆ is symmetric with respect to G,
(7) Pˆ (x,y) = Pˆ (σˆ(x), σˆ(y)) : ∀σˆ ∈ G,
the partition X = (X1, . . . ,Xn) is (strongly) lumpable.
Proof. For the proof it is sufficient to show that any two configurations x
and x′ with x′ = σˆ(x) satisfy
(8) pˆxY =
∑
y∈Y
Pˆ (x,y) =
∑
y∈Y
Pˆ (x′,y) = pˆx′Y
for all Y ∈ X. Consider any two subsets X,Y ∈ X and take x ∈ X. Because
G preserves the partition it is true that x′ ∈ X. Now we have to show that
Eq. (8) holds. First the probability for x′ = σˆ(x) to go to an element y ∈ Y
is
(9) pˆσˆ(x)Y =
∑
y∈Y
Pˆ (σˆ(x),y).
Because the σˆ are bijections and preserve X we have σˆ(Y ) = Y and there is
for every y ∈ Y exactly one σˆ(y) ∈ Y . Therefore we can substitute
(10) pˆσˆ(x)Y =
∑
y∈Y
Pˆ (σˆ(x), σˆ(y)) =
∑
y∈Y
Pˆ (x,y) = pˆxY ,
where the second equality comes by the symmetry condition (7) that Pˆ (x,y) =
Pˆ (σˆ(x), σˆ(y)). 
The usefulness of the lumpability conditions stated in Thm. 5.1 becomes
apparent recalling that ABMs can be seen as random walks on regular graphs
defined by the functional graph or »grammar« of the model Γ = (Σ,FZ).
The full specification of the micro process (Σ, Pˆ ) is obtained by assigning
transition probabilities to the connections in Γ and we can interpret this as a
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weighted graph. The regularities of (Σ, Pˆ ) are captured by a number of non-
trivial automorphisms which, in the case of ABMs, reflect the symmetries of
the models.
In fact, Thm. 5.1 allows to systematically exploit the symmetries of an
agent model in the construction of partitions with respect to which the micro
chain is lumpable. Namely, the symmetry requirement in Thm. 5.1, that is,
Eq. (7), corresponds precisely to the usual definition of automorphisms of
(Σ, Pˆ ). The set of all permutations σˆ that satisfy (7) corresponds then to
the automorphism group of (Σ, Pˆ ).
Lemma 5.2. Let G be the automorphism group of the micro chain (Σ, Pˆ ).
The orbits of G define a lumpable partition X such that every pair of micro
configurations x,x′ ∈ Σ for which ∃σˆ ∈ G such that x′ = σˆ(x) belong to the
same subset Xi ∈ X.
Remark 5.1. Lemma 5.2 actually applies to any G that is a proper subgroup
of the automorphism group of (Σ, Pˆ ). The basic requirement for such a subset
G to be a group is that be closed under the group operation which establishes
that σˆ(Xi) = Xi. With the closure property, it is easy that any such subgroup
G defines a lumpable partition in the sense of Thm. 5.1.
6. Groups of Automorphisms, Macro Chains and System
Properties
In this section we illustrate the previous ideas at the example of three state
single-step dynamics. Consider a system of N agents each one characterized
by an attribute xi ∈ {a, b, c}, that is δ = 3. As discussed in Section 4, the
corresponding graph Γ encoding all the possible transitions is the Hamming
graph H(N, 3). The nodes x,y in H(N, 3) correspond to all possible agent
combinations and are written as vectors x = (x1, . . . , xN ) with symbols xi ∈
{a, b, c}. The automorphism group of H(N, 3) is composed of two groups
generated by operations changing the order of elements in the vector (agent
permutations) and by permutations acting on the set of symbols S = {a, b, c}
(agent attributes). Namely, it is given by the direct product
(11) Aut(H(N, δ)) = SN ⊗ Sδ
of the symmetric group SN acting on the agents and the group Sδ acting on
the agent attributes.
Let us first look at a very small system of N = 2 agents and δ = 3 states.
The corresponding microscopic structure – the graph H(2, 3) – is shown on
the l.h.s. of Fig. 3. It also illustrates the action of SN on the x,y ∈ Σ,
that is, the bijection induced on the configuration space by permuting the
agent labels. Noteworthy, in the case of N = 2 there is only one alternative
ordering of agents denoted here as σˆω(x) which takes (x1, x2)
σˆω←→ (x2, x1).
The respective group SN=2 therefore induces a partition in which all config-
urations x,y with the same number of attributes a, b, c are lumped into the
same set, which we may denote as X〈ka,kb,kc〉. See r.h.s. of Fig. 3.
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aa
bb
cc
ba
ab
acca
cb
bc
ka=1
kb=1
ka=1
kb=0
ka=0
kb=1
aa
bb
cc
σωˆσωˆ
σωˆ
σωˆ
Figure 3. H(2, 3) and the reduction induced by SN .
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Figure 4. Transition structure (l.h.s) and state topology
(r.h.s) of the VM with three attributes for N = 8.
More generally in the case ofN agents and δ agent attributes the group SN
induces a partition of the configuration space Σ by which all configurations
with the same attribute frequencies are collected in the same macro set.
Let us define Ns(x) to be the number of agents in the configuration x with
attribute s, s = 1, . . . , δ, and then X〈k1,k2,...,kδ〉 ⊂ Σ as
X〈k1,...,ks,...,kδ〉 =
{
x ∈ Σ : N1(x) = k1, . . . , Ns(x) = ks, . . .
. . . , Nδ(x) = kδ and
δ∑
s=1
ks = N
}
.
(12)
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Each X〈k1,k2,...,kδ〉 contains all the configurations x in which exactly ks agents
hold attribute s for any s. We use the notation 〈k1, k2, . . . , kδ〉 to indicate
that
∑δ
s=1 ks = N . Therefore, the reduced state space is organized as a
δ-simplex lattice, see Fig. 4.
For a model with N = 8 and δ = 3 the resulting reduced state space is
shown in Fig. 4. The transition structure depicted in Fig. 4 corresponds to
the VM. The number of a, b and c agents is denoted by (respectively) k, l
and m so that X = {X〈k,l,m〉 : 0 ≤ k, l,m ≤ N, k+ l+m = N}. The number
of states for a system with N agents is S =
∑N
i=0(i+ 1) =
(N+1)(N+2)
2 .
For Voter-like models – used, for instance, as models of opinion and social
dynamics – it is not unusual to study the dynamical behavior by looking at
the time evolution of the respective attribute frequencies. It is important to
notice, however, that the resulting partition is lumpable only if the transition
matrix Pˆ is symmetric with respect to the action of SN on Σ, namely if
Thm. 5.1 holds for SN . We have shown in [3] that this is only true for
homogeneous mixing and the case of inhomogeneous interaction topologies
is discussed in [2].
aa
bb
cc
ba
ab
acca
cb
bc
σˆδ1
bb
xb bx
xx
σˆδ2
yy
xy yx
σˆδ1
σˆδ1
σˆδ1
Figure 5. H(2, 3) and the reductions induced by Sδ.
Let us now consider Sδ. On the l.h.s. of Fig. 5 the graph H(2, 3) is shown
along with the bijections on it induced by permutation of attributes a and c,
abc
σˆδ1←→ cba). Effectively, this corresponds to the situation of looking at »one
attribute (b) against the other two (x = a ∪ c)«. Noteworthy, taking that
perspective (see graph in the middle of Fig. 5) corresponds to a reduction of
H(2, 3) to H(2, 2) or, more generally, of H(N, 3) to the hypercube H(N, 2).
This means that, under the assumption of symmetric agent rules with respect
to the attributes, single-step models with δ states are reducible to the binary
case.
Moreover, even the binary case allows for further reduction (see r.h.s. of
Fig. 5). Namely, assuming the additional symmetry bx
σˆδ2←→ xb) correspond-
ing in a binary setting to the simultaneous flip of all agent states xi → x¯i,∀i.
The VM is a nice example in which independent of the interaction topology,
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Pˆ (x,y) = Pˆ (x¯, y¯). This reduces the state space to one half of H(N, 2),
which we shall denote as H1/2(N, 2).
H(N,3)
H(N,2)
H
1/2
(N,2)
 >
< >
<
 >
<
<
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<
 >
<
 >
<< <
>>
<
<
 >
X
0
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1
X
k-1
X
k
X
k+1
X
N
X
N-1
Y
0
Y
1
Y
N/2-1 YN/2
σωˆ
σωˆ
σωˆ
σˆδ1
σˆδ2
σˆδ1
σˆδ2
Figure 6. Different levels of description are associated to
different symmetry groups of H(N, 3).
The most interesting reductions can be reached by the combination of SN
and Sδ. Fig. 6 shows possible combinations and the resulting macroscopic
state spaces starting from H(N, 3). For instance, partitioning H(N, 3) by
using the set of agent permutations SN leads to state space organized as a
triangular lattice (see also Fig. 4). Lumpability of the micro process (Σ, Pˆ )
on H(N, 3) with respect to this state space rests upon the symmetry of the
agent interaction probabilities with respect to all agent permutations ([2], see
[1] for a discussion of the non-lumpable case). From the triangular structure
shown on the upper right in Fig. 6, a further reduction ca be obtained by
taking into account the symmetry of the interaction rules with respect to (at
least) one pair of attributes, which we have denoted as σˆδ1 . The resulting
macro process on X = (X0, . . . ,XN ) is a random walk on the line with
N + 1 states, known as Moran process for the VM interaction (after [18]).
In a binary setting, the macro states Xk collect all micro configurations
with k agents in state  (and therefore N − k agents in ). Notice that
a Markov projection to the Moran process is possible also for δ > 3 if the
micro process is symmetric with respect to permutations of (at least) δ − 1
attributes. The group of transformations associated to this partition may be
written as SN ⊗ Sδ−1 ⊂ Aut(H(N, δ)).
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The reduction obtained by using the full automorphism group of H(N, 3)
is shown on the bottom of Fig. 6. With respect to the Moran process on
X = (X0, . . . ,XN ), it means that the pairs {Xk,X(N−k)} are lumped into
the same state Yk. This can be done if we have for any k, P (Xk,Xk±1) =
P (X(N−k),X(N−k)∓1). As a matter of fact, this description still captures the
number of agents in the same state, but now information about in which
state they are is omitted. This is only possible (lumpable) if the model
implements completely symmetric interaction rules.
7. Summary
This paper analyses the probabilistic structure of a class of agent-based
models (ABMs). In an ABM in which N agents can be in δ different states
there are δN possible agent configurations and each iteration of the model
takes one configuration into another one. It is therefore convenient to con-
ceive of the agent configurations as the nodes of a huge directed graph and
to link two configurations x,y whenever the application of the ABM rules
to x may lead to y in one step. If a model operates with a sequential update
scheme by which one agent is chosen to update its state at a time, transitions
are only allowed between system configurations that differ with respect to a
single element (agent). The graph associated to those single-step models is
the Hamming graph H(N, δ).
The fact that a single-step ABM corresponds to a random walk on a reg-
ular graph allows for a systematic study of the symmetries in the dynamical
structure of an ABM. Namely, the existence of non-trivial automorphisms of
the ABM micro chain tells us that certain sets of agent configurations can be
interchanged without changing the probability structure of the random walk.
These sets of micro states can be aggregated or lumped into a single macro
state and the resulting macro-level process is still a Markov chain. If the
microscopic rules are symmetric with respect agent (SN ) and attribute (Sδ)
permutations the full automorphism group of H(N, δ) is realized and allows
for a reduction from δN micro to around N/2 macro states. Moreover, dif-
ferent combinations of subgroups of automorphisms and the reductions they
imply are rather meaningful in terms of observables and system properties.
Notice finally that other update schemes (beyond single-step dynamics) –
even the case of synchronous update1 – do not necessarily affect the symme-
tries of the micro process. The described approach may be applied to these
cases as well. Extending the framework to models with continuous agent
attributes is another challenging issue to be addressed by future work.
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