Abstract. For an elliptic curve E over a number field K, one consequence of the Birch and Swinnerton-Dyer conjecture is the parity conjecture: the global root number matches the parity of the Mordell-Weil rank. Assuming finiteness of XpE{Kqrp 8 s for a prime p this is equivalent to the p-parity conjecture: the global root number matches the parity of the Zp-corank of the p 8 -Selmer group. We complete the proof of the p-parity conjecture for elliptic curves that have a p-isogeny for p ą 3 (the cases p ď 3 were known). T. and V. Dokchitser have showed this in the case when E has semistable reduction at all places above p by establishing respective cases of a conjectural formula for the local root number. We remove the restrictions on reduction types by proving their formula in the remaining cases. We apply our result to show that the p-parity conjecture holds for every E with complex multiplication defined over K. Consequently, if for such an elliptic curve XpE{Kqrp 8 s is infinite, it must contain pQp{Zpq 2 .
Introduction
If E is an elliptic curve defined over a number field K, its completed L-series is conjectured to have a holomorphic continuation ΛpE{K, sq to the whole complex plane, and to satisfy a functional equation
ΛpE{K, 2´sq " wpE{KqΛpE{K, sq.
(1) Here wpE{Kq P t˘1u is the global root number of E{K. It can be given a definition independent of (1) as the product wpE{Kq "
of local root numbers wpE{K v q P t˘1u (here K v is the completion of K at v), with wpE{K v q defined as the root number of the Weil-Deligne representation associated to E{K v if v 8, and wpE{K v q "´1 if v | 8 (cf., for instance, [Roh94] ).
Granting holomorphic continuation of ΛpE{K, sq, the Birch and Swinnerton-Dyer conjecture (BSD) predicts that ord s"1 ΛpE{K, sq " rk EpKq, (3) where rk EpKq :" dim Q EpKq b Q is the Mordell-Weil rank of E{K. Combining (1) and (3) one gets Conjecture 1.1 (Parity conjecture). p´1q rk EpKq " wpE{Kq.
The parity conjecture is more approachable than BSD, and Tim and Vladimir Dokchitser have showed [DD11, Theorem 1.2] that it holds if one assumes that the 2-and 3-primary parts of the Shafarevich-Tate group XpE{KpEr2sqq are finite (KpEr2sq is the smallest extension of K over which the 2-torsion of E is rational).
If one hopes for unconditional results, one is led to consider the p 8 -Selmer rank rk p pE{Kq instead of rk EpKq for each prime p. To define it one takes the exact sequence
and lets rk p pE{Kq :" dim Qp Hom Zp plim Ý Ñ Sel p n pE{Kq, Q p {Z p q b Zp Q p be the Z p -corank of the pprimary torsion abelian group lim Ý Ñ Sel p n pE{Kq. From (4) one gets rk p pE{Kq " rk EpKq`r p pE{Kq,
where r p pE{Kq is the Z p -corank of XpE{Kqrp 8 s (equivalently, r p pE{Kq " the number of copies of Q p {Z p in XpE{Kqrp 8 s). Since XpE{Kq is conjectured to be finite [Tat74, Conjecture 1] (to the effect that r p " 0), Conjecture 1.1 leads to Conjecture 1.2 (p-parity conjecture). p´1q rkppE{Kq " wpE{Kq.
The p-parity conjecture is known if K " Q thanks to the work of Nekovář [Nek06, §0 .17], Kim [Kim07] , and T. and V. Dokchitser [DD10, Theorem 1.4], and also if K is totally real excluding some cases of potential complex multiplication [Nek09] , [Nek13, Theorem A], [Nek14, 5.12 ]. Over arbitrary K and for arbitrary p the following theorem of T. and V. Dokchitser is the most general result currently known (one can weaken the assumptions on reduction types above p somewhat, see Theorem 1.16).
Theorem 1.3 ([DD08, Theorem 2], [DD11, Corollary 5.8])
. The p-parity conjecture holds for E{K provided that E has a p-isogeny (defined over K) and either p ď 3 or E has semistable reduction at all places of K above p.
The main goal of this paper is to remove the semistable hypothesis in Theorem 1.3. Namely, we complete the proof of the following result.
Theorem 1.4 ( §1.13, §2.20, §2.21, and Theorem 5.26). The p-parity conjecture holds for E{K provided that E has a p-isogeny.
In fact, both the global root number and the parity of the p 8 -Selmer rank do not change in an odd degree Galois extension [DD09, Proposition A.2 (3)], so this gives a slightly stronger Theorem 1.4 1 . The p-parity conjecture holds for E{K provided that E acquires a p-isogeny over an odd degree Galois extension of K.
Since rk EpKq " rk p pE{Kq is equivalent to finiteness of XpE{Kqrp 8 s, from Theorem 1.4 1 we get Corollary 1.5. The parity conjecture holds for E{K provided that E acquires a p-isogeny over an odd degree Galois extension of K and XpE{Kqrp 8 s is finite.
Implications for elliptic curves with complex multiplication I thank Karl Rubin for pointing out to me that one corollary of Theorem 1.4 is Theorem 1.6 (Theorem 6.4). Let E be an elliptic curve defined over a number field K, and suppose that End K E ‰ Z, i.e., that E has complex multiplication defined over K. Then the p-parity conjecture holds for E{K for every prime p.
Remark 1.7. If E is an elliptic curve over a totally real field L with complex multiplication (necessarily defined over a non-trivial extension of L), the p-parity conjecture for E{L has been established by Nekovář [Nek13, Theorem A] in the cases where 2 rL : Qs or p splits in pEnd L EqbQ.
If E{K is as in Theorem 1.6, then F :" pEnd K Eq b Q is an imaginary quadratic field and EpKq b Q is an F -vector space. Consequently, rk EpKq " dim Q EpKq b Q is even. This is half of Theorem 1.8 (Proposition 6.3). If E has complex multiplication defined over K, then the parity conjecture holds for E{K. More precisely, rk EpKq is even and wpE{Kq " 1.
Since wpE{Kq " 1, Theorem 1.6 tells us that rk p pE{Kq is even. Therefore, from (5) we obtain that r p pE{Kq is even as well. Concerning the conjectural finiteness of XpE{Kq, this gives Theorem 1.9. If E has complex multiplication defined over K and XpE{Kqrp 8 s is infinite, then XpE{Kqrp 8 s contains pQ p {Z p q 2 .
If XpE{Kq div denotes the divisible part of the Shafarevich-Tate group
XpE{Kq -XpE{Kq div ' pXpE{Kq{XpE{Kq div q , then from the Cassels-Tate pairing [Cas62] one knows that dim Fp pXpE{Kq{XpE{Kq div qrps is even. As dim Fp XpE{Kq div rps " r p pE{Kq, we obtain Theorem 1.10. If E has complex multiplication defined over K, then dim Fp XpE{Kqrps is even. The strategy of proof of Theorem 1.4
It is known (see §1.13) that a conjectural formula of T. and V. Dokchitser (Conjecture 1.12) for the local root number implies Theorem 1.4 if p ą 2. In fact, Theorem 1.3 was proved in [DD08] and [DD11, §5] for p ě 3 by establishing appropriate cases of this formula (recalled in §2). We introduce it after the following preparations.
1.11. The setup. Let K v (to be renamed K from §2.1 on) be a local field of characteristic 0 and let E{K v be an elliptic curve with a (K v -rational) isogeny E φ Ý Ñ E 1 of prime degree p ě 3. Let ψ : GalpK v {K v q Ñ AutpErφsq -Fp be the character giving the Galois action on the kernel Erφs of the isogeny and let K v,ψ " K v pErφsq be the fixed field of ker ψ. We denote by φ v : EpK v q Ñ E 1 pK v q the map on K v -points induced by φ and note that the long exact cohomology sequence for φ tells us that # coker φ v is finite. Thus it is legitimate to set
where ord p a is the p-adic valuation of a P Qˆ. Denoting by pψ,´1q v the Artin symbol defined by . For p ą 3, the p-parity conjecture holds for E{K if E has a (K-rational) p-isogeny, and if at each place v above p one of the following is true:
(a) E has potentially good ordinary reduction at v, (b) E has potentially multiplicative reduction at v, or (c) E achieves good supersingular reduction after a finite abelian extension of K v .
We make essential use of both the results and the methods of Coates, Fukaya, Kato, and Sujatha in §5 to settle Conjecture 1.12 in the case of a place v|p of additive reduction of Kodaira type III or III˚. In all other cases the proof is independent of Theorem 1.16.
1.17. The contents of the paper. In §2 we recall known cases of Conjecture 1.12 and indicate how Theorem 1.4 was proved by T. and V. Dokchitser if p ď 3 (see § §2.20-2.21). We prove in §3 that the p-isogeny conjecture is compatible with making a quadratic twist. The work of §3 is used in §4, where we settle all the remaining cases of Conjecture 1.12 except those of Kodaira types III or III˚. These are taken up in §5 where we make use of the results and methods of Coates, Fukaya, Kato, and Sujatha to finish our proof. In §6 we prove Theorems 1.6 and 1.8 that concern elliptic curves with complex multiplication.
Conventions.
(See also §2.1 for a notational setup that is valid from §2 on.) Whenever we work with algebraic extensions of a (global or local) field K, they are implicitly assumed to lie inside a fixed separable closure K of K. Given a global field K and a place v, we implicitly fix an embedding K ãÑ K v and get the corresponding inclusion of a decomposition group GalpK v {K v q ãÑ GalpK{Kq. For a finite flat group scheme (such as Erφs) over a field K of characteristic 0, we confuse it with its associated Galois representation (such as ErφspKq) whenever it is convenient to do so. If E is an elliptic curve over a field K, we sometimes write E{K to emphasize the base; if L{K is a field extension, then E{L denotes the corresponding base change EˆS pec K Spec L. We also make use of the subscript notation to denote base change: for instance, Erφs is a K-scheme, and Erφs L denotes the base change ErφsˆS pec K Spec L. If K is nonarchimedean, (b) wpE{Kq " 1, if E has good or non-split multiplicative reduction;
(c) wpE{Kq "´1, if E has split multiplicative reduction;
f E has additive potentially multiplicative reduction and char F K ą 2 (heré´1
(e) wpE{Kq " p´1q tvp∆q¨#F K {12u , if E has potentially good reduction and char F K ą 3 (here ∆ is a minimal discriminant of E).
We now begin the proof of (7).
2.3. The case K " C. Since Erφs Ă EpCq and coker φ K " 0, one has pψ,´1q K " 1 and σ φ K "´1. Since K is archimedean, wpE{Kq "´1, and (7) holds.
2.4. The case K " R. Since coker φ K is 2-torsion, p ě 3, and # ker φ K " 1 or # ker φ K " p, we have σ φ K " 1 or σ φ K "´1, respectively. Accordingly, K ψ " C or K ψ " R, so by (6), pψ,´1q K "´1 or pψ,´1q K " 1. Since wpE{Kq "´1, (7) holds in both cases.
Since the archimedean cases of (7) have been dealt with in § §2.3-2.4, we assume from now on that K is nonarchimedean.
If f :
A Ñ A 1 is a homomorphism of abelian groups, we write χpf q for # coker f # ker f . Whenever we do so, it is implicitly assumed that the quotient makes sense, i.e., that ker f and coker f are both finite. With this notation, σ φ K " p´1q ordp χpφ K q . We state several elementary properties of χpf q that will be used later.
Proposition 2.6. Given a morphism of short exact sequences
one has χpgq " χpf qχphq.
Proof. Snake lemma.
Proposition 2.7. If f : A Ñ A 1 and A, A 1 are finite, then χpf q "
Lemma 2.8. Let f : KˆÑ Kˆbe the p th power map. Then χpf q " p if char F K ‰ p, and χpf q " p 1`rK:Qps if char F K " p.
Proof. A choice of a uniformizer π K gives Kˆ-ZˆOK, so χpf q " p¨χpOK f Ý Ñ OKq by Proposition 2.6. If one uses the filtration of OK by higher units together with the logarithm isomorphism 1`m n K -m n K for big enough n, from Propositions 2.6 and 2.7 one gets χpOK f Ý Ñ OKq " χppq, where p : m n K Ñ m n K is the multiplication by p map. The latter is an isomorphism if char F K ‰ p; if char F K " p, one has χppq " p rK:Qps .
2.9. Another description of σ φ K . Let E 0 pKq Ă EpKq be the subgroup consisting of points whose reduction lies in the identity component r E 0 of the special fiber r
EpF K q is surjective because E{O K is smooth and O K is henselian [BLR90, §2.3 Proposition 5], so EpKq{E 0 pKq -r EpF K q{ r E 0 pF K q, which is finite. The order of EpKq{E 0 pKq is the local Tamagawa factor c E{K . The kernel of r is denoted by E 1 pKq, so E 0 pKq{E 1 pKq -r E 0 pF K q. The cardinality of the latter is invariant with respect to K-rational isogenies: this can be seen, for instance, from the isogeny invariance of the local L-factor LpE{K, sq which encodes # r E 0 pF K q. Applying Propositions 2.6 and 2.7 to
and a similar diagram for E 1 pKq Ă E 0 pKq gives χpφ K q "
If char F K " p, one cannot use this formula. Instead one proceeds as follows: since E 1 pKq can be identified with the points of the formal group associated to E, one has the canonical exhaustive filtration E 1 pKq Ą E 2 pKq Ą¨¨¨defined by E m pKq :" kerpEpO K q Ñ EpO K {m m K(see the proof of Lemma 5.15 for another description). The subquotients of the filtration are E i pKq{E i`1 pKq -F K [Tat75, §4] . With this at hand, one applies Propositions 2.6 and 2.7 repeatedly to get χpφ 1 q " χpφ m q for m ě 1. Choose Néron differentials ω on E and ω 1 on E 1 . Then φ˚ω 1 " αω for some α P O K . For m large enough, formal logarithm furnishes isomorphisms
ÝÑ m m K , under which, by [Rub99, Proposition 3.14], φ m corresponds to multiplication by α. The analogue of (8) is therefore
(9) Formula (9) is a special case of a more general formula [Sch96, Lemma 3.8] valid for abelian varieties of any dimension.
If E has potentially good reduction, the local Tamagawa factors are at most 4 [Tat74, Addendum to Theorem 3]. If in addition p ą 3, then (8) for the case char F K ‰ p becomes
and (9) for the case char F K " p becomes
2.10. The case char F K ‰ p, and E has good reduction. The local Tamagawa factors are 1, so (8) gives σ φ K " 1. Also, K ψ Ă KpErpsq, and the latter is an unramified extension of K by the criterion of Néron-Ogg-Shafarevich. Hence, so is K ψ {K, and from (6) we get pψ,´1q K " 1. By Theorem 2.2 (b), wpE{Kq " 1, and (7) holds.
2.11. The case char F K ‰ p, and E has potentially multiplicative reduction. If the reduction is not split multiplicative, it becomes so after a unique quadratic extension L{K which is unramified if and only if E has multiplicative reduction [Tat74, . The quadratic twist of E by L{K has split multiplicative reduction (this can be seen, for instance, from Proposition 3.8). By Theorem 3.12, we are therefore reduced to the case of split multiplicative reduction (see Remark 3.13).
Using Tate's theory of rigid analytic uniformization (loc. cit.) one has E -G m {q Z for some q P Kŵ ith vpqq ą 0 (and similarly for E 1 ). Using rigid-analytic GAGA one sees that φ : E Ñ E 1 can be written as G m {q Z Ñ G m {pq p q Z induced by the p th power map, or G m {pq 1p q Z Ñ G m {pq 1 q Z induced by the identity. By Proposition 2.6 and Lemma 2.8, in the first case χpφ K q " p; in the second χpφ K q " 1{p. In both cases σ φ K "´1. In the first case K ψ " Kpζ p q; in the second K ψ " K. In both cases K ψ {K is unramified, so pψ,´1q K " 1. Theorem 2.2 (c) gives wpE{Kq "´1, and (7) holds.
2.12. The case char F K ‰ p, p ą 3, and E has additive potentially good reduction. This is [DD08, Lemma 9].
2.13. Another description of the Artin symbol. For a continuous character θ : GalpK{Kq Ñ Q{Z and a P Kˆ, let pθ, aq K P Q{Z be the corresponding symbol (cf. [Ser79, Chapter XIV, §1]). It can also be defined by setting pθ, aq K :" θpArt K paqq where Art K : KˆÑ GalpK{Kq ab is the local Artin homomorphism. Therefore, the pairing pθ, aq K is bilinear, and if K θ is the fixed field of ker θ, then pθ, aq K vanishes if and only if a is a norm in K θ {K. Since we are only interested in the case a "´1, we think of pθ,´1q K as taking values in t˘1u.
Fix an injection Fp ãÑ Q{Z. One possible choice for θ is ψ ( §2.1). In this case K ψ " KpErφsq, and we recover the Artin symbol pψ,´1q K (cf. (6)). Another possible choice is the cyclotomic character ω : GalpK{Kq Ñ Fp described as follows: for ζ p a primitive p th root of unity spζ p q " ζ ωpsq p (this is independent of ζ p ). In this case K ω " Kpζ p q.
Lemma 2.14. For a finite extension L{K and every θ as above, one has pθ,´1q L " pθ,´1q Corollary 2.15. Suppose that K is a finite extension of Q p . Then pω,´1q K " p´1q rK:Qps .
Proof. Since pω,´1q Qp "´1 (see, e.g., [Ser67, §3.1 Theorem 2 (2)]), one applies Lemma 2.14.
To handle the cases of (7) when char F K " p we need to be able to compute symbols pθ,´1q K for continuous characters θ : GalpK{Kq Ñ Fp , in which case K θ is a cyclic extension of K of degree dividing p´1. These symbols have been worked out by T. and V. Dokchitser:
Lemma 2.16 ([DD08, Lemma 12]). Let K be a finite extension of Q p with p odd, and fix a character θ : GalpK{Kq Ñ Fp . Then
in other words, pθ,´1q K " 1 if and only if either f K{Qp or p´1 e K θ {K is even.
2.17. The case char F K " p ą 3, E has potentially good reduction, and f K{Qp is even. We show that all the terms in (7) are 1. Lemma 2.16 gives pψ,´1q K " 1, whereas (10) gives σ φ K " 1. To compute wpE{Kq we use Theorem 2.2 (e): #F K is a square, so #F K " 1 mod 24, whereas vp∆q ă 12 because the reduction is potentially good. Hence, wpE{Kq " p´1q tvp∆q{12u " 1.
2.18. The case char F K " p, and E has good reduction. Because of §2.17, we assume that f K{Qp is odd. By Theorem 2.2 (b), wpE{Kq " 1, so by Lemma 2.16 and (10), to check (7) one needs to argue that
where α defined in §2.9 is also the coefficient of T in the power series f pT q giving the action of φ on formal groups. This is done in [DD08, §6] by a careful analysis of f pT q.
2.19. The case char F K " p, and E has potentially multiplicative reduction. The argument is the same as in §2.11, and the second case there requires no modification. In the first case, by Proposition 2.6 and Lemma 2.8, χpφ K q " p 1`rK:Qps , so σ φ K " p´1q 1`rK:Qps . We have K ψ " Kpζ p q, so by (6) and Corollary 2.15, pψ,´1q K " pω,´1q K " p´1q rK:Qps . By Theorem 2.2 (c), wpE{Kq " 1, so (7) holds.
2.20. The case p " 3. 2.21. The case p " 2. The formula (7) does not hold if p " 2. Indeed, the kernel of a 2-isogeny is always rational, so K ψ " K, giving pψ,´1q K " 1. If K " R and φ K is not surjective, # coker φ K " 2, and σ φ K " 1. This violates (7), because by Theorem 2.2 (a) wpE{Rq "´1.
In case p " 2, Theorem 1.4 was proved by T. and V. Dokchitser by finding an analogue [DD11, Conjecture 5.3] of (7), proving it in most cases by direct computations in [DD08, §7] , and using a global-to-local deformation argument to handle the remaining ones in [DD11, Theorem 5.7].
2.22. Summary of the known cases. By § §2.3-2.4, § §2.10-2.12, and § §2.17-2.20, the p-isogeny conjecture (7) is true in all the cases, except possibly when char F K " p ą 3, f K{Qp is odd, and the reduction is additive potentially good. After some preparations in §3 we take up the remaining cases in §4.
Compatibility with making a quadratic twist
To verify that the p-isogeny conjecture (7) is compatible with making a quadratic twist (Theorem 3.12), we investigate how its individual terms change under this operation (Propositions 3.4, 3.6 and 3.11). The technique of twisting is standard but to fix ideas we begin by recalling the way in which we prefer to think about it. The setup is that of §2.1.
Twisting by a quadratic Galois character.
Suppose that L{K is a quadratic extension and let τ : GalpK{Kq Ñ t˘1u be the corresponding nontrivial character. Since t˘1u ď Aut K pEq we can think of τ : GalpK{Kq Ñ Aut K pEq as a (crossed) homomorphism and therefore identify τ with the corresponding element of H 1 pK, Aut K pEqq. The elements of the latter pointed set classify twists of E (cf. [Ser02, I. §5.3] or [BS64, Proposition 2.6]), i.e., elliptic curves over K that are K-isomorphic to E. In particular, τ gives rise to the twist r E{K of E{K by L{K.
For a K-scheme X, the X-valued points of r E are the XˆK K-valued points of E K :" EˆK K that are invariant under the twisted by τ Galois action, i.e., those P P EpXˆK Kq with P " τ psq¨sP for all s P GalpK{Kq. These are P P EpXˆK Lq on which the nontrivial element t P GalpL{Kq acts as t P "´P . This gives a description of the functor of points of r E{K; we also see that the isomorphism
dq and one wishes to think in terms of Weierstrass equations
then the quadratic twist described above is the usual r E : dy 2 " x 3`A x`B. Indeed, since r´1s E in these coordinates is px, yq Þ Ñ px,´yq, multiplying the y-coordinate by ? d has the desired effect as far as the Galois action is concerned. By scaling the variables one can bring the equation for r E to
The discriminants ∆ and r ∆ of (11) and (12) are related by
3.3. Implications for the p-isogeny. Consider the restriction of scalars N L{K E of E{L back to K. By definition, pN L{K EqpXq " EpXˆK Lq functorially in X and E. We have seen that r EpXq identifies with the´1-eigenspace of pN L{K EqpXq for the action of t; similarly EpXq identifies with the`1-eigenspace. These identifications being functorial, one gets a K-homomorphism of abelian varieties
Since the intersection of the eigenspaces consists of 2-torsion points, so does the kernel of f E . We conclude that f E is an isogeny and that
The latter being functorial in X and E, taking X " Spec K we get the commutative diagram
Since´b Zr 1 2 s is exact and does not affect the p-primary parts (p ą 2), (14) gives
3.5. The twist of ψ. Describing the character r ψ : GalpK{Kq Ñ Fp that gives the Galois action on r Er r φs is easy: r Er r φspKq identifies with ErφspKq with the Galois action twisted by τ , so r ψ " ψτ .
Proof. To deal with the left hand side one applies Lemma 2.14. The right hand side is taken care of by bilinearity ( §2.13):
3.7. Implications for the l-adic Tate module. The isogeny f E induces an isomorphism of l-adic Tate modules (l ‰ 2)
The last isomorphism is a general property of the restriction of scalars for abelian varieties (use [Mil72, Proposition 6 (b)] together with the projection formula pInd
Of course, this gives an isomorphism of the corresponding Weil-Deligne representations [Roh94, §3- §4 and §13] (take l ‰ 2, char
Proposition 3.8. The local L-factors are related by LpE{K, sqLp r E{K, sq " LpE{L, sq.
Proof. This follows immediately from (15) and the multiplicativity and inductivity of the L-factor of a Weil-Deligne representation [Roh94, §8 and §17].
3.9. Properties of local root numbers. Let η : K Ñ Cˆbe a nontrivial (continuous) additive character, and let dx be a Haar measure on pK,`q. Let σ 1 be a Weil-Deligne representation, and let pσ 1 , η, dxq be its -factor (cf. [Roh94] ). The root number of σ 1 is
Standard properties of -factors show (op. cit.) that wpσ 1 , ηq is independent of the choice of dx and is even independent of η if σ 1 is essentially symplectic, in which case we write wpσ 1 q. Due to Weil pairing, this is the case for σ 1 E{K associated to an elliptic curve E (op. cit.); by definition wpE{Kq " wpσ 1 E{K q. For use in the proof of Proposition 3.11 we record some basic properties of the root number, all of which follow from analogous properties of the -factor (op. cit.):
σ is the underlying representation of the Weil group WpK{Kq, and, with the local Artin homomorphism Art K from §2.13, pdet σqp´1q " det σ˝Art K p´1q.
In particular, applying (c) to a self-contragredient character such as 1 K or τ we get wp1 K , ηq 2 " 1 and wpτ, ηq
" pτ,´1q K .
Proposition 3.11. The local root numbers are related by wpE{Lq " wpE{Kqwp r E{Kqpτ,´1q K .
Proof. From (15) we get
" wpE{Lqpτ,´1q K .
Since pτ,´1q K P t˘1u, we can carry it to the other side, and the conclusion follows.
Theorem 3.12. Fix a prime p ě 3. The p-isogeny conjecture (7) is compatible with quadratic twists: in the setup of §2.1 and §3.1,
In particular, if the p-isogeny conjecture holds for two of E{K, E{L, r E{K, it holds for the third one.
Proof. Combine Propositions 3.4, 3.6 and 3.11.
Remark 3.13. Note that Theorem 3.12 holds regardless of char F K , and in its proof we have not used the case-by-case analysis of the p-isogeny conjecture from §2. In particular, it was legitimate to use it in §2.11 and §2.19.
The remaining cases of the p-isogeny conjecture
We have seen in §2.22 that the p-isogeny conjecture holds in most cases, including all cases when char F K ‰ p. In this section we prove it in all of the remaining cases except for Kodaira types III or III˚, which are treated in §5.
4.1. The restricted setup. Since the p-isogeny conjecture is known in other cases (see §2.22), for the rest of the paper we make the following assumptions in addition to those of §2.1: the degree of the isogeny is equal to the residue characteristic char F K " p ą 3, the reduction of E is additive potentially good, and the degree of the residue field extension f K{Qp is odd. Let ∆ be a minimal discriminant of E. Define ∆ 1 similarly for E 1 . Since char F K ą 3 and the reduction is potentially good, vp∆q ă 12 [Tat75, p. 46]. In fact, vp∆q " 2, 3, 4, 6, 8, 9, or 10, corresponding to Kodaira types II, III, IV, I0, IV˚, III˚, or II˚, respectively (loc. cit.).
Lemma 4.2. Suppose that L{K is a finite extension of ramification index e " e L{K , and that the degree f L{K of the residue field extension is odd. Write evp∆q " 12b`a with 0 ď a ă 12, so that b " tevp∆q{12u. Define a 1 , b 1 analogously using ∆ 1 . Then (a) a and a 1 are the L-valuations of minimal discriminants of E{L and E 1 {L, respectively, and
Proof. Choose minimal equations for E{K and E 1 {K to get associated minimal discriminants ∆ and ∆ 1 , and Néron minimal differentials ω and ω 1 . When we pass from K to L those equations might not be minimal anymore: one may need to make changes of coordinates to arrive at minimal equations over L. When making those changes of coordinates one will have some u, u 1 P L for which ∆, ∆ 1 will get multiplied by u´1 2 , pu 1 q´1 2 , respectively, and ω, ω 1 will get multiplied by u, u 1 , respectively [Del75, (1.2) et (1.8)]. Since the reduction will stay potentially good, the L-valuations of new minimal discriminants will be ă 12 and will therefore equal a and a 1 , respectively, giving (a). Also, v L puq " b, v L pu 1 q " b 1 , and (b) follows from (10) because we are assuming that f K{Qp and f L{Qp are odd.
Remark 4.3. The set tvp∆q, vp∆ 1 qu is a subset of one of the following: t2, 10u, t3, 9u, t4, 8u, or t6u. This is because E acquires good reduction over an extension L{K if and only if E 1 does, whereas Lemma 4.2 (a) tells us that the minimal ramification index of an extension over which E acquires good reduction is 12 gcdpvp∆q,12q . Hence, gcdpvp∆q, 12q " gcdpvp∆ 1 q, 12q.
Lemma 4.4. Let L{K be a ramified quadratic extension, and let r E be the corresponding twist of E. Let r ∆ be a minimal discriminant of r E. Then vp r ∆q " vp∆q`6 mod 12.
Proof. Since char F K ą 3 and the reduction of r E is potentially good, vp r ∆q ă 12 [Tat75, p. 46]. But L " Kp ? π K q for some uniformizer π K P O K , so the conclusion follows from (13).
Proposition 4.5. Under the assumptions of §4.1, the p-isogeny conjecture (7) is true if vp∆q " 6.
Proof. Lemma 4.2 (a) shows that E acquires good reduction after a quadratic ramified extension L{K. The corresponding quadratic twist has good reduction by Lemma 4.4. The conclusion then follows from Theorem 3.12 and §2.18.
The following relation between the discriminants of elliptic curves related by a p-isogeny has been communicated to me by Tim Dokchitser: . Let E and E 1 be elliptic curves over a field K of characteristic 0. Suppose that φ : E Ñ E 1 is a p-isogeny with p ą 3. Let ∆ and ∆ 1 be discriminants of some Weierstrass equations for E and E 1 , respectively. Then ∆ 1 {∆ p P pKˆq 12 regardless of the Weierstrass equations chosen.
Lemma 4.7. Under the assumptions of §4.1, suppose that vp∆q " 4 or vp∆q " 8. Then vp∆q " vp∆ 1 q if and only if #F K " 1 mod 6.
Proof. Theorem 4.6 tells us that vp∆ 1 q´p¨vp∆q " 0 mod 12. Hence, if vp∆q " vp∆ 1 q, then p´1 is divisible by 3, so #F K " p f K{Qp " p " 1 mod 6. Conversely, if #F K " 1 mod 6, then p " 1 mod 6, and hence vp∆ 1 q " vp∆q mod 6, so by Remark 4.3 we must have vp∆q " vp∆ 1 q.
Proposition 4.8. Under the assumptions of §4.1, the p-isogeny conjecture (7) is true if vp∆q " 4 or vp∆q " 8.
Proof. Choose a cubic totally ramified extension L{K. By Lemma 4.2 (a), E{L has good reduction, so by §2.18 it satisfies the p-isogeny conjecture. We check how the terms change when passing from K to L:
(a) pψ,´1q L " pψ,´1q K by Lemma 2.14. (c) By Theorem 2.2 (e), wpE{Lq " 1, whereas wpE{Kq " 1 if #F K " 1 mod 6, and wpE{Kq " 1 if #F K " 5 mod 6. Therefore, wpE{Lq ‰ wpE{Kq if and only if #F K " 5 mod 6.
We conclude that when passing from K to L both sides of (7) change sign if and only if #F K " 5 mod 6. Since (7) holds for E{L by §2.18, it must hold for E{K as well.
Proposition 4.9. Under the assumptions of §4.1, the p-isogeny conjecture (7) is true if vp∆q " 2 or vp∆q " 10.
Proof. Choose a quadratic ramified extension L{K. By Lemma 4.2 (a), the valuation of a minimal discriminant of E{L is 4 or 8. By Lemma 4.4, the valuation of a minimal discriminant of the twist r E is 8 or 4. In particular, the p-isogeny conjecture holds for both E{L and r E{K by Proposition 4.8. By Theorem 3.12, it must hold for E as well.
Remark 4.10. Another way to prove Proposition 4.9 is to choose a ramified cubic extension L{K and check that none of the terms in (7) change when passing from K to L. The argument is similar to that of Lemma 5.1.
The case of Kodaira type III or IIIÅ
s pointed out in §4.1, this is the case when vp∆q " 3 or vp∆q " 9. To study it we are going to use the work of Coates, Fukaya, Kato, and Sujatha [CFKS10] that settles the p-isogeny conjecture in many cases. We begin with a lemma that will be useful later in imposing additional assumptions in Lemma 5.4.
Lemma 5.1. Under the assumptions of §4.1, suppose that vp∆q " 3 or vp∆q " 9 and let L{K be an extension of odd degree. The p-isogeny conjecture (7) holds for E{K if and only if it holds for E{L.
Proof. In fact, none of the terms in (7) change when passing from K to L: (a) pψ,´1q L " pψ,´1q K by Lemma 2.14.
(b) σ φ L " σ φ K because in Lemma 4.2 (b) one has b " b 1 mod 2. Indeed, by Remark 4.3, vp∆ 1 q P t3, 9u, so one only needs to check that t3¨e L{K {12u " t9¨e L{K {12u mod 2, or equivalently that te L{K {4u " t3¨e L{K {4u mod 2. This is confirmed after a short check of possibilities e L{K P t1, 3, 5, 7u mod 8.
Since wpE{Kq " p´1q tvp∆q¨#F K {12u , to check that wpE{Lq " wpE{Kq one needs to check that t3¨#F K {12u " t9¨#F K {12u mod 2, which is the same computation as in (b).
Theorem 5.2 ([CFKS10, Theorem 2.7 and Proposition 2.8 (3)])
. Assume the setup of §4.1. The p-isogeny conjecture (7) holds if either E has potentially good ordinary reduction, or E achieves good supersingular reduction over a finite abelian extension of K.
5.3. Consequences for the case at hand. Assume the setup of §4.1 and suppose that vp∆q " 3 or vp∆q " 9. Let F {K be a totally ramified extension of degree 4, so E{F has good reduction by Lemma 4.2 (a). If K contains a primitive 4 th root of unity, i.e., if´1 P Fˆ2 K , the extension F {K is abelian and we can apply Theorem 5.2 to deduce (7). If´1 R Fˆ2 K , then #F K " 3 mod 4, and because of Theorem 5.2 we can assume in addition that E{K is potentially supersingular.
Lemma 5.4. Under the assumptions of §4.1, suppose that vp∆q " 3 or vp∆q " 9, E{K has potentially supersingular reduction, and #F K " 3 mod 4. To prove the p-isogeny conjecture (7) for E{K it suffices to prove it assuming that KpErφsq " K (without losing other assumptions).
Proof. Consider the subfield L of K ψ {K fixed by the 2-Sylow subgroup of GalpK ψ {Kq. As GalpK ψ {Kq is cyclic of order dividing p´1, the degree rK ψ : Ls is at most 2 and rL : Ks is odd. Using Lemma 5.1, we replace K by L (we do not lose any assumptions by doing this; in particular, Lemma 4.2 (a) shows that E{L still has additive reduction of Kodaira type III or III˚). If K ψ " L we are done, so assume that rK ψ : Ks " 2. The p-isogeny conjecture is already known for E{K ψ : if K ψ {K is unramified this is §2.17, and if it is ramified this follows from Lemma 4.2 (a) and Proposition 4.5. Using Theorem 3.12 we can therefore replace E by its quadratic twist r E by K ψ {K (without losing any assumptions). But the Galois action on r Er r φs is trivial by construction, so we have reduced to the case KpErφsq " K.
5.5. Assumptions specific to the present case. In view of §5.3 and Lemma 5.4, for the rest of the paper we will be assuming in addition to §4.1 that vp∆q " 3 or 9, #F K " 3 mod 4, the reduction is potentially good supersingular, and KpErφsq " K. In this case the Galois closure L of F {K from §5.3 is of degree 8 with e L{K " 4, f L{K " 2. Also, Lemma 4.2 (a) shows that E{L has good supersingular reduction. We set G " GalpL{Kq and let I G be the index 2 inertia subgroup. The subfield of L{K fixed by I is denoted by M .
The assumption KpErφsq " K gives in particular that pψ,´1q K " 1, so (7) in this case is
5.6. A convenient Weierstrass equation. Assume the setup of §5.5 and pick a minimal Weierstrass equation for E{K with associated quantities a 1 , a 2 , . . . , c 4 , c 6 , ∆, j " 48 x´c 6 864 is another minimal equation for E{K since it has integral coefficients and the same valuation of the discriminant (we are assuming p ą 3) [Tat75, (1.7)]. If one considers it as an equation for E{L, it is no longer minimal but after a change of coordinates
one arrives at a minimal equation
for E{L. Indeed, its discriminant has valuation 0 and it has integral coefficients because the relations 3vpc 4 q ě vp∆q (i.e., vpjq ě 0) and 1728∆ " c 3 4´c 2 6 show that vpc 4 q ě vp∆q{3 and vpc 6 q ě vp∆q{2.
The formal group of E{L.
With the choice of a minimal equation (18) T "´X{Y is a parameter for the formal group F of E{L. Similarly, t "´x{y is a parameter for the formal group of E{K, and T " ut.
(19) Since E{L has good supersingular reduction, F is of height 2. In other words, in rps F pT q " pT`V 2 T 2¨¨¨`V p T p`¨¨¨`V p 2 T p 2`¨¨¨t he first coefficient which is a unit is V p 2 . Let m0 Ă K consist of all elements of positive valuation after uniquely extending v to K (see also §5.22). The GalpK{Lq-module Erps is isomorphic to the kernel N p Ă m0 of rps F via the map T pP q "´XpP q{Y pP q (one puts T pOq " 0).
Lemma 5.8. The L-valuation of a nonzero β P T pErφsq is an odd integer independent of β.
Proof. For a nonzero P P Erφs, (19) shows that v L pT pP" v L ptpP qq`v L puq " 4¨vptpP qq`v p∆q 3 is an odd integer, because vptpPis an integer due to our assumption that Erφs Ă EpKq. But since Erφs and T pErφsq are cyclic of order p, and the formal group law is T 1`T2`h igher order terms, all nonzero elements of T pErφsq have the same valuation.
5.9. The actions of G. Let E{O L be the Néron model of E{L, and let E 1 {O L be that of E 1 {L. For each σ P G " GalpL{Kq we have a commutative diagram
Here
ÝÝÑ O L and σ : E Ñ E is the unique morphism making the square commute, obtained by invoking the Néron property. Uniqueness gives us actions of G on both Spec O L and E which are compatible with the morphism E Ñ Spec O L . Analogous statements are true for E 1 {O L .
Since E{O L is an abelian scheme, [BLR90, §7.3 Proposition 6] shows that the isogeny φ : E Ñ E 1 extends to an isogeny φ : E Ñ E 1 , whose kernel is a finite flat commutative O L -group scheme Erφs of order p with generic fiber Erφs L " Erφs L . The diagram (20) being functorial, we get an action of G on Erφs which is compatible with its action on Spec O L . Restricting this action to I and reducing to the special fiber Erφs F L , we get an action of I on Erφs F L preserving the morphism to Spec F L .
Following [CFKS10, Remark after Lemma 2.20] we define the
Since E{L is a base change of E{K, one also has an action of G on EpLq -
it is G-equivariant as well. Since EpLq G " EpKq, and similarly for E 1 , we get
Theorem 5.10 ([TO70, pp. 14-16, Remarks 1 and 5]).
There is a bijective correspondence between isomorphism classes of finite flat group schemes G of order p over A and equivalence classes of factorizations p " ac with a, c P A, where p " ac and p " a 1 c 1 are said to be equivalent if there is a u P Aˆsuch that a 1 " u p´1 a and c 1 " u 1´p c. As an A-scheme, the group scheme corresponding to p " ac is isomorphic to Spec Arss{ps p´a sq (c appears in the description of the group law).
Remark 5.11. Theorem 5.10 is part of a more general Oort-Tate classification of finite flat group schemes of order p, cf. [TO70] . The version stated here will be sufficient for our purposes. In Theorem 5.10 the factorization corresponding to the constant group scheme Z{pZ is p " 1¨p [TO70, pp. 8-10 and Remarks on pp. 14-15]. (With our choices for A, this can also be seen from Theorem 5.10 directly, because if Spec Arss{ps p´a sq has a nontrivial A-point, then a " u p´1 for some u P A, u ‰ 0.)
Proof. The kernel of a p-isogeny between supersingular elliptic curves in characteristic p is locallocal. Therefore, Erφs F L -α p , because α p has no twists and is the only local-local group scheme of order p over F L . Also, α p is isomorphic to its own Cartier dual, so the second claim follows, because by [TO70, p. 15, Remark 2] in characteristic p Cartier duality has the effect ac Ø p´cqp´aq.
5.13. The kernel of φ : E Ñ E 1 as a scheme. Let p " ac with a, c P O L be a factorization corresponding to Erφs. Since Erφs L -Erφs L is the constant group scheme, by Remark 5.11 its corresponding factorization is p " 1¨c 0 . Theorem 5.10 therefore gives a " a p´1 0
for some a 0 P O L . Moreover, by Lemma 5.12 the factorization of Erφs F L is p " 0¨0. We conclude that a 0 and c are of positive valuation, and as a scheme Erφs is isomorphic to Spec O L rss{ps p´a p´1
Lemma 5.14. We have 
Lemma 5.15. v L pa 0 q " v L pβq for any nonzero element β P T pErφsq (cf. Lemma 5.8).
Proof. One way to define the filtration E 1 pLq Ą¨¨¨Ą E m pLq Ą¨¨¨discussed in §2.9 is as follows (cf. [LS10, Lemma 5.1]): for z P E 1 pLq let S z " tzu be the closure of z in E; if z ‰ 0 then S 0 X S z is a local Artin scheme, whose length we denote by lpzq; now let E m pLq consist of all z P E 1 pLq with lpzq ě m (one sets lp0q " 8).
One nonzero L-point of
Proof. This is clear if N " F Mˆ¨¨¨ˆFM by classical Galois descent for vector spaces. The general case follows by induction on the number of nonzero terms in the pG{Iq-stable filtration
Proof. Both lengths are finite by Lemma 5.14, and one applies Lemma 5.16 with N " LiepErφsq I .
Proof. The second congruence holds because f K{Qp is assumed to be odd: indeed, by Corollary 5.17, Claim 5.18.1. χpφ K q "
Proof. Let m L Ă O L be the maximal ideal and choose a large n P Z ą0 such that the G-equivariant
induced by the exponential maps of E and E 1 are isomorphisms. By Hensel's lemma, r and r 1 are surjective, so [Ser67, §1.2, Lemma 3] and the coprimality of #G and p ensure the exactness of
in spite of the presence of G-invariants. Therefore, (22) together with Propositions 2.6 and 2.7 gives
To conclude it remains to argue that one has G-equivariant isomorphisms
L Lie E for i ě 1, and similarly for E 1 .
These are supplied by deformation theory: e.g., invoke [Ill05, Thm. 8.5.9 (a) and (the analogue of) Rem. 8.5.10 (b)] and use the zero lift to get a canonical trivialization of the appearing torsor.
Proof. Let D be the covariant Dieudonné module of the p-divisible group of E F L , let V be the Verschiebung operator of D, and let D 1 and V 1 be the corresponding objects for E 1
It remains to note that D G b Zp Q p -pD b Zp Q p q G , so the right hand side of (23) is the same for E 1
Proof. Since the action of the inertia I G preserves the morphism
On the one hand, the action of Frob K on pEpF L qrp 8 sq I lifts the action of the generator of G{I. On the other, the action of Frob
Since pEpF L qrp 8 sq I Ă EpF L qrp 8 s is cut out by an idempotent of Z p rIs, it inherits p-divisibility. Set
and hence also on V p . Consequently, snake lemma applied to
gives the first equality in
The claim follows from (24): indeed, similar reasoning applies to E 1 , so, denoting by V 1 p the analogue of V p , one notes that φ induces a
Proof. The Lie algebras LiepEq and LiepE 1 q are free O L -modules of rank 1. Consideration of the isogeny dual to φ shows that LiepEq Liepφq Ý ÝÝÝ Ñ LiepE 1 q is injective and its cokernel Q is killed by p.
Consider the short exact sequence
of O L {pO L -group schemes. Forming Lie algebras commutes with base change, so (25) gives the exact
Consequently, snake lemma applied to the commutative diagram
remains short exact after taking G-invariants, and the desired conclusion follows. As observed in §5.9, I acts on Erφs compatibly with its action on Spec O L . With the identification above, I therefore acts on Erφs O L 0 compatibly with its action on Spec O L 0 , and we get an
By definition LiepErφsq is an O L {pO L -module. In particular, denoting by W pF L q the ring of Witt vectors, we can regard LiepErφsq as a vector space over
and also
On the other hand,
Corollary 5.20.
Proof. Combine Lemma 5.18 and (29).
5.21. The Dieudonné module of the special fiber. The special fiber of Erφs O L 0 is Erφs F L , which by §5.9 carries the action of I preserving the morphism to Spec F L . By Lemma 5.12, Erφs F L -α p , so the (covariant) Dieudonné module DpErφs F L q -Dpα p q is especially easy to describe: DpErφs F L q -F L with vanishing Frobenius and Verschiebung. By functoriality, DpErφs F L q is an F L -representation of I. The latter is cyclic of order 4, so it acts on DpErφs F L q via scaling by some 4 th roots of unity.
F M -representations of inertia. Let I M
GalpK{M q be the inertia subgroup, and let P M I M be the wild inertia. We are interested in continuous irreducible F M -representations V of I M . Since char F M " p, and P M is pro-p, one has V P M ‰ 0 [Ser77, Proposition 26]. Moreover, P M is normal in I M , so V P M is I M -stable, hence V P M " V . In other words, V is the inflation of a continuous irreducible representation of the tame inertia I M {P M . Tame inertia is abelian, so V is 1-dimensional; it must, therefore, be isomorphic to some V a , a P Q constructed as follows (cf. [Ser72, § §1.7-1.8]). The valuation v on K extends uniquely to a (no longer discrete) valuation on K, which we continue to denote v. Let m a be the set of x P K with valuation vpxq ě a. Let mà Ă m a be the set of x with vpxq ą a. The quotient m a {mà is a 1-dimensional m 0 {m0 -F Mlinear representation of I M , which we call V a . In addition, V a -V b if and only if a´b P Zr1{ps (loc. cit.), and we conclude that the Grothendieck group of continuous F M -representations of I M is isomorphic to the group ring R :" ZrQ{Zr1{pss. Multiplication in R corresponds to tensor product of representations (loc. cit.).
In fact, since I M identifies with GalpM 0 {M 0 q, we can think of R as the Grothendieck group of continuous F M -linear representations of GalpM 0 {M 0 q. The representations that will interest us most are LiepErφs O L 0 q and DpErφs F L q; they factor through the finite quotient GalpM 0 {M 0 q{ GalpM 0 {L 0 q " I of order 4. Thinking in terms of representations of GalpM 0 {M 0 q, one observes that deg (resp., δ 0 ) is nothing else than the F M -dimension of the representation space (resp., the fixed subspace).
Proposition 5.24. Denoting by rV s the class in R of an F M -representation V of GalpM 0 {M 0 q, we have the following relations
Proof. This is [CFKS10, Proposition 7 .3] applied to P " 
" length O L LiepErφsq 5.14 " pp´1qv L pa 0 q " pp´1qp2m`1q, for some m ě 0, where the last equality follows from Lemma 5.15 and Lemma 5.8. Proposition 5.24 (b) gives´i " pp2m`1q 4 in Q{Zr1{ps.
Since p " 3 mod 4 this means that i " If m is odd, it gives δ 0 prLiepErφs O L 0 qsq " pp´1qp2m`1q 4`1 2 " kp2m`1q`pm`1q " k mod 2.
We conclude that in all cases δ 0 prLiepErφs O L 0 qsq " k mod 2. On the other hand,
" ord p χpφ K q mod 2,
To compute the root number, note that by Theorem 2.2 (e), wpE{Kq"p´1q tvp∆q¨#F K {12u . The latter is p´1q tvp∆q¨p{12u , because #F K " p f K{Qp " p mod 24, since f K{Qp is odd. Because vp∆q P t3, 9u, one checks that wpE{Kq " 1 if p " 3 mod 8, and wpE{Kq "´1 if p " 7 mod 8. The former occurs if k is even, the latter if k is odd.
Theorem 5.26. The p-isogeny conjecture is true for p ą 3.
Proof. Indeed, we have settled all the remaining cases; see §2.22, Propositions 4.5, 4.8 and 4.9, §5.3, Lemma 5.4, §5.5, and Proposition 5.25.
6. The p-parity conjecture for elliptic curves with complex multiplication
In this section E denotes an elliptic curve over a number field K such that E{K has complex multiplication by an order of the imaginary quadratic field F :" pEnd K Eq b Q. The ring of integers of F will be denoted by O F . We set X p pE{Kq :" Hom Zp plim Ý Ñ Sel p n pE{Kq, Q p {Z p q b Zp Q p and note that by definition rk p pE{Kq " dim Qp X p pE{Kq.
In Theorem 6.4 we prove the p-parity conjecture for such elliptic curves; I thank Karl Rubin for pointing out to me that this result follows from Theorem 1.4. In Proposition 6.3 we prove that the global root number of E{K is 1, which gives Theorem 1.8. We begin by recalling two well-known results that will be used in the proofs.
Proposition 6.1. There is an elliptic curve E 1 {K with End K E 1 -O F and an isogeny λ : E Ñ E 1 defined over K.
Proof. See, for instance, [Rub99, Proposition 5.3].
Proposition 6.2. If E and E 1 are two elliptic curves defined over a number field K and λ : E Ñ E 1 is an isogeny defined over K, then rk p pE{Kq " rk p pE 1 {Kq and wpE{Kq " wpE 1 {Kq.
Proof. If λ 1 is the dual isogeny, one notes that λ 1˝λ induces automorphisms of X p pE{Kq and V l pE{Kq, and similarly for λ˝λ 1 . Hence the maps induced by λ are isomorphisms. This gives the claim about rk p . The local root numbers at finite places are defined in terms of V l pE{Kq and at infinite places are´1 by Theorem 2.2 (a), so the conclusion follows.
Proposition 6.3. If E has complex multiplication defined over K, then wpE{Kq " 1. More precisely, if ψ E{K " ś 1 v ψ v : AK{KˆÑ Cˆis the Hecke character associated to E{K (cf., for instance, [Rub99, Theorem 5.15]), then wpE{K v q " ψ v p´1q for every place v.
Proof. It is clear that the first claim follows from the second by taking the product over all places: ź v ψ v p´1q " ψ E{K p´1q " 1.
Let v be a finite place of K and choose a rational prime p such that v p and p splits in The formula wpE{K v q " ψ v p´1q holds at an archimedean place v as well. Indeed, wpE{K v q "´1 by Theorem 2.2 (a), while ψ v p´1q "´1 by construction of ψ E{K , see the proof of [Rub99, Theorem 5.15] (the ψ E{K constructed there is unique because (ii) there determines its finite component uniquely, and then the infinite component is uniquely determined because ψ E{K is a Hecke character).
Theorem 6.4. If E has complex multiplication defined over K, then the p-parity conjecture holds for E{K.
Proof. Due to Propositions 6.1 and 6.2, we assume that E has complex multiplication by the maximal order O F . If p is inert or ramifies in F , then F p :" O F b Q p is a quadratic extension of Q p . Since X p pE{Kq is an F p -vector space, rk p pE{Kq " dim Qp X p pE{Kq is even and the conclusion follows from Proposition 6.3. On the other hand, if p ramifies or splits in F and p is a prime of F above p, then Erps :" Ş αPp tP P EpKq : αP " 0u is a subgroup of Erps of order p defined over K (see [Rub99, Proposition 5 .4] for instance). In other words, Erps is the kernel of a p-isogeny defined over K, and the conclusion follows from Theorem 1.4.
