Analyse de vidéos en langue des signes : méthodes et stratégies by Lefebvre-Albaret, François & Dalle, Patrice
Analyse de vide´os en langue des signes : me´thodes et
strate´gies
Franc¸ois Lefebvre-Albaret, Patrice Dalle
To cite this version:
Franc¸ois Lefebvre-Albaret, Patrice Dalle. Analyse de vide´os en langue des signes : me´thodes
et strate´gies. ORASIS’09 - Congre`s des jeunes chercheurs en vision par ordinateur, 2009,
Tre´gastel, France, France. 2009. <inria-00404651>
HAL Id: inria-00404651
https://hal.inria.fr/inria-00404651
Submitted on 16 Jul 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Analyse de vide´os en langue des signes : me´thodes et strate´gies
Computer analysis of sign language videos : methods and strategies
Franc¸ois Lefebvre-Albaret Patrice Dalle
IRIT - Universite´ Paul Sabatier
118 Route de Narbonne, 31062 Toulouse cedex 9
lefebvre@irit.fr, dalle@irit.fr
Re´sume´
Les langues des signes (LS) sont les formes les plus abou-
ties de communication gestuelle. Leur analyse automatique
constitue donc un re´el de´fi qui implique de prendre en
compte leur organisation aux niveaux lexical et syntaxique.
Cet article pre´sente dans un premier temps les spe´cificite´s
des langues des signes pour montrer la difficulte´ d’un trai-
tement automatique de vide´os en LS. Nous montrons com-
ment des contraintes propres aux LS peuvent eˆtre inte´gre´es
a` un syste`me de suivi des mains et de la teˆte dans les vide´os
pour le rendre plus robuste et comment les re´sultats du
suivi peuvent eˆtre inte´gre´s dans un mode`le de plus haut
niveau rendant compte de l’organisation spatiale des LS.
Mots Clef
Langue des Signe, Suivi, Analyse.
Abstract
Sign Languages (SL) are the most complex and organised
form of gesture communication. Automatic analysis of sign
language videos constitutes a real challenge. In order to
process SL utterances, we must take into account their or-
ganization at the lexical and the syntactic levels.
In this paper, we first present SL specificities in order to
show the high complexity of a fully automatic processing of
unconstrained sign utterances. We show how SL rules can
be integrated in tracking algorithm. The prior knowledge
about SL is used to combine less accurate measures in or-
der to obtain more reliable results that can be integrated in
a model taking into account SL spatial structure.
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1 Introduction
Le but de cette e´tude est l’analyse de vide´os de langues des
signes en mono-vision. Cet axe de recherche a e´te´ oriente´
par les observations suivantes :
– Il existe un besoin socie´tal de faciliter la communication
avec la communaute´ sourde signante. Le de´veloppement
d’outils de traitement automatique des LS va dans ce
sens.
– L’analyse de vide´os en LS constitue un re´el de´fi en raison
de la grande complexite´ des donne´es a` traiter.
– Cette analyse est de´sormais possible graˆce aux progre`s
re´alise´s sur le mate´riel (dispositif d’acquisitions, puis-
sance de calcul) et sur les algorithmes(de´tection, suivi,
reconnaissance), et a` la grande quantite´ de donne´es dis-
ponibles.
– Les applications de cette recherche de´passent le cadre
de l’analyse des LS et concernent diffe´rents domaines
touchant a` l’interaction gestuelle.
Cette recherche ouvre la porte a` diffe´rentes applications :
– L’analyse automatique de phrases en LS (segmentation,
caracte´risation de signes),
– Les applications de type linguistique (indexation
d’e´nonce´s, cre´ation de dictionnaires),
– Les applications a` l’enseignement de la langue des
signes (didacticiels),
– La reconnaissance automatique de signes qui pourrait
mener sur le long terme a` des dispositifs de traduction
automatique des LS vers les langues vocales,
– La production ou la validation de mode`les permettant la
ge´ne´ration d’e´nonce´s par un signeur virtuel.
Toutes ces applications ne´cessitent une premie`re phase de
suivi et de segmentation des e´nonce´s en LS.
2 Langues des signes et communica-
tion gestuelle
Notre e´tude se focalise sur des gestes communicationnels
qui sont produits intentionnellement de manie`re a` trans-
mettre un message. Les LS constituent par conse´quent les
formes les plus e´labore´es de communications gestuelles et
impliquent une grande varie´te´ de structures syntaxiques.
Leur lexique permet de ve´hiculer des messages complexes
a` la manie`re de n’importe quelle langue vocale.
Bien que les langues des signes des diffe´rents pays
posse`dent de fortes variations au niveau lexical, leurs orga-
nisations grammaticales sont tre`s proches ce qui explique
que des sourds signants de diffe´rents pays arrivent a` se
comprendrent rapidement. Quoi qu’il en soit, les re`gles
e´nonce´es dans la suite de cet article ainsi que les exemples
ayant servi a` la validation de nos algorithmes seront tous
tire´s de la Langue des Signes Franc¸aise (LSF).
Les LS n’ayant pas de forme e´crite, nous utilisons les
vide´os des e´nonce´s comme forme orale. Ceci ajoute
des difficulte´s supple´mentaires dues aux variations de
contextes et de situations d’e´nonciation.
D’un autre coˆte´, le fait que les LS soient hautement struc-
ture´es et ve´hiculent un message intelligible peut aussi per-
mettre d’acce´le´rer l’analyse des vide´os si ces re`gles sont
prises en compte durant les e´tapes de traitement.
3 Strate´gies de traitement
Nous ne re´alisons pas pour l’instant d’analyse en temps
re´el de vide´os en LS. Notre e´tude se base par conse´quent
exclusivement sur des e´nonce´s filme´s. Malgre´ tout, la
taille des corpus vide´os a` traiter ne´cessite l’emploi de
me´thodes rapides et robustes pour effectuer automatique-
ment la de´tection et le suivi (meˆme si certaines inter-
ventions humaines peuvent ponctuellement eˆtre ajoute´es
dans des phases de pre´- ou post- traitement). Il est donc
ne´cessaire d’inte´grer un mode`le de LS dans une ou plu-
sieurs e´tapes de traitement des vide´os.
La premie`re strate´gie de traitement consiste a` se´lectionner
des me´thodes e´labore´es et a` les adapter aux caracte´ristiques
des LS. La deuxie`me consiste a` inte´grer des connaissances
sur le fonctionnement des LS pour rendre les re´sultats plus
fiables et plus robustes a` partir d’une combinaison de me-
sures moins pre´cises. Ces deux approches de traitement
d’une vide´o seront illustre´es dans le cadre du suivi de la po-
sition des mains dans une se´quence vide´o mono-vue. Nous
discuterons enfin de l’inte´gration de ces mesures dans un
mode`le de plus haut niveau permettant une repre´sentation
de la structure spatio-temporelle des e´nonce´s en LS.
4 Adaptation de me´thodes existantes
a` l’analyse du geste
La connaissance de donne´es de bas niveau comme les tra-
jectoires des mains dans les images est une ne´cessite´ pour
la plupart des traitements ope´re´s sur un e´nonce´ en LS. La
partie suivante traite de ce proble`me de suivi de la teˆte
et des mains. Comme nous allons le montrer, les mesures
fournies par les algorithme de suivi traditionnels sont dif-
ficiles a` utiliser seules en raison de fre´quentes occultations
qui apparaissent en LS.
4.1 Suivi de la teˆte et des mains, e´tat de l’art
Un grand nombre d’algorithmes de´die´s a` la de´tection et
au suivi de la teˆte et des mains ont e´te´ de´veloppe´s ces
dernie`res anne´es. La couleur de peau est souvent utilise´e
pour de´tecter les zones de peau (seule, ou en combinaison
avec le mouvement). Ces mode`les de peau sont soit
explicites [13], soit appris a` partir d’images de peau [1] et
[20]. Il est ainsi possible de de´terminer la probabilite´ qu’a
un pixel de la vide´o d’appartenir a` la peau du signeur par
le biais d’une mode´lisation de la distribution de la couleur
de la peau sous forme d’un me´lange de gaussienne ou
d’un histogramme [23], [21]. Ensuite, d’autres proce´de´s
doivent eˆtre applique´s pour de´terminer si les blobs de peau
appartiennent ou non aux mains ou a` la teˆte du signeur.
D’autres caracte´ristiques peuvent aussi eˆtre utilise´es pour
identifier la teˆte dans une vide´o. La me´thode la plus connue
a e´te´ propose´e dans [22]. Elle consiste a` combiner des
filtres e´le´mentaires graˆce a` une technique de boosting [6].
Les re´sultats de ces me´thodes sont extreˆmement fiables
tant que le visage n’est pas occulte´ et ne subit pas de
rotations. Le meˆme proce´de´ peut eˆtre utilise´ pour de´tecter
d’autres parties du corps dans une vide´o. Par exemple [17]
l’utilise pour de´tecter le tronc et les mains dans une vide´o.
D’autres techniques reposent sur la caracte´risation de la
forme des mains ou de la teˆte. Parmi elles, on citera la
caracte´risations de blobs de peau par des moments de Hu
utilise´s par [11], les machines a` vecteur support [4] ainsi
que la corre´lation avec un mode`le de forme de la partie du
corps a` suivre [19]. Toutes ces techniques d’identifications
montrent de faibles re´sultats en pre´sence d’occultations.
Or cette situation est tre`s fre´quente en LS puisque de
nombreux signes impliquent un contact des mains avec
d’autres articulateurs du corps. Un algorithme de suivi
qui ne prendrait pas en compte cette spe´cificite´ ne serait
pas adapte´ au traitement automatique de la LS. A cela
s’ajoute le fait que les LS impliquent des mouvements
hautement non line´aires et de grandes amplitudes. De
telles caracte´ristiques rendent difficile l’application de
pre´dicteurs de Kalman et diminuent la robustesse des
approches adapte´es aux mouvements de faible amplitude.
4.2 Suivi de la teˆte base´ sur des filtres parti-
culaires
Nous avons repris et adapte´ une me´thode de´veloppe´e
par [8] base´e sur les filtres particulaires pour surmonter ce
proble`me d’occultation et fournir un suivi a` la fois fiable
et robuste des mains et de la teˆte dans une vide´o. Cette
me´thode fait appel a` une e´tape de recuit rendue ne´cessaire
par les mouvements de grande amplitude observe´s dans
le cadre des LS. Trois filtres particulaires (correspondant
respectivement aux deux mains et a` la teˆte) sont utilise´s
pour le suivi. Les filtres particulaires sont constitue´s de
nuages ponde´re´s {(s0(t), pi0(t))...(sN (t), piN (t))} de N
particules. Chaque particule a un e´tat (s) et un poids (pi).
Ici, l’e´tat est constitue´ du vecteur s(t) = [x, y, x˙, y˙, x¨, y¨]t
ou` (x, y), (x˙, y˙) et (x¨, y¨) repre´sentent respectivement
la position, la vitesse et l’acce´le´ration de la particule a`
l’instant t. La me´thode utilise le filtre particulaire de´crit
dans [7] base´ sur la de´tection de la couleur de peau. Cette
densite´ d’observation sera note´e p(z(t)|x(t)) probabilite´
conditionnelle d’observer une couleur en fonction de la
zone (peau / non-peau) ou` se trouve le pixel. Une e´tape de
re´-e´chantillionage est ajoute´e apre`s chaque phase de recuit.
Elle permet d’e´viter la de´ge´ne´rescence de l’algorithme
(sans re´-e´chantillonnage, seulement quelques particules
auraient un poids significatif a` la fin de l’algorithme).
Le processus de recuit est ite´re´ M fois et l’algorithme
ge´ne´ral peut eˆtre de´crit de la manie`re suivante :
Initialisation A l’initialisation de l’algorithme, attribuer
le meˆme poids a` chaque particule :
Pour i = 0..N pii(t) = 1/N




Pour i = 0..N pii(t) = pii(t)/A
Etape 2 Effectuer un re´e´chantillonage stratifie´ du nuage
graˆce a` l’algorithme propose´ par [12] explicite´
dans [5] section 5.3.1 (La probabilite´ de survie d’une
particule s’accroıˆt avec son poids. Les particules de
poids important (pii(t) > 1/N ) peuvent aussi eˆtre du-
plique´es) :
Pour i = 0..N xi(t)← xj(t)
Etape 3 L’e´tat suivant de la particule est calcule´ graˆce a` un
produit de son vecteur d’e´tat actuel par la matrice de
transition S. Un mouvement ale´atoire gaussien mul-
tivarie´ P (t) est ajoute´ a` ce nouvel e´tat. L’amplitude
de ce mouvement additionnel est diminue´e au fur et a`
mesure des cycles de recuits :
smi (t) = S.s
m−1
i (t) + P (m)
Etape 4 On attribue a` chaque particule un nouveau poids
en fonction de la densite´ d’observation. Le coeffi-
cient β est positif et infe´rieur a` un ; il croıˆt a` chaque
ite´ration.




FIGURE 1 – Soustraction des nuages particulaires corres-
pondant aux mains droite et gauche avant le suivi de la teˆte
A l’issue du processus de recuit, la position des mains est
de´termine´e comme e´tant le centre de gravite´ des nuages de
particules.
Pour e´viter que deux nuages suivent la meˆme partie du
corps (par exemple, que deux filtres particulaires suivent la
meˆme main), l’algorithme est applique´ a` deux reprises sur
chaque image. Le suivi est d’abord applique´ sur l’image
originale (I0). Ensuite, les nuages sont soustraits de I0.
Par exemple, les nuages correspondant aux mains droites et
gauches seront soustraits de I0 avant de localiser la teˆte (fig
1). Graˆce a` cette me´thode de pe´nalisation, les deux nuages
ne suivront pas la meˆme partie du corps mais seront tout
de meˆme autorise´s a` se superposer en cas d’occultation. La
validation de cet algorithme a e´te´ effectue´e sur une vide´o
de 3000 images pour e´valuer le nombre d’images ou` les
mains et la teˆte n’e´taient pas suivies par les nuages. Les
cibles sont rate´es dans 7,4% de la vide´o pour la teˆte et
1,7% seulement pour les mains. Les crite`res d’e´valuation
sont de´taille´s dans [9].
Le nombre de particules de chaque filtre est proportionnel
au nombre de pixels de peau de la partie du corps qu’il suit.
Le temps de traitement par image augmente donc avec la
re´solution de la vide´o. Le mode`le de mouvement utilise´
est de type marche ale´atoire car l’observation des mouve-
ments de la LSF re´ve`le qu’il n’est pas possible de pre´dire
la position qu’aura la main dans l’image suivante (grande
non-line´arite´ du mouvement).
Cette me´thode fournit d’excellent re´sultats qui ne peuvent
cependant pas eˆtre utilise´s directement dans le cadre d’une
analyse de vide´o en LS. En effet, si le nuage de la teˆte se
distingue de celui des mains par son nombre de particules
qui lui permet de couvrir une plus grande de surface, les
deux nuages utilise´s pour suivre les deux mains sont iden-
tiques, ce qui explique que les fre´quentes occultations en-
gendrent des inversions entre les mains droite et gauche.
Il est donc ne´cessaire d’ajouter d’autres informations pour
de´sambigu¨iser les positions des mains.
5 Inte´gration d’un mode`le de LS
dans une me´thode d’analyse
Les mode`les utilise´s dans le cadre du traitement des LS
peuvent eˆtre classe´s entre plusieurs domaines :
– Si on travaille au niveau du signe, un mode`le phonolo-
gique peut suffire. Une telle approche sera illustre´e dans
le §5.1.
– Au contraire, l’analyse d’un e´nonce´ complet en LS im-
plique une structure spatio-temporelle, qui doit eˆtre uti-
lise´e pour exploiter des mesures de bas niveau ou pre´dire
de futures observations (cette approche descendante §5.2
peut aussi permettre des traitements plus rapides).
5.1 De´sambigu¨isation des mains droite et
gauche
Comme il est mentionne´ dans le §4.2, les filtres particu-
laires permettent de de´terminer les coordonne´es des deux
mains (H1, H2) sans pour autant indiquer de quelle main
(droite ou gauche) il s’agit. Certaines e´tudes re´solvent ce
proble`me en effectuant un suivi du tronc, des mains et de la
teˆte et utilisent un mode`le de postures corporelles pour ef-
fectuer la de´sambigu¨isation [16][17]. Cette approche tend a`
conside´rer un croisement des deux mains comme une pose
non naturelle ce qui est proble´matique e´tant donne´ que les
mains peuvent eˆtre croise´es jusqu’a` 10,1% 1 du temps dans
1. Mesures effectue´es sur des traductions de bre`ves en langue des
signes d’une dure´e moyenne de 30 secondes fournies par la socie´te´ Web-
un e´nonce´ standard. Pour obtenir des re´sultats plus fiables,
nous avons effectue´ une de´termination grossie`re des po-
sitions des coudes (Er, El) base´e sur l’apparence de leur
silhouette. Ce type de mode`le est utilisable car la plupart
des signes sont effectue´s dans l’espace neutre (devant le si-
gneur) et que le signeur fait face a` la came´ra, ce qui donne
aux coudes une apparence peu variable.
1. La de´sambigu¨isation des mains sera ope´re´e graˆce
a` des estimateurs baye´siens. Nous nommerons I
l’e´ve`nement “H2 repre´sente la main droite” et p(I|z)
la probabilite´ de I conditionnellement a` l’obser-
vation z. Cette probabilite´ peut eˆtre de´termine´e
conforme´ment a` la re`gle de Bayes.
p(I|z) = p(z|I)p(I)/P (z)
Plusieurs mesures me`nent a` diffe´rentes probabilite´s
conditionnelles :
La comparaison des abscisses des deux mains,
P1(t) = p(I/(xrh(t)− xlh(t)))
La comparaison des ordonne´es des deux mains,
P2(t) = p(I/(yrh(t)− ylh(t)))
Ce dernier crite`re peut eˆtre utilise´ dans un contexte
de langue signe´e car la main dominante 2 est souvent
plus haute que la main domine´e (85,4%1 du temps
dans notre vide´o test)
La comparaison des distances main-coude,
P3(t) = P (I/(Hr, Er, Hl, El))
Comme il est impossible de quantifier pre´cise´ment les
relations de de´pendance entre les trois mesures (P1,P2
et P3), on les fusionne en utilisant une approche de
classificateur baye´sien naı¨f (le re´sultat de cette fusion
nomme´ B(t) ne peut donc pas eˆtre interpre´te´ comme
une probabilite´).
B(t)(Hr, Hl, Er, El) = P1(t).P2(t).P3(t)
On calcul B(t) pour les hypothe`ses I et I¯ et le plus
petitB(t) correspondra a` l’hypothe`se la plus vraisem-
blable. Une telle approche permet une de´sambigu¨isa-
tion des mains avec un taux de succe`s de 95,2%1.
2. Pour ame´liorer la fiabilite´ de notre algorithme, nous
essayons e´galement d’optimiser la trajectoire des
deux mains de manie`re a` ce que le de´placement to-
tal des mains droite et gauche soit minimal. Ce crite`re





ou` disR(t) et disL(t) repre´sentent les de´placements
des mains droites et gauche et T repre´sente la dure´e
de la vide´o.
sourd (www.websourd.org)
2. La main dominante est la main utilise´e le plus fre´quemment dans
les signes impliquant la mobilisation d’une seule main
3. Les meilleurs re´sultats sont obtenus en cherchant a`
minimiser l’expression suivante tenant compte des




[disR(t) + disL(t) + α.ln(B(t)])
(Le parame`tre α est de´termine´ empiriquement). Un
algorithme de programmation dynamique est utilise´
pour minimiser cette expression.
Les combinaisons d’indices locaux et globaux aboutissent
a` de meilleurs re´sultats car nous obtenons un taux d’appa-
riement correct de 98,7%1. Ceci montre que l’inclusion de
contraintes propres aux LS comme la notion de signation
dans l’espace neutre (utile pour la de´tection des coudes)
ou la notion de main dominante (qui permet la notion
de comparaison de hauteur entre les deux mains) peuvent
ame´liorer sensiblement les re´sultats fournis par les tech-
niques de suivi traditionnel malgre´ le fait que le suivi des
coudes soit peu pre´cis.
Nous avons de´ja` utilise´ les re´sultats du suivi pour ope´rer
une segmentation assiste´e d’e´nonce´s en LS[14]. L’e´tude du
mouvement peut donc eˆtre pertinente au niveau du signe.
Comme nous allons le voir, le suivi peut e´galement eˆtre
inte´gre´ a` des mode`les de plus haut niveau s’attachant a`
de´crire la structure syntaxique des LS.
5.2 Inte´gration au niveau d’un e´nonce´ en LS
Comme l’a montre´ notre me´thode de suivi, la combinaison
de diffe´rentes informations peut conduire a` des estimations
plus robustes (ceci est illustre´ dans notre cas par le suivi
des coudes). D’autres mesures telles que la direction du
regard, la position des e´paules peuvent e´galement eˆtre
prises en compte pour augmenter la pre´cision des mesures
ou aboutir a` un niveau d’interpre´tation de plus haut
niveau des e´nonce´s en LS. Ces deux derniers parame`tres
posse´dent a` la fois un roˆle prosodique et syntaxique et
ils impliquent par conse´quent l’utilisation d’un mode`le
d’e´nonce´ LS base´ sur l’espace de signation.
En conse´quence du canal visuo-gestuel utilise´ dans le
cadre d’une communication en LS, la syntaxe d’un e´nonce´
doit eˆtre repre´sente´e a` la fois dans le temps et l’espace.
Nous avons propose´ un mode`le d’espace de signation [15],
[3] ou` chaque entite´ est de´finie par son roˆle (temporel,
locative, actanciel) et sa position spatiale. Il est important
de remarquer que tout syste`me d’analyse de geste com-
municationnel devra inclure un tel mode`le. Le mode`le
d’espace de signation, de´crit dans un formalisme UML (cf
fig 2), permet de repre´senter l’espace de signation a` un
instant pre´cis. Chaque emplacement tridimentionnel situe´
devant le signeur peut recevoir une ou plusieurs entite´s
implique´es dans un e´nonce´.
Il existe plusieurs cate´gories d’entite´s :
– Les dates sont utilise´es pour de´signer des re´fe´rences
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FIGURE 2 – Repre´sentation dans le formalisme UML du
mode`le d’espace de signation
– Les lieux concernent des entite´s qui peuvent jouer le roˆle
de re´fe´rences spatiales.
– Les anime´s peuvent re´aliser une action ou eˆtre associe´s
a` une re´fe´rence spatiale.
– Les personnes sont des types particuliers d’anime´s car
le signeur peut les utiliser pour effectuer des transferts
de roˆle [2]. (le signeur prend alors le roˆle de la personne
qu’il joue).
– Les actions sont des relations impliquant au plus trois
entite´s.
– Les objets de´signent toute entite´ qui n’appartient pas a`
une des cate´gories mentionne´e ci-dessus, ils peuvent eˆtre
situe´s et implique´s dans une action.
Un e´nonce´ peut eˆtre mode´lise´ comme une succession d’es-
paces de signation. Aux cours de l’e´nonciation, les entite´s
peuvent eˆtre soit de´place´es, soit ajoute´es.
FIGURE 3 – Repre´sentation de la structure spatiale de la
requeˆte : Quel (G) est le re´alisateur (E) du(F) film(C) qui
passe le jeudi 26 fe´vrier a` 9H30(D) au cine´ma Utopia(B)
de Toulouse ?(A). Dans l’e´nonce´ en LSF, les entite´s sont
cre´e´es dans l’ordre A .. G
Notre mode`le d’espace de signation a de´ja` e´te´ utilise´ pour
mode´liser des requeˆtes simples adresse´es a` une base de
donne´e (cf fig 3). Nous l’avons aussi e´tendu pour qu’il
puisse rendre compte du partage de l’espace de signa-
tion entre deux interlocuteurs parlant du meˆme concept,
repre´sente´ par la meˆme entite´ (dans une situation de dia-
logue). Meˆme si la cre´ation de la repre´sentation de la struc-
ture des e´nonce´s est encore manuelle, les donne´es issues
du suivi des mains dans la vide´o peuvent de´ja` eˆtre utilise´es
pour situer automatiquement les entite´s dans l’espace de si-
gnation. La position des entite´s dans l’espace de signation
correspond aux positions des mains ou au centre de gravite´
des deux mains (dans le cas ou` le signe ferait intervenir
un contact avec une partie du corps du signeur, une autre
technique de placement comme le pointage de´ictique, le
pointage visuel, l’emploi d’un proforme ou la rotation du
buste permet de pre´ciser l’emplacement de l’entite´).
Un mode`le comple´mentaire, nomme´ ACTES (Action de
Transformation de l’Espace de Signation) permet de
mode´liser se´quentiellement les diffe´rentes actions a` effec-
tuer pour cre´er ou modifier la position d’une entite´. On ci-
tera a` titre exemple l’enchaıˆnement d’actions ne´cessaires
pour localiser une entite´ de´ja` cre´e´e dans l’espace de signa-
tion a` l’aide d’un proforme 3 :
1. La main dominante prend la configuration ca-
racte´ristique de l’entite´.
2. Le regard vise la localisation finale de l’entite´
3. La main dominante se de´place jusqu’a` l’emplacement
final de l’entite´
Des se´quences coordonne´es de comportements comme
celle-ci peuvent eˆtre observe´es pour diffe´rents e´ve`nements
modifiant l’espace de signation et sont de´crits dans [2].
Le mode`le ACTES peut eˆtre utilise´ dans un but pre´dictif
et permettre une approche descendante lors d’une analyse
automatique de la vide´o qui peut augmenter la vitesse des
traitements. Il est ainsi possible d’e´mettre des hypothe`ses
sur les indices de la vide´o qui n’ont pas encore e´te´ sui-
vis. Par exemple, si l’analyse des e´paules et des mains
ainsi que l’orientation du visage indiquent la cre´ation d’une
nouvelle entite´, on pourra plus aise´ment pre´dire la direc-
tion du regard (tre`s difficile a` mesurer dans des vide´os
basse de´finition). Or la ve´rification d’un indice pre´dit fait
ge´ne´ralement appel a` des ope´rateurs moins couˆteux que
sa de´tection. Il est ainsi possible de de´cider uniquement
de ve´rifier certains indices qui permettent de confirmer ou
d’infirmer les diffe´rentes hypothe`ses.
6 Critique du mode`le propose´
La chaıˆne de traitement que nous venons d’exposer fait
plus ou moins explicitement re´fe´rence a` des hypothe`ses sur
la structure sous-jacentes de vide´os traite´es. Il est important
de les lister afin d’anticiper les difficulte´s a` surmonter pour
analyser des vide´os diffe´rentes par leur mode d’acquisi-
tion, leur contexte d’e´nonciation ainsi que par leur contenu.
Nous nous proposons donc d’e´nume´rer nos diffe´rentes hy-
pothe`ses en de´gageant les contraintes e´ventuelles qu’elles
induisent sur le type d’e´nonce´ que le mode`le permet de
traiter.
6.1 Hypothe`ses effectue´es au niveau du filtre
particulaire
Suivi base´ sur la couleur de peau : La me´thode de suivi
de la teˆte et des mains par couleur de peau s’ave`re per-
3. Un proforme est une configuration manuelle utilise´e pour
repre´senter et situer ou la forme d’une entite´
tinente dans la plupart des me´thodes de traitement des
vide´os en LS [18]. Elle implique par contre de pre´voir
la possibilite´ d’initialiser l’algorithme avec un mode`le
de peau adapte´ au signeur. Elle ne´cessite e´galement
que le fond et les veˆtements du signeur soient de cou-
leur diffe´rente de celle de la peau.
Forme des mains et de la teˆte : Dans la version actuelle
de notre filtre particulaire, aucune hypothe`se n’est
e´mise quant a` la forme de la teˆte et des mains. Cela
permet a` un nuage d’eˆtre re´parti entre plusieurs blobs
de peau ce qui est en contradiction avec la connexite´
physique des blobs de peau. Cependant, ceci n’affecte
pas les performances de l’algorithme de suivi. La po-
sition des mains est estime´e comme e´tant le centre
des nuages de particules de suivi. Cette deuxie`me hy-
pothe`se n’est valable que dans le cas ou` le signeur
porte des manches longues.
Gestion des occultations : Le principe de pe´nalisation
utilise´ dans le cadre du filtre particulaire autorise le re-
couvrement partiel ou total de plusieurs blobs de peau.
Ceci est indispensable car pre`s de 37,9% 4 des images
vide´os LS peuvent contenir des occultations.
Blobs de peau visibles Meˆme si l’algorithme prend en
compte les cas d’occultation les plus fre´quents (main-
main, teˆte-main) en autorisant les nuages a` se recou-
vrir, il ne traite pas le cas ou` une main serait cache´e
par d’autres membres ou sortirait du cadre. Ce der-
nier cas survient tre`s fre´quemment dans les vide´os en
LS lorsque la prise de vue ne permet pas de filmer
l’inte´gralite´ du haut du corps du signeur.
Mouvements fortement non line´aires Les grandes non-
line´arite´s sont une caracte´ristique de tout moyen d’ex-
pression gestuel. C’est d’ailleurs un des parame`tres
qui permet de donner du re´alisme et du sens au mou-
vement [10].
6.2 Hypothe`ses effectue´es au niveau de la
de´sambigu¨isation
Apparence peu variable des coudes Cette hypothe`se de
faible variabilite´ de l’apparence des coudes a pu eˆtre
ve´rifie´e sur les diffe´rentes vide´os qui nous ont per-
mis de valider notre algorithme de de´sambigu¨isation.
Toutefois, il n’est possible de l’utiliser qu’a` condition
que le signeur ait une orientation constante face a` la
came´ra. Ceci induit des contraintes sur le cadrage de
la vide´o ainsi que sur la structure de l’e´nonce´ qui doit
contenir un nombre limite´ de transferts personnels 5.
Le suivi des coudes induit e´galement des contraintes
sur l’apparence vestimentaire qui doit permettre de lo-
caliser les coudes dans la silhouette du signeur.
4. Mesure obtenue sur une traduction de bre`ve fournie par la socie´te´
Websourd ; 37,9% repre´sente la part des images ou` au moins un contact
main/main ou main/teˆte est observe´ dans l’espace 2D image
5. Transfert personnel : structure syntaxique dans laquelle le signeur
prend le roˆle d’un des actants de l’e´nonce´
Mouvement continu L’hypothe`se de continuite´ du mou-
vement est justifie´e du point de vue physique.
Main dominante au dessus de la main domine´e Le fait
de prendre en compte la notion de main dominante est
justifie´ du point de vue statistique dans le cas d’une
analyse de vide´o LS (cf §5.2). Ceci ne´cessite toute-
fois de pre´voir une variation de l’algorithme suivant
la late´ralite´ du signeur (droitier ou gaucher) a` l’aide
d’une initialisation automatique ou assiste´e.
Mains de´croise´es la majorite´ du temps Cet indice est
e´galement ve´rifie´ statistiquement .
Distance main-coude Le fait que la distance main coude
puisse eˆtre utilise´e pour de´sambigu¨iser les deux mains
se justifie d’un point de vue physique mais ne per-
met que rarement de conclure avec certitude sur la
late´ralite´ de chaque main identifie´e dans l’image, du
fait de la projection.
6.3 Contraintes induites sur les vide´os ana-
lysables
A l’aide des diffe´rentes hypothe`ses de travail que nous ve-
nons de de´gager, il est possible de caracte´riser les vide´os
que notre me´thode de suivi sera a` meˆme de traiter. Elles de-
vront eˆtre conformes a` plusieurs cate´gories de contraintes :
Contraintes vestimentaires : Le signeur devra porter un
veˆtement a` manche longue de couleur diffe´rente de
celle du fond et de la peau.
Contrainte de cadrage : Le signeur devra eˆtre filme´ en
plan ame´ricain et les mains du signeur devront
constamment rester a` l’inte´rieur du cadre.
Contrainte sur la structure des e´nonce´s : La fre´quence
des transferts personnels et tout autre structure gram-
maticale impliquant une rotation hors plan importante
du buste du signeur devra eˆtre limite´e.
Nos travaux actuels visent a` relaˆcher ces deux dernie`res
contraintes.
L’analyse que nous venons de pre´senter est faite du point
de vue du traitement d’image pour e´valuer les limites d’ap-
plication de notre approche et les contraintes qu’il faudrait
lever. On pourrait e´galement la faire d’un point de vue de
linguiste pour expliciter le mode`le de LS utilise´ dans l’e´tat
actuel de notre syste`me. Ceci permettrait de cibler les cas
d’usage d’un tel syste`me, de pre´ciser le cahier des charges
des fonctionalite´s a` ajouter, mais aussi de valider le mode`le
linguistique sous-jacent.
7 Conclusion
En raison de la complexite´ des LS, il est ne´cessaire de tenir
compte de manie`re consciente et explicite des contraintes
sur la structure des e´nonce´s signe´s. Il est aussi important
de faire le lien entre ces contraintes et la possibilite´ d’ap-
pliquer ou non des algorithmes en situation re´elle pour
aboutir a` un compromis entre sur-spe´cialisation des algo-
rithmes et fiabilite´ des re´sultats obtenus. Pour aboutir a` un
tel compromis, des connaissances sur la LS e´tudie´e doivent
eˆtre inte´gre´es de l’analyse bas niveau a` l’interpre´tation des
e´nonce´s. Nous avons montre´ dans cet article, a` partir du
proble`me de suivi des mains, comment la combinaison
d’ope´rateurs bas niveau donnant parfois des re´sultats peu
fiables peut aboutir a` des donne´es utilisables pour une ana-
lyse de la langue. Nous avons e´galement montre´ comment
de telles observations peuvent eˆtre utilise´es dans le cadre
d’une analyse de plus haut niveau et inte´gre´es dans un
mode`le d’espace de signation.
Nous espe´rons pouvoir a` terme utiliser ces donne´es de haut
niveau afin d’affiner la pre´cision du suivi et coupler l’ap-
proche ascendante pre´ce´demment de´crite a` une approche
descendante.
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