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Abstract 
This research looks at the design of an open transport protocol that supports a range of 
services including multimedia over low data-rate networks. Low data-rate multimedia 
applications require a system that provides quality of service (QoS) assurance and flexibility. 
One promising field is the area of content-based coding. Content-based systems use an array 
of protocols to select the optimum set of coding algorithms. A content-based transport 
protocol integrates a content-based application to a transmission network. 
General transport protocols form a bottleneck in low data-rate multimedia 
communications by limiting throughput or by not maintaining timing requirements. This work 
presents an original model of a transport protocol that eliminates the bottleneck by 
introducing a flexible yet efficient algorithm that uses an open approach to flexibility and 
holistic architecture to promote QoS. The flexibility and transparency comes in the form of a 
fixed syntax that provides a set of transport protocol semantics. The media QoS is maintained 
by defining a generic descriptor. Overall, the structure of the protocol is based on a single 
adaptable algorithm that supports application independence, network independence and 
quality of service. 
The transport protocol was evaluated through a set of assessments: off-line; off-line 
for a specific application; and on-line for a specific application. Application contexts used 
MPEG-4 test material where the on-line assessment used a modified MPEG-4 pl; yer. The 
performance of the QoS controlled transport protocol is often better than other schemes when 
appropriate QoS controlled management algorithms are selected. This is shown first for an 
off-line assessment where the performance is compared between the QoS controlled 
multiplexer, an emulated MPEG-4 FlexMux multiplexer scheme, and the target requirements. 
The performance is also shown to be better in a real environment when the QoS controlled 
multiplexer is compared with the real MPEG-4 FlexMux scheme. 
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Statement of Contribution 
The main contribution of this research is a model of a flexible transport protocol for 
distributed multimedia systems. It extends and is complementary to various work that is being 
done by standardisation organisations. At the application interface is the recent work done by 
the DMEF group within ISOMEC SC29 WG 11 in which an interface framework between 
content-based applications and a transmission network is defined. At the network interface the 
H. 22x paradigm standardised by the ITU-T SG16 provides a means to efficiently support 
network independence. This research focuses on a single holistic solution that is based on an 
open architecture. 
The model culminated in a number of implementations that reflected the evaluation 
phase of the research being done. The innovation in this research comes in the form of the 
following key features of the transport protocol: 
*A general QoS descriptor that sets QoS requirements and which ensures that 
performance is defined and maintained throughout the system model. 
*A transport protocol application interface, which provides an open system 
architecture. 
e An innovative QoS controlled data flow mechanism that is based on a three-level 
source modelling function. 
9 Network independence that results from the QoS controlled data flow mechanism. 
Furthermore, the syntax of the protocol supports transmission over low data rate 
networks. 
Due to the holistic nature of the transport protocol it was necessary to develop a 
complete system in which to perform the evaluation. These have been described within the 
thesis as three distinct phases. The first phase is performed off-line and ensures the transport 
protocol is syntactically and semantically correct. The second phase is also performed off-line 
and provides an intermediate assessment environment for quality of service management 
functions which are dependent on the application. The final evaluation phase is performed on- 
line using real MPEG-4 data. 
All the above is entirely the work of the author, the origin of which stems from 
participation within two specific European projects. The first, MAVT (Mobile Audio Visual 
Terminal, R2072 run by the EC under the RACE H programme) provided the first real-time 
demonstration of multimedia over a low data-rate wireless network. This project emphasised 
to the author the impact of the application on a multimedia system and the need for efficient 
and flexible algorithms. The MAVT work continued with another project called MoMuSys 
- 10 - 
(Mobile Multimedia Systems, AC098 run by the EC under the ACTS programme) a project 
that demonstrated the content-based coding concept and simultaneously became the official 
European MPEG4 test platform. A lot of this research was contributed to both MoMuSys and 
the MPEG-4 consortium 
- 11 - 
Chapter I 
Introduction 
1.1 Motivation 
The development of transport systems for multimedia has recently been receiving a lot of 
attention due to the proliferation in communication services. Transport systems (or 
middleware as it is sometimes referred to) are the connecting components between an 
application and a transmission network; the success of which is mainly based on its 
performance. The performance or QoS (quality of service) of a transport system depends 
entirely on the type of application, software and hardware that has been selected. 
This research focuses on the issues of the application and algorithms used to design 
an innovative transport protocol that transfers multimedia data with regard to quality of 
service. A form of communication technology that has recently been standardised is content- 
based coding [KOE99] in which the application rather than the technology define the service. 
The content-based paradigm is more user-oriented and allows a higher level of interactivity so 
that the user has control of the service within the constraints of the technology. 
The simplest multimedia application profile comprises of one video and one audio 
object, which is equivalent to the television broadcasts we view everyday. The user is often 
only given a choice over the content of the programme and not the way it is rendered. The 
content-based paradigm is far more flexible and efficient, there is no reason why you should 
be forced to use resources you do not need; for example, some users might be interested in 
just visual or just audio information. The user has control over the content and the format, 
whereby advanced profiles allow the provision for many audio, video and data channels, to 
more than one user over many different communication networks. This is akin to World Wide 
Web and Wireless Application Protocol technology. 
- 12 - 
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1.1.1 System architecture 
The appearance of so many different approaches to transporting data is often a reflection of 
the number of different applications that exist. Many solutions focus on specific applications 
to reduce the number of simultaneous constraints that need to be satisfied. Sometimes users 
complain about the low performance of the application they are using, where the justification 
is based on the circumstance in which the application makes the system operate outside of its 
design constraints; the transmission of multimedia over low data rate networks is a common 
example. This research provides a transport protocol that is based on a single open 
architecture so that a solution may exist for every application subject to hardware constraints. 
In general, the architecture of a distributed multimedia system is identified through 
the level of flexibility that it offers. A system that has a fixed number of features has a closed 
architecture whereas a system that allows features to be added at will has an open 
architecture. Both approaches have advantages and disadvantages where the choice ultimately 
rests on the user, but in this context it is clear that the open architecture provides the highest 
level of flexibility with respect to services. 
Furthermore, a distributed multimedia system is holistic and therefore it is not 
possible to provide a high performance solution without considering the service provided by 
each component as well as the whole. To develop a new component therefore requires a 
complementary system in which all the components are expected to share common design 
constraints. It is necessary to enforce a quality of service management system throughout the 
systems architecture, where dedicated algorithms are used to manage the process of 
configuration and re-configuration based on pre-determined or dynamic requirements and 
monitoring. To have a component that performs poorly will have a detrimental affect on the 
whole system, which other components are often powerless to compensate for. Therefore, in 
practice the development of a distributed multimedia system is multidisciplinary and requires 
a team effort. Indeed this research was only possible through collaboration with a project 
called MoMuSys- 
MoMuSys provided a catalyst in which this research could be done since it too had 
goals of its own. The intention of the project was to define and build MPEG4 (ISO/IEC 
14496) client server terminals and through a series of field trials assess the work done and 
further refine technical development [CAR96] - [CAR98d]. At all times the MoMuSys 
partners were actively contributing to the standard and making use of collaboration from 
organisations within ISO/IEC WG 11 SC29 and ITU-T SG 16 [CAR99] - [CAR99c]. 
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MPEG-4 is the first audio-visual representation standard modelling an audio-visual 
scene as a composition of audio-visual objects with specific characteristics in time and space. 
The MPEG-4 coding standard uses a content-based approach to composition, supporting 2D 
arbitrarily shaped natural video objects, audio and speech objects, as well as synthetic data, 
e. g. text, generic 2D/3D graphics, animated faces, and structured audio. The content-based 
paradigm allows MPEG-4 to support new features, such as content-based interaction and 
manipulation, as well as improvements to established functions, such as coding efficiency and 
error resilience, by virtue of data type the most adequate coding technology can be selected. 
Although MPEG4 includes a large number of tools, it uses a toolbox approach to 
organisation, allowing the implementers to select specific tools, and customise the terminals 
in terms of composition capabilities and decoding configuration to suit specific needs. The 
toolbox can be augmented as technology progresses, without making the entire system 
obsolete. Interoperability is guaranteed by means of adequate profiling. 
1.1.2 Middleware essentids 
Middleware provides the connecting components between an application and a transmission 
network; the success of which is mainly based on its performance. Therefore the system 
architecture, the application interface, the network interface and transmission process all 
needs to be examined. The focus of this research is to provide a single generic solution based 
on a quality controlled open architecture. 
This research provides a new transport protocol that has been targeted for real-time 
multimedia applications that use compression for transmission over low data rate networks. 
The constraints associated with these applications are complex due to the number of 
unpredictable factors in a complete system. Open systems are developed by defining a syntax 
and semantic set, which allows the actual implementation of sub-systems to be unspecified'. 
In the context of this research, an open content-based transport system provides a distinct 
number of functions, essentially: 
1) the opening and closing of sessions, 
2) the opening and closing of channels within each session, and 
3) the transfer of data across the open channels. 
An interface can be defined to provide these functions. The benefit of the generic 
interface is the resulting transparency on both sides of the syntax. To the transport protocol 
the interface implies that the algorithm is not dependent on the application. For example, the 
I It may be noted that this is characteristic of work done by standardisation bodies. 
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application may use more than one video coding algorithm, or produce any number of 
streams. To the application, the means that the transport system uses to transfer data is hidden, 
interaction is entirely through the interface. There are certain functions that the application 
can select, however, so that functions in the compression and synchronisation layer co-operate 
with functions in the transport layer; the System functions and the quality of service 
management functions provide this. 
The open nature of the functions allow for autonomy whilst being directed by the 
application selected by the user. This aspect is useful for functions that are adaptive and thus 
change operation according to prevailing conditions so that performance may be controlled. 
An example is the changing characteristics of networks whether it is the syntax for 
heterogeneous transmission, or the physical characteristics of homogeneous transmission. 
Although this research aims to identify an algorithm to provide a generic service the 
interface to the transport system is designed such that other algorithms are not excluded. This 
is a useful quality of open systems and it is a concept that has been recently standardised by 
ISO/IEC SC29WG 11. The advantages of such an approach is that it provides backward and 
forward compatibility, and inherently blends with the paradigm of this research. 
1.1.3 Collaborative work 
The background to this research has stemmed from the authoes involvement with two 
collaborative research projects both of which have had an enormous influence in the field of 
distributed multimedia systems. Namely, MAVT' and MoMuSys2, these projects have had a 
direct impact on international standardisation bodies, especially the following groups: ITU-T 
SG15 LBC, ITU-T SG16, ETSI SMG5, ISO/IEC SC29WGI I and IETF AVT. 
MAVT was the first project to provide a real-time demonstration of audio and video 
over a low bandwidth radio channel [CAR951 and [CAR95a]. The author worked on the 
interface between the application layers and the different network layers. The resulting 
transport mechanism was static and thus had quite an impact on the quality of the service. At 
the application level the service was found to be useable but suffered from distortion, 
synchronisation and delay problems. At the network level the algorithm used was tested in 
real-time over a DECT network and simulated over other networks. The architecture of the 
system was rigid and therefore did not allow re-configuration. In effect what resulted was a 
closed system that revealed possibilities for improvement and therefore evolution. 
I Mobile Audio Visual Terminal, R2072 run by the EC under the RACE 11 programme. 
2 Mobile Multimedia Systems, AC098 run by the EC under the ACTS programme. 
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MoMuSys was the successor to MAVT and immediately the requirement for content- 
based, re-configurable systems was investigated. Over the lifetime of the project three 
separate distributed multimedia systems were developed. In each case, the author was partly 
responsible for the architecture and transport sub-system of each terminal. The first system 
used an open architecture based on JAVA where the transport sub-system offered the same 
service properties as MAVT but with re-configuration capability [CAR96] and [CAR97]. The 
second system was based entirely on CIC++ and was donated to ISO/IEC SC29 WGI 1 and 
from then on became the MPEG4 3D-player reference software [CAR98a] and [CAR99b]. 
The third system is mostly the author's own work and which has made most impact in the area 
of DMIF also known as MPEG-4 part 6 [CAR96c] and [CAR98b]. The third system 
comprises several software packages on which this research is based. 
1.2 Objectives 
The transport protocol that has been researched needed to satisfy a number of requirements. 
The constraints that were identified come under four main categories. 
Architectural design constraints that encompass both the system and the transport 
protocol. The aim is to produce a single protocol with an open architecture. A single protocol 
is beneficial for efficient use of system resources. An open architecture provides several 
desirable qualities such as reconfiguration and adaptability. A minor consideration may 
include interoperability. 
Quality of service is an essential consideration for multimedia communications in 
which the both the subjective and or objective requirements should be maintained. The quality 
of service requirements are derived from the media types and the network used for a given 
application. A minor consideration may include a simple algorithm (especially at the 
decoder). 
Application independence should be supported so that multiple services (application 
profiles) can be provided. This should allow the transport protocol application transparency so 
that an appropriate configuration of application components can be supported. Likewise, 
network technology should be transparent to the application. The application should only 
need access to high level primitives that dynamically control: 
a) The opening and closing of sessions. 
b) The dynamic opening and closing of channels within sessions. 
c) The transfer of user data for a given quality of service. 
Network independence should be supported so that transmission is possible over 
different types of networks. Particular attention should be given to low data rate networks 
- 16 - 
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such as mobile and public switched telephone networks where channel bandwidth is 
comparatively low and thus efficiency is very important. The need for dynamic re- 
configuration for changing network conditions is also desirable. 
1.3 Synopsis 
1.3.1 System Architecture 
A holistic system model comprised of four main components has been derived from the 
perspective of the transport sub-system. The first component considers the effect and 
constraints that the application has on the transport system. The second component provides 
the capabilities of the application and therefore the streams for the transport system to 
transfer. It is between components two and three that an interface is specified which 
effectively provides the application with abstract functions and thus makes the transport 
system transparent to the higher levels of the model. The third component describes the 
transport system in terms of the flow control mechanism that maintains the quality of service 
requirements of the higher levels of the model. The fourth and final component describes the 
network abstraction process, which due to the nature of the algorithm in level three provides 
network independence. 
System flexibility is essential for multimedia applications that require dynamic 
configuration and reconfiguration. The open systems approach provides a means to control 
and configure the distributed sub-systems. Dynamic reconfiguration within a system allows 
the service to compensate for stochastic factors within the system (such as the unpredictable 
nature of some encoded data or the real-time modification of parameters by the user, new 
technology, random errors and so on). In contrast to the many different transport protocols 
that exist this research provides a solution based on a single protocol yet through an interface 
which allows access to other protocols. This is typical of the open architecture on which the 
protocol is based, thus as well as providing a means to an efficient protocol, interoperability 
between terminals is also possible. 
System quality of service is an attribute that encompasses both the hardware and 
software within the system. The demands required of distributed multimedia services are high 
where performance and therefore efficiency is set at a premium. The architecture developed 
encompasses the two main forms of control where QoS control should exist throughout the 
entire systern. Starting at the application, the definition of QoS for the individual streams 
through the QoS descriptor, through to the QMF (quality of service management functions) at 
the multiplexer and the QMIF for each stream served by the multiplexer. 
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1.3.2 Application Interface 
The application interface is a key element to providing an open architecture to the QoS 
transport protocol and through which access to all the necessary transport protocol functions 
is provided. Above the application interface the service is defined and is also where the coders 
reside which source or sink the data flow. The data flow is regulated via the definition of a 
general QoS descriptor that is used to set the QoS requirements for each stream. The 
application profile is selected by a user and provides a top-level description of the system, 
with which all underlying sub-systems are expected to comply. 
Interface primitives are effectively a set of function primitives, the interface 
between the application and the transport layer is fixed. This allows the application to 
transparently communicate with the transport layer to reserve resources and provide the 
networking functionality. The application does not need to know how the transport layer 
provides this service. This work is complementary to that produced by the DMIF group of the 
MPEG-4 consortium. 
Transparent service capability allows the data to be carried over the network in an 
abstract form via the transport layer. Each data stream is provided with its own logical 
channel and treated identically subject to the control constraints defined by the QoS 
descriptor. The treatment each channel receives is set through its quality of service 
characteristics. The scope of which extends over past, present, and future coders and 
decoders, hence providing backward and forward compatibility. 
1.3.3 Flow Control 
The flow control subsystem for the transport protocol is designed specifically for content- 
based coding systems in which there are many streams that need to be transmitted 
simultaneously. The characteristics of the streams may vary considerably due to the range of 
supported services allowed by the system architecture. The objective of the flow control 
subsystem is to maintain the user QoS requirements and keep overhead low through the use of 
specific flow control functions. 
Multiplexing is based on a three-level source modelling function. The objective of 
which is to maintain the QoS requirements defined by the QoS descriptor specification and 
minimise the overhead associated with the re-configuration of the bandwidth allocation 
process. The multiplexing model allows three types of combined source characteristics that 
are classified as being stochastic, modelled or predictable. 
Bandwidth allocation is dynamic in that sessions and channels can be opened and 
closed at will. Open channels thus compete for bandwidth at a given priority level. The 
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bandwidth allocation procedure is based on the requirements defined by QoS descriptors. 
High priority channels get served first and fairly so that lower priority channels may also be 
served. 
Quality of service is maintained by using relatively simple algorithms. The 
algorithms should be holistic and simple. The quality of service management algorithm is 
open, allowing the two possible approaches of either 1) select the configuration of the entire 
system by introducing QMFs appropriately and then choose the parameters of the QMFs to 
meet the given requirements for perforimnce; or 2) select an overall system that meets the 
given requirements for performance and then choose the parameters of the QMFs. 
1.3.4 Network Interface 
The network interface is primarily concerned with providing an interface to functions that 
require information on both the media and the network, such as forward error correction. 
Other functions, such as routing and addressing, can be applied independently since these are 
entirely network related. 
Interface Syntax: The syntax of the transport protocol at the network interface is 
fixed and therefore provides network level abstraction. The structure of the syntax ensures 
network independence and bit efficiency so that transmission is possible over low data rate 
networks. The syntax is also suitable for unequal error protection for refined transmission 
across error prone networks. 
Network Capability: The structure of the syntax is similar to the approach used by 
the ]TU-T H. 22x family of multiplexing algorithms. These algorithms are interoperable and 
range over all network types from which the same principles can be applied to this algorithm 
and can therefore provide efficient network independence within a single protocol. 
Furthermore, the network abstraction provides both backward and forward compatibility. 
Quality of service: The syntax of the interface is designed so that efficient use of 
bandwidth is possible by aiming to minimise overhead and thus maximise throughput. This is 
especially important for transmission over low data rate networks. The functions in the 
network sub-system are dynamically configured to pertaining conditions subject to the 
requirements demanded of the streams through the QoS descriptor. 
1.3.5 Evaluation 
Three types of evaluation have been defined and carried out with the implementation of the 
QoS controlled transport protocol. 
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Primary evaluation is carried out off-line and provides the fundamental assessment 
which checks the syntax and semantics of the transport protocol. Deterministic data is used 
rather than real data which is characteristically stochastic. 
Secondary evaluation provides an off-line evaluation of an application. It also 
provides the appropriate environment in which to test various quality of service management 
functions. Off-line results were produced for an MPEG-4 application with two video streams 
to provide an example of the process. 
Tertiary evaluation is an on-line evaluation of the transport protocol and 
encompasses the entire application. Whereupon on-line results were provided via an MPEG-4 
player equipped with the QoS controlled transport protocol for an audio-visual application 
with five variable rate multimedia streams. 
1.4 Thesis Structure 
The following chapter details a number of international standards and definitions that are 
associated with this research. The topics start with the Open Systems Interconnection Basic 
Reference Model (OSLUM) which is a well known communications system model and then 
elaborated upon with a more thorough description of the OSURM transport layer. A weakness 
of the OSURM is the quality of service issue thus details of the QoS Framework follow. To 
finish the chapter details of relevant ITU-T and MPEG are given. 
The third chapter details existing systems and subsystems that are relevant to this 
research where the emphasis is on external work from which the objectives for this research 
have been partly derived. The content of which has been constrained to topics that are directly 
relevant since the scope of this research is wide and it would be inappropriate to include 
details of these additional areas. Instead a biography of additional material is provided to 
satisfy the reader seeking further information. 
The fourth chapter describes the model and implementation (analysis and synthesis) 
of the system that the author has developed. The model is described from the perspective of 
the transport system in which the system architecture has been divided into four levels. A 
model of the whole system is required due to the holistic nature of the research. 
The evaluation of the quality of service controlled transport protocol is provided in 
chapter 5 where a series of experiments were done via software implementations of the 
model. The results are further elaborated through a discussion in which comparisons are made 
with similar work. The chapter on evaluation ends with a description of further work in which 
extensions to the research are possible. 
The conclusions derived from the work are provided in chapter 6 in which the main 
points of the research are presented. Specifically the main topics are the effect this research 
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has had on external projects; and the design, model and evaluation of the transport protocol. 
The references used during this research are listed in the final chapter. 
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2.1 Introduction 
Providing a transport protocol with an open architecture has been attempted in several ways 
[CAR96b]. There is more than one solution where the general approach in each case tends to 
be promoted by an internationally recognised organisation [MPEGl], [ITUI], [IETFI] and 
[WAP1]. Some of these organisations are standardisation bodies, which produce 
internationally recognised recommendations. Within these organisations are work groups with 
specific agendas to tackle the different aspects of the task. Some noteworthy groups are study 
group 16 (SG16) of the ITU-T (International Telecommunication Union), ISO/IEC 
JTCI/SC29/WGIl (MPEG) work group of the ISO (International Standardisation 
Organisation), and the Transport Area work groups of the IETF (Internet Engineering Task 
Force). 
It is interesting to note the technical approach used by the different organisations even 
though there exist liaisons between them to maintain common objectives and where possible 
share work. The differences in the approaches lie in the control focus i. e. where the 
intelligence is emphasised within the systen-L Within the ITU-T the focus is on the terminal, 
within the IETF the focus is on the network whereas ISO uses the distributed approach 
encompassing both the terminal and the network. The market is provided with all the 
solutions, allowing it to select the appropriate technology to suit its particular needs. The 
author, however, has concluded that it is better to combine the efforts provided by each 
organisation rather than focus on any one approach. 
The following section looks at the Open Systems Interconnection Reference Model 
(OSLIRM) by highlighting aspects that are particularly relevant from an architectural 
perspective. The standards and definitions associated with a transport layer are detailed in the 
subsequent section. Issues associated with quality of service management are described in the 
next section by providing details of the QoS Framework. The section on ITU-T standards 
focuses on the H. 22x paradigm and the multimedia system architectures. The transport 
protocols developed by MPEG are provided in the subsequent section. 
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2.2 OSI Reference Model 
The OSI/RM (Open Systems Interconnection Basic Reference Model) [X2001 provides a 
solid foundation for building open communication systems (see also section 4.2 System 
Model on modelling). The model is based on the generalisation of dividing every 
communication system into seven layers, specifically the application, presentation, session, 
transport, network, data link and physical layers. Even so, as mentioned in [X200 section 
6.2.1], the OSI/RM is a guide and not a definitive framework [CRA97], [SCH93], [ZIT931. 
The architecture has several very important features that will be elaborated upon in this text. 
2.2.1 Architecture 
The OSI/RM provides a system model with seven horizontal abstract layers. For 
standardisation purposes the concepts and the function of each layer is described in the form 
of a model; however it is up to the system implementers to 
Applicati define the actual behaviour of the layers and associated 
interfaces. Part of the difficulty in providing OSI layers 
within a system is in forming general interfaces that 
interconnect the layers. Each layer can be treated as an 
independent function, hence promoting modularity (i. e. 
providing useful features such as local data manipulation and 
execution); furthermore, the complexity of lower layers is 
hidden from higher layers. In the area of multimedia, this 
architecture also aids the co-ordination of synchronised 
streams through the existence of timing information at 
appropriate interfaces. 
Figure 2-1: OSI/RM N-layer Model. 
The basic structuring technique in the Open Systems Interconnection Reference 
Model is layering. According to this technique, each open system is viewed as logically 
composed of an ordered set of (N)-subsystems. Adjacent (N)-subsystems communicate 
through their common boundary and (N)-subsystems of the same rank (N) collectively form 
the (N)-layer of the Open Systems Interconnection Reference Model. There is one and only 
one (N)-subsystern in an open system for layer N and an (N)-subsystem consists of one or 
several (N)-entities. Entities exist in each (N)-layer and entities in the same (N)-layer are 
termed peer-(N)-entities. By definition the highest layer does not have an (N+1)-layer above it 
and the lowest layer does not have an (N-l)-layer below it. 
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Each layer is open when it is able to communicate directly with any peer layer 
regardless of the layers above and below. The layered model is used more in a conceptual 
sense to help describe what is going on. By definition the Open Systems Interconnection 
Reference Model is a static system whereas this research aims to develop a dynamic (N)- 
subsystern. 
2.2.2 OSI Layers 
Each abstract layer is designed to describe purely external relations with other layers. This 
allows implementers; the freedom to design the internal functionality of the layers. There are 
seven layers in total with the user-friendliest being the application layer, and the most 
electronically oriented being the physical layer. 
7 Application: The application layer is the uppermost level of the model. It defines what the 
user is allowed to do as well as keeping the user informed of the applications performance 
during a session. This layer is often multidisciplinary whereby human-computer interaction 
constraints may also apply. 
6 Presentation: This layer will contain a number of different functions that can be selected 
for use by the application layer. The capability of the application is defined by the contents of 
this layer. Typical functions include a set of routines to perform compression on various types 
of data or security functions such as encryption. 
5 Session: This layer sets up connections between communicating terminals. This may 
encompass one or more logical channels for each application. The parameters that indicate 
transmission constraints and address mapping are made in this layer. 
4 Transport: This layer provides end-to-end communication between peers. It is not 
concerned with the hardware constraints of the communication medium, unlike the layers 
below. This layer is responsible for the efficient use of the systems resources to provide a 
particular throughput. 
3 Network: This layer essentially deals with the routing of packets over the 
communication channel and ensures that the data is assembled in the correct order for 
presentation at the receiver. It is not uncommon for this layer to also enforce some error- 
correcting/ detecting scheme. 
2 Data link: The data link layer makes use of the network layer to ensure effor-free 
communication between peers on the network layer. This encompasses a number of functions 
such as bit-error control, packet formatting, packet numbering and so on. 
1 Physical: This is the lowest layer and it transmits real analotue bits over the 
communications system. It deals with the true physical representation of signals, i. e. voltage 
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and power levels, timing, etc on the transmission medium. In some cases this layer may be 
responsible for sharing the transmission medium with other signals which may be active 
simultaneously at the same time. 
2.2.3 Management 
Within the OSI Reference Model, control subsystems are needed for initiating, terminating, 
and monitoring activities and assisting in their harmonious operations, as well as handling 
abnormal conditions. These have been collectively considered as the management aspects of 
the OSI architecture. These concepts are essential to the operation of the interconnected open 
systems. 
The following categories of management activities are identified: a) application 
management; b) systems management; and c) layer management. Application-management 
relates to the management of OSI application-processes. The following is typical of activities 
which fall into this category but it is not exhaustive such as: a) the initialisation of parameters; 
b) the initiation, maintenance, and termination of application-processes; and c) the allocation 
and de-allocation of resources. 
Systems-nianagement relates to the control of resources and their status across all 
layers of the OSI Reference Model. The following is typical of activities that fall into this 
category but it is not exhaustive: a) activation/deactivation control; b) monitoring and 
reporting; and c) exception control. In general there are two aspects of layer-management. 
One of these is concerned with layer activities such as activation and exception control. This 
aspect is implemented by the appropriate protocol to which it applies. The other aspect of 
layer-management is a subset of systems-management whereby the protocols for these 
activities reside within the Application Layer and are handled by systems management 
application entities. 
Both centralisation and decentralisation of management functions are allowed. Thus, 
the OSI Reference Model does not indicate any particular fashion or degree of centralisation 
of such functions. This principle calls for a structure in which each open system is allowed to 
include any (subset of) systems-management functions and each subsystem is allowed to 
include any (subset of) layer-management functions; 
2.2.4 Summary 
In this section the OSI Reference Model has been described emphasising the layer abstraction 
of the model. The layering concepts have been described as well as the semantics of the seven 
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layers that form the model. Finally, a description of different management systems and 
control functions has been given. 
2.3 Transport Layer 
The function that the transport sub-system provides has undergone several stages of 
refinement over time. When this research began there were several Standards [X200] - [X700] 
which defined the purpose of the Transport Layer and the Transport Service. These Standards 
have themselves undergone revision either by updating the actual Standard or by creating 
supporting Standards that improve or extend existing Standards. A recent addition has been 
that of the Enhanced Communications Transport Service (ECTS) [X605], [ECTSI]. ECTS 
provides a wide range of services ranging from unreliable unicast with best-effort QoS to 
reliable multicast with guaranteed QoS. A paragraph of the introduction [X605 page vii] 
specifically mentions that there will be a complementary protocol (ECTP) [ECTPI] that will 
be defined in a separate International Standard. ECTP is supposed to support all the services 
defined by ECTS but is currently a work in progress and therefore remains undefined. It is 
hoped that research such as this may contribute to the effort in these areas. 
According to [X200 section 7.4] a transport service should provide transparent 
transfer of data between session-entities and relieve them of any concern about the way in 
which reliable and cost effective transfer of data is achieved. The transport layer should 
optimise the use of the network service to ensure the QoS required by each session entity at 
minimum cost. The optimisation should be within the constraints imposed by the overall 
demands of all concurrent session entities and the overall quality and capacity of the network 
service available to the Transport Layer. 
All protocols defined in the Transport Layer have end-to-end significance, where the 
ends are defined as transport entities having transport associations. Therefore, the Transport 
Layer should be OSI end open system oriented and transport-protocols operate between OSI 
end open systems. The Transport Layer is relieved of any processes associated with routing 
and relaying since the network-service provides data transfer from any transport-entity to any 
other, including the case of tandem sub-networks [X200 section 7.5.11. The transport protocol 
used by the Transport Layer to provide a requested QoS depends on the quality of the network 
service. The quality of the network service depends on the way the network service is 
achieved [X200 section 7.5.3]. 
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2.3.1 Session Layer Services 
The Transport Layer uniquely identifies each session entity by its transport address. When 
providing the connectionless mode service, the Transport Layer provides a connectionless 
mode service that maps a request for transmission of a transport service data unit onto a 
request to the connectionless mode network service [X215]. In connection mode, the transport 
service provides the means to establish, maintain, and release transport connections. Transport 
connections can provide duplex transmission between a pair of session entities (through 
TSAPs (transport service access points)). Furthermore, in some cases more than one transport 
connection can be established between the same pair of transport addresses. A session entity 
uses transport connection endpoint identifiers provided by the Transport Layer to distinguish 
between transport connection endpoints. 
The operation of one transport connection is independent of the operation of all others 
except for the limitations imposed by the finite resources available to the Transport Layer. 
The quality of service provided on a transport connection depends on the service class 
requested by the session entities when establishing the transport connection. The selected 
quality of service is maintained during the lifetime of the transport connection. The session 
entity is notified of any failure to maintain the selected quality of service on a given transport 
connection. 
In connection mode, the following facilities provided by the Transport Layer are 
described below: 
a. Transport connection establishment; 
b. Transport connection release; 
C. Data transfer; 
d. Expedited data transfer; and 
e. Suspend facility. 
In connectionless mode, segmentation and re-assembly are not provided in the 
Transport Layer. Thus, the size of transport service data units is limited by the size of 
transport protocol data units and transport protocol control information. 
Transport connections are established between session entities identified by transport 
addresses. The quality of service of the transport connection is negotiated between the session 
entities and the transport service. At the time of establishment of a transport connection the 
class of transport service to be provided can be selected from a defined set of available classes 
of service. These service classes are characterised by combinations of selected values of 
parameters such as throughput, transit delay, and connection set-up delay and by guaranteed 
values of parameters such as residual error rate and service availability. These classes of 
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service represent globally predefined combinations of parameters controlling quality of 
service. These classes of service are intended to cover the transport service requirements of 
the various types of traffic generated by the session entities. 
The transport connection release facility provides the means by which either session 
entity can release a transport connection and have the correspondent session entity informed 
of the release. The data transfer facility provides data transfer in accordance with the agreed 
quality of service. When the quality of service cannot be maintained, the transport connection 
is terminated and the session entities are notified. 
The transport service data unit transfer service provides the means by which transport 
service data units of arbitrary length are delimited and transparently transferred in sequence 
from one sending transport service access point to the receiving transport service access point 
over a transport connection. This service is subject to flow control. 
The expedited transport service data unit transfer service provides an additional 
means of information exchange on a transport connection. The expedited transport data units 
are subject to their own set of transport service and flow control characteristics. The 
maximum size of expedited transport service data units is limited. 
In connection mode, the Transport Layer functions may include: 
" Mapping transport address onto a network address; 
" Multiplexing (end-to-end) transport connections onto network connections; 
" Establishment and release of transport connections; 
End-to-end sequence control on individual connections; 
End-to-end error detection and any necessary monitoring of the quality of service; 
End-to-end error recovery; 
End-to-end segmenting, blocking, and concatenation; 
End-to-end flow control on individual connections; 
Supervisory functions; 
Expedited transport service data unit transfer; and 
Suspend/ resume functions. 
In connectionless mode, the Transport Layer provides the following functions to 
support connectionless mode transmission: 
Mapping between transport addresses and network addresses; 
Mapping end-to-end transport connectionless mode transmissions on to network 
connectionless mode transmissions; (Note, there may be specific situations where 
performing conversion from connection mode to connectionless mode operation in 
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the Transport Layer can be justified and may be permitted. In such cases it is accepted 
that communication using such conversions can only take place between OSI end 
systems supporting them. ) 
0 End-to-end error detection and monitoring of the quality of service; 
0 Transport service data unit delimiting; and 
0 Supervisory functions. 
When a session entity requests the Transport Layer to establish a transport connection 
with another session entity identified by its transport address, the Transport Layer determines 
the network address identifying the transport entity which serves the correspondent session 
entity. Transport entities support services on an end-to-end basis therefore no intermediate 
transport entity is involved as a relay between the end transport entities. Therefore the 
Transport Layer maps transport addresses to the network addresses that identify the end 
transport entities (see Figure 2-2 below). 
Session-entity End transport-address Session-entity 
End network-address 
Figure 2-2: Association of transport addresses and network address. 
One transport entity may serve more than one session entity. Several transport 
addresses may be associated with one network address within the scope of the same transport 
entity. Corresponding mapping functions are performed within the transport entities to 
provide these facilities (see Figure 2-3). 
twork- 
dress 
Figure 2-3: Association of one network address with several transport addresses. 
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To optimise the use of network connections, the mapping of transport connections 
onto network connections need not be on a one-to-one basis. Both splitting and multiplexing 
may be performed, namely for optimising the cost of usage of the network service. 
2.3.2 Operation Phases 
In connection mode operation, there are three top level phases of operation within the 
Transport Layer, these are known as the: 
9 Establishment phase; 
0 Data transfer phase; and 
Release phase. 
The transfer from one phase of operation to another is specified in detail by the 
Transport Layer protocol. During the establishment phase, the Transport Layer establishes a 
transport connection between two session entities. The functions of the Transport Layer 
during this phase match the requested class of service with the services provided by the 
Network Layer. The following functions can be perfonned during this phase: 
0 Obtain a network connection which best matches requirements of the session entity, 
taking into account cost and quality of service; 
9 Decide whether multiplexing or splitting is needed to optimise the use of network 
connections; 
* Establish the optimum transport protocol data unit size; 
0 Select the functions that will be operational upon entering the data transfer phase; 
Map transport addresses onto network addresses; 
Provide identification of different transport connections between the same pair of 
transport service access points (connection identification function); and 
* Transfer of data. 
The purpose of the data transfer phase is to transfer transport service data units 
between the two session entities connected by the transport connection. This is achieved by 
the transportation of transport protocol data units and by the following functions, each of 
which is used or not used according to the class of service selected in the establishment phase 
[X224 section 61: 
Sequencing; 
Blocking; 
0 Concatenation; 
0 Segmenting; 
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" Multiplexing or splitting; 
" Flow control; 
" Error detection; 
" Error recovery; 
" Expedited data transfer; 
" Transport service data unit delirr-ýting; and 
" Transport connection identification. 
The purpose of the release phase is to release the transport connection. It may include 
the following functions: 
" Notification of reason for release; 
" Identification of the transport connection released; and 
" Transfer of data. 
The Transport Layer protocols deal with some management activities of the layer (such as 
activation and error control). According to [X214] a TS (Transport Service) should provide 
the following: 
Quality of Service selection: The Transport Layer is required to optimize the use of 
available communications resources to provide the Quality of Service required by 
communicating TS users at minimum cost. Quality of Service is specified through the 
selection of values for Quality of Service parameters representing characteristics such as 
throughput, transit delay, residual error rate and failure probability. 
Independence of underlying communications resources: The Transport Service 
hides from TS users the difference in the Quality of Service provided by the Network Service. 
This difference in Quality of Service arises from the use of a variety of communications 
media by the Network Layer to provide the Network Service. 
End-to-end significance: The Transport Service provides for the transfer of data 
between two TS users in the case of the connection mode Transport Service or between two 
or more TS users in the case of the connectionless mode Transport Service in end systems. 
Transparency of transferred information: The Transport Service provides for the 
transparent transfer of octet-aligned TS user data and/or control information. It does neither 
restrict the content, format, or coding of the information, nor does it ever need to interpret its 
structure or meaning. 
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TSAP I. TSAP 
Transport entity 
Note: For illustration only, this figure shows only one TSAP and one NSAP (network service access point) for 
each transport entity. Under some circumstances, more than one TSAP and or more than one NSAP may be 
associated with a particular transport entity. 
Figure 2-4: Model of the Transport Layer. 
TS user addressing: The Transport Service utilizes a system of addressing which is 
mapped into the addressing scheme of the supporting Network Service. TS users refer 
unambiguously to TSAPs (transport service access points) or a specific group of TSAPs by 
using transport addresses, see Figure 2-4. 
It is recognised that the above definition has a few deficiencies; most importantly: (i) 
it does not take the requirements of time critical applications into consideration; (ii) QoS 
focuses mainly on network constraints. Thus it would be necessary to extend the services 
provided by this definition. 
2.3.3 Summary 
The dependencies and functions of the transport protocol have been described encompassing 
session modes and features. The focus has been on functions that are required for connection 
and connectionless communications. Also included in the description are the connection mode 
phases (establishment phase, data transfer phase and release phase) and the service expected 
of the transport protocol. 
2.4 QoS Framework 
It has been recognised [HUA97], [TAT98] (also refer to section 3.5) that the QoS and 
management aspects of the OSI Basic Reference Model needed enhancing. The QoS 
functions [X200 section 5.10] are mainly limited to network considerations (there is an 
acknowledgement for the necessity of general QoS management in section 8). The 
International Standard that defines the Management Framework for Open System 
Interconnection [X700] does not clearly specify QoS management functions. In 1997 an 
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independent QoS Framework [X641] was defined to provide QoS within a communication 
system including OR Thus, it is recognised that QoS is context related and distributed over 
several different levels within the system. This section shall provide an overview of the QoS 
Framework since it describes the essential features for QoS dependent systems. 
The QoS Basic Framework is a structured collection of terminology, concepts and 
their relationships, and describes the topics relevant to QoS that can be expressed by a 
common means of description. It describes how QoS can be characterised, how QoS 
requirements can be specified, and how QoS can be managed. The Basic Framework presents 
a model of QoS for OSI. The model identifies the entities that participate in the management 
of QoS, defines the flow of QoS related information between them and describes how this 
information can be processed. 
A QoS characteristic is a quantifiable aspect of QoS, which is defined independently 
of the means by which it is represented or controlled. It represents the true underlying state of 
affairs, as opposed to any measurement or control parameter, and can therefore be thought of 
as a quantity in a mathematical model of a (distributed) system. Thus, in defining a QoS 
characteristic such as throughput, the intention is to say what throughput means. This is 
distinct from how it may be measured, controlled, requested, negotiated, and so on. 
The network architectures that have been standardised to date have not fully 
considered requirements for specific qualities of service; in effect, they are intended primarily 
for general services. It is now clear that there are a variety of application areas where users 
have a specific policy that must be applied during communications activities. These policies 
will lead to the choice of a particular set of QoS characteristics to implement the 
requirements. 
Specific QMFs (quality of service management functions) that are defined to meet 
identified application or user needs will differ in the types of function they provide, the QoS 
characteristics they affect, the QoS mechanisms they make use of, the entities that perform 
them, the phases during which they are performed, and so on. 
2.4.1 QoS Category 
QoS categories allow users to specify what qualities of service best categorise their 
requirements [X6411. The qualities of service that are identified for each category are likely to 
be similar, but may have different emphasis for each. QoS categories are not mutually 
exclusive, the type of system being considered here is a combination of categories which 
describe real-time systems that process time-critical, stochastic and measurable systems. For 
time-critical communications, the underlying architecture should support the user 
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requirements in state-driven, event-driven and mixed systems, and should allow both time- 
critical and non time-critical traffic to coexist for the same application. 
Time window requirements are fundamental to the Time Critical QoS category 
(which may be under user specification or control) during which one or more specialised 
actions must be completed with a specific level of certainty. In addition, there is a 
requirement for temporal and spatial coherence in time-critical data to be supported. In 
general, a time window requirement is where a particular time delay t shall fall within a given 
range, that is to say it is a requirement with two parameters tmin and tMax, such that: 
tmin :5t :5 tmax 
When considering throughput, information about the offered traffic is also required. 
Depending on the exact requirement, additional information may include values of peak, 
average and burst duration for the traffic. (It should be possible to express these as values of 
an appropriate throughput characteristic, plus a time period. ) Specifically, throughput 
negotiation mechanisms will often require such additional information to be carried and 
processed appropriately. The final requirement addresses system changes due to the addition 
of, or alteration to, an application process. These should be indicated or detected so that 
appropriate action may be taken. The perturbation Prediction Function predicts potential 
perturbation and indicates the degree of the potential problems. 
2.4.2 QoS Management 
QoS management requires a number of functions, which control the services provided in the 
OSI environment, and meet the needs of users and applications [X6411. The term QoS 
management fitnction (QMF) is used to identify such functions. QMFs may be considered 
active in one of three ways by being either: (i) always operational, (ii) requested by the user of 
a service (such as an application-process that wishes to ensure that a certain level of 
throughput can be provided) or (iii) instigated by a third party (such as a remote systems 
manager or a local management process). Also, the information exchange between entities is 
classified into 4 different types, according to its use and its meaning. The information may be 
a QoS context when it is retained within an entity; a QoS parameter when it is conveyed 
between entities; or it can be thought of as actual QoS data or requirements depending on its 
context within the QMF. 
QMFs may require many different types of action to be performed: negotiation, 
control and monitoring, for example. It is therefore useful to regard them as composed of a 
number of smaller elements, termed QoS mechanisms, which can be specified independently. 
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QMFs are then described as being perfonned by one or more QoS mechanisms operating in 
sequence or in parallel. QoS mechanisms can perform or support a number of activities 
including QoS establishment, QoS monitoring, QoS alert, QoS maintenance, QoS control and 
QoS enquiry. These mechanisms can be triggered in one of two ways: 
1. The input of QoS requirements from another entity, in the form of QoS parameters; 
this may signal new user requirements, or a change in policy, or a requirement for 
new operating levels due to changes in the resources available for the provision of a 
service. 
2. The detection of a condition requiring action, for example the fact that a QoS measure 
crosses some threshold or reaches some limit for which an action is defined. 
QoS mechanisms are accessed at different times by a QMF depending on its 
operational phase, of which there are three: prediction, establishment and operational, details 
of each phase follow. 
2.4.2.1 Prediction Phase 
The purpose of the prediction phase is to make relevant enquiries and perform analysis to 
predict the QoS characteristics of the systern. In this phase entities will typically make QoS 
enquiries where the subjects of the enquiries could include, for example, the current 
bandwidth requirements of systems elements or previous levels of QoS achieved. From this 
information it is possible to calculate any potential perturbation if specific actions are taken, 
to establish the appropriate levels for QoS parameters and to check that requests will not 
conflict with any admission control policies. 
Prediction phase mechanisms include those for: 
Analysis of historical information on QoS measures, which reflect previous levels of 
QoS, achieved. 
0 Prediction of QoS characteristics in the system (i. e. completion time). 
* Calculation of potential perturbation if specific QoS requirements are requested and 
granted. 
0 Evaluation of levels of QoS parameters to be requested in the establishment phase. 
0 Checking that requests will not conflict with admission control policies. 
2.4.2.2 Establishment Phase 
The purpose of the establishment phase is to create the conditions so that desired values of 
QoS characteristics are achieved for some systems activity before that activity occurs. In this 
phase entities may express requirements for QoS, enter into negotiations or re-negotiations, 
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make agreements on the QoS to be delivered and the actions to be performed if it degrades, 
and initiate mechanisms that will be needed during the operational phase. This is typical of 
the phase where the bandwidth budget allocation is determined within the multiplexer. 
it is necessary for the parties concerned to agree upon the QoS requirements that are 
to be met in the subsequent systems activity, and to initialise mechanisms to support the 
operational phase. This is often done by assignment of operating targets, limits or thresholds 
for particular QoS characteristics, and agreeing the actions to be taken if any of the QoS 
requirements are not maintained. 
A request to establish, re-establish or modify the requirements for one or more QoS 
characteristics initiates an establishment phase. The request is made through QoS requirement 
parameters and these are conveyed to the appropriate entity or entities. In some cases a 
requirement is forced on entities, in others this is the start of a negotiation process. The 
negotiation process, if successful, will result in an agreement between all the entities 
concerned as to what levels of QoS are to be offered for the characteristics in question, and 
what actions are to be taken to monitor or maintain QoS, or to signal changes in what is being 
achieved. 
The agreements made during the establishment phase may result in specific activities 
being required during the operational phase. There is a relationship between the ability or 
willingness of a service-provider to perform certain activities and the level of QoS agreement 
into which that service-provider can enter in response to QoS requirements. In particular, 
agreements between a service-provider and its service-users which are at the compulsory or 
guaranteed levels of agreement place a requirement on that service-provider to perform 
operational phase activities of monitoring and/or maintenance. The initialisation activities 
performed during the establishment phase include the allocation/reservation of resources to 
the users or providers of the service, and the initiation of mechanisms needed to support the 
operational phase, such as monitoring. 
QoS requirement parameters may have complex semantics, including: 
0 One or more values of one or more QoS characteristics. 
0 The role that the value plays in QoS establishment, which may involve negotiation: 
this role may be: 
" An upper or lower limit. 
" An upper or lower threshold. 
" An operating target. 
0 An ancillary parameter, such as a bound of some kind used to limit the possible 
results of a negotiation. 
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0 Actions to be taken as a result of reaching a limit or threshold; and 
0 The nature of the agreement that the negotiating parties enters into. 
Note that the value of a QoS characteristic may express a statistical as opposed to a 
deterministic requirement, such as a limit on the mean throughput (calculated over some 
specified time window), or a target for a probability of error. Such requirements are 
represented in terms of statistically derived characteristics. Limits and thresholds with which 
Increasing QoS actions are associated are termed "trigger points". During 
QoS establishment it may be necessary to impose or 
Controlled highest 
quality (CHQ) limt negotiate a number of 
trigger points, together with an 
operating target, as illustrated in Figure 2-5, and further to 
t 
Upper Threshold(s) determine the actions associated with them and the nature of 
the agreement that the parties enter into. Figure 2-5 
illustrates the possible relationships between the values 
Operating Target associated with limits, thresholds and the operating target. 
A particular QoS requirement may include one or more of 
such values. They are described in terms of "high quality" 
Lower 'Mreshold(s) and "low quality", rather than numerical values, because for 
some characteristics high numerical values may correspond 
EA)west quality to high quality, whereas for others, such as transit delay, 
acceptable (LQA) lirnit high numerical values may correspond to low quality. 
Figure 2-5: QoS thresholds and limits. 
A QoS operating target is a negotiated or imposed level at or near which QoS is 
agreed to be maintained. There are two types of limit: 
A lowest quality acceptable (LQA) limit, below which the QoS should not fall; 
*A controlled highest quality (CHQ) limit, above which the QoS should not go. 
The strength of the prohibition against crossing a limit, and the action taken if it 
should happen, depends on the agreement. Thresholds are points at which specific actions are 
defined, they differ from limits in that they carry no semantics that they can not be crossed. 
Each threshold value must represent lower quality than any CHQ that is specified, and higher 
quality than any LQA that is specified. The most general threshold has two specified values, 
high quality and low quality, and an action associated with each. The high quality value must 
represent QoS greater than or equal to the low quality value. The action on high quality is 
taken when the high-quality threshold is crossed in the increasing direction, and the action on 
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low quality is taken when the low-quality threshold is crossed in the decreasing direction. 
QoS level QoS level 
Typically, one of the 
actions is an event of some 
Iligh quality kind, and this is usually the 
threshold level 
event associated with the 
threshold value closer to 
Low quality the operating target, if 
threshold level 
there is one. The general 
threshold is illustrated in 
Figure 2-6. 
Figure 2-6: General threshold. 
Simpler thresholds are also possible. They may be defined as subsets of the general 
threshold defined above, with fewer events and / or just one value as opposed to two. In the 
case of a single-valued threshold, it is necessary to specify whether the single value is to be 
understood as high quality or low quality, so as to determine the direction of crossing it that 
will trigger the associated event. 
In general, a number of possible actions may be taken upon reaching a limit or 
threshold. 
Take no action (for example, following best-effort QoS negotiation). 
Modify the operation of the service provider so as to attempt to keep within limits. 
Store a value for future reference (e. g., for enquiry purposes). 
Send a signal, to inform the service-user. 
Abort the service. 
Different levels of agreement can be imposed or negotiated for any QoS requirement: 
Best efforts. 
Compulsory. 
0 Guaranteed. 
The weakest agreement is that all parties use their Best Efforts to meet the users' 
requirements, but understand that there is no assurance that the QoS will in fact be provided, 
and no undertaking to monitor the QoS achieved or to take any remedial action should the 
desired QoS not be achieved in practice. In the Compulsory level of agreement, the achieved 
QOS must be monitored by the provider and the service aborted if it degrades below the 
compulsory level; however, the desired QoS is not guaranteed, and indeed it may be 
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deliberately degraded and the service aborted (for example to enable a higher-precedence 
demand for service to be satisfied). In the Guaranteed level of agreement, the desired QoS 
must be guaranteed so that the requested level will be met, barring 'rare' events such as 
equipment failure. This implies that the service will not be initiated unless it can be 
maintained within the specified limits. 
Hence once a guaranteed "lowest quality acceptable" (LQA) value has been accepted, 
then if other factors prejudice the ability of the system to deliver the guaranteed LQA, other 
non-guaranteed instances of provision of service (e. g., compulsory or best efforts) must be 
aborted or additional resources must be made available to ensure that the guaranteed LQA is 
maintained. Only when all non-guaranteed instances of provision of service have been 
aborted, should the guaranteed LQA be aborted and the users informed. 
Negotiation mechanisms are used to establish operating levels for QoS characteristics 
and to agree on the actions to be taken if these levels are not maintained. They are typically 
used in the establishment of communications. They may just require the participation of two 
interacting parties. For bilateral (peer-to-peer) communications, in the general case they 
require the participation of three parties - two service-users and a service-provider - and are 
therefore also described as three-party negotiation mechanisms. 
In the case of multi-peer communications, QoS characteristics need to be agreed on 
between the sender, the service-provider and multiple receivers. Depending on the 
application, particular characteristics may be agreed on between the sender, the service 
provider and each individual receiver independently or between the sender, the service 
provider and all receivers jointly. This leads to a classification of QoS negotiation 
mechanisms into those for "connection-wide" and those for "receiver-dependent! ' negotiation. 
In principle, any characteristic may be subject to either style of negotiation, 
depending on the particular application that is to be supported. Throughput, for example, 
might be negotiated "connection-wide" where strict data rates are not important to all parties. 
On the other hand, if certain rates cannot be tolerated, throughput could be negotiated 
separately for each receiver by "receiver-dependent" negotiation. In such circumstances, "per- 
hop behaviours" that control network QoS characteristics by suitable processing (e. g. 
intelligent packet discarding) can be used to process the sender's flow to match the needs of 
the individual receivers. 
Similarly, in many cases transit delay would be negotiated separately for each sender- 
receiver pair, but for some applications it could be a requirement that synchronisation has to 
be maintained across all receivers. This would require transit delay to be equally bounded at 
all receivers and so a connection-wide value would have to be negotiated. In this case, 
selective buffering could be used to control the QoS achieved. 
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Other mechanisms that the establishment phase provide include: 
lnilWisalion: In principle, any of the operational phase mechanisms described below might 
require initialisation during the establishment phase, such as the: 
0 Allocation/reservation of resources to the users or providers of the service. 
0 Initiation of QoS monitoring, for example by setting thresholds. 
41 Setting parameters to be used by the system entities during the operational phase, 
e. g. window size or frame length. 
Synchronisation: The establishment phase may invoke various synchronisation mechanisms 
to: 
Distribute some timing information (e. g. reference clock). 
0 Synchronise actions or events. 
0 Ensure other forms of coherence and consistency are implemented. 
Resource allocation: The establishment phase may invoke mechanisms to allocate resources, 
such as buffers, circuits, channel capacity and so on, to service-users and/or service-providers. 
Resources may be allocated in a deterministic fashion, in which case they are reserved for the 
activity in question, or statistically, in which case they are shared with other activities on the 
basis that the total available is estimated to be sufficient to meet all the needs, barring rare 
events. The resources may be allocated once and for all as part of the establishment phase, or 
they may be subject to re-allocation during the operational phase, for example to counteract a 
detected degradation of QoS or to support a higher-precedence activity. 
2.4.2.3 Operational Phase 
The purpose of the operational phase is to enforce the agreements made during the 
establishment phase, and take appropriate action when violations occur. The principal 
operational phase activities include: 
QoS monitoring, which may be initiated and performed wholly by entities that 
participate in the systems activity whose QoS is monitored, in which case it is termed 
"local monitoring", in part by management entities, which may use OSI layer 
management or OSI systems management; in this case it is termed "monitoring by 
OSI Management"in part by other management mechanisms. 
QoS maintenance, which is aimed at maintaining QoS at acceptable levels; QoS 
maintenance mechanisms include: 
Resource allocation mechanisms, which are typically invoked during the 
establishment phase. However, resources may be subject to re-allocation during 
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the operational phase, for example to counteract a detected degradation of QoS or 
to support a higher-precedence activity. In the former case, they may be coupled 
with tuning mechanisms. 
0 Admission control mechanisms, which limit the acceptance of requests for 
service from user entities in order to ensure that resources are not overloaded or 
that existing timing constraints are not disrupted and accepts the users' requests 
when the requests can, potentially, be met. 
0 Output control mechanisms, which limit the transfer of data to user entities in 
order to ensure that their resources are not overloaded or that transfers are strictly 
timed. 
Tuning, which is the maintenance of QoS at a certain level. A control system is 
needed which takes account of the difference between the desired and the 
measured QoS and allows feedback to the system. Under some circumstances the 
QoS may change radically due to various reasons, such as resource bottlenecks, 
additional service requests, and so on. The tuning mechanism takes place while 
the system works and needs real-time calculation. 
0 QoS enquiry, by which entities may request QoS information from other entities 
0 QoS alert, by which entities may infonn other entities of events that have occurred. 
Dynamic communications scheduling mechanisms may be required in the operational 
phase to ensure that the time constraints or timeliness specified by users are respected in the 
delivery of messages in circumstances in which the behaviour of the network is changing 
dynamically. Dynamic communications scheduling mechanisms include those for providing: 
" Packet data unit prioritisation; 
" Temporal and spatial coherence; 
" Dynamic packet data unit scheduling; 
" Data processing. 
QoS verification compares requested QoS with observed and measured QoS in one or 
more of the operational phases of a given service. The life-cycle of an implementation of a 
service is divided into three major stages (service design, testing and service operation) in 
which each stage involves particular tasks needed for QoS verification. Of interest is the final 
stage, service operation, where there should be on-line verification that the actual QoS 
provided to the service user matches the QoS agreed within the service contract. For this task 
to be accomplished, the service under consideration would have to implement mechanisms for 
real-time monitoring, managing and tuning of its QoS. This may be provided in the form of 
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statistical QoS analysis at the demultiplexer for example; during bi-directional 
communication it could be in the form of remote feedback to the system. The system does 
need to be carefully designed in such cases however to avoid the hysteresis effect within the 
system due to the delay in analysis and subsequently transferring the information between the 
remote sub-systems. 
2.4.3 Summary 
The QoS Framework for general systems and OSI systems has been described in this section. 
The concept behind QoS categories in which user requirements may be combined into a 
structure is also outlined. The features of quality of service management functions are detailed 
through the description of the different phases, specifically, the prediction phase, the 
establishment phase and the operational phase. 
2.5 ITU-T Standards 
H. 320 H. 321 H. 322 H. 323 H-324 
V1N2 V1N2 V1N2 VIN2 
Approval 1990/1997 1995/1998 1996 1996/1998 1995/1998 
Date 
Network Narrowband Broadband Packet Packet GSTN 
switched ISDN switched switched wireless, and 
digital ATM LAN networks with networks the analogue 
ISDN guaranteed without phone systems 
bandwidth guaranteed 
bandwidth 
H. 26-1 H. 26 H. 26-1 H. 261-- H-. 261 
H. 263 H. 263 H. 263 H. 263 H. 263 
Audio G. 711 G. 711 G. 711 G. 711 G. 723 
G. 722 G. 722 G. 722 G. 722 
G. 728 G. 728 G. 728 G. 723 
G. 728 
G. 729 
Multiplexing H. 221 H. 221 H. 221 H. 225.0 H. 223 (A/B/C) 
Control H. 230 H. 242 H. 230 H. 245 H. 245 
H. 242 H. 242 
_ Multipoint _ _ H. 231 H. 231 H. 231 H. 323 
H. 243 H. 243 H. 243 
Data T. 120 T. 120 T. 120 
6-m-ý- 1.400 AAL 1.400 & TCP/IP V. 34 modem 
interface 1.363 TCP/IP 
AJM 1.361 
PHY 1.400 
Table 2-1: Overview of H. 32x related standards. 
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ITU-T multimedia system standards are often referred to within the literature as the H. 32x or 
the audio-visual and multimedia systems recommendations. Table 2-1 gives an evolutionary 
synopsis of the different terminals standardised by the ITU-T where a detailed description of 
the separate standards can be found at I ITU I]. 
H. 320 The H. 320 recommendation [H320] specifies technical requirements for 
narrow-band visual telephone systems. It describes a generic system configuration consisting 
of a number of elements which are specified by the respective ITU-T Recommendations and 
also provides interoperability requirements. 
H. 321 The H. 321 recommendation [H3211 describes technical specifications for 
adapting narrow-band audiovisual communications terminals, as defined in [H320], to 
broadband ISDN environments. 
H. 322 The H. 322 recommendation [H322] covers the technical requirements for 
narrow-band visual telephone services as defined in H. 200/AV. 120-series Recommendations. 
In those situations where the transmission path includes one or more Local Area Networks 
(LAN), each of which is configured and managed to provide a guaranteed Quality of Service 
(QOS) equivalent to that of N-ISDN such that no additional protection or recovery 
mechanisms beyond those mandated by [H320] need be provided in the terminals. 
2.5.1 H. 221 
The H. 221 recommendation 11-1221] provides a means to dynamically divide a transmission 
channel of 64 to 1920 kbit/s into lower rates suitable for audio, video and data. The overall 
transmission channel is derived by managing I-6 ISDN B-channels. When a connection is 
established a single channel is established in both directions and later during the connection 
further channels may be opened or closed appropriately. 
Octet 18 9 16 17 24 25 80 
Bit I rs ub -C h a n n eI I- 
Bit 2 sub -C h a n n e1 2 
Bit 3 [ -S--u b -C h a n n e1 3 
Bit 4 sub -C h a n n e1 4 
Bit 5 F -Su b -c h a n n e1 5 
Bit 6 sub -C - 
h 
- -- 
a 
-- - -- 
n 
- 
n 
- 
e1 
- 
6 
Bit 7 Is ub -c h A n n e1 7 
Bit 8 [F A Sl [B A S] [E C S] [C h 81 
(SC) 
Table 2-2: Frame structure for a 64 kbit/s channel. 
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A single 64 kbit/s channel is constructed from octets transmitted at 8 kHz. Each bit 
position of the octets may be regarded as a sub-channel of 8 kbit/s. The eighth sub-channel is 
called the service channel (SQ, and is composed of special fields, which are described below. 
The frame alignment signal (FAS) refers to bits I-8 of the SC in each frame. This 
signal structures 64 kbit/s channels into frames of 80 octets each and multi-frames of 16 
frames. In addition to framing and multi-framing information, control and alarm information 
may be inserted into the FAS, as well as error check information in terms of error protection 
and frame alignment validity. 
Bits 9- 16 of the SC in each frame are called the bit-rate allocation signal (BAS). 
This signal allows the transmission of codewords to describe the capability of a terminal to 
structure the capacity of the channel or synchronised multiple channels. This signal is 
essential for the decoding of the transmission and may thus also contain other control 
messages. 
Encryption may be necessary in which case bits 17 - 24 of the SC have been allocated 
for this purpose, they are the encryption control signal (ECS) bits. The ECS channel is 
optional and will be identified by the BAS word. The remaining bandwidth in the SC channel 
may be used by another channel or combined with another active channel. 
H. 323 The H. 323 recommendation [H323] describes terminals and other entities that 
provide multimedia communications services over Packet Based Networks (PBN) which may 
not provide a guaranteed Quality of Service. H. 323 entities provide real-time audio, video 
and/or data communications via technology developed by the IETF. They may inter-work 
with other H. 32x and H. 3 10 terminals through the use of Gateways. 
2.5.2 H. 225 
The H. 225.0 recommendation [H2251 describes a method for combining audio, video, data, 
and control information on a non-guaranteed quality of service LAN to provide 
conversational services in H. 323 equipment. By definition H. 225.0 is intended to operate 
above the transport layer, where methods exist for providing improved quality of service in 
this environment. Communication may be between H. 323 terminals and an H. 323 gateway, 
which in turn may be connected to H. 320, H. 324, or H. 310/H. 321 terminals on N-ISDN, 
GSTN, or B-ISDN respectively. This gateway, terminal descriptions, and procedures are 
described in H. 323 [H323] while H. 225.0 provides protocols and message formats. 
Communication via an H. 323 gateway to an H. 322 gateway for guaranteed quality of service 
(QoS) LANs and thus to H. 322 endpoints is also possible. 
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The performance of H. 225 is not guaranteed as it is mentioned in [H225]: 
... that operation of H. 323 terminals over the entire Internet, or even several 
connected LANs may result in poor performance. The possible means by 
which quality of service might be assured on this LAN network or on the 
Internet in general is beyond the scope of the recommendation. 
However, the H. 225 standard does provide a means to measure QoS performance that 
results from LAN congestion, as well as procedures for corrective actions. This work is being 
done in cooperation with the IETF (Internet Engineering Task Force) [IETFI] who are 
responsible for the definition and evolution of the Internet. There are many workgroups 
within the IETF, those that are mainly of concern are the Integrated Services (Intserv) 
workgroup and the Audio/ Video Transport (AVT) workgroup. The Intserv workgroup 
investigate the transport of audio, video, real-time, and classical data traffic over the Internet 
infrastructure. This has been extended with the Internet2 consortium, which looks at the QoS 
aspects of Intserv traffic. The "T workgroup are responsible for the definition of RTP1 
RTCP (Real-time Transport Protocol/Real-Time Transport Control Protocol) a protocol for 
the real-time transmission of audio and video. 
H. 225.0 makes use of the RTP/RTCP for media stream packets and synchronization. 
RTP/RTCP tends to remove the notion of the physical network, as in the case of H. 221 and 
instead treats the network as being able to provide a single physical connection, which may be 
shared. RTP takes advantage of this fact by allowing the network to take care of 
"multiplexing" by creating and defining logical channels within each physical channel. RTP 
provides the different headers that would make the transmission more suitable to the medium. 
RTCP is a part of RTP that helps with lip synchronisation and QoS management. 
The general approach of H. 225.0 is to provide a means of synchronizing packets that 
makes use of the underlying LAN/transport facilities. H. 225.0 does not require all media and 
control to be mixed into a single stream, which is then split into packets. Short term bursts are 
approached by error concealment, whereas longer term congestion is approached by reducing 
the transmission load. The assumption is made that all LAN multimedia terminals are H. 323 
terminals, and all will attempt to reduce LAN usage as congestion rises rather than "steal" 
bandwidth from each other. Packet loss requires the receiver to be able to compensate for lost 
packets in a fashion that conceals errors to the maximum possible extent. For data and 
control, retransmission at the transport layer is used. 
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The sender report serves three main purposes: 
1. Allows synchronization of multiple RTP streams, such as audio and video. 
2. Allows the receiver to know the expected data rate and packet rate. 
3. Allows the receiver to measure the distance in time to the sender. 
Of these three purposes, (1) is the most relevant to H. 225.0. The relevant field for stream 
synchronization is the RTP timestamp and the NTP timestamp, in the sender report of RTCP. 
The NTP timestamp (if available) gives "wall clocle' time and coffesponds to the RTP 
timestamp, which has the same units and random offset as the RTP capture timestamp in the 
media packets. 
H. 324 The H. 324 recommendation [H324] describes terminals for low bit-rate 
multimedia communication, utilising V. 34 modems operating over the GSTN. H. 324 
terminals may carry real-time voice, data, and video, or any combination thereof since this 
recommendation allows more than one channel of each type to be in use. Logical channel 
signalling procedures [H245] are used in which the content of each logical channel is 
described when the channel is opened. Procedures are provided for the expression of receiver 
and transmitter capabilities, so transmissions are limited to what receivers can decode, and so 
that receivers may request a desired mode from transmitters. Procedures of this standard are 
also used by H-310 for ATM networks, and H. 323 for non-guaranteed bandwidth LANs, 
therefore interoperability with these systems is also possible. 
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Figure 2-7: Block diagram for H. 324 multimedia system. 
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A generic H. 324 multimedia videophone system, connected to the GSTN, is shown in 
Figure 2-7. It consists of terminal equipment, GSTN modem, GSTN network, Multipoint 
Control Unit (MCU) and other system operation entities. H. 324 implementations are not 
required to have each functional element. H. 324 uses the H. 223 multiplexer standard, which 
multiplexes the various streams of video, audio, data and control information into a single 
bitstream for transmission. In addition, it performs logical framing, sequence numbering, 
error detection and retransmission if desired; e. g. for video information. 
Developed for GSTN lines, the H. 223 represents a multiplexer needing low 
bandwidth combined with low delay and high efficiency. Nevertheless the use of H. 223 is 
limited to networks with bit error rates (BERs) of the GSTN or less, due to the HDLC based, 
unprotected frame structure. Hence the ITU decided to develop a mobile extension for the 
H. 223 multiplex to allow H. 324 transmission in error prone environments. 
2.5.3 H. 223 
Basic concepts and proposals for all parts of H. 324/Annex C and the transport system 
for mobile networks H. 223/Annex A, B and C were made by partners of the MoMuSys 
project, so that the idea of an extremely robust and flexible system can be applied to all kinds 
of mobile networks. The concept is based on fixed length packets to improve the 
synchronisation and network dependent channel coding (including FEC and ARQ). Inter- 
working and transcoding problems between different networks and bandwidth and delay 
problems caused by the fixed length multiplexer led to a modification of the system concept. 
MoMuSys partners and other experts of the mobile group of ITU-T SG16/Q. 11 
decided to develop an end-to-end protocol, independent of any inter-working problems with 
all the advantages of a low delay, 
Level 3 
Level 2+ improved error pro- 
tection of the adaptation layer 
Level 2 Level I+ 
improved header with 
multiplex payload length field 
Level I longer synchronization 
flag 
no HDLC 0-insertion 
Level 0 
low bandwidth multiplexer and error 
robust for error rates up to 10-3 .A 
four-layer multiplexer scheme scales 
the error robustness and the 
complexity. Each level of protection 
is specified in a separate Annex of 
H. 223 and the structure is shown in 
Figure 2-8. 
Figure 2-8: Mobile H. 223 level structure. 
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Level 0 multiplexing represents the normal H. 223 multiplex that will be supported by 
- all H. 324 terminals. Hence the interoperability between different H. 32x terminals is ensured. 
MoMuSys partners proposed synchronisation strategies, FEC and ARQ methods for all levels 
of the multiplexing scheme shown in Figure 2-8. 
The MUX (multiplexing) layer is responsible for transferring information received 
from the AL (adaptation layer) to the far end using the services of an underlying physical 
layer. The MUX layer exchanges information with the AL in logical units called MUX-SDUs 
(service data units). MLJX-SDUs always contain an integral number of octets that belong to a 
single logical channel. MUX-SDUs typically represent information blocks whose start and 
end marks the location of fields which need to be interpreted in the receiver. 
MUX-SDUs are transferred by the MUX layer to the far end in one or more variable- 
length packets called MUX-PDUs (packet data units). MUX-PDUs consist of a one-octet 
header, followed by a variable number of octets in the information field. MUX-PDUs are 
delimited by HDLC (High-level Data Link Control) flags. The HDLC zero-bit insertion 
method is used to ensure that a flag is not simulated within the MUX-PDU. 
Octets from multiple logical channels may be present in a single MUX-PDU 
information field. The header octet contains a 4-bit Multiplex Code (MC) field, which 
specifies, by reference to a multiplex table entry, the logical channel to which each octet in 
the information field belongs. Multiplex table entry 0 is permanently assigned to the control 
channel. Other multiplex table entries are formed by the transmitter and are signaled to the far 
end via the control channel prior to their use. 
Multiplex table entries specify a pattern of slots each assigned to a single logical 
channel. Any one of 16 multiplex table entries may be used in any given MUX-PDU. This 
allows rapid, low-overhead switching of the number of bits allocated to each logical channel 
from one MUX-PDU to the next. The construction of multiplex table entries and their use in 
MUX-PDUs is entirely under the control of the transmitter, subject to certain receiver 
capabilities. 
When a logical channel is opened, it is designated to be either non-segmentable or 
segmentable. MUX-SDUs from segmentable logical channels may be broken into segments 
which are then transferred to the far end in one or more MUX-PDUs. Such segmentation is 
useful in providing improved Quality of Service (QoS), for example, by allowing the 
temporary suspension of the transmission of a long MUX-SDU from a segmentable data 
logical channel, in order to transmit a MLJX-SDU from a non-segmentable audio logical 
channel. 
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The unit of infonnation exchanged between the AL and the higher-layer AL users is 
an AL-SDU. AL-SDUs contain an integer number of octets. The AL adapts AL-SDUs to the 
MLTX layer by adding, where appropriate, additional octets for purposes such as error 
detection, sequence numbering, and retransmission. The information unit exchanged between 
peer AL entities is called an AL-PDU. An AL-PDU is conveyed as one MUX-SDU. 
Level 1 multiplexing (H. 223 Annex A) replaces the HDLC synchronisation flag by a 
16 bit PN-sequence or a 32 bit double PN sequence. No transparency mechanism like HDLC 
framing and '0' bit insertion is used, therefore, wrongly detected sync flags can occur in an 
error free environment. Nevertheless, this framing shows a significant improvement of error 
robustness within low error prone environments compared to plain H. 223. The multiplex 
header field and the adaptation layers of H. 223 remain unchanged, such that H. 223 level 0 
represents a powerful, efficient and easy to implement framing tool. MoMuSys partners 
proposed using PN sequences' of different size (including 16,24 and 32 bit flags) and 
performed various simulations to find the best parameters in order to avoid flag emulation 
within the H. 324 bit stream. 
Level 2 multiplexing (H. 223 Annex B) uses the 16-bit PN-sequence of level 1. In 
addition, level 2 multiplexing introduces a length indicator field and protects the multiplex 
header with FEC: A new 8-bit multiplex payload length (MPL) field indicates the length of 
the AL-PDU payload in octets, to improve flag detection. An extended Golay Code protects 
the multiplex code (MC) and MPL fields. The packet marker (PM) bit, marking AL-SDU 
boundaries is no longer transmitted but signalled by use of the complement of the 
synchronisation flag. 
Level 2 also defines an optional, additional header field, which is appended to the 
encoded 3-byte header. This optional header field is identical to the header field of the plain 
H. 223, with the exception that this field contains the MC, BEC and PM information of the 
previous MUX-PDU frame in order to reconstruct previously corrupted headers. MoMuSys 
partners also carried out simulations and contributed different proposals based on BCH 
encoded headers. 
Level 3 multiplexing (H. 223 Annex Q specifies new Adaptation Layers based on 
FEC and ARQ schemes to individually protect the AL headers and payload. The AL headers 
can optionally be protected by a systematic extended BCH (SEBCH) or an extended Golay 
code. The information to be transmitted is encoded with a Rate Compatible Punctured 
Convolutional (RCPQ algorithm. This scheme allows the generation of a range of code rates, 
I PN sequences are flags 
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and the use of ARQ-type I as well as ARQ-type 11 retransmission techniques. Level 3 
multiplexing also supports optional interleaving of an AL-PDU. 
Note: a further extension to annex C has been specified for H. 223 multiplexing and 
will be detailed in a separate document, annex D. In this document new error robust 
adaptation layers are specified, these adaptation layers use Reed-Solomon codes for payload 
protection, which represents an alternative approach to RCPC coding. 
At the beginning of an H. 324 session the choice of an appropriate level is performed 
by transmitting bit stuffed sequences; this will determine the highest multiplexing level of the 
terminal. The highest multiplexing level, supported by both terminals will be chosen as the 
starting level since during a H. 324 call, a dynamic level change is possible. 
Improving the error robustness of the H. 223 multiplex by defining a new framing and 
a simple error protection was a major aspect of developing the mobile extension of H. 324. 
The transmission of very large H. 245 control packets, protected by an ARQ scheme (SRP, 
LAPM), had scope to be improved since no efficient means of reducing the H. 245 packet size 
existed. This leads to inefficient use of bandwidth in an error prone environment with the 
[ ontrol Channel Segmentation ' 
aCnd Reassembly Layer (CCSRL) 
ý 
possibility of many retransmissions of large H. 245 
packets, which produces a significant delay. This 
can be avoided by defining a segmentation layer 
between the H. 245 and SRP/LAPM layer as 
illustrated in Figure 2-9, enabling segmentation 
and separate transmission of H. 245 sub-packets. 
The concepts behind level choice as well as the 
segmentation of large H. 245 messages were also 
influenced and supported by MoMuSys partners. 
Figure 2-9: Protocol stack for H. 324/C control channel. 
2.5.4 Summary 
In this section the ITU-T H. 32x and H. 22x standards have been outlined. The transport 
systems are all based on a single paradigm that makes them interoperable. The differences 
between the standards identify the different networks for which they were designed. One of 
the objectives of these systems is to maximise quality of service through the elimination of 
redundant structures. 
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2.6 ISO Standards 
MPEG (Motion Pictures Experts Group) is a group of people that meet under ISO (the 
International Standards Organisation) to generate standards for digital visual and audio 
compression. The term MPEG is an informal name for the official workgroup of ISO/IEC 
JTC1 SC29 WGI 1. The work carried out by this work group has been summarised in Table 
2-3 to put the descriptions of the transport systems into context. 
MPEG-I 
11172 
MPEG-2 
13818 
MPEG-4 
14496 
System Part I Part I Part I 
Visual Part 2 Part 2 Part 2 
Audio F] ýa r -t3 Part 3&7 Part 3 
Network 1.5 Mbps stream Part 6 Part 6 
Table 2-3: Summary of MPEG standards. 
2.6.1 MPEG-] 
The MPEG-I system-coding layer allows one or more elementary streams to be combined 
into a single stream. Data from each elementary stream are multiplexed and encoded together 
with information that allows elementary streams to be replayed in synchronisation. Each 
elementary stream is formed from access units, which are coded representations of 
presentation units. The access units include any control information that is related to the 
elementary stream in the form of start codes, end codes, data lengths and so on (as defined in 
the complementary video and audio recommendations IMPI-21, IMPI_3] respectively). Each 
elementary stream begins with a system header field, which may be repeated. The system 
header field provides a number of system parameters associated with each stream. 
Data from elementary streams are stored in packets. A packet comprises of a header 
field followed by the payload. The header field begins with a 32-bit start-code that also 
identifies the stream to which the payload belongs. The header field may contain decoding 
and or presentation time-stamps (DTS / PTS) that refer to the first access unit that is contained 
within the packet. The payload contains a variable number of contiguous bytes from an 
elementary stream. Packets are further organised into packs. A pack begins with a pack- 
header field and zero or more packets. The pack-header field begins with a 32 bit start-code 
and is also used to store timing and data rate information. The syntax for an MPEG-1 
bitstrearn together with the number of bits required by each field is shown in Table 24. 
- 51 - 
Chapter 2. Standards& Definitions 
I Syntax No. of bits I 
IS011172-Stream 
do f 
Pack 
while (NextBits Pack-Start-Code) 
IS011172-end-code 
Pack 
Pack-Start-Code 
10010, 
System-Clock-Reference [32.. 30] 
Marker-Bit 
System-Clock-Reference [29.. 15] 
Marker Bit 
System-Clock-Reference [14.. Oj 
Marker-Bit 
Marker-Bit 
Mux-Rate 
Marker-Bit 
if (NextBits System-Header-Start-Code) 
System_Header () 
while (NextBits Packet-Start_Code-Prefix) 
Packeto 
32 
32 
4 
3 
1 
15 
1 
15 
1 
1 
[-Sy!! Iax No. of bits I 
_Header 
01 
SYstem-Header-Start-Code 32 
Header-Length 16 
Marker-Bit I 
Rate-Bound 
Marker-Bit 
Audio-Bound 6 
Fixed-Flag I 
CSPS-Flag I 
SYstem-Audio-Lock-Flag I 
System-Video-Lock-Flag I 
Marker_Bit I 
Video-Bound 5 
Reserved-Byte 8 
while (NextBits () =='1') 
Stream-H) 8 
fill 
STD-Buffer-Bound-Scale 
STD-Buffer-Size-Bound 13 
I 
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No. of bits 
Packet 01 
Packet. Start-Code-Prerix 
Stream-ID 
Packet 
- 
Length 
if ( Stream-ID != Private-Stream-2) 
while ( NextBits 0 == '11111111) 
Stuffing-Byte 
if ( NextBits () =='Ol') 
toil 
STD Buffer Scale 
STD-Buffer_Size 
I 
if ( NextBits () =='0010') 
10010, 
Presentation-Time-Stamp [32.. 30] 
Marker Bit 
Presentation-Time_Stamp [29.. 15] 
Marker-Bit 
Presentation-Time-Stamp [14.. Oj 
Marker-Bit 
else if NextBits '0011') 
10011, 
Presentation-Time-Stamp [32.. 301 
Marker-Bit 
Presentation-Time-Stamp [29.. 15] 
Marker-Bit 
Presentation-Time-Stamp [14.. 0] 
Marker-Bit 
10(wil 
Decoding-Time-Stamp [32.. 301 
Marker-Bit 
Decoding 
-Time-Stamp 
[29.. 151 
Marker-Bit 
Decoding 
-Time-Stamp 
[14.. 0] 
Marker_Bit 
I 
else 100001111, 
I 
I 
for ( k=O; k<N; ++k) 
Packet-Data-Byte 
24 
8 
16 
8 
2 
1 
13 
4 
3 
1 
15 
1 
15 
1 
4 
3 
1 
15 
1 
15 
1 
4 
3 
1 
15 
1 
15 
1 
8 
8 
Table 2-4: MPEG- I Transport Syntax. 
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2.6.2 MPEG-2 
The MPEG-2 Systems Standard (also known as ITU-T H. 222) [MI2_11 specifies the coding 
formats for multiplexing audio, video, and other data into a form suitable for transmission or 
storage. There are two data stream formats: the Transport Stream, which can carry multiple 
programs simultaneously, and which is optimised for use in applications where data loss may 
be likely, and the Program stream, which performs systems processing and is only suitable 
for error free environments. 
The Program Stream multiplex syntax in particular is similar to that used in the 
MPEG-1 systems standard, see section 2.6.1, so that backward compatibility is assured. The 
structure of the MPEG-2 multiplex syntax thus imposes an even greater overhead than 
MPEG-1, which makes the protocol unsuitable for low data rate applications. The Transport 
Stream allows transmission of digital television and video telephony over high data rate 
networks such as optical-fiber, satellite, cable, ISDN, ATM, and others, as well as for storage 
on digital video tape and similar devices. 
Like MPEG-1 the notion of access units is used (in MPEG-2 they are referred to as 
PES (packetized elementary stream) packets) and which allows conversion between Transport 
streams and Program Streams. Thus the concepts described earlier with respect to the 
insertion of time stamps, data lengths, start and stop codes, and so on, still apply. Unlike 
MPEG-1 there are many other features such as conditional access, which have commercial 
merit but which are not relevant to the work here. 
2.6.3 MPEG-4 
The MPEG-4 transport system, DMIF (Delivery Multimedia Integration Framework) 
[MP4_6] uses the dynamic protocol approach described earlier (also see section 3.5) and thus 
provides the following features: 
" Hides the technical aspects of the delivery technology from the DMIF User. 
" Provides OSI system layers I-5. 
" Manages real time, QoS sensitive channels. 
" Ensures interoperability between end-systems. 
DMIF defines a communication architecture that hides the details of the delivery 
technologies below an interface that is exposed to the application, called the DMIF- 
Application Interface (DAI). The architecture is designed to embrace all delivery 
technologies: two way interactive networks (e. g., the Internet, ATM, ISDN, PSTN, and so 
on), broadcast and local storage. In the case of transport network technologies the DAI fulfils 
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the specific needs of MPEG4 based applications, however its design is generic, which allows 
it to be used in other contexts too. 
The DAI provides a generic API that allows the development of applications 
irrespective of the delivery system. A generic syntax makes it independent of underlying 
programming languages and operating systems; moreover it is concise by providing only the 
minimum essential semantics. DMIF takes into account the QoS management aspects, and in 
the case of interactive networks, it provides a generic protocol called DDSP (DMEF Default 
Signalling Protocol). By adapting the generic protocol to the native network signalling 
mechanisms, DMIF fully specifies the behaviour of the DMIF Instances operating on 
particular network environments, thus ensuring interoperability for those cases. Other network 
environments and protocol implementations are not prevented, as long as the DAI syntax and 
semantics is preserved. 
DMIF has identified the common features that should be implemented by each DMIF 
Instance thus making the details of the delivery technology transparent. In the case of 
interactive networks DMEF specifies a logical interface, called the DNI (DMEF-Network 
Interface) between a hypothetical module and the network specific modules. The DNI 
specifies the information flow that should occur between peers of such hypothetical modules; 
the network specific modules specify the exact mapping of the DNI primitives into signalling 
messages. 
DNI primitives need to be adapted to the native network signalling mechanisms in 
order to provide access to the network resources. DNI primitives represent one of the possible 
solutions to ensure the DAI functionality when interacting with a remote peer. The DDSP 
provides a straightforward mapping of DNI primitives into signalling messages. Furthermore, 
the DDSP is a session level protocol for the management of multimedia streaming over 
generic delivery technologies. The protocol has primitives to open and close sessions and data 
channels. 
While DMIF specifies the QoS traffic parameters for a given stream at the DAI (e. g., 
bitrate, maximum access unit size, and so on), it does not specify its QoS performance 
requirements (e. g., delay, loss probability, and so on). As a result, the QoS performance is 
dependent on the transport network and the administrative policy imposed by a given 
implementation, such as: choose best-effort for all channels, or guaranteed service for all 
channels. 
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TmnsMia Stremm 
Figure 2-10: DMIF interfaced to an MPEG-4 application. 
- rA 
ý 
Figure 2-10 illustrates the use of DMIF in the context of an MPEG-4 application with 
respect to the Delivery Layer where Elementary Streams cross the DAI in individual 
channels, and are multiplexed/demultiplexed. The Delivery Layer makes use of the available 
multiplexing facilities of the native protocol stacks (e. g., IP port numbers, ATM VCs, MPEG- 
2 PIDs, file names in a file system), these are referred to as Transmuxes in the specification. 
Where necessary additional tools (multiplexing, protection and so on) may be configured 
through DMIF descriptors to appropriately configure the stacks at both ends. 
The Delivery layer is responsible for the configuration of the transport protocol 
stacks. Each DMIF Instance is in charge of configuring the exact protocol stack for each 
channel, and of keeping track of the associations of channels and transport resources. The 
configuration of the Transmux portion of the protocol stack is achieved through the usage of 
DMIF signalling with Resource Descriptors and/or their execution using native signalling; the 
configuration of the remaining portion of the protocol stack is achieved through the usage of 
DMIF signalling with DMIF Descriptors. 
Figure 2-10 provides a sample of native transport protocol stacks. It outlines the fact 
that either an Elementary Stream or a group of streams multiplexed together (e. g., with the 
MPEG-4 FlexMux. tool) can be carried over a network. 
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2.6.4 Summary 
The MPEG transport protocols have been described in this section. Each of the standards are 
backward compatible and generalised unlike the ITU-T approach. Each MPEG standard 
marks a stage in evolution of multimedia communications in which the constraints for 
applications have changed. MPEG-1 was designed for a specific application of computer 
multimedia communications; MPEG-4 uses a generic framework so that a system is not tied 
to any specific application. 
2.7 Chapter Summary 
The OSLTM is a prominent telecommunication model that provides a complete 
system overview. This research and associated international standards have evolved during 
the period this work was done. This is due to the recognised need for the more demanding 
services that are required for today and the future. This chapter started by looking at the OSI 
Basic Reference Model since it is a popular reference to build communication systems with. 
The OSLIRM is followed by an elaborate description of the transport layer provided 
by the OSI model. The description covers both the functions and services expected of a 
standard Transport Layer. This is followed by a description of the relevant parts of the QoS 
Framework. The QoS Framework although a separate standard in its own right also clarifies 
the description of the QoS contained in the OSI Basic Reference Model. Finally, an overview 
of the standards provided by the ITU-T and ISO MPEG are detailed with a focus on the 
multimedia transport systems used by the standards. 
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3.1 Introduction 
This chapter provides details of the research being done in the field of transport systems for 
multimedia communications. The topics of each section have been selected to highlight 
aspects of research material that is directly relevant to the research being done. In general, the 
transport protocol must be considered with reference to a particular architecture, there being 
two main categories: open and closed systems. Furthermore, the need for holistic and QoS 
sensitive architectures has been recognised as an important factor [KER96]. 
Before giving a brief overview of the subsections in this chapter it is worth 
mentioning that a transport subsystem is meaningless without a complementary architecture, 
therefore throughout this chapter although emphasis has been placed on the transport 
subsystem, a reference to the associated architecture is provided as well. The following 
section describes the role that closed systems play, their importance and limitations. The 
subsequent section reviews the impact of open systems, highlighting the advantages and 
disadvantages with respect to closed systems. The penultimate section provides details of 
open and closed quality of service management techniques. Ultimately the chapter finishes 
with a description of the attributes of transport protocols that have been identified by various 
research groups. 
The available reference material is substantial due to the open nature of this research. 
Due to the restricted length of this document, it has been necessary to limit details to material 
the author has deemed directly relevant; however, the further reading references in section 7.2 
may prove useful for some indirect subject material. 
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3.2 Closed Systems 
3.2.1 Introduction 
The last chapter provided an overview of appropriate standards and definitions; these are 
useful to discern what is currently considered best practice. It is worth noting that standards 
are recommendations and serve merely as a guide to implementation through normative 
details'. For research purposes these are models that are often modified to allow for 
improvements, and which are studied under controlled conditions before the modifications are 
announced at standardisation based meetings. When systems are studied under controlled 
conditions it is referred to as being closed; the attributes of these systems are the subject of 
this section. Closed systems are often extended into open systems whereby generalisations are 
made. The concepts behind open systems are discussed in the following section. 
3.2.2 Architecture 
A closed system has a fixed architecture that has been designed to operate with a specific set 
of capabilities that cannot be easily altered. An inherent quality of closed systems is to operate 
within pre-defined limits by providing specific hardware and software details. By setting 
bounds it is possible to design systems that are very stable and therefore predictable in 
operation. Predictability is a highly desirable quality within systems since it implies that a 
minimum amount of control is needed to provide the required output. 
Closed systems often provide very high levels of performance since the design 
removes as much redundancy and overhead as possible yet maintaining stability. Redundancy 
and overhead is often associated with control mechanisms and within closed systems these are 
relatively simple since the design is by definition specific and the operating constraints 
predictable. Control mechanisms are needed to manage or induce changing conditions under 
certain circumstances; within closed systems the amount of change allowed is strictly limited 
to a pre-determined set to maintain stable operating conditions. In practice, control systems 
are set manually prior to operation, or require manual intervention during operation, as such 
these systems are rarely user-friendly and often require expert knowledge in use. These 
systems are, therefore, very efficient and economical. 
Closed systems are ideal for the development of experimental models and high 
performance systems that perform limited tasks. The design environment is more 
characteristic of models and short-term solutions whereby the system contains a bare 
1 This is explained at the beginning of most International Standard reconunendations. 
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minimum of components to satisfy the system requirements. A closed system that operates 
with minimum control and components and yet satisfies the design requirements is optimal. 
Often the main objective is to have a system that operates well for a given set of requirements 
that are necessarily limited due to practical constraints (such as time, money, etc). This 
concept is useful since it allows bigger and more useful systems to be developed by refining 
the models as and when more resources become available and or the requirements change. 
A closed system has a fixed set of capabilities and therefore it is known what is 
expected of the system before using it. This allows a number of different combinations or 
services with the given capability set. The number of services provided by a closed system is 
fixed and can therefore gives rise to many systems that are similar, yet are considered distinct. 
This is characteristic of the ITU family of multimedia tem-iinals that are described in section 
2.4.3. 
It is understood that a closed system can operate very well for a given set of 
capabilities, if this systems capability set is to be extended several options exist. The first is to 
incorporate the new capabilities within the existing system by applying a minimum amount of 
modification. If this is not possible then the next approach would be to design a completely 
new system that allows both the old and new capabilities. The second solution is a lot of 
work, which in the future may lead to repetition should modifications be required again. The 
third option is to build a system that provides all possible scenarios of old, present and new 
capabilities. This third option is referred to as an open system and is the subject of section 3.3. 
3.2.3 Case study: MA VT 
MAVT (Mobile Audio Visual Terminal, project R2072 supported by the EC under the RACE 
H programme) provided the first real-time demonstration of multimedia over low data-rate 
wireless networks [CAR95]. A mobile H. 324 videophone was built from bespoke hardware 
for transmission over 2"d and 3rd generation mobile networks, specifically the Digital 
European Cordless Telephone (DECT) and Universal Mobile Telecommunication System 
(UNITS) networks respectively. The videophone demonstrator was the short-term outcome of 
the project whilst the long-term work focussed on the development of object based coding for 
an open system architecture [MVT33], [MVT35]. The object based coding for open systems 
continued in the form of another EC project called MoMuSys, see section 3.3.3 for more 
details. 
3.2.3.1 Video requirements 
The video group within MAVT aimed to provide an acceptable picture quality using very low 
data rates; 8-32 (8*n) kbit/s through the H. 261 algorithm [H261], [GRA99] in the short-term 
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and object-based coding in the long term since this would be acceptable data rates for mobile 
video scenes [MVT06]. This was based on video quality assessment of various models based 
on subjective and objective models. 
There are many critical factors that affect the data rate and QoS in mobile video 
communication such as erratic movements of the camera and objects within the scene. 
Changing lighting conditions are another major consideration since this affects brightness as 
well as colour the worst cases are where transitions occur very rapidly sometimes within a 
fraction of a second. The effects of errors due to the transmission channel may cause severe 
problems for temporal prediction in image coding. This is because any errors that are not 
detected and are actually displayed will propagate until an update of the image is performed. 
Therefore an acceptable compromise between overhead for error protection and data rate must 
be determined. 
Relevant objective parameters in low bit rate video coding include: 
Spatial resolution, which is defined as the number of picture elements in an image. If 
the resolution becomes too coarse then the images will appear blocky and will not 
contain enough detail. Source data rates increase with the product of the image 
dimension. 
9 The number of images transmitted per second defines temporal resolution. If the 
temporal resolution becomes too low, movement will start to appear jerky and the delay 
between the image capture and image displayed at the receiver will increase. Source 
data rates increase linearly with temporal resolution. 
Delay in the overall communications link is a very important consideration. 
Experiments have shown that the acceptability of image communication is reduced with 
increasing delay. Delay can be caused by the time it takes the video encoder to encode 
the iniage data and the time it takes the video decoder to decode the irnage data. 
Drop out occurs to an image when transmission errors severely influence the image 
quality at the receiver because of error propagation due to the prediction in the 
algorithm. Special measures are taken to ensure that recovery after drop out does not 
take too long. 
Bearing in mind the objective parameters above, the following subjective video quality 
requirements should also be taken into consideration: 
A frame rate of 10 Elz is usually acceptable whilst at 5 Hz jerkiness becomes clearly 
visible. 
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Based on a study by CCITT SG XH it was suggested that audio-visual terminals 
operating at 64 kbit/s may operate over single or double hop satellite circuits or 
equivalently over circuits with one way propagation delay of between 500-700ms. 
The recovery time after drop out is very important. 
Errors should not propagate for longer than 10 seconds. 
The error rate should be better than 2 random errors in a block of 512 or a burst of 6 
errors in a block of 512. Periods of reduced quality should be no longer than 0.5 
seconds in any 5 second period. 
H. 261 was standardised for a bit rate of p* 64 kbit/s yet good picture quality was 
achieved at 24 kbit/s and acceptable picture quality at 8 kbit/s. For the MAVT a choice was 
available between different H. 261 compatible and non-compatible video coding algorithms. 
Whilst the H-261 algorithm was being standardised in COST 211, an agreement was made to 
use reference model 8 [COS891. 
3.2.3.2 Video coding 
The MAVT DECT demonstrator uses one DECT channel which gives an overall bit rate of 32 
kbit/s. This is divided into 16 kbit/s (p = 2) for video, 4.6 kbit/s for audio and the rest for 
overhead and channel coding. The video codec realised in the MAVT demonstrator [MVT16], 
[MVT23] is of the block oriented hybrid DCT type. The incoming images are divided into 22 
* 18 non-overlapping blocks of size NxN where N=8 for luminance and N=4 for 
chrominance. 
The image size of the input and output sequences is QCIF in 4: 2: 0 colour format. The 
luminance (Y) is defined as 176 pels * 144 lines. The chrominance (U B- Y) is defined as 
88 pels * 72 lines. The chrominance (V =R- Y) is defined as 88 pels 72 lines. At the start 
of the transmission of a sequence of images, the first image is built up by coding the mean 
value of all blocks. The mean value of a block of size N*N is quantised with 6 bits and then 
linearly predicted considering the last transmitted block. The prediction error is fed to a non- 
adaptive 129-symbol arithmetic encoder. To avoid very long and thus very error sensitive 
blocks of arithmetically coded data, the image start-up information is split into 5 independent 
segments. The first 3 segments code the luminance. The fourth segment contains the 
chrominance U and the last the chrominance V information. 
Within the main video encoder bit stream there are several bit streams generated by 
the hybrid encoder. These represent different kinds of information, the first image, mean 
values of all blocks, the motion compensation quad-tree information, the motion 
compensation motion vector information, the positions of the update DCT blocks; the 
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quantiser inter / intra update decisions and DC coefficients and the AC coefficients and run 
lengths for the DCT update blocks. The stream of information bits preceded by a header block 
called a class. The structure of a class is shown in Figure 3-1. 
1 23 bits header I information bits 
Figure 3-1: Video encoder header class. 
The header has three fields as shown in Figure 3-2. 
4 bits 5 bits 14 bits 
number of number of pattern number of 
class 
I 
for channel coding information bits 
Figure 3-2: Header segments. 
14 
If a class contains more than 2 information bits it is split into several classes containing each 
14 
at most 2 information bits. If a class contains no information bits it is not transmitted. The 
overall bit stream of the video encoder is shown in Figure 3-3. 
Figure 3-3: Overall bit stream 
To enable frame synchronisation in the case where the data stream may be corrupted by 
transmission error, synchronisation bits are inserted into each frame. 
3.2.3.3 Video channel coding 
The effects of data transmission over a mobile channel may be compensated to a 
certain extent through the introduction of redundancy after the source coding process. Due to 
the limited resources of a mobile channel, an efficient channel coding scheme needed to be 
applied. The classical approach involves the design of the channel encoder given a worst case 
scenario with a fixed rate and a uniform correction capability for all data symbols [SHA851. 
This is only an efficient method if the underlying data symbols are statistical independent and 
exhibit the same sensitivity against transmission errors. In practice, individual symbols or 
symbol groups in the source data stream exhibit different sensitivities to transmission errors 
[MVT14]. This characteristic suggests the need for an unequal error protection scheme and 
therefore an efficient method for the partitioning of the additional redundancy is needed. A 
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further step would be the common design of the source and channel encoder. Reducing the 
amount of redundancy for the channel coding within the video encoder scheme leads to an 
improvement of the picture quality. 
Unequal error protection can be realised through block codes. The application of 
convolutional codes offers some crucial advantages. Rate Compatible Punctured 
Convolutional (RCPC) [MVT16], [MVT14] codes represent an efficient method for unequal 
error protection matched to the characteristics of the underlying source encoder. The design of 
a proper RCPC code involves knowledge of the symbol sensitivity, of the source encoder, and 
the required protection, to protect against errors that may arise from the transmission channel. 
The channel encoded data stream is passed an interleave function before sending data to the 
transmission channel. 
3.2.3.4 Audio requirements 
The requirement for a particular speech service can determine the quantitative values for the 
speech codec quality, channel coding requirements and maximum delay allowed in the air 
interface. A requirement for voice codecs in third generation systems is being able to operate 
at 32 kbit/s and 8 kbit/s [MVT061. 
Future telephony services should offer toll quality speech or programme quality audio 
(7kHz) for 99% of the time. Periods of reduced quality should not exceed 0.2s in any 5s 
period. The maximum permitted end to end delay should not exceed 330ms for a mobile-to- 
mobile call with one geo-stationary satellite link in the fixed path network. Any single UMTS 
radio link is allowed a maximum delay of 30ms; for speech coding and decoding which 
includes a national network link delay of 6ms. The voice codec should have a 5-10ms delay 
and good quality speech over channels of Bit Error Rate (BER) not worse than 107 
3 
and 
should be capable of operating at different bit-rates. Toll quality is the quality associated with 
analogue speech having a bandwidth of 200-300OHz, a SNR greater than 30 dB and a 
distortion less than 2%. This can be achieved by some waveform encoders, such as ADPCM 
at bit rates around 32 kbit/s. A variable-rate coder has the potential for improved speech 
quality when suitable capacity becomes available. User requirements are largely based around 
current toll quality that is provided by the public switched telecommunication system as given 
in Table 3-1. 
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PARAMETER REQUIREMENTS OBJECTIVES 
Speech quality in error free Not worse than G721 
condition 
Speech performance with bit Not worse than G721 under Equivalent to the 16kbit/s 
errors for an input signal similar conditions CCrIT codec: under 
nominal level - 26db with evaluations 
respect to the overload point 
BER < 10'3 
Speech Quality dependency Not worse than G721 As low as possible 
on the input signal level 
between - 36 db and -16 db 
with respect to the overload 
point. 
Capability to transmit voice Not needed 
band data 
Quality dependency on Not worse than G721 
speakers 
Capacity to transmit DMTF, CCITT N*6 (circuit The tones have to be 
signalling/information tones continuity tone), CCITT transmitted with distortion 
N*7 (circuit continuity as low as possible 
tone), CCITT' r2, Q35, Q23, 
V25. 
Capability to transmit music No annoying effects have to 
be generated 
Gross bit rate (kbit/s) 8 kbit/s 
Table 3-1: Quality Requirements for Speech. 
rrU-T SG 15 (then CCITT SG XV) established an ad-hoc group for speech coding 
which operated at 6.4 kbit/s, 8 kbit/s, and 9.6 kbit/s with toll quality and relatively low delay 
(less than 32 ms). For MAVT a Code Excited Linear Prediction (CELP) codec was chosen. 
The requirements of the next generation speech codec will require toll quality at about 8 
kbit/s, multi-rate operation capability, Variable Bit Rate (VBR) capabilities based on speech 
classification and voice activity detection and joint optin-ýsation of speech and channel 
coding. 
3.2.3.5 Audio coding 
To satisfy the above requirements this section describes the aspects of speech signal 
processing that affect the data rate and QoS in the MAVT demonstrator. The source coding 
provides a bit rate of 4.6 kbit/sec. There is channel coding which includes interleaving to 
reach a net bit rate of 8 kbit/sec. There is also voice activity detection to hand the bit rate over 
to video encoder in cases when there is no voice activity [MVT08]. 
The speech codec is an RP-CELP (Regular Pulse Code-Excited Linear Prediction) 
system based on the CELP technique, which uses the properties of speech to provide 
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compression. The codec operates at a net bit rate of 4.6 kbit/sec. Speech signals are processed 
on a frarne-by-frarne basis, with a frame period of 30 ms (240 samples at 8 kHz). The coding 
process results in a set of quantised parameters (linear prediction, UP lag and gain, codebook 
index and gain), which is transformed in a block of 140 bits, ordered by decreasing subjective 
importance. This block of 140 bits is then transfered to the channel encoder. 
The speech decoder receives from the channel decoder a block of 140 bits, plus one 
information bit known as the Bad Frame Indicator (BFI). The BFI is used to replace the 
corrupted parameters of the current frame by extrapolating the ones received in previous valid 
frames. The decoded parameters, either reconstituted from the 140 input bits or extrapolated 
from previous ones, are then used to reconstruct a frame of 240 synthetic speech samples. 
A Voice Activity Detector (VAD) is included in the noise reduction unit. It is used to 
distinguish between speech and noise in the signal received. A possible application for the 
VAD is to decide if it is necessary to transmit audio data. If no speech information is included 
in the audio signal then the video unit may use the bit rate allocated to the audio channel. 
Noise reduction cannot be applied during noisy environmental conditions since it is 
undesirable to stop transmitting the audio signal altogether when no voice activity is detected. 
In such conditions it would be very uncomfortable for the listener to have periods of noisy 
speech alternate with periods of utter silence. 
It is better to transmit information about the ambient noise, called comfort noise, even 
if no speech information is present. Isolated frames being repeated at regular intervals 
perform this. Due to channel interleaving the comfort noise will be transmitted in blocks of 
three audio frames (90 ms), and updated every 12 frames (360 ms). Finally, it is very 
important that transmission of the speech signal resume as soon as voice activity is detected 
again. This is provided by two audio frames (due to block interleaving) between VAD and 
information transmission. The information as to whether audio data is being transmitted has 
to be provided to the MAVT system manager that performs the necessary functionality and 
passes the control data through the channel. 
3.2.3.6 Audio channel coding 
The channel encoder receives from the speech encoder a block of 140 bits, ordered by 
decreasing channel coding importance. Where the first bits are more sensitive to errors and 
the last set of bits are more robust. Therefore the protection scheme considers three different 
importance classes. In order to detect errors on the most significant bits of the speech frame a 
4 bit CRC is performed over class 1. To protect the largest number of bits, a convolutional 
code with a memory of 4 and a rate of 1/2 is applied to classes I and II of the frame. The third 
class that is left contains unprotected bits. 
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The output of this process is a block of 720 bits, which is equivalent to 90 ms of 
speech data. This corresponds to the required bit rate of 8 kbit/sec. Interleaving is then applied 
by spreading the 720 bits over nine DECT frames (80 audio bits in each frame). In the 
decoder the 720 bits are de-interleaved. Convolutional decoding is performed using the 
Viterbi algorithm The result of the CRC decoding is used to detect errors on the most 
significant bits. If an error is detected in a frame then the erroneous frame is not transmitted to 
the speech decoder and the Bad Frame Indicator (BFI) is set. In addition the BE is set when 
the quality factor, which is computed after re-encoding of the decoded frame, is lower than a 
certain pre-defined threshold. In other cases the BFI is reset. The decoded bits plus the BFI 
are then transmitted to the speech decoder. A complete description of the channel codec for 
DECT is given in [MVT14]. 
The dynamic splitting of bits into source and channel coding can be implemented 
either while keeping fixed the number of bits associated to the link or by allowing some 
increase of this value. First, the adaptation is made by fixing the resources allocated to the 
link. Second, new resources from the system are requested which may or may not be 
accepted. If accepted some transient behaviour in the overall system takes place, if rejected 
the quality of the conversation will be degraded and an interruption to the call will take place. 
This principle implies a continuous monitoring of the received signal quality. 
Variable rate speech codecs provide a better quality speech signal at a lower average 
bit rate than for a fixed-rate-coding scheme. This reduction can be used to increase system 
capacity and make it more flexible to demand. It can also be efficiently combined with 
channel coding techniques to provide robust communication to overcome channel errors. The 
unequal error protection scheme maintains the source compression ratio by dropping 
unimportant bits and protecting the important ones. The second approach changes the 
compression ratio so that the bits obtained from the bit rate reduction can be used for error 
protection. 
3.2.3.7 Multiplexing 
For the transmission of audio, video, synchronisation and control information the channel 
characteristics of the DECT channel were investigated and the following multiplexer scheme 
defined [CAR951, [MVT24 ]. The DECT system provides a 32 kbit/sec channel. Internally 
the channel consists of one hundred 320 bit slots each second, where every 320 bit slot is 
transferred in lOms. Nine of these slots have been combined to create a single data 
transmission frame. This frame contains 2880 bits and is transmitted in 90ms. The 2880 bits 
are divided into the following groups. 
Frame synchronisation = 31 bits 
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Control information = 45 bits 
Audio data stream = 720 bits 
Video data stream = 2084 bits 
Total = 2880 bits 
The bits are distributed over the transmission frame as follows: 
Octet bit I bit 2 bit 3 bit 4 bit 5 bit 6 bit 7 bit 8 
I Al A2 VI V2 V3 V4 V5 BASI 
2 A3 A4 V6 V7 V8 V9 VIO BAS2 
3 A5 A6 VII V12 V 13 V14 V 15 BAS3 
4 A7 A8 V 16 V 17 V 18 V 19 V20 BAS4 
5 A9 AIO V21 V22 V23 V24 V25 BAS5 
6 All A12 V26 V27 V28 V29 V30 FASI 
7 A13 A14 V31 V32 
8 A15 A16 V36 V37 
9 A17 A18 V41 V42 
V33 V34 V35 FAý 
V38 V39 V40 FA: 
V43 V44 V45 FA: 
40 A79 A80 V226 
Table 3-2: DECT Slot 1. 
V228 V229 V230 V2: 
Octet bit 1 bit 2 bit 3 bit 4 bit 5 bit 6 bit 7 bit 8 
I Al A2 vI V2 V3 V4 V5 BAS31 
2 A3 A4 V6 V7 V8 V9 VIO BAS32 
3 A5 A6 VII V12 V 13 V14 V 15 BAS33 
4 A7 A8 V 16 V 17 V 18 V 19 V20 BAS34 
5 A9 AlO V21 V22 V23 V24 V25 BAS35 
6 All A12 V26 V27 V28 V29 V30 FAS25 
7 A13 A14 V31 V32 V33 V34 V35 FAS26 
8 A 15 A16 V36 V37 V38 V39 V40 FAS27 
9 A17 A18 V41 V42 V43 V44 V45 FAS28 
40 A79 A80 V226 V227 V228 V229 V230 V231 
Table 3-3: DECT Slot 7. 
Octet bit I bit 2 bit 3 bit 4 bit 5 bit 6 bit 7 bit 8 
I AI A2 vI V2 V3 V4 V5 BAS36 
2 A3 A4 V6 V7 V8 V9 VIO BAS37 
3 A5 A6 VII V 12 V 13 V 14 V 15 BAS38 
4 A7 A8 V 16 V 17 V 18 V 19 V20 BAS39 
5 A9 AlO V21 V22 V23 V24 V25 BAS40 
6 All A12 V26 V27 V28 V29 V30 FAS29 
7 A 13 A14 V31 V32 V33 V34 V35 FAS30 
8 A 15 A16 V36 V37 V38 V39 V40 FAS31 
9 A17 A18 V41 V42 V43 V44 V45 V46 
40 A79 A80 V227 V228 V229 V230 V231 V232 
Table 3-4: DECT Slot 8. 
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Octet bit I bit 2 bit 3 bit 4 bit 5 bit 6 bit 7 bit 8 
1 AI A2 vI V2 V3 V4 V5 BAS41 
2 A3 A4 V6 V7 V8 V9 VIO BAS42 
3 A5 A6 VII V12 V 13 V14 V 15 BAS43 
4 A7 A8 V 16 V17 V 18 V19 V20 BAS44 
5 A9 AIO V21 V22 V23 V24 V25 BAS4ý 
6 All A12 V26 V27 V28 V29 V30 V31 
40 A79 A80 V230 V231 V232 V233 V234 V235 
Table 3-5: DECT Slot 9. 
The 31 bits allocated for the task of frame synchronisation is collectively called the 
Frame Allocation Signal word (FAS word). The bits are distributed over the transmission 
frame according to the multiplexer scheme shown above. The purpose of the FAS word is to 
identify the start of a transmission frame and subsequently to check and ensure that frame 
synchronisation is not lost. 
The FAS word is a 31 bit word with good auto correlation properties where the word 
used for the frame synchronisation is a 31 bit Barker code IFUR81]. The bit pattern for the 
code is'O 000 010 010 010 010 101 011 011 100 111'. The FAS word is spichronised when a 
certain number of the 31 bits are found to be correct. This limit is defined in software and set 
to the value 27. When at least 27 bits are correct the FAS word is deemed valid. When fewer 
than 27 bits are correct then the FAS word is said to be invalid. 
3.2.3.8 Networking 
The MAVT demonstrator for transmission over the DECT network delivers a fixed data 
stream of 32 kbit/s, where stuffing bits are inserted when necessary. The data stream is 
comprised of 8 kbit/s audio data, 23.2 kbit/s video data and 0.8 kbius control data. The 
control data consists of a FAS (Frame Alignment Signal) and a BAS (Bit Allocation Signal). 
The FAS includes a Willard word that is used for synchronisation. The BAS word is 
generated using a BCH code. This structure is similar to the H. 221 standard IH2211 used by 
various ITU-T audio video systems (see section 2.4.3). A DECT frame lasts 10 ms. The user 
information of a DECT frame consists of 320 bits, arranged in 40 octets. A compound frame 
is defined which includes 9 DECT frames. 
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10 
basestation to handset handset to basestation 
------- L11-T-12 23 1 ý 0_1 ---j ---------- 
480 Bit = 417 us 
56 Bit 
------------ 32 Bit 392 Bt 48.64usý SyrIc. 
_ ----------------------- 
7ý _Bt j 1ý4 
Bt::: Fl 61 320 Bit 
4 - --------- --- ------ 
A-Field B-Field xz 
Figure 3-4: MAVT DECT Frame. 
The different sub data streams (audio, video, control) include source and error 
correction bits. The bit allocation of the video data stream can be modified in steps. The video 
source channel rate is p*8 kbit/s, with p=1,2,3, etc. Over the DECT network p=2, therefore 16 
kbit/s for video data and 7.2 kbit/s for channel coding. The audio data stream was divided into 
4.6 kbit/s for data and 3.4 kbit/s for channel coding. 
The demonstrator had a systems architecture to which other networks could be easily 
interfaced. As well as the local area DECT network interface, the hardware supported 
connection to two other networks, these were the Public Switched Telephone Network 
(PSTN) and the real-time test-bed of the ATDMA R2082 project (also funded under the 
RACE 11 program). These new connections were possible via an add-on daughter module to 
the system manager board, see Figure 3-5. 
DECT/Audio interface board ATDMA/PSTN interface board 
System Manager ('40 DSP board 
Figure 3-5: Network interfaces to the system manager board of the MAVT. 
The main system manager card as well as the add-on daughter modules each provided 
access to a fast floating-point TMS320C40 DSP. The integration of such daughter boards is 
relatively easy and convenient due to the modular architecture of the hardware and the 
software that runs on each module. Data transfer was possible over the high-speed 
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communication ports provided by the TMS320C40 DSPs. Furthermore, updating the system 
is achieved by replacing the add-on daughter boards and the respective software that executes 
on the add-on module. 
Connecting the TMS320C40 interface module to a modem allowed transmission over 
the PSTN network. The fastest commercial modem at the time was capable of transmitting 
data rates up to 28.8 kbit/sec. It was necessary to reconfigure the data rates of the streams to 
take into account the different networks. Changing the system manager software module was 
necessary to redirect the outgoing network data to the TMS320C40 processor on the PSTN 
interface board. The software module on the PSTN interface board would translate the data 
into a serial data stream before passing the data to the modem. Complementary software 
modules do the conversion in the reverse direction, i. e. from the PSTN network to the system 
manager. The PSTN interface is activated by a user-option on the user interface. 
NVT 
Figure 3-6: MAVT connected to the PSTN. 
Connection to the ATDMA network was via the same hardware interface used for the 
PSTN network. Instead of using the software module on the TMS320C40 add-on board to 
convert the transmission data into a format required by the modem another software module is 
used to convert the transmission data into VII format. The VII data is fed to an ATI)MA 
transceiver module for communication with another MAVT through the ATDMA real time 
test bed. 
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AVT 
Figure 3-7: MAVT connected to the ATDMA test-bed. 
Transmitting data over the ATDMA network comprised of mapping 10 milliseconds 
of DECT transmission stream data into the ATDMA transmission format. The ATDMA 
transceiver does not provide error protection or interleaving of the transmission data instead 
the ATDMA transceiver performs a relatively simple task of adding/removing network 
transmission bits to comply with the ATDMA transmission format. 
320 bits from lOms of DECT data stream 
32 bits 1 32 bits 32 bits 
2 10 
IT I11 
32 bits 
ISILIpIS1 
32 bitsF[MG ATDMA data stream 
Ij 
Training Sequence 
Figure 3-8: DECT to ATDMA conversion. 
An ATDMA packet is composed of a training sequence in the centre (L+P) to provide 
channel estimation and sync hron i sation. Tail symbols (T) are inserted at the end of the packet 
mainly for equalisation and inline signalling (S) to transport signalling information. 
Furthermore, guard time (G) is inserted between successive packet bursts for multiple access. 
See [ATDOOIJ, [ATD108], IATD2401 for full details on the ATDMA-MAVT terminal 
interconnection. 
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3.2.4 Summary 
In this section the main points associated with closed systems have been described. Emphasis 
was placed on the impact the constraints would have on the transport subsystem and these are: 
" The operation of a closed system is within pre-defined limits. 
" Predictability leads to simplified control sub-systems. 
" Experimental models often begin as closed systems. 
" Closed systems have a fixed set of components. 
" The efficiency of closed systems is high due to low overhead. 
This is followed by a case study of the MAVT project in which the salient 
components of a mobile multimedia terminal with a closed architecture are detailed. The 
details covered include: 
" Video coding requirements. 
" Low data-rate video coding. 
" Video channel coding. 
Audio coding requirements. 
Low data-rate audio coding. 
Audio channel coding. 
Fixed multiplexing protocol. 
Networking over DECT and ATDMA networks. 
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3.3 Open Systems 
3.3.1 Introduction 
Most systems are closed since this is a precondition for stability and high QoS as detailed in 
the preceding section. Open systems have operational phases, which are similar to closed 
systems, so that stability and high QoS can be maintained. Open systems, however, are more 
flexible than closed systems by providing a generic architecture that can be easily re- 
configured according to the users requirements. This provides higher levels of utility and 
therefore the capacity to do more without inconveniencing systems that are in operation 
(especially in systems where sub-systems operate in parallel). The cost for the flexibility is an 
increase in the use of resources, which entails a decrease in QoS therefore a careful balance 
needs to be reached. 
The flexibility offered by open systems can be defined in a number of ways [HUT99]: 
adaptivity, scalabilty, programmability, controllability, and efficiency. Adaptivity allows a 
system to change accordingly, such as with varying traffic statistics and usage patterns. 
Scalability refers to the support of a number of services and users within a single system 
architecture. Programmability provides a set of components that gives the freedom to 
combine and configure according to the application requirements. Controllability refers the 
setting of parameters either before or during operation of the systern. Efficiency refers to the 
extent with which the system performs using as few resources as possible. 
3.3.2 Architecture 
Open systems offer relatively higher levels of flexibility by defining a generic architecture 
that is based on semantics and a syntax that provides reconfiguration. This concept can be 
likened to the merging of multiple closed systems within a sophisticated management system. 
An open system is more useful than a closed system, which by comparison seems limited. 
Open systems are subsequently more diverse and better suited to heterogeneous distributed 
environments than closed systems. 
The generality provided by open systems comes at a price of added overhead that 
decreases the systems QoS yet the increased number of services offsets this negative aspect. 
There is a great deal of give and take within an open system where the resulting management 
system should provide the best outcome for the users requirements. QoS management 
functions (QMFs) are required to control the flexibility features of the system. QMFs provide 
the means to maintain stability within an open system and they are responsible for 
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maintaining optimum performance, which they do by monitoring appropriate data to make 
decisions. The standard approach to QMF subsystems has been discussed earlier in section 
2.3.3. 
Generic systems can be associated with the management of unpredictable events, 
where unpredictable events are often the result of some form of change within the system. 
Change may arise due to modifications to the software, hardware, user input or some other 
modifying aspect of the system. In essence the control and management functions are often 
complex and hence a major research area in itself. 
Real systems always have limitations whether they are open or closed and this will 
have an effect on the QoS provided. Many constraints need to be taken into account where the 
failure of any component may disable the whole system due to the holistic nature of these 
systems [LAC99]. Sometimes it is difficult to get this information since it may be a hidden 
parameter, which may or may not be provided by the systen-L Detailed, accurate and useable 
system reports are required to inforni higher level systems what resources are available. 
Each component of a system has two main parts: its semantics and its syntax. Within 
a system the semantics are designed so that as well as performing a specific function it also 
has to takes its environment into consideration. The same is true of component syntax, which 
interfaces one component to another. Within closed systems the design emphasis is on 
semantics whereas within open systems a considerable amount of effort must also be put into 
the syntax. This being the case, components within closed systems are often modified for 
operation within open systems. 
In most cases, implementations are restricted to certain hardware platforms however 
by the very nature of defining syntax and semantics only, it is possible to make the software 
hardware independent. This is possible through ODP [X902], [X903], JAVA [SLTNOI], 
[SUN021, CORBA [ORB011 and others. Please refer to the references given, for the merits of 
these different approaches. 
Whereas with closed systems the goal is to provide a degree of utility through a fixed 
capability specification, by contrast, open systems aim to produce generic systems so that the 
user can define the capability specification [KOE99]. The user in both cases often has a 
system that provides similar performance the difference lies in the flexibility provided by the 
open system. The concept that a system can evolve with time is essential in a competitive 
market. 
A special attractive feature of open communication systems is the possibility to adapt 
the system through the download feature [SUNOI], [SUN021. This is a separate sub-system 
that the main system uses to update or upgrade the current system. The replacement of a 
protocol or module in an active application is a part of the re-configuration sub-system, it is 
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useful when a feature needs to be changed without restarting it's containing application (i. e. 
the profile). This feature is particularly useful when the main system has limited resources as 
in the case of a mobile terminal. The terminal through its advanced management system 
configures the system by using components that are appropriate only to the application 
requested by the user. This is just another example of the flexibility aspect of an open system. 
3.3.3 Case study: MoMuSys 
MoMuSys (Mobile Multimedia Systems, project AC098 supported by the EC under the 
ACTS programme) was a European initiative for pushing technical development and 
standardisation for multimedia. The Advanced Communications Technologies and Services 
(ACTS) programme provided the basis for forming a European collaboration to influence 
international standardisation and to push the technical development in multimedia 
representation in Europe. The two standardisation bodies to which MoMuSys made major 
contributions were ISO WGI I SC29 (MPEG) and ITU-T SG 16 [CAR99]. 
The project had several goals during its inception most of which centred on the 
standardisation work of the ISO/IEC 14496 (MPEG-4) standard [MP4-1] - [MP4_6]. The 
intention was to define and build ISO/IEC 14496 client server terminals and through a series 
of field trials assess the work done and further refine technical development [CAR96] - 
[CAR98d]. At all times the MoMuSys partners were actively contributing to the standard and 
making use of collaboration from organisations within ISO WG II SC29 and ITU-T SG 16 
[CAR991 - [CAR99c]. 
The MoMuSys tenninal can be divided into the following main areas: 
The coded representation of natural or synthetic, two-dimensional (21)) or three- 
dimensional (3D) objects that can be manifested audibly and/or visually (audio-visual 
objects); 
2. The coded representation of the spatio-temporal positioning of audio-visual objects as 
well as their behaviour in response to interaction (scene description); 
3. The coded representation of information related to the management of data streams 
(synchronisation, identification, description and association of stream content); and 
4. The transmission of coded data over low data rate networks. 
MPEG4 (ISO/IEC 14496) is the first audio-visual representation standard modelling 
an audio-visual scene as a composition of audio-visual objects with specific characteristics 
and behaviour, notably in space and time (see Figure 3-9). The MPEG4 coding standard uses 
an object-based composition approach, supporting 2D arbitrarily shaped natural video objects, 
audio and speech objects, as well as synthetic data, e. g. text, generic 2D/3D graphics, 
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animated faces, and structured audio. The object-based composition approach allows MPEG- 
4 to support new features, such as content-based interaction and manipulation, as well as 
improvements to established functions, such as coding efficiency and error resilience, by 
virtue of data type the most adequate coding technology can be selected. 
Although MPEG4 includes a large number of tools, it is organised. following a 
toolbox approach, allowing the implernenters to only use the necessary tools, customising the 
terminals in terms of composition capabilities and decoding configuration to suit specific 
needs. The toolbox can be augmented as technology progresses, without making the entire 
system obsolete. Interoperability is guaranteed by means of adequate profiling. 
3.3.3.1 Architecture 
The scene representation provides the means to create an interactive audio-visual 
scene in terms of coded audio-visual and associated scene description information. In general, 
the basic operations performed by a receiver terminal follow. Information that allows access 
to the content is provided in the form of initial session set-up information to the terminal. This 
is processed by procedures for establishing session contexts through the delivery layer that 
accesses the storage or transport medium. The initial set-up information recursively 
establishes the location of the one or more elementary streams that carry the coded content. 
These elementary streams are grouped together using the FlexMux multiplexing tool. 
Elementary streams contain the coded representation of either audio or visual data or 
scene description information. Elementary streams may also convey information to identify 
streams, to describe logical dependencies between streams, or to describe information related 
to the content of the streams. In general, each elementary stream contains only one type of 
data. 
Elementary streams are decoded using their respective stream-specific decoders. The 
audio-visual objects are composed according to the scene description information and 
presented by the terminal's presentation device(s). All these processes are synchronised 
according to the Systems Decoder Model (SDM) using the synchronisation, information 
provided at the synchronisation layer. These basic operations are depicted in Figure 3-9, and 
are described in more detail in the following subsections. 
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Figure 3-9: The terminal architecture. 
3.3.3.2 Terminal Model 
ce 
ice 
The terminal model provides an abstract view of the behaviour of a terminal. Its purpose is to 
enable terminals to predict how other terminals will behave in terms of buffer management 
and synchronisation when constructing or reconstructing the audio-visual information that 
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comprises the presentation. The terminal model includes a systems timing model and a 
systems buffer model. 
The timing model defines the mechanisms through which terminals establish a notion 
of time to enable the processing of time-dependent events. This model also allows terminals 
to establish mechanisms to maintain synchronisation both across and within particular audio- 
visual objects as well as with user interaction events. In order to facilitate these functions at 
the receiving terminal, the timing model requires that the transmitted data streams contain 
implicit or explicit timing information. Two sets of timing information are used: clock 
references and time stamps. The former convey the sending terminal's time base to the 
receiving terminal, while the latter convey a notion of relative time for specific events such as 
the desired decoding or composition time for portions of the encoded audio-visual 
information. 
The buffer model enables the sending terminal to monitor and control the buffer 
resources that are needed to decode each elementary stream in a presentation. The required 
buffer resources are conveyed to the receiving terminal by means of descriptors at the 
beginning of the presentation. The terminal can then decide whether or not it is capable of 
handling a particular presentation. The buffer model allows the sending terminal to specify 
when information may be removed from these buffers and enables it to schedule data 
transmission so that the appropriate buffers at the receiving terminal do not overflow or 
underflow. 
3.3.3.3 The Compression Layer 
The compression layer contains the appropriate functions to encode and decode data as shown 
in Figure 3-9. A description of each of the different stream types follows. 
3.3.3.3.1 Object Description Framework 
The purpose of the object description framework is to identify and describe elementary 
streams and to associate them appropriately to an audio-visual scene description. Object 
descriptors serve to gain access to MPEG-4 content. An object descriptor is a collection of 
one or more elementary stream descriptors that provide the configuration and other 
information for the streams that relate to either an audio-visual object or a scene description. 
Object descriptors are themselves conveyed in elementary streams. Each object descriptor is 
assigned an identifier (object descriptor ID), which is unique within a defined name scope. 
This identifier is used to associate audio-visual objects in the scene description with a 
particular object descriptor, and thus the elementary streams related to that particular object. 
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Elementary stream descriptors include information about the source of the stream 
data, in the form of a unique numeric identifier (the elementary stream ID) or a URL pointing 
to a remote source for the stream. Elementary stream descriptors also include information 
about the encoding format, configuration information for the decoding process and the sync 
layer packet process, as well as the quality of service requirements for the transmission of the 
stream. Dependencies between streams can also be signalled within the elementary stream 
descriptors. This feature may be used, for example, in scalable audio or visual object 
scenarios to indicate the logical dependency of a stream containing enhancement information, 
to a stream containing the base information. It can also be used to describe alternative 
representations for the same content (e. g. the same speech content in various languages). 
3.3.3.3.2 Scene Description Streams 
The scene description addresses the organisation of audio-visual objects in a scene, in terms 
of both spatial and temporal attributes. This information allows the composition and rendering 
of individual audio-visual objects after the respective decoders have reconstructed the 
streaming data for them. For visual data, the system does not mandate particular composition 
algorithms. Hence, visual composition is implementation dependent. For audio data, the 
composition process is defined in a normative manner. 
The scene description is represented using a parametric approach (BEFS - Binary 
Format for Scenes). The description consists of an encoded hierarchy (tree) of nodes with 
attributes and other information (including event sources and targets). Leaf nodes in this tree 
correspond to elementary audio-visual data, whereas intermediate nodes group this material to 
form audio-visual objects, and perform grouping, transformation, and other such operations 
on audio-visual objects (scene description nodes). The scene description can evolve over time 
by using scene description updates. 
To facilitate active user involvement with the presented audio-visual information 
support for user and object interactions is provided. Interactivity mechanisms are integrated 
with the scene description information, in the form of linked event sources and targets 
(routes) as well as sensors (special nodes that can trigger events based on specific conditions). 
These event sources and targets are part of scene description nodes, and thus allow close 
coupling of dynamic and interactive behaviour with the specific scene at hand. The system 
however does not specify a particular user interface or a mechanism that maps user actions 
(e. g., keyboard key presses or mouse movements) to such events. 
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3.3.3.3.3 Audio-visual Streams 
The coded representations of audio and visual information are described in [MP4-3] and 
[MP4_2] respectively. The reconstructed audio-visual data are made available to the 
composition process for potential use during the scene rendering. 
The architecture of the system allows any audio-visual type to be used so that 
interoperability, QoS, system requirements, etc, can all be supported. MoMuSys focussed on 
the definition of MPEG4 video, H. 263+, MPEG4 audio, AAC and G. 723. Only the specific 
details of how these affect the system need to be considered, therefore the key features of 
these codecs shall be outlined here. 
" Data rate scalability allows a stream to be parsed into data streams with lower 
transmission rates such that the combination can still be decoded into a meaningful 
signal. The bit stream parsing can occur either during transmission or at the 
decoder. 
" Bandwidth scalability is a particular case of data rate scalability, whereby specific 
parts of a data stream can be discarded during transmission or decoding. 
" Algorithmic scalability allows codecs using a range of algorithms to generate valid 
and meaningful data streams. 
" Error robustness provides a decoder with the ability to avoid or conceal audible 
distortion caused by transmission errors. 
3.3.3.4 Synchronisation of Streams: The Sync Layer 
Elementary streams are the basic abstraction for any streaming data source. Elementary 
streams are conveyed as sync layer-packet- (SL-packet) streams at the DMIF Application 
interface. This packet-based representation additionally provides timing and synchronisation 
information, as well as fragmentation and random access information. The sync layer (SL) 
extracts this timing information to enable synchronised decoding and, subsequently, 
composition of the elementary stream data. 
3.3.3.5 Multiplexing of Streams: The Delivery Layer 
An analysis of existing transport protocol stacks has shown that, for stacks with fixed length 
packets (e. g., MPEG-2 Transport Stream) or with high multiplexing overhead (e. g., 
RTP/UDP/IP), it may be advantageous to have a generic, low complexity multiplexing tool 
that allows interleaving of data with low overhead and low delay as this is particularly 
important for low bit rate applications [MP4-11. Within the MoMuSys project the ISOJEC 
14496-1 FlexMux tool was used [CAR98c]. 
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The FlexMux tool is a flexible multiplexer that accommodates the interleaving of 
streams containing SL-packets with varying instantaneous bit Tate. The basic data entity of the 
FlexMux is a FlexMux packet, which has a variable length, in which one or more SL packets 
are embedded. The FlexMux tool provides the identification of SL packets originating from 
different elementary streams by means of FlexMux Channel numbers. Each SL-packet-strearn 
is mapped into one FlexMux Channel. FlexMux packets with data from different SL-packet- 
streams can therefore be arbitrarily interleaved. The sequence of FlexMux packets that are 
interleaved into one stream is called a FlexMux Stream. 
A FlexMux Stream retrieved from storage or transmission can be parsed as a single 
data stream without additional information. However, the FlexMux requires framing of 
FlexMux packets by the underlying layer for random access or error recovery. There is no 
requirement to frame each individual FlexMux packet. The FlexMux also requires reliable 
error detection by the underlying layer. This design is dependent on the layers below to 
provide framing and error detection mechanisms, which are in some cases provided by the 
protocol stack below the FlexMux. 
Two different modes of operation exist for the FlexMux, each providing different 
features and complexity; called Simple Mode and MuxCode Mode, respectively. A FlexMux 
Stream may contain an arbitrary mixture of FlexMux packets in either Mode, the syntax and 
semantics of which is defined as follows: 
class FlexMuxPacket ( 
unsigned int(8) index; 
bit(8) length; 
if (index>239) 
bit(4) version; 
const bit(4) reserved=Obllll; 
multiple_SL_Packet mPayload; 
else ( 
SL_Packet sPayload; 
The two modes of the FlexMux, 
Simple Mode and MuxCode Mode 
are distinguished by the value of 
index as specified below. 
index: If index is less than 
240 then FlexMux Channel 
index 
This range of values corresponds to the Simple Mode. If index has a value in the range 240 
to 255 (inclusive), then the MuxCode Mode is used and a Nuxcode is referenced as 
MuxCode =index - 240 
xuxCode: is used to associate the payload to FlexMux Channels, and even though the 
number of FlexMux Channels is limited to 256, the use of multiple FlexMux streams allows 
virtually any number of elementary streams to be provided to the terminal. 
- 82 - 
Chapter 3. Literature Survey 
length: The length of the FlexMux packet payload in bytes. This is equal to the length 
of the single encapsulated SL packet in Simple Mode and to the total length of the multiple 
encapsulated SL packets in MuxCode Mode. 
version: Indicates the current version of the MUXCodeTableEntry referenced by 
muxCode. version is also used for error resilience purposes. If this version does not 
match the version of the referenced HuxCodeTableEntry that has most recently been 
received, the FlexMux packet cannot be parsed. The implementation has a choice of either 
wait until the required version of M=CodeTableEntry becomes available or to discard 
the FlexMux. packet. 
spayload: A single SL packet (Simple Mode) 
mpayload: One or more SL packets (MuxCode Mode) 
During the momusys project only the Simple Mode was used, for further details on the syntax 
and semantics of the MuxCode Mode please refer to [MP4_1]. 
Simple Mode: In the simple mode one SL packet is encapsulated in one FlexMux packet and 
tagged by an index which is equal to the FlexMux Channel number as indicated in Figure 
3-10. This mode does not require any configuration or maintenance of state by the receiving 
terminal. 
Figure 3-10: Structure of FlexMux packet in simple mode. 
MuxCode Mode: In the MuxCode mode one or more SL packets are encapsulated in 
one FlexMux packet as indicated in Figure 3-11. This mode requires configuration and 
maintenance of state by the receiving terminal. The configuration describes how FlexMux 
packets are shared between multiple SL packets. In this mode the index value is used to 
reference configuration information that defines the allocation of the FlexMux packet payload 
to different FlexMux Channels. 
FlexMux-PDU 
index I length I version I SL-PDU I SL-PDU I ....... 
I SL-PDU 
IHI Payld 1H I Payloadl ....... 
114 Payload 
Figure 3-11: Structure of FlexMux packet in MuxCode mode. 
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3.3.4 Summary 
In this section the main points associated with closed systems have been described. Emphasis 
was placed on the impact the constraints would have on the transport subsystem and these are: 
* Open systems have operational phases, which are similar to closed systems, so that 
stability and high QoS can be maintained. 
Open systems are more flexible than closed systems by providing a generic 
architecture that can be easily re-configured according to the users requirements. 
* The increase in flexibility causes an increase in the use of resources, which entails a 
decrease in QoS therefore a careful balance needs to be reached. 
9 The control and management functions are often complex. 
Each component of an open system has two main parts: its semantics and its syntax. 
This is followed by a case study of the MoMuSYs project in which the salient 
components of a mobile multimedia terminal with an open architecture are detailed. The 
details covered include: 
* MoMuSys was to define and build MPEG-4 client server terminals and through a 
series of field trials assess the work done and refine technical development. 
The coded representation of natural or synthetic, two-dimensional (21)) or three- 
dimensional (313) objects that can be manifested audibly and/or visually (audio-visual 
objects); 
0 The coded representation of the spatio-temporal positioning of audio-visual objects as 
well as their behaviour in response to interaction (scene description); 
The coded representation of information related to the management of data streams 
(synchronisation, identification, description and association of stream content); and 
The transmission of coded data over low data rate networks. 
3.4 System Control 
In general, QoS control should take place throughout the entire system, ranging from 
the application layer, to the physical layer (with respect to the OSI model). The range of QMF 
categories is large, encompassing classical control theory, modem control theory, and 
dynamic programming [LUE791, [NAG90], [BER95], [BER95b], [BER96]. The standard 
definition of QoS management has already been described (see section 2.3.3); that is, 
attributes that are common to all QoS management. This research has opted for the open 
approach to QoS management in contrast to using any single function. This approach was 
selected for the following reasons: 
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* The open approach allows the use of any appropriate algorithrn. This approach is 
flexible and fits in with the rest of the architecture being researched. 
The selection of any single function requires a significant amount of research. A short 
survey into adaptive control systems and reinforcement learning showed promise in 
terms of the adaptability and open architecture of various algorithms. There is 
acceptance however that the nature of the schemes can be computationally expensive 
[BER951, [BER95b], [BER961. 
Thus rather than describe the advantages and disadvantages of various QMFs the 
emphasis in this section is on the attributes that need to be considered in selecting a suitable 
QMF. The attributes of the QNIIF will have a significant affect on the performance and the 
architecture of the transport protocol. Where the transport protocol being considered ainis to 
be completely application and network independent hence the need for an independent QMF 
structure. This section will also describe work on QoS management that has been applied in 
contexts related to this research. 
Some of the issues that need to be considered in the case of real-time multimedia 
services over mobile networks has been given by Liu and El Zarki [LIU991. The system uses 
a hybrid ARQ scheme as an error control mechanism for the transmission of compressed 
video data and an adaptive source rate control scheme is used to cope with the fluctuation of 
data rates due to the retransmissions. The work was carried out on a closed system and shows 
that it is necessary to simultaneously consider network control, source rate control and 
synchronisation control for the design of multimedia services over mobile networks. These 
conclusions complement the work done on the MAVT and MoMuSys projects (see sections 
3.2.3 and 3.3.3). 
Traffic shapers / models are used in network controllers, and similar control 
principles may be applied in the case of transport protocols. As mentioned before the range is 
large from leaky-bucket rate-controllers in ATM networks [BER91], to statistical sampling 
theory in assessing ATM entropy [DUF951, to fuzzy traffic flow controllers of ABR 
(available bit rate) sources [PIT97]; to neural network controllers in assessing ATM 
bandwidth allocations [YOU97]. 
The actual control framework that is used within a system is considered by Li and 
Nahrstedt [L199]. Here the focus is on task management where a fuzzy control mechanism is 
used to influence QoS adaptation decisions through the reconfiguration of internal parameters 
and functions. Although the work is aimed at the application domain this work can be 
extended to dynamic transport protocols with respect to the architecture being considered in 
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this research. Even though the mechanisms are different, the general approach of utilising the 
control theory and the definitions for stability and other transient properties are similar. 
Flow control is concerned with a set of techniques that allow data with a certain 
arrival rate to be matched with an appropriate service rate at some server. In this sense, the 
flow control is maintained by monitoring the QoS of the different flows as they pass through 
the transport layer. The characterisation of multimedia data varies considerably and often a 
range of different management functions is needed. In selecting a suitable QMF the following 
are just some of the questions that should be answered: how predictable is the data to be 
controlled? How many variables influence the data? Can the algorithm exploit the hardware 
available? The scope of the constraints that allow the selection of a QMF is wide and 
therefore the system must allow for this. 
The level of control depends on the accuracy of the model. In some instances the 
accuracy is related to the predictability of the data flow that needs to be controlled. Matters 
are complicated even further as more constraints are considered, for example: 
0 Real-time constraints: This is based on low level aspects such as the operating 
sYstem hardware, and the algorithm 
Precision constraints allow approximations to be used in a number of different ways: 
to limit the accuracy; to limit computation time; to allow acceptable convergence. 
Complexity constraints allow computation cost to be calculated. A useful quantity 
known as the performance to complexity ratio, allows several functions that perform 
similar functions to be compared. 
All of the analysis so far has focussed mainly on the software component of system 
control. In practice this is not sufficient since the hardware and the operating system which 
interfaces the software to the hardware need to be taken into consideration. Please refer to 
[SCH93], [L199] and the references therein for further details, where the benefits that are 
possible by using schedulers and parallel processors are provided. 
3.5 Transport Protocols 
Transport protocols (middleware) like systems in general come in two forms: open and 
closed, where both the system and the n-: iiddleware: within it should be complementary. This 
section looks at both open and closed forms and highlights the differences. 
The middleware of closed systems must complement the rest of the system 
architecture and by definition provide very high levels of QoS. This is possible because the 
capability set of the system is known and therefore models can be used to predict the 
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characteristics of the data that needs to be processed for transmission. Furthermore, 
interconnection is generalised yet restricted for the capability set, which reduces overhead 
further but naturally also makes the design more rigid and less amenable to modifications. 
Apart from the standard functions required by the transport protocol (see section 
2.2.4) there are three main aspects that need to be considered with respect to the application: 
1. The application interface. 
2. The multiplexing requirements. 
3. The network interface. 
Application interface: The multiplexer gets access to the data through the 
application interface. It is here that data is momentarily stored in the form of data units. The 
data has a number of service attributes all of which are known at this point (e. g. priority, max 
delay, and so on). This component of the transport layer is also known as the adaptation layer 
and often has a definition for each of the different data streams that is supported. Thus for a 
hundred different data stream types there are maybe a hundred different interfaces. 
Multiplexer: The multiplexing function will know in advance the number and type of 
data streams through the service attributes associated with each stream. From this data it is 
possible to select a multiplexing scheme quite easily since the parameters to the system are 
fixed. Thus the performance can be very high due to the predictable nature of the systern. 
Network interface: The transmission of data is over a known network, therefore it is 
relatively simple to -select the appropriate attributes to provide the best performance for the 
given application. This is a very similar scenario to the application interface whereby each 
network to be supported may have its own definition for interconnection. The fixed interface 
semantics will affect the multiplexing function but since the service parameters and the 
number of different types are known it is compensated for in the design of the system. 
Middleware for open systems can be found under a number of different names: 
programmable transport protocols, flexible protocol stacks, adaptive protocol stacks, universal 
asynchronous protocol interfaces, object-oriented transport components, configurable 
protocol stacks, and so on. Many of the key elements of an open system have already been 
described in section 3.3. This section looks at various transport sub-systems that use the open- 
system paradigm in the context of the research being done. 
The concept behind object based environments for the configuration of standard 
communication functions has been around for a while [TSC911. Tschudin looks at a protocol 
environment that contains a number of standard communication functions. The application 
layer can create protocol stacks out of the standard protocol entities by interconnecting them. 
A generic bootstrap communication procedure is proposed, including a downloading function 
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that allows the configuration of new protocols at runtime. Open middleware provides the 
following key advantages: 
* Backward compatibility, so past protocols can be used. 
9 Forward compatibility, so future protocols can be used. 
* Modularity, hence allowing re-configuration during establishment or transfer phases. 
The main disadvantage is the extra management functions that are needed to form and 
change protocols. One example of the recognition that re-configurable systems needed to take 
QoS into consideration came in the form of ADAPTIVE (A Dynamically Assembled Protocol 
Transformation and Validation Environment) [SCH921, [SCH93]; both the hardware aspects: 
network, memory, CPU, etc., and software aspects: session, transport and network protocols, 
are taken into consideration. Here the middleware can be dynamically configured to meet 
specific application needs. The system supports the negotiation of policies and transport 
mechanisms with remote hosts and intermediate service terminals to determine the protocol 
stack configuration that would meet the QoS requirements of the application. This is 
implemented through a number of protocol entities that are instantiated and combined to 
create useful protocol stacks. The emphasis of this work is primarily on the adaptation 
capability of the system to reconfigure the transport system to meet the application QoS 
requirements under changing network conditions. 
The idea of re-configurable QoS aware transport systems was refined even further 
through a function based communication model [ZIT93]. In this paper the application can 
request tailored services from the transport sub-system. The transport sub-system is formed 
from a number of objects which implement a specific function such as sequence control, flow 
control, error correction, segmentation sequencing, and so on. Through these functions the 
protocol state machine is dynamically configured based on application requirements and the 
available resources. 
The work done by [CRA971 models the dynamic transport system in three parts. The 
top part defines an API to the protocol stack to configure the main elements that form the 
transport protocol. The transport protocol is formed from various abstract objects to perform 
the protocol stack functions. The main emphasis however is on the dynamic configuration of 
the protocol elements, which is referred to as binding. These protocol stacks are thus 
referenced within the binding plane as a structure that the producer can supply to clients on 
request. 
Open middleware systems that are aimed at multimedia systems have now been 
standardised with the introduction of DMIF, that is the Delivery Multimedia Integration 
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Framework used by MPEG-4, see section 2.6.3. The MPEG-4 transport system, DMIF, uses 
the dynamic protocol approach to include the following features: 
" The technical aspects of the delivery technology is transparent to the DMIF User. 
" Provides OSI system layers I-5. 
" Manages real time, QoS sensitive channels. 
" Ensures interoperability between end-systems. 
3.6 Chapter Summary 
In this chapter several system architectures have been detailed so that the appropriate 
transport protocol constraints can be identified. These architectures can be categorised into 
either open or closed systems. It is recognised therefore that although open systems offer 
distinct advantages they are more complex to implement. Two case studies have been 
considered that give an example of each model, the RACE R2072: MAVT architecture and 
ACTS AC098: MoMuSys architecture, respectively. 
It is seen that transport protocols have developed from static single network solutions 
into flexible open protocols. A generic transport protocol needs to meet many constraints 
including: 
0 Application interface constraints. 
0 Network interface constraints. 
40 Quality of service management function constraints. 
Using the information in this section it is possible to merge the main aspects of real-time 
mobile multimedia systems and form an original transport protocol. 
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Innovation in QoS Transport 
4.1 Introduction 
The previous chapter provides an account of the work that has been or is being done in the 
area of distributed multimedia computing. The focus of the literature survey and the focus of 
this research has been on a transport protocol that: 
Uses the object-coding paradigm. 
Provides application independence. 
* Provides network independence. 
* Supports QoS flow control. 
Through this material and related work the author has collaborated with, a new transport 
protocol has been developed which merges these independent constraints into one integrated 
solution. 
It is recognised that the development of a transport protocol calls upon expertise in a 
number of fundamental areas that are often considered research areas in their own right. The 
areas are all related and therefore complement one another; typical subjects are: queueing 
theory, information theory, control theory, communication theory and computer science. 
This chapter aims to describe the novel work that forms this research by focussing on 
the model and implementation (analysis and synthesis) of the system that the author has 
developed. Unlike other models [X200], [TAT98] this model is described from the 
perspective of the transport system, which in turn focuses upon the whole system; the media 
subsystem; and the network subsystem. The model is thus divided into four fundamental 
levels. The first level considers the effect and constraints that the application has on the 
transport system. The second level provides the capabilities of the application (media, 
network and system protocols) and therefore the streams for the transport system to transfer. 
It is between levels two and three that an interface is specified which effectively 
provides the application with abstract functions and thus makes the transport system 
transparent to the higher levels of the model. The third level describes the transport system in 
terms of the flow control mechanism that maintains the quality of service requirements of the 
higher levels of the model. The fourth and final level describes the network abstraction 
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process, which due to the nature of the algorithm in level three provides network 
independence. The formation of an accurate model is an evolutionary process, therefore rather 
than include all the evolutionary stages of the design, only thefinal model is described and 
where appropriate supplemented with references. The model of the system and the transport 
protocol is followed by a description of the various software packages and algorithms that 
were developed to test the model. In this section various practical considerations impose 
further constraints on the model and thus describe the true model that was used for 
verification and evaluation. 
The following chapter describes the results of certain profiles that were examined. 
These results show that the model offers an improvement in performance over other protocols 
not only qualitatively but also quantitatively. 
4.2 System Model 
4.2.1 Introduction 
This section describes an idealised or theoretical system architecture for distributed 
multimedia systems at the time the research was done. It is important to note that the work 
being done in this area is dynamic and therefore evolving with time. In effect this text 
contains a number of subsections that effectively provide a set of objectives for the design and 
subsequent implementation of a system at a point in time, which may or may not need further 
revisions. The target requirements for the transport protocol are rate control; bandwidth 
efficiency (for mobile networks); QoS management; appropriately selected algorithms. 
Distributed multimedia systems are highly complex since all the parts of the system 
are related to one another and to the whole (see section 3.3 for further information). This 
implies that it is not only each single factor in isolation, but also the combinations of factors, 
which defines a multimedia system. That the whole is greater than the sum of its parts; this is 
an observation adapted from biology, in which the simultaneous, "synergetic" effect of 
separate agencies together tends to create a greater total effect than the sum of their individual 
effects. A successful system is one that allows new elements to be added into an established 
setting in order to increase the total output. 
The system model has been described from the perspective of the middleware and 
thus the introduction of four levels rather than the seven layers provided by the OSLIRM (see 
section 2.2). The term level is used to avoid confusion with the term layer used by the 
oSYM. Specifically the levels, from top to bottom, have been called: the application level, 
compression and synchronisation level, transport level, and network level. The layers 
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described within the OSYRM are extraneous in this context since it is a standard reference 
from a systems standpoint. 
To analyse a distributed multimedia system it is broken down into a hierarchy of sub- 
systems of manageable proportions. This can be achieved using a standard analysis and 
design procedure such as SSADM (structured system analysis and design methodology) 
[CUT9 I], [PRE871. The first stage is to form a high-level model to gain an understanding of 
the architecture. Forming a high-level model is only possible when accurate information is 
available from various reliable sources such as first hand experience, real systems, research 
studies, and so on (see case studies described in sections 3.2.3 and 3.3.3). The underlying 
requirement of any model is that it contains sufficient detail and is logically correct. 
Once confidence is attained in the validity of the high-level model description, the 
next step is to generate a computational model [BOL98, section 2.21. The computational 
model is concerned with the low-level description of the system. In the case of distributed 
multimedia systems, rather than use low-level models, the solution is more tractable when a 
real (or at least synthetic) system is built and recursively modified as measurements and 
computational results are taken into account. Thus this model has been refined over time as 
appropriate information became available and therefore reflects the final model over the 
information-gathering period [CAR95a], [CAR961, [CAR96a], [CAR971, [CAR97c], 
[CAR97d], [CAR981, [CAR98a], [CAR98d], [CAR99b]. 
4.2.2 System Architecture 
This research focuses on object based coding due to the possible advantages in terms of 
increased QoS but it can be extended to include non-object based coding. The benefits of 
object based coding over traditional coding have been explained in section 3.3.3. The task of 
the transport protocol is more complex as a result, however due to the rapid advancement in 
hardware, the prospect of such complicated systems being realised is becoming more 
common. 
This work has evolved through the acquisition of various data to form the model on 
which this research is based. The data has come from various sources not just the literature 
and projects the author has worked on but also exchanges with recognised experts in the 
appropriate field. Several key aspects have been identified and will be elaborated upon in the 
following text, in summary these are: 
A multimedia terminal may be configured and re-configured from separate modular 
components. 
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The system components can be developed separately as long as the design takes the 
overall system into consideration. 
The system components should be designed to operate in sympathy with other system 
components. To do otherwise results in a system that operates sub-optimally. In some 
cases certain components may compensate for others, which ultimately results in 
lower performance (This is a hardware related constraint however). 
QoS is essential for a successful multimedia transport system. 
Open architecture provides application and network independence. 
Compression & 
Synchronisation 
Composition & 
Renderine 
Figure 4-1: A 4-level diagram of a real time object based multimedia terminal. 
4.2.2.1 Overview 
A general multimedia terminal is modular as shown in Figure 4-1. The illustration depicts 
four levels of abstraction and a brief description follows. At the very top level is the 
multimedia application which users interact with; where in principle it is not necessary for the 
user(s) to understand how the lower levels operate to use the application. The next level 
down: compression and synchronisation is composed of various modules, which provide 
encoding, decoding and timing utilities. The type and range depend on the supported 
applications and the hardware. The penultimate level: transport layer prepares the various data 
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streams that are produced by the level above for use by the level below. The final level: 
networking is responsible for reliable transmission and or storage. 
The application level is equivalent to the OSLIRM application layer. This level 
configures the system at the top level and can hide technical details from the user. The system 
responds to the user by providing the requested service, a negotiated service or no service. 
Due to the open system approach, the system is highly interactive and gives the user the 
flexibility of control in modifying various parameters and system components. 
The compression and synchronisation level is equivalent to the OSURM presentation 
layer. A select number of encoders and decoders are chosen from a range of coders. The 
collection is based on a database, which has details of different encoders and decoders stating 
for example whether they are available locally or at some remote site (from which they may 
be downloaded). Once encoder and decoder pairs have been selected the application may 
invoke many instances of each type. Furthermore, the architecture of the function should be 
examined to ensure it fits in with the operating system paradigm. 
The transport level is equivalent to the OSYRM session and transport layers. At this 
stage in the model the application is provided with an abstract interface to the network based 
functions. A predefined syntax and semantic set is defined so that the open systems 
methodology can be enforced. The functions that are carried out at this stage are based on 
flow control and the maintenance of user performance requirements. Furthermore, the 
selection of appropriate QMFs (quality of service management functions) depends upon the 
type of encoder and decoder set chosen. 
The network level is equivalent to the OSLIRM network, data link and physical layers. 
The open systems paradigm is used so that reconfiguration and performance is maintained. 
The exact nature of the modules depends upon the type of application and hardware that is in 
use. 
4.2.2.2 Gluing functions 
Note: that in practice all components, including the gluing functions, need to be analysed and 
designed appropriately. Gluing functions typically connect different parts of a system together 
in terms of system- drivers, buffers, data flow, control flow and so on. Also, that each layer 
must be QoS aware which often does not need separate signalling since this information can 
be conveyed through the buffers. Furthermore, buffer sizes need to be set accordingly, fetch 
and release mechanisms should work appropriately. 
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4.2.2.3 Queueing theory 
Data transfer is a fundamental aspect of distributed multimedia systems where extensive use 
is made of queueing theory. Throughout the system data is continually being transferred in a 
store-and-forward manner -a characteristic of all queueing systems and therefore delays and 
loss of information can be experienced [BOL98], [KLE75], [COX61]. This is especially 
important for real-time multimedia communication where QoS is paramount to the success of 
the system [WU98, section 1.3]. One of the requirements of a multimedia terminal is to 
ensure the dependent, synchronised and timely transfer of data. In terms of analysis, data 
flows can be described as Markovian or non-Markovian. Depending on the application the 
data characteristics can vary substantially. The optimum condition is set when the QMFs can 
be selected, implying a range of models and using the appropriate one for (i) the application 
and (ii) the operational phase of the application. That is, there is a selection criteria for the 
correct QMF. 
4.2.2.4 Information theory 
Information theory provides the minimum data compression at one extreme and the maximum 
data transmission possible over networks at the other. That is, through information theory the 
limits at both the compression- and network- levels can be calculated. It is recognised that 
these limits are purely theoretical and in practice can only be approached using the 
appropriate techniques [COV9 I]. Although not explored directly in this research, information 
theory aids the analysis when considering compression, error correction, program lengths and 
computational complexity. 
4.2.2.5 Control theory 
To provide the appropriate QoS and thus identify suitable QMFs a multidisciplinary approach 
is needed. QoS is a function of many factors, the primary components being the application, 
hardware and software [SCH93]. It is recognised that joint rate control is beneficial to both 
the user and the network provider [DIN97], [ELG98], [REI92]. The focus of this research has 
been the software component, specifically the transport protocol. Information and control 
theory can be used to optimise QoS. Please note that these fields are indirectly relevant to this 
research (that is the transport protocol is considered to be optimal when the correct QMFs are 
selected). 
All of the data flows are controlled and this is done so in a manner that is restricted 
according to the availability of resources and requirements set by the user and system 
components. The system is multivariable non-stationary and exhibits many states, the 
analysis of which is complex but crucial to maintain performance requirements and system 
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stability. Meaningful analysis must consider the entire system and the relations between 
components [LUE791, [NAG90], [GHA97]. The quality of service aspect is subjective and 
related to the user (the control of errors, delay and frame rates). The system stability is 
objective and related to the proper functioning of the system (the control of data / resource 
overflow and underflow). 
In designing a control system there are effectively two approaches [NAG90]. Select 
either: 
e The configuration of the entire system by introducing QM[Fs appropriately and then 
choose the parameters of the QMEFs to meet the given requirements for performance; 
or 
0 An overall system that meets the given requirements for performance and then choose 
the parameters of the QMFs. 
The objective is specified in terms of dynamic response measures and steady-state error, these 
being specified through tolerance ranges (see section 4.2.4 for the identification of these 
requirements). 
It is understood that the proper selection of performance specifications is the most 
important step in system control design [NAG90 section 10.2]. Furthermore, good control 
needs the ability to infer what the system is doing (observability) and the ability to change the 
behaviour of the system (controllability) [LUE79 section 8.7], [BER961. Control theory is a 
major research area in its own right and it is appreciated that the success of a transport 
protocol depends on the selection of an appropriate algorithm. The transport protocol being 
developed is however based on an open architecture where the system is given a choice of 
QMFs; where the choice is based on a number of constraints set by the hardware and the 
application. 
The control algorithm that is chosen will have a significant impact on the system. 
There are many different types whether they are based on classical control theory, modem 
control theory or dynamic programming (see also section 3.4). The algorithmic constraints are 
the same: how accurate is it? How precise is it? How long does it take to reach steady state? 
What are the technical costs? These constraints tend to depend on the number of variables and 
the accuracy of mathematical models. 
Many multiplexers used within transport protocols are based on source models, (as in 
the FlexMux used by MPEG-4 [MP4-61) and will only be able to operate efficiently for the 
sources that are supported. These models are often static and have been derived from sources 
with particular characteristics, operating conditions and limitations. Adaptive models come in 
various forms: reinforcement learning, neural networks, fuzzy logic, and so on. Of most 
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concern with this approach is the training time (a crucial factor in real-time systems) and the 
computational complexity. The appeal of such models is their accuracy and thus improvement 
in perfonnance. 
In general, when the transport protocol has an accurate mathematical model of the 
sources it can achieve optimal performance in terms of increasing throughput by decreasing 
overhead. It is worth noting that [PAU95 p64 & chptl6l indicates that a statistical analysis 
can be even more effective than modelling. Paulus p67 mentions: 
"... it should however be noted that current research explores alternatives to 
"traditional" AL Instead of an explicit modelfor speech or objects, statistical 
infonnation is gathered and usedfor understanding. " 
In practice mathematical source models have limitations through assumptions that are 
necessarily imposed. Furthermore, this requires sophisticated control systems to provide one- 
to-one mapping and the selection of the correct model from a large set. The number of 
different models with varying complexities may pose a burden to the system resources under 
certain circumstances. 
4.2.2.6 Complexity 
in general, hardware and software complexity should be kept as low as possible, to reduce 
cost, power consumption and delay. Two different aspects of complexity can be considered: 
In real-time communication systems encoding complexity should be kept relatively low. 
More complex encoders can be used for services that code the material only once and then 
store it for later retrieval. For almost any application it is desirable to have a decoder. It is 
therefore recommended that the complexity of the decoder is kept as low as possible. In 
analysis-synthesis schemes, the decoder will generally be much less complex than the 
encoder. 
4.2.3 Application Level 
The application layer is what the user actually interacts with and is therefore most notable for 
the man-machine interface to the systen-L This component of the system serves several 
purposes but mainly it specifies the requirements of the user. The system should allow the 
user the means to convey what is desired as well as be able to convey back to the user what 
the constraints and limitations are. There are a number of ways a system can do this and 
therefore psychological design becomes an issue. Although, the psychological side is 
important for the successful operation of the system it is not directly related to this research, 
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hence for further information please refer to references on human computer interaction. The 
aspect of this subsystem that is of concern is the means to configure and re-configure various 
aspects of an application. 
The user must be given the means to specify requirements and to change operating 
parameters at any time. The system is expected to decide if it can support the request and thus 
ensure that all system components operate sympathetically. This is done via the subsystems 
that are responsible for the configuration and reconfiguration of the system. In everyday 
circumstances this may pose a problem to the user if certain technical knowledge was needed 
to use the system. The solution is to have two levels of access to the functional aspects of the 
system. The top level is to be used by everyone and the low level to be used by experts. 
When an application is interactive an element of chance is imposed on the systern. 
This takes on the form of changing the state or parameters of the system. Note that in each 
case the dimensions of the variables are known and thus ensure the system can be observed 
and controlled, hence under the right conditions stability is maintained. Parameters can 
change in an unpredictable manner and this may have potentially large deviations in the 
operating state of the system. This form of change can be dealt with in different ways by the 
system. 
The users can specify their wishes by selecting a profile of an application. Profiles are 
general scripts that machines have to perform a particular set of tasks. It is a semantic script, 
which details what is required functionally but not how it should be done. This is a very high- 
level means of configuring a system since it clearly specifies what the system is capable of 
doing for the selected profile. Effectively the user identifies to the system the number and 
type of modules that will be required. The system needs to analyse the request and judge 
whether the system can support the selected profile. The QoS maintenance functions should 
indicate if there are enough resources to provide the requested service, if there are not, the 
service cannot be instantiated and the user's request is declined. 
The simplest multimedia profile comprises of one video and one audio object, which 
is the equivalent of the TV programmes we view at home today. Content-based technology is 
more flexible and efficient. There is no reason why you should be forced to use resources you 
do not need; for example, some users might be interested in just visual or just audio 
information. The point to emphasise is that interactivity gives the user the option to view the 
complete programme or just the bits that the user is interested in. More advanced profiles can 
include the provision for many audio, video and data channels, to more than one user over 
many different communication networks. 
Profiles sometimes give the user the option of being able to open and close several 
sessions during the lifetime of a given application. Furthermore, during a session the user has 
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the option of being able to open and close channels as and when required. At this level the 
technical aspects of these processes are often hidden from the user giving the impression of 
seamless operation. This is analogous to opening multiple web-browser windows with links to 
appropriate network connections. 
In some cases the user will want lower level control over various aspects of the 
application. This is possible by altering the parameters of various components within a 
profile. By default all components of a profile need to be provided with a set of initial 
operating parameters to ensure the subsystem operates in a stable manner. In some instances it 
may be preferable to change these, either when the system automatically changes them to 
optimise operation or when the user manually makes a change to fulfil a specific requirement. 
Manual changes require technical knowledge of 1) the effect it will have on the subsystem in 
question and 2) the system as a whole. 
4.2.4 Compression and Synchronisation Level 
The compression and synchronisation level contains a selection of different compression 
algorithms where audio and video are the most common real-time algorithms in use today. 
This section identifies the characteristics of these algorithms that affect the system at the 
transport level. As explained in section 3.4 there are two main approaches to control a system, 
and the design of this transport protocol allows both. The transport protocol has an open 
architecture so that a set of QMFs can be selected based on specific models and or a QMF 
based on dynamic QoS control. 
The compression and synchronisation level describes the capabilities of the terminal, 
where the range of different compression and synchronisation functions varies considerably. 
It is recognised however that the syntax, for the transport protocol aspect of the system, can 
be fixed and so provide application independent functionality. 
With object based coding the possibility of multiple audio and video channels need to 
be managed appropriately. To keep a track of the different streams each is tagged with a 
unique identifier, and then mapped onto a hierarchical tree structure to identify dependencies 
and relationships between them'. This feature is handled by the system component of the 
compression and synchronisation level. 
Another feature that should be taken into consideration is the algorithmic complexity. 
Algorithmic complexity is normally related to the hardware platform due to the sensitivity of 
I This concept can be compared with normal TV programmes where the application or the scene is always the same. Ilie scene 
comprises of three components: audio, video and control and since these never change, scene composition information is not 
necessary. 
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performance and encompasses both encoding and decoding. The complexity of the system is 
related to the profile of the application and the number of encoding and decoding instances 
that operate simultaneously. 
4.2.4.1 Audio 
Audio can be coded in a number of different ways. In general, audio can be categorised into 
one of three categories and by using an appropriate algorithm can be coded more efficiently 
than using a generic coder. The first of these categories is speech. Naturally in this case most 
of the input data will be speech based however band-limited music is not uncommon. The 
next category is music and encompasses the whole auditory bandwidth range. The final 
category is synthetic audio and spans a wide range of computer generated sounds such as 
MD)I and artificial speech. 
Tvpical networks 
Satellite UMTS, Cellular DAM, Internet DCME ISDN 
4iýP 
2468 10 12 14 16 24 data rate (kbps) 32 48 64 
iiiiiiiiiii 
--i 
Parametric 
codec 
CELP codec 
F- 
T/F codec 
ITU-T 
codec 
Typical Audio 
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Figure 4-2: Forming a ubiquitous service using several audio codecs. 
From Figure 4-2 it can be seen that there are different operating characteristics for 
each codec, here the audible and transmission bandwidths are shown for comparison. The 
algorithms which form the different codecs have important implications in terms of practical 
operating conditions and QoS. The following must be guaranteed: 
a virtually continuous stream. 
Constrained delay. 
Constrained delay variance. 
The service must be virtually uninterrupted. 
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When considering low data rate natural audio codecs there are three main factors that 
you have to take into account: audible bandwidth, data rate, and the algorithm. Object 
oriented audio provides data rate scalability, a process in which a single audio object can be 
formed from multiple audio streams. These streams consist of a single base stream and 
multiple enhancement streams where the base stream consists of minimum performance data 
and the enhancement streams are used to gradually improve the quality. The bit stream 
parsing can occur either during transmission or at the decoder. Bandwidth scalability is a 
particular case of data rate scalability, whereby part of a data stream representing a part of the 
frequency spectrum can be discarded during transmission or decoding. Algorithmic scalability 
allows codecs using a range of algorithms to generate valid and meaningful data streams. In 
general, the audio quality is related to the complexity of the encoder and decoder pair used. 
The way in which audio is coded may or may not be important to the transport 
protocol (in this research it is not directly relevant) but it must not be ignored by the system 
management which should take the characteristics into consideration. Transport Control 
protocols need to know how many channels are required, what the data characteristics are 
like, and what QoS constraints can be agreed on. 
The number of channels can be varied from one to many, although in practice the 
number will be limited to something like five (for surround sound). Mono sound can be used 
whenever issues like spatial impression and the ability to exactly locate a sound source are not 
important. More generally, in situations where the primary goal is to transfer verbal 
information, the spatial information present in stereo and surround sound audio is irrelevant. 
In order to be able to reproduce existing stereo audio recordings, film tracks and so on, stereo 
sound is essential. This implies higher bandwidth requirements, since often much of the 
directional information in stereo sound is present in relatively high frequencies. Surround- 
sound is used in the movie industry and could be used in future interactive games as well. 
With suffound-sound a more realistic sound image can be produced. Each of the cases 
described above demands an increasing amount of bandwidth. 
The quality of the output audio signal will be specified in terms of subjective quality 
i. e. human perceived quality. Subjective quality is the determining measure for those 
applications where humans are the end-users and therefore the context in which the audio 
signal exists should be taken into consideration. Thus a single audio signal should have it's 
own quality assessment and should the audio accompany another signal such as video then 
the audio-visual signal should be assessed separately albeit subjectively. 
The overall subjective quality rating is a combination of a large set of quality 
parameters that influence the perceived quality. These sets of parameters are different for 
different applications and therefore overall quality judgements of different applications cannot 
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easily be compared. Also, it is important to recognise the difference between speech and 
music, because of the different objectives associated with each. 
The primary objective of speech transn-fission is to transport verbal messages. 
Therefore, intelligibility is a vital feature, naturalness (voice recognition) plays an important 
role as well. Intelligibility offers a measure for the degree of mutilation of the transmitted 
message's contents. Naturalness offers a measure of the ability to recognise a voice and 
timing - either by a human or a machine - and the expressed emotion. The primary objective 
of music transmission is entertainment, encompassing the recreation of real audible 
experience. The measure of music quality is the naturalness, usually referred to as fidelity. 
There are many factors that influence the fidelity of reproduced music, acoustical factors 
being just one. 
As a general principle, delay should be kept as short as possible. Whether delay is an 
important factor issue depends on the application: it becomes more disturbing with higher 
levels of interaction. Also depending on the application, different aspects of delay play a role. 
For almost all non-interactive services delay is not considered to be very important. For 
highly interactive services delay should be limited. For conversational services this is critical 
factor. The total delay in the audio path also depends on system aspects and on artificially 
introduced delays with the objective of obtaining object-synchronicity. When evaluating the 
delay, these factors should be taken into account. 
The sensitivity of the systems to bit errors will depend on the envisioned application. 
For mobile applications a relatively high bit error rate has to be anticipated and protection of 
vital information is essential. In situations where bit error correction is not (or no longer) 
possible, the audio quality should degrade gracefully. This implies that the most important 
bits should be best protected against mutilation. 
4.2.4.2 Video 
There are many ways to compress video and the research in this area has been very active 
encompassing block-based coding to fractal technology. The technology that is most 
prevalent today is MPEG, which focuses on the block-based approach to coding. The 
optimum coding technique however is based on the video scene, thus a system can only 
approach the optimal operating conditions if it is suitably configured for the application with 
the appropriate coders. 
Object-based video is the latest standardisation effort being done by the MPEG 
consortium [MP4-21. For modelling purposes the system would have a very large number of 
factors to take into consideration - all of which affect the output. Object oriented video is by 
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no means a new research area but one that has been steadily increasing in popularity since the 
mid - 1980s where it was then termed second generation coding. 
Like audio there are different coding schemes that can be used to efficiently code 
video content, applications are diverse and therefore should not be limited to any specific 
content type. This calls for a generic coding scheme. However, for low data rates, some 
special coders n-ftht be used to code the following scenes: 
" Head & shoulders; 
" Group of slow moving or stationary people or objects; 
" Graphic content (among which written text, drawings); 
" Computer generated images. 
Visual components within a scene are treated like objects to which a number of 
attributes can be assigned, such as frame rate, spatial co-ordinates, priority and so on. The 
visual objects can be independently extracted and manipulated for re-use or by selectively 
modifying parameters alter the quality of representation. Artificial images are composed of 
graphic primitives (e. g. circles, lines, polygons, texture filled objects, etc .... ) therefore it 
should be possible to send the primitives rather than encoded images. Images can be mixed 
whereby natural textures are superimposed onto moving artificial structures giving the 
impression of real video. 
Manipulation of video content refers to the possibility of interacting, in advanced user 
interface environments, with the content of the signal to transmit (at the encoder side) and/or 
with the content of the received video signal (at the decoder side). This can be seen as having 
object manipulation, which is mostly limited to computer graphics, at the encoder level so 
that it will also become available for moving video. Examples of its use are: 
Pointing at an object in the scene to have it coded with better quality. 
Transmitting an image without its background. 
Having the camera/encoder following an object in the scene, e. g. a car. 
Changing the colour, size, etc. of an object in the scene. 
Coded representations can be independent of spatial resolution (MPEG4), in which 
case the display resolution is only determined at the rendering stage. Still, for some modes it 
will be convenient to specify fixed resolutions. Also different objects in a scene can be 
represented with different spatial resolutions. Some low data rate standard resolutions are: 
QCIF (displayed format l8Oxl44 pixels for luminance, 9002 pixels for chrominance); 
OF (displayed format 360x288 pixels for lunýnance, 180xI44 pixels for chrominance). 
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Colour versus black and white encoding might be an issue. In conventional coding 
schemes, colour uses up only a relatively small part of the bit-stream, it adds significantly to 
the perceived quality. Colour coding only uses a modest number of bits for conventional 
coding schemes because the human visual system is less sensitive to chrominance information 
than to luminance information. In some cases a black and white mode can be useful, since 
black & white cameras and screens are cheaper and often consume less power. 
The temporal resolution depends on the application. Some applications, such as in 
remote sensing, can do with a lower temporal frequency, to obtain a sharper picture. Some 
conversational applications require a minimum frame-rate and temporal resolution may differ 
for various objects in the same scene. Some video codecs have modes capable of encoding for 
a range of different bit-rates; capable of using the available bit rate dynamically, using no 
more bits than is needed to encode the input signal, given the quality requirements defined by 
the application. 
The quality of video will have to be adequatefor the application. Many of the aspects 
that determine video quality will be listed under other video requirements (e. g. error 
resilience, video format, and so on). Video quality cannot always be assessed in an objective 
way, because results become meaningless as the bit-rate gets lower. In some cases the 
subjective quality will be generally low (when a comparison is made with TV-images), it may 
be more adequate to analyse whether the achieved quality is acceptable for the intended 
applications, rather than doing an absolute subjective quality evaluation. The recognition of 
faces and emotions is a good measure for conversational services. 
The video-coding scheme should be error resilient. As many different networks are 
used with equally many different characteristics, error correction may best be enforced by the 
system The video algorithm must however indicate which bits are most important. When, in 
spite of an error correction scheme, errors do occur, it should have the least possible impact 
on the perceived video quality. This implies protecting bits in the video data stream 
appropriately, so that the least amount of harm is done. To protect the video bit stream from 
errors, various schemes can be used, e. g. error protection based on statistical and interleaving 
techniques. These techniques do however have an impact on delay, which needs to be 
minimised. 
4.2.4.3 Systems 
The systems component within a multimedia terminal is responsible mainly for the QoS 
management of the components within the system. Within an object-oriented environment the 
Systems subsystem must provide a number of services; the management of system resources, 
timing, state and identification of objects are typical services. The issue of quality is both 
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objective and subjective as described in the preceding sections, thus appropriate functions are 
required to take this into consideration with respect to the application in operation. 
A crucial measure of quality in audio-visual scenes is the synchronisation between 
objects. The synchronisation component is measured as a differential delay. In the situation 
where the audio-visual objects are correlated, the delay needs to be controlled, and kept 
within specific tolerances. The low delay requirement for audio can take precedence over this 
requirement in some (conversational) applications, namely if the video delay increases above 
a certain threshold, resulting in a low video frame-rate. A common example is that of lip 
synchronisation. 
Synchronisation refers to the way audio, video, and other data, are conveyed in a 
coherent timely fashion. To achieve synchronicity, timing information has to be provided at 
appropriate levels of accuracy by the Systems stage. This timing information is essential for 
the synchronisation of audio, video and other data types. The synchronisation of the various 
components within the system indirectly affects the buffer control mechanism and rendering 
subsystem. It is essential that each subsystem maintains specified delay and jitter tolerances 
otherwise the system may have to take adverse precautions to maintain stability. 
Within ITU-T SG 12 research has been done on the influence of absolute and mutual 
delay of audio and video in bi-directional communication. It was found that the maximum 
acceptable audio delay is higher when video information is present. Furthermore, a certain 
amount of differential delay (i. e. non-synchronisation) is acceptable. For the special case of 
low delays, video preceding audio appears to be less objectionable than audio preceding 
video. Other research [BR092] shows that the differential delay makes intelligibility worse. 
Further research [BEE94] suggests that a delay of around 300 ms is especially detrimental to 
conversations (this means that the negative impact has a maximum at 300 ms and that at 
higher values it becomes clear that audio and video are not synchronised). 
The method in which the control information is conveyed can be done in a number of 
ways. In a similar way to audio and video, as described in the sections earlier, appropriate 
functions are necessary to take the transmission medium into consideration. The information 
may be compressed for transmission over low data rate networks, furthermore, should the 
network be error prone then an adequate error protection scheme must be used due to the 
highly sensitive nature of control information. 
4.2.5 Transport Level 
The idea that a scene can be composed of several separate entities with individual properties 
gives rise to a system that has a wide range of attributes and that these need careful 
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management by the transport protocol. An object based system has the potential to produce a 
large number of data streams, each with it's own data characteristics. The transport protocol 
needs to maintain the QoS requirements for each of the streams whilst keeping the overhead 
as low as possible. The literature survey shows that the solution has been approached in a 
number of ways, the most recent developments show a trend towards dynamic transport 
protocols. 
The transport protocols that exist tend to be for specific applications and networks 
rather than provide generality, see section 3.5. This research is aimed at providing this 
generality in the form of a single re-configurable transport protocol. The main concepts 
identified in the literature survey, chapter 3, have been merged to produce a new protocol that 
is able to transfer multimedia (or any data whether it is time-critical or not) in an efficient 
manner over a range of different networks including low data rate error prone channels. This 
is possible by merging the following main concepts into a single protocol: 
" The transfer of object based data. 
" QoS Management. 
" Open System concepts. 
40 A solution based on a single transport protocol. 
(i) 1 (4) 
Transport 
Protocol Network 
I- Application requests 
2- Transport protocol requests 
3- Application responses 
4- Transport protocol responses 
Figure 4-3: Function calls between the application and the transport protocol. 
As described in section 3.3.3 the protocol stack that is the transport/ network 
subsystem can be considered to be a sub-set of selected functions. Each function modifying 
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the data appropriately, according to the configuration that has been selected for the 
application and the prevailing conditions. As detailed in section 2.3.2, the transport protocol 
goes through three basic phases. The first phase being the establishment phase which amongst 
other tasks will select the functions to be used. This is followed by the transfer of user data, 
which maintains the respective data flows using the control structure selected during the 
establishment phase or one that has had to change due to changing conditions. The final phase 
releases all the resources used in an amicable manner. 
The semantics of the transport level model encompass session functions that group 
channels; signalling functions that open and close channels; and multiplexing functions that 
transmit data through the channels. Functions are needed for both sides of the interface in 
order to supply the semantic operation, as shown in Figure 4-3, however not all the primitives 
need to be used for every application. A description of all the application interface primitives 
that are needed for all applications follow. 
4.2.5.1 Application Interface primitives 
Via a fixed application interface the system is able to form one or more sessions for the user. 
This section lists the primitives for the Application Interface which were derived from 
[MP4_6], and describes the parameters used. The IN and OUT keywords distinguish the data 
flow of the parameters over the interface and the loopo construct represents an array of 
elements. 
The session primitives are: 
* ServiceAttach (IN: PROTOCOL, uuDatainBuffer, uuDataInLen; OUT: response, 
serviceSessionid, uuDataOutBuffer, uuDataOutLen) 
ServiceAttachCallback (IN: serviceSessionld, serviceName, uuDatainBuffer, 
uuDataInLen; OUT: response, uuDataOutBuffer, uuDataOutLen) 
ServiceDetach (IN: serviceSessionid, reason; OUT: response) 
ServiceDetachCallback (IN: serviceSessionid, reason; OUT: response) 
The transport protocol primitives are: 
ChannelAdd (IN: serviceSessionld, loop(qosDescriptor, direction, senderAddress, 
recelverAddress, uuDataInBuffer, uuDataInLen); OUT: loop(response, 
channelHandle, uuDataOutBuffer, uuDataOutLen )) 
ChannelAddCallback (IN: serviceSessionld, loop(channel Handle, qosDescriptor, 
direction, senderAddress, receiverAddress, uuDataInBuffer, uuDatalnLen); OUT: 
loop(response, uuDataOutBuffer, uuDataOutLen)) 
ChannelDelete (IN: loop(channel Handle, reason); OUT: loop(response)) 
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" Channel DeleteCallback (IN: loop(chan nel Handle, reason); OUT: loop(response)) 
" UserCommand (IN: serviceSessionld, uuDataInBuffer, uuDatainLen) 
" UserCommandCallback (IN: serviceSessionld, uuDatainBuffer, uuDatainLen) 
Data (IN: channelHandle, streamDataBuffer, streamDataLen) 
DataCallback (IN: channelHandle, streamDataBuffer, streamDataLen, errorFlag) 
4.2.5.2 Application Interface semantics 
A description of the parameters and the semantics for each of the application interface 
primitives follows: 
channelHandle: is a local identifier that uniquely identifies a channel in the application 
space. 
direction: Indicates the direction of the channel, either UPSTREAM i. e., from the receiver to 
the sender or DOWNSTREAM i. e., from the sender to the receiver. 
senderAddress: Is the address of the source of the data expressed in PROTOCOL 
receiverAddress: Is the address of the decoder expressed in PROTOCOL where the data is 
delivered. 
PROTOCOL: is a string identifying the protocol to be used. The string is parsed to identify 
the address and protocol prior to the instantiation of the protocol. 
errorFlag: is a flag that indicates whether an error has been detected (but not corrected) on 
the streamDataBuffer. 
qosDescriptor: is a parameter set by the user containing the complete description of the 
Quality of Service requested for that particular stream. Its semantic definition is given later in 
this chapter. 
serviceName: at the remote peer it identifies the actual service. 
serviceSessionId: is a local identifier that uniquely identifies a service session in the 
application space. 
streamDataBuffer: is the actual Data Unit generated by the user. 
streamDataLen: is the length of the streamDataBuffer field. 
uuDataInBuffer: is a transparent structure providing upper layer information; it is 
transparently transported through from the local peer to the remote peer. 
uuDataInLen: is the length of the uuDataInBuffer field. 
uuDataOutBuffer: is a transparent structure providing upper layer information; it is 
transparently transported from the remote Peer to the local Peer. 
uuDataOutLen: is the length of the uuDataOutBuffer field. 
response: a code identifying the response. 
reason: a code identifying the reason. 
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ServiceAffach (IN: PROTOCOL, uuDataInBuffer, uuDatainLen; OUT: response, 
serviceSessionid, uuDataOutBuffer, uuDataOutLen) 
The ServiceAttach primitive is issued by a Transport User to request the initialisation 
of a service session: the service is unambiguously identified by its PROTOCOL, which 
identifies the protocol and the transmission address. At the remote Transport peer this is 
referred to as serviceName. The Transport User might provide additional information in 
uuDataln: this additional information is transparent to the Transport Layer and is used by the 
remote Transport User (which is locally emulated in Broadcast and Local Storage scenarios). 
The remote Transport User might in turn provide additional information in 
uuDstaOut: this additional information is transparent to the Transport Layer and is instead 
used by the local Transport User. For a positive response, the serviceSessionId parameter 
contains the service session identifier that the Transport User should refer to in subsequent 
interaction through the application interface regarding this service session. 
ServiceAttachCallback (IN: serviceSessionid, serviceName, uuDataInBuffer, 
uuDatainLen; OUT: response, uuDataOutBuffer, uuDataOutLen) 
The remote Transport Layer issues the ServiceAttachCallback primitive to the 
appropriate remote Transport User identified by the serviceName field. The remote Transport 
Layer also provides the serviceSessioxild parameter that contains the service session 
identifier that the remote Transport User should refer to in subsequent interaction through the 
application interface regarding this service session. 
The remote Transport User (the Application Executive running the service) might 
also receive additional information through the uuDataIn field. The remote Transport User 
might in turn provide additional information in uuDataOut: this additional information is 
transparent to the Transport Layer and is only used by the local Transport User. For a 
negative response, the serviceSessionld becomes invalid at the remote Transport Layer. 
ServiceDetach (IN: serviceSessionid, reason; OUT: response) 
The ServiceDetach primitive is issued by a Transport User to request the termination of the 
service identified by serviceSessionld; a reason should be specified. The Transport Layer 
retums a response. 
ServiceDetachCallback (IN: serviceSessionld, reason; OUT: response) 
The ServiceDetachCallback primitive is issued by the remote Transport Layer to inform the 
remote Transport User that the service identified by serviceSessionld has been terminated 
due to the reason reason. The remote Transport User retums a response. 
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ChannelAdd (IN: serviceSessionld, loop(qosDescriptor, direction, senderAddress, 
receiverAddress, uuDataInBuffer, uuDataInLen); OUT: loop(response, 
channelHandle, uuDataOutBuffer, uuDataOutLen)) 
The ChannelAdd primitive is issued by a Transport User to request the addition of one or 
more end-to-end channels in the context of a particular service session identified by 
serviceSessionld. Each channel is requested by providing an (optional) qosDescriptor, a 
direction, an (optional) senderAddress, and an (optional) receiverAddress. 
The local Transport User might provide additional information for each requested 
channel in uuDataln. This additional information is transparent to the Transport Layer and is 
only used by the remote Transport User (which is locally emulated in Broadcast and Local 
Storage scenarios). For each requested channel, should a positive response result, the 
channefflandle parameter contains the channel identifier that the Transport User should refer 
to in subsequent interaction through the application interface involving this channel. 
ChannelAddCallback (IN: serviceSessionid, loop(channel Handle, qosDescriptor, 
direction, senderAddress, receiverAddress, uuDataInBuffer, uuDataInLen); OUT: 
loop(response, uuDataOutBuffer, uuDataOutLen)) 
The remote Transport Layer issues the ChannelAddCallback primitive to the appropriate 
remote Transport User as identified through the serviceSessionld field, to inform the remote 
Transport User that the addition of channels is requested. For each requested channel, the 
remote Transport Layer provides the direction to the remote Transport User, an (optional) 
senderAddress, and an (optional) receiverAddress. It also provides the channefflandle 
parameter that contains the channel identifier that the remote Transport User should refer to 
when using the application interface to access this channel. The remote Transport User (the 
Application Executive running the service) might also receive additional information through 
the uuDataln field. For each requested channel, the remote Transport User returns a 
response. Should a negative response result, the channefflandle becomes invalid at the 
remote Transport Layer. 
ChannelDelete (IN: loop(channel Handle, reason); OUT: loop(response)) 
The ChannelDelete primitive is issued by a Transport User to delete one or more channels as 
identified by channelHandle; a reason should be specified. The channels need not be all part 
of a single service session. The Transport Layer returns a response. 
Channe[DeleteCallback (IN: loop(channelHandle, reason); OUT: loop(response)) 
-110- 
Chapter 4. Innovation in QoS Transport 
The ChannelDeleteCallback primitive is issued by the remote Transport Layer to inform the 
remote Transport User that the channels identified by channelHandle have been closed due 
to the reason reason. The remote Transport User returns a response. 
UserCommand (IN: serviceSessionid, uuDatainBuffer, uuDatainLen) 
The UserCommand primitive is issued by a Transport User to send uuData to the remote peer 
identified by serviceSessionld. This primitive is intended to support the delivery of control 
information in the upstream direction. 
UserCommandCallback (IN: serviceSessionld, uuDataInBuffer, uuDataInLen) 
The UserCommandCallback prirnitive is issued by the Transport Layer to the appropriate 
Transport User (identified through the serviceSessionld) and provides the uuData sent by the 
peer. 
Data (IN: channell-landle, streamDataBuffer, streamDataLen) 
The Data prin-&ive is issued by a Transport User to send streamData in the channel 
identified by channelHandle. 
DataCallback (IN: channelHandle, streamDataBuffer, streamDataLen, errorFlag) 
The DataCallback primitive is issued by the Transport Layer to the appropriate Transport 
User (identified through the channefflandle) and provides the strearnData along with an 
errorFlag for that channel. 
4.2.5.3 QoS Deflnitions 
There are effectively two main types of QoS management algorithms, those that control 
hardware-based resources and those that control software-based performance. The hardware- 
based constraints identify the system resources to be used during the session (e. g. the number 
of bytes of memory required for a data buffer). The software-based constraints identify limits 
that are imposed at the algorithmic level (e. g. a source target data rate). 
QoS management algorithms use and generate information relating to QoS and are 
tertned QoS information. QoS information can be categorised into the following 
classifications: a QoS context when retained within an entity, a QoS parameter when 
conveyed between entities. Also, QoS requirements if it expresses a requirement and QoS 
data if it does not. 
The definitions given here stem from the work of [X641] from which many 
applicable definitions have been provided for time-critical applications. That work is oriented 
around the Open Systems Interchange Reference Model and aimed mainly at networking 
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however it can be extended to general distributed multimedia systems. This section will 
describe how the QoS management concept can be applied within the DMEF environment. 
It is worth mentioning that a QoS characteristic is a quantifiable aspect of QoS, which 
is defined independently of the means by which it is represented or controlled. This definition 
allows the QoS descriptor used by multimedia / time-critical data to be defined. It represents 
the true description, as opposed to any measurement or control parameter, and can therefore 
be thought of as a quantity in a mathematical model of a (distributed) system. Thus, in 
defining a QoS characteristic such as throughput, the intention is to say what throughput 
means. This is distinct from how it may be measured, controlled, requested, negotiated, and 
so on. 
With time-critical applications, various aspects may be of importance, like events 
occurring in a given time window, or coherence of multiple copies of data within a given time 
frame. For some traffic, in time-critical communications, a specific time window exists (and 
is under user specification or control) during which one or more specialised. actions must be 
completed with a particular level of certainty. Furthermore, there is a requirement for 
temporal and spatial coherence in time-critical data to be supported in time-critical 
communication systems. 
in general QoS-related activities can be categorised into three phases: 
Prediction phase: the purpose of this phase is to predict aspects of system behaviour 
so that entities can initiate QoS mechanisms appropriately. In this phase entities will typically 
make QoS enquiries, and the subjects of the enquiries could include, for example, the current 
loading of various systems elements or previous levels of QoS achieved. 
Establishment phase: the purpose of this phase is to create the conditions so that 
desired values of QoS characteristics are achieved for some systems activity before that 
activity occurs. In this phase entities may express requirements for QoS, enter into 
negotiations or re-negotiations, make agreements on the QoS to be delivered and the actions 
to be performed if it degrades, and initiate mechanisms that will be needed during the 
operational phase. 
Operational phase: the purpose of this phase is to honour the agreements made 
during the establishment phase, or to take appropriate action if that is not possible. In this 
phase entities perform QoS monitoring, QoS maintenance and/or QoS enquiries. 
The division into phases is not intended to suggest that the activities performed as 
part of a QoS management function can always be split into a simple time-sequence of 
prediction, establishment and operation: its purpose is to classify QoS mechanisms. A QoS 
management function does not necessarily require activity in all three phases. In simple "best- 
efforts" QOS, for example, only the establishment phase is used, the operational phase being 
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null as far as QoS is concerned. Furthermore, if it is necessary to modify or re-negotiate QoS 
requirements while a communication is in progress, a subsequent establishment phase can be 
entered in parallel with the existing operational phase. (This approach avoids the need to 
define a "control" phase that would use exactly the same mechanisms as the establishment 
phase. ) 
All these phases are used within the QoS controlled multiplexer on which part of this 
work is based. First, however, it is necessary to set the QoS characteristics through the QoS 
descriptor. The QoS descriptor needs to define a series of parameters and so set the working 
environment for elementary streams. 
Attempts at providing a standard QoS descriptor has been attempted by ISOMEC 
[MP4_1], [MP4-6] but it remains a work in progress. Version I of DMIF describes a set of 
parameters (DMIF refers to these parameters as metrics) to be a part of the QoS Descriptor. It 
identifies two QoS Descriptors, one is used at the DMIF-Application interface, and another is 
used at the DMIF-Network interface. Jointly they specify the overaU transport quality of 
service for each elementary stream, however only the traffic and not the performance 
parameters have been specified. Version 2 of the standard uses the QoS descriptor described 
in version I and enhances the management system by describing a set of QoS monitoring 
functions [N2806, section 1.21. 
4.2.5.4 QoS Descriptor 
The QoS descriptor identifies certain attributes associated with a stream so that the QM[F can 
function. It is possible to specify parameters in an abstract open manner through the use of 
two fields, one to indicate the length of the QoS descriptor and another to point to the QoS 
descriptor data. The parameters are then extracted from the QoS descriptor using an 
appropriate template. While doing this work it was found that the QoS Descriptor could be 
made less abstract. A description of the parameters that are needed to describe the QoS 
characteristics of an elementary stream follow: 
Max AU Size: Both hardware and software based QoS management algorithms use 
this parameter since the Max AU Size (maximum access unit size) parameter defines both the 
maximum AU size and therefore the minimum buffer size. This parameter is used as a 
measure to determine which physical resources are required to provide the service. Should the 
software-aspect of the service violate this setting it may do a simple check on the available 
resources. If the check indicates that the resources are available then these can be reserved 
and the service allowed to continue. It is the systems responsibility to inform the user of the 
violation. 
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Target bit rate: This parameter specifies the data rate that the producer has 
set for a given time window. The window is normally the duration of the session, or the time 
that the elementary stream is active, whichever is the shorter. The source may provide either a 
constant or variable rate data stream, subject to Max AU Size and Target Frequency defined 
below. 
Target Frequency: This parameter may take on a range of values and should the 
value be positive it represents a periodic source where each AU within the stream should be 
transmitted at the given rate. Any other value (normally 0) represents an aperiodic source. In 
either case the data length of the AU may be constant or variable. 
Max Delay: This parameter is to be used in conjunction with the Target Frequency 
parameter defined above. This value is used to set the tolerance of the Target Frequency 
parameter and indicates a maximum threshold, which should not be exceeded. 
Priority range and level: This parameter receives two values the first sets a range, 
which puts the second value - the level, into context. The parameter suggests the time- 
criticality of the elementary stream. The convention used in relation to this parameter is 0 as 
the lowest level (can endure time delays) and a positive value as the highest level (must be 
sent with the appropriate urgency). 
Error protection range and level: This parameter receives two values the first sets 
a range, which puts the second value - the level, into context. The parameter conveys the 
amount of error protection that should be given to this stream. The convention used in relation 
to this parameter is 0 as the highest level (i. e. no errors can be tolerated) and a positive value 
as the lowest level (i. e. errors can be tolerated). 
4.2.5.5 QoS Reports 
Each elementary stream can automatically monitor its own bit rate but it cannot determine 
what other streams have been, are or will be using. This is important in the situation where 
graceful degradation in the service is more acceptable than failure of the service all together. 
Therefore, reports come in two categories: those that can be deduced, and those that cannot. 
The difference between the two will be described below. 
Deducible reports are automatically triggered when the gluing software (for example 
a buffer) is blocked since this would not allow the producer software to output any more data. 
This scenario is a clear indicator to the producer that it is producing an excessive amount of 
data. The desired response, however, is not known and an intermediate stage is required via 
QoS management algorithms. The QoS management algorithm at the shared resource needs to 
advise the functions involved at the interface what action to take. The appropriate solution 
might take the following into consideration: 
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1. The reduction of the data rate, possibly the dropping of a frame on the producer side. 
2. The increase of the buffer size. 
3. The increase of the reading rate on the consumer side. 
The case above describes the procedure that needs to be taken in case of overflow. 
The same consideration needs to be exercised in times of underflow too. In making the correct 
choice the QoS management algorithm may need to access non-deducible data. 
Non-deducible reports are generated in response to a request. Each algorithm 
associated with an elementary stream can automatically monitor its own stream but it 
generally has no idea what another stream may be doing, how many streams there are or how 
many services are in operation at any one time. QoS management algorithms require 
information on all the factors affecting shared resources and therefore need access to 
extensiv e reports. Furthermore, these reports may be accessed through appropriate methods 
through local and or remote request. 
4.2.5.6 QoS Multiplexing 
The objective in QoS controlled multiplexing is to combine several time-critical streams 
simultaneously. This involves a complex decision process that is based on providing the 
appropriate QoS required by each stream whilst maintaining low overhead. The FlexMux 
protocol developed within MPEG4 [MP4-11 provides limited QoS management and the 
beginning of this section will describe a QoS controlled multiplexing scheme that provides a 
better QoS by highlighting the differences. 
A simple example will highlight the main problem, by considering the multiplexing 
of one audio and one video stream. The data rates of each stream may be fixed or variable, 
however there are two general QoS constraints that may be applied in most cases to these 
streams; 1) audio AUs should be allowed a higher priority than video AUs, and 2) the target 
bit rates for video are often higher than audio. Bearing this in mind a simple diagram, shown 
in Figure 4-4, will demonstrate a possible conflict scenario. 
I A, I V, I A, I V, FlexMux 
time tv, ta2' ta2 tV2 
V, I A2 
I 
vie V2 QOSMUX 
Figure 4-4: Time dependent multiplexed audio and video streams. 
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The timing of AU arrivals provided by the FlexMux is shown at the top in Figure 4-4. 
The multiplexing algorithm uses timing information to determine which AU should be 
transmitted at any time t. Furthermore, priority is given using a round robin approach 
whereby the order decides preference, thus allowing a stream to be greedy. This implies that 
should two streams require servicing at the same time t, the first stream in the round robin 
queue will be serviced - regardless of priority. Using the MPEG-4 FlexMux approach this will 
always be the case when multiplexing audio and video AUs since an audio AU will be 
delayed by virtue of the video AU bandwidth requirements. An alternative approach is shown 
at the bottom of Figure 4-4 where a multiplexer with QoS management is used. 
8ta2 ý'--ta2 - ta2' 
In this case the AU A2 is transmitted at ta2' which is received Sta2 earlier. As 
explained in section 4.2.4.3, this is important since subjective tests have revealed that the 
delay in audio AUs are significantly more noticeable than the same delay with video. Thus 
even though the AU V, has been delayed until tV2 the overall QoS would still be higher. 
The QoSMux introduces extra AUs through the fragmentation of the original AU. 
This information needs to be conveyed and therefore brings about an increase in overhead, a 
reduction in throughput and therefore a reduction in QoS. The success of the QoSMux 
scheme can be assessed in terms of how much overhead is accepted in trade for an increase in 
QoS. To complicate matters a bit further the case just described would be true for 
unpredictable data but if the data can be modelled in some way then the overhead can be 
reduced and the higher level of QoS maintained. 
In general, the multiplexing function of the transport protocol takes advantage of the 
bursty nature of VBR data streams. The combining of several VBR data streams provides a 
statistical multiplexing gain, which under controlled conditions can maintain the QoS 
agreement required of the data whether it is time-critical, when considering audio and video, 
or not. The QoS control is essential to maintain the constraint during transmission that audio 
and video streams must be of consistent quality [MVT33], [DIN971. 
The QoSMux algorithm provides the following services: 
Multiplexing QoS / flow control - depending on the characteristics of the streams 
decides which data, how much data, and when the data is transferred. Assumes all 
other system components are operating optimally however it is a potential bottleneck 
to the system. 
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" Stream QoS / flow control. Decision making component of individual stream flow 
control. Helps multiplexing QoS / flow control with decisions. 
" Creates overhead by using bandwidth and therefore delaying payload. Control 
information is extremely sensitive to errors. Important to minimise overhead as much 
as possible. 
The model used to multiplex data is derived from the H. 221-based fanidly of 
multiplexing standards. This implies that this scheme could be configured so that it is 
compatible with the H. 221 family of protocols which not only provides access to a range of 
different networks, see section 2.4.3, but also has scope for terminal interoperability. This 
approach tends to provide a larger range of network services and media QoS control than 
using the approach used by the ISOAEC consortium, see section 2.5.4. 
The H. 221-based multiplexing method has the effect of segmenting the AUs which 
has both advantages and disadvantages. On the plus side this approach allows: 
0 More flexibility. 
More QoS control in term of intra-channel synchronisation, delay and jitter. 
Processing at the decoder can begin before the whole AU has been received. 
Decreases processing delay. 
Decreases chance of delaying other data. 
Decreases chance of synchronisation problern. 
Decreases risk of congestion. 
Possible decrease in overhead. 
Increases throughput. 
Open network questions such as problems arising over packet-switched networks 
where data can be dropped, introducing partial data loss and possible synchronisation 
difficulties require further research, see section 2.5.2. Furthermore, the transport client has the 
option to provide either portions of the data or complete access units to the applications 
decoders. The advantages of this approach are that the decoders can begin processing the data 
as soon as it arrives or wait until the entire AU is received. 
The design of the transport protocol has an architecture that is both inter-scalable and 
intra-scalable with respect to the multiplexer. The multiplexer is inter-scalable through the 
specification of the maximum number of channels that each multiplexer can handle. The 
transport protocol is intra-scalable through the specification of the number of simultaneous 
multiplexer instances that can operate during sessions'. 
I lhe setting of limits is an implewntation not a theoretical issue. 
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Flow control is maintained through the use of models, which are used to determine 
how much data to output at a particular time. This is possible through source characterisation 
and a management function that maintains the QoS of individual streams by considering all 
the streams. The QMF not only implements a strategy to maintain the flows but also needs to 
consider the available options in the event of overflow and underflow. Although the 
conditions for the stream flows are set via the QoS descriptors (which may be reconfigured) 
the conditions for the exceptions are separate functions. 
In the event of underflow or overflow the QMEF monitoring the flows can choose from 
a range of options depending on the severity of the condition. The reasoning used by the QMF 
should allow for gradual degradation of the service. The first approach is to assess the flows 
and try to compensate for the condition so that stability may be resumed. Should the first 
approach fail then the user should be warned and given a solution to the problem which may 
be agreed with, in which case the system would reconfigure itself to the suggested solution, 
otherwise the service is terminated. 
The chosen approach to flow control supports all the different network modes and 
application requirements, which in summary are all the following: 
" Expedited data transfer. 
" Flexible channel bandwidth allocation. 
" Dynarnic opening and closing of channels. 
" Scalable for different packet lengths. 
" Efficient use of bandwidth. 
By using ratios it is possible to make the bandwidth allocation independent of the 
packet length subject to operational minimum and maximum packet lengths. One way to set 
the maximum packet length is to consider the maximum bandwidth allowed by the 
transmission medium and the transmission period. In general the packet length is subject to 
the properties of the application, and when there is no data to be sent no bandwidth is 
required. 
Furthermore, the chosen approach is based on calculating a ratio that is subject to the 
priority level of each active channel. A three level priority scheme is based on the following 
algorithm: 
if (BHI>= BNET) BHI = BNu; BNORM = 0; BLO: ý 0; 
else if (BHI + Now >= BNET) Bm; BNORM = BNE-r - Bm; BLo = 0; 
else BHI; BNoRm; BLO = BNET - 
BHI 
, 
BNORM; 
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where, 
BNETis the total bandwidth available to the payload. 
BHI is the total bandwidth available to the highest priority data streams. 
BNORMis the total bandwidth available to the normal priority data streams. 
BLO is the total bandwidth available to the lowest priority data streams. 
From which it is understood that the higher priority channels get served first and the 
lower priority channels get what the higher priority channels do not use. Furthermore, 
channels of equal priority get a fair allocation of the bandwidth entitlement for that priority 
level. 
4.2.6 Network Level 
Once the data lengths of each channel have been identified various network-based algorithms 
may act on the data for example channel coding, interleaving, encryption, and so on may be 
applied appropriately to the data depending on the type of service that has been requested. 
The algorithmic approach is identified through the PROTOCOL string that is supplied to the 
ServiceAttach primitive as described in the previous section. 
The service that is offered by the network level is modular and can be configured 
appropriately by the network protocol manager. The network protocol manager controls the 
configuration and operation of the bottom three layers of the OSI model. It is not appropriate 
to describe all of the possible modules that may be configured since it will depend on the 
application Onteroperability with communication standards); type of network (ATM, DECT, 
PSTN, etc) and in some cases the type of physical environment in which the network is being 
used (micro cell, pico cell, etc). This layer is given a fixed syntax to use, please refer to the 
previous section for details. 
Typical functions associated with channel coding are ARQ, FEC, interleaving, and 
various forms of error resilience. Error resilience modules provide the necessary protection of 
transmitted information, depending on channel characteristics and sensitivity of the 
information. In general, error protection should be done at both the compression and data link 
layers. The compression layer should protect bit-fields appropriately according to their 
sensitivity to errors where this may or may not be done in combination with the data-link 
layer. For some applications error recovery time is an important factor and will need to be 
considered. In some cases ordering of packets may be necessary in which case that would also 
be done at this level. For further information on this subject please refer to references such as 
[SHA481, [SHA851. 
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A transmission network can be categorised according to three types of service: i) 
guaranteed QoS, ii) non - guaranteed QoS and iii) low data rate networks. These networks can 
be used over local or wide area topologies, the topology has no effect on the category but it 
does affect the operating characteristics. 
Guaranteed QoS: Data rates are often higher than 64 kbsýl and therefore efficiency 
of transmission bandwidth is less of a problem. The data rates may be fixed or variable, 
packet or circuit switched, depending on the type of network that is being used. Generalised 
channel coding is used so that transmission can be guaranteed in lieu of bandwidth due to the 
higher data rates. The service that is provided by these networks are preferred due to the 
predictable and consistent performance. 
Non - guaranteed QoS: These types of networks can offer a wide range of data rates 
from 0 to 100 Mbs". Transmission is often in the form of packets, although parts of the 
network can be circuit-switched, where at any time packets may be lost. The recovery of lost 
packets is possible by applying a number of methods that use a combination of forward error 
correction and retransmission techniques. Unless a suitable QoS-guaranteeing sub-system is 
used these networks are deemed improper for the transmission of multimedia data. 
Low data rate networks: This is a special subset of the first two categories. 
Examples of low data rate networks are PSTN and various mobile networks where the data 
rate is less than 64 kbps. Due to the low data rates these networks are often considered 
improper for the transmission of multimedia data. However, where a lower quality service is 
acceptable the system components can be designed for very efficient transmission. The use of 
an application-aware object coding scheme, see section 3.3.3, is preferable whereby the most 
efficient use of the transmission bandwidth is provided. 
4.2.7 Summary 
This section has looked at the model of the system for which the transport protocol has been 
designed. This has been done through the introduction of a model with four levels. First the 
constraints on the general architecture are described, and through these constraints, the 
modules for the different levels are made to comply. They are the application level, 
compression and synchronisation level, transport level, and network level. Each of the levels 
within the model is described from the perspective of the transport protocol. 
The main points to note within each of the subsections are: 
The architecture in which the transport protocol is developed must be compatible for 
efficiency. The development of the transport protocol is a multidisciplinary subject. 
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The use of object-based coding provides a flexible and efficient means to transport 
multimedia data. 
Different types of object-based media are considered from a range of audio, video and 
data coders. 
It is possible to provide application and network independence through a pre-defined 
interface. 
" The QoS multiplexer merges the application and network constraints through a ratio- 
based priority setting algorithm. 
" The use of multi-level quality of service management functions to maintain QoS is 
possible through the definition of a generic QoS descriptor for each channel. 
" The flexible architecture allows the reconfiguration of algorithms to reflect dynamic 
conditions. 
4.3 System Implementation 
4.3.1 Introduction 
The previous section details the model of the system and the transport protocol within that 
system. To evaluate the novel approach to QoS management through the QoS controlled 
transport protocol it was necessary to construct a whole terminal system. The QoS 
requirements via QoS descriptors filter through the systern. Due to the dependency of the 
application on the hardware and software of the system it was necessary to limit the number 
of applications that were investigated due to limited resources. 
This section describes the implementation which details the system from an 
algorithmic perspective whilst also scrutinising various constraints that are introduced. The 
section begins with an examination of the system architecture by focussing on the differences 
between the implementation and the model. The section goes on to describe each of the 
bespoke software packages which have been written in the C/C++ language. 
4.3.2 System Architecture 
In section 4.2 the architecture of the model terminal was described in detail. At the 
macroscopic level, the system can be divided into four entities: the encoding terminal, the 
transport server, the transport client and the decoding terminal. These four fundamental 
components are illustrated in Figure 4-5. In practice the model had to be modified to provide 
a suitable implementation using the available resources. 
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Figure 4-5: Model Terminal Architecture. 
Figure 4-6: Implemented Terminal Architecture. 
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4.3.2.1 Model and Implementation Differences 
For the implementation, five separate software packages were developed (a data generator; a 
terminal emulator; a QoS multiplexer; a decoding terminal; an MPEG4 stream player). As 
shown in Figure 4-6, several modifications were made to the model architecture. The 
encoding terminal of the model has had to be divided into two: the first component being an 
off-line data generator and the second being a terminal emulator. The transport server is the 
same in both cases and at the final stage the decoding terminal and the transport client have 
been merged into a single entity. The practical decoding terminal has two forms; the first 
being used for off-line experiments and analysis, the second being used in the form of a real 
time MPEG4 player. Combined they provide both on-line and off-line realisations of the 
QoS controlled transport protocol. A brief description of each software package follows. 
Data generator: This software is script driven and executed off-line; its purpose is to 
generate input data for the terminal emulator. An MPEG4 script that is equivalent to the 
application profile is used to identify the different objects required by a typical MPEG-4 
application. The script is processed to identify the objects within the application and generate 
three output streams per object. The three output streams provide the following information: 
1. Timing information for synchronisation, 
2. Raw encoded data which can be decoded, and 
3. The associated access unit lengths of encoded data. 
The software re-uses code written by members of the MPEG-4 IMI work group so that the 
binary test streams created by the group could be used. 
Terminal emulator: This software package operates as an executable and provides 
the environment in which to house the QoS controlled multiplexer. The software was 
designed to operate in real time however for practical reasons it was mainly used for off-line 
experimental work. The main core of the code is based on the primitives described earlier in 
section 4.2.5-2. The software package uses the data produced by the encoded data generator to 
produce a single multiplexed output via the QoS controlled multiplexer. 
QoS multiplexer: This software package is a dynan*ally linked library of functions. 
It uses an appropriate function to model input data and Perform QoS management through the 
multiplexing function. The interfaces are based on the primitives described earlier in section 
4.2.5.2. The QoS controlled multiplexer interfaces with the encoding terminal emulator to 
produce a single multiplexed stream of data. This library was designed to operate in real time, 
for practical reasons however, was mainly used for off-line experimental work. 
Decoding terminal: This software package operates as an off-line executable and 
analyses the performance of the complementary QoS controlled multiplexer. This is done by 
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reading a multiplexed stream and decoding the data through a demultiplexer into the 
respective elementary streams whilst simultaneously monitoring the transmission 
characteristics and checking the integrity of the data. 
MPEG -4 stream player: This software operates as a real time executable and uses 
the QoS controlled demultiplexer to decode real MPEG4 data in real time. Building an 
MPEG4 player requires a substantial amount of effort. Fortunately, the author was aided by 
code donated by the MPEG-4 consortium. The main purpose of the software is to provide a 
real-time demonstration of MPEG4 capabilities via the QoS controlled demultiplexer. 
Application 
I 
Synchronisation 
Transport 
Control 
F"L7, 
A', 
Transport Control Algorithm 
A 
Figure 4-7: Software architecture of 4-level terminal model. 
It is worth looking at the 4-level model described in section 4.2 but this time from a 
software perspective. Figure 4-7 shows abstract modules required at the different levels. The 
data flow from the Application, and Compression and Synchronisation levels going down the 
diagram represent the Encoding Terminal shown in Figure 4-5. The data flow from the 
Transport Control and Network levels going down the diagram represent the Transport 
Server. The data flow from the Network and Transport Control levels going up the diagram 
representing the Transport Client. The data flow from the Compression and Synchronisation 
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level to the Application level going up the diagram represents the Decoding Terminal. Note 
that in Figure 4-7 the data flow is uni-directional from the encoding terminal to the decoding 
teminal. 
4.3.3 Data Generator 
Rather than use a model of object-based data it was considered more appropriate to use real 
data streams. The MPEG-4 consortium has generated a number of standard test data streams 
for this purpose and so the author deemed these to be the most appropriate sources for 
experimentation. A great deal of care needed to be taken since the data streams themselves 
were evolving with the standard, therefore it is necessary to ensure that all encoders, decoders 
and data streams are complementary. 
The official MPEG-4 reference player has evolved through a series of versions and 
updates. Subsequently, there are a number of different players due to the massively parallel 
approach that was used in developing this software. It was essential that all encoders, 
decoders and test data streams are clearly referenced with appropriate version numbers. To 
complicate matters further there are 2D and 3D players, the version used for this research was 
developed partly by several partners of the MoMuSys project and is recognised as version 
0.4.8 of the 3D player. 
By modifying the FlexMux software that accompanies the player the data generator 
software was created. The software follows the data flow diagram given in Figure 4-8. An 
MPEG-4 script file describing the applications profile is opened and parsed to create a map of 
the objects and thus identify the streams contained within the profile. Subsequently, several 
cyclic loops are entered to derive 1) the timing information for synchronisation, 2) the raw 
encoded data, and 3) the associated access unit lengths of the encoded data. 
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I Open Script File I 
I Parse Script File I 
I Create stream map I 
Open streams I 
Active objects 
0 
Exit 
present? 
Yes T False 
loop for number of 
Active Objects 
True TFalse 
loop for number of 
Elementary Streams 
True 
Get Time Stamp 
False 
Read AU Close 
Store data Elementary 
Store AU length Stream 
Store Time 
Delete Object if 
Inactive 
Figure 4-8: Data flow of the MPEG-4 data generator. 
4.3.4 Encoding Terminal Emulator 
The terminal emulator is a script driven executable. Several sets of data need to be prepared 
before execution begins. The preparation is a two-step process. The first part is to create a set 
of data either manually or through the data generator that prepares MPEG-4 object based data 
from an MPEG-4 script. The second step is to create an application script for the data. 
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1 object ( 
2 data <string> - filename 
3 length <string> - filename 
4 priority <string> - hi, typ & low 
5 timing type <string> - aperiodic, periodic 
6 period <string> - filename, target period (ms) 
7 delay <string> - max delay (ms) 
8 buffersize <string> - max AU size, Int of encoding buffer size 
9 
Figure 4-9: Terminal Emulator Script. 
The syntax for a single elementary stream within the Terminal Emulator Script is 
shown in Figure 4-9. The script identifies the different elementary streams that are to be 
transmitted and the means in which the QoS parameters are set. The meaning of each line 
follows: 
I Indicates the start of the syntax associated with a given elementary streanL 
2 The name of the file containing the binary data for a given elementary stream. 
3 The name of the file containing the AU lengths for the binary data of a given 
elementary stream. 
4 Indicates the priority of the data (hi being the highest level and low being the lowest 
level). 
5 The stream may be one of two timing categories: aperiodic or periodic. 
6 This parameter is connected to the timing type. Should the stream have an aperiodic 
timing structure then the name of the file containing the timing information for each 
AU is given. Otherwise a single figure for the period of the transmission of the AUs 
is given. 
7 Indicates the maximum period that an AU may be delayed. 
8 Refers to the maximum length of an AU. 
9 Indicates the end of the syntax associated with a given elementary stream. 
The maximum number of elementary streams that can be put in a script is subject to: 
The maximum number of channels associated with an instance of the multiplexer. 
The maximum number of multiplexer instances that are allowed for the application. 
For the applications being tested only a limited number of the primitives are 
necessary. For applications where the data is being read from file and written to file the 
primitives used are limited to the following subset: 
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DAI_ServiceAttachCnf 
The ServiceSessionID is set and returned to the function. 
DAI_ChannelAddCnf 
1) Sets the data field. 
2) Sets the length field. 
3) Sets the priority field. 
4) Sets the timingType field. 
5) Sets the period field. 
6) Sets the buffer. 
7) Sets the remaining parameters. 
DAI_ChannelDeleteCnf 
1) Closes the data file stream. 
2) Closes the length file stream. 
DAI_ýUserConunandlnd 
1) Emulate the compression layer functions. 
a) Read data into buffers. 
i) Close this channel if data is not available. 
b) Update timestamp. 
i) Close this channel if data is not available. 
c) Write data into buffer. 
i) Timing information. 
ii) Data. 
d) Dispatch data. 
2) Emulate the synchronisation layer functions. 
a) Write data to QoSMux. 
i) Call the DALSendData primitive. 
The Terminal Emulator performs the task of executing the script by following the 
stages illustrated in Figure 4-10. The application begins by parsing the terminal emulator 
script file to identify the elementary streams. Subsequently, the QoSMux is loaded from the 
dynamically linked library and a Service Attach Request is made. If successful, the procedure 
continues by adding the required number of channels to the service. After the multiplexing 
has finished, calling the Service Detach Request primitive terminates the session. 
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I Parse Application Profile I 
I Load and start QoSMux I 
I Service Attach Request I 
loop for number of 
Active Streams 
True 
I Channel Add Request I 
I Service Detach Request I 
Figure 4-10: Data flow of the Terminal Emulator. 
4.3.5 Transport Protocol 
The transport protocol that was implemented comprised of a single multiplexer with the 
following features: 
Application level: 
New application syntax that provides application transparency. 
Arbitrary maximum channel limit of 8. 
9 Expedited data transfer support through 3 priority levels. 
Flow control level: 
1 multiplexer enough for the evaluation of the transport protocol. 
Innovative 3 level multiplexer QMF (stochastic, model, predictable). 
Arbitrary statistical stream QMF for chosen applications. 
Network level: 
New network syntax that provides network transparency. 
Arbitrary local file access for chosen applications. 
Arbitrary network functions that provide error free transrnission. 
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4.3.5.1 Overview 
In Figure 4-11 the transport protocol 
data flow is shown highlighting the Initialise Multiplexer 
key functions. The first function is 
required at the system level and 
control level, it sets the stream 
loop while Stream 
Objects are active 
mapping information and the initial 
multiplexing mode. The next 
function sets the beginning of the 
Mux Mod 
.e 
Decision 
multiplexing cycle, it is here that the 
multiplexer determines how many Form Packet 
channels are to be multiplexed and 
the size of the transmission packet. Output Packet 
The QoS / flow control algorithms 
and application call functions are date Transmission Period UP 
contained within the Mux Mode 
Decision function. 
J Exit I 
Figure 4-11: Transport Protocol data flow diagram. 
The Mux Mode Decision function calculates the packet data unit lengths for use by 
the network level functions. The Form Packet function and the Output Packet function 
provide the network level functions. The Form Packet function provides a variety of network 
related algorithms that act directly on the data such as channel coding. Whereas the Output 
packet function provides a number of network signalling related algorithms such as routing 
and lower level functions related to the type of network being used. The last function of the 
multiplexing cycle provides system level algorithms to maintain temporal synchronisation 
and system control, e. g. CPU control. 
The implementation of the multiplexer sets the maximum number of elementary 
streams arbitrarily to eight. The value eight was used for the following reasons: 
in practice the number of simultaneous active channels is rarely more than eight, 
since this would imply having eight decoders, which in turn implies quite a heavy 
workload for a multimedia decoding terminal. 
Simplifies the code and the development of the algorithm and yet provides bandwidth 
efficiency. 
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Eight is the number of bits in a byte which is convenient for the byte alignment 
approach used in forming packets thus avoiding the extra processing overhead 
associated with bit-level manipulation. 
Should an application require more than eight channels however, the alternatives are 
either 1) increase the maximum number of channels for the multiplexer or 2) Instantiate 
another multiplexer to carry the extra channels or 3) Implement a multiplexer to dynamically 
track the maximum number of channels for any given application profile. 
4.3.5.2 Application Interface 
The subset of primitives that were used for the profiles under test follows. A brief description 
of the semantics for each primitive function is given. However, please refer to section 4.2.5.1 
for a general description of the semantics for these primitives. 
DAI_ServiceAttachReq 
The ServiceSessionID is set. 
DAI_ServiceDetachReq 
1) Closes the output file stream. 
2) Calls the DAI-ServiceDetachCnf primitive. 
DAI-ChannelAddReq 
1) Set local variables. 
2) Set variables in the application: 
a) Call the DAI-ChannelAddCnf primitive. 
b) Set the ID. 
c) Set the QoS parameters. 
DAI_ChannelDeleteReq 
1) Release resources associated with the channel 
2) Call the DALChannelDeleteCnf primitive. 
DAI_SendData 
Outputs the data. 
Each stream is allocated one of three priorities, which will in practice allow that data 
to be transmitted before other data that has a lower priority (also see section 4.2.4 for the 
priority attributes associated with the different stream types). There can in practice be more or 
less levels, however, for the application profiles being considered most streams should be 
classified as Typical. Then there are single degrees of deviation one above and one below. For 
example, an application profile that contains an audible object, a visual object and a textual 
object would be given the priorities High, Typical and Low respectively. The possibility of 
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using a multidimensional priority algorithm was considered but remains as further work, see 
section 5.4.3 for details. 
4.3.5.3 Multiplexer flow control 
One constraint of the multiplexer QoS control is to maintain low overhead by using models to 
predict the characteristics of the elementary streams. The prediction is carried out by the Mux 
Mode Decision function where the confidence in the prediction is reflected by the chosen 
mode. The multiplexer QMF operates in one of three modes, these being the Update, Normal 
and Data modes. 
The Update mode is used when the combined data traffic is stochastic. An 
approximating function is used to set up the priority-based ratios to be used by each of the 
elementary streams. When in this mode the characteristics of the streams are least predictable 
and therefore require relatively more bandwidth (thus producing higher overhead) than the 
other modes. The Normal mode is used when the ratios are known in advance. The Normal 
mode may use a table of ratios to reference the different transmission ratios. The data in the 
table could be set either through a model or by caching several transmission ratios that were 
calculated during the Update mode. Thus the overhead for the Normal mode is less than the 
Update mode but higher than the Data mode. 
I Check underflow for all I 
I Multiplexer Control I 
I Calculate Ratios I 
I Calculate Data Lengths I 
I Check Ratios & Data I 
I Update I 
I Get Ratios I 
I Calculate Data Lengths I 
I Check Data Lengths I 
I Data I I Normal 
I Set Mux Mode I 
Figure 4-12: Multiplexer mode decision process. 
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The Data mode is for transmitting data that is predictable at the multiplexing level. 
When the characteristics of the data to be transmitted are known, only the control message to 
identify the characteristics is needed. This mode allows the transmission flow to approach 
maximum efficiency. One such case is when there is only one data stream to be transmitted. 
The transmission strategy used by the multiplexer QMFs is to identify up to 16 
transn-iission budgets for a given session of sources and use these at the appropriate time. 
These 16 states should account for the sojourn time in PI, which should be as high as 
possible. The strategy approaches optimality when the probabilities in the bottom right of the 
table are high and the probabilities in the top left of the table are low, where state 0 represents 
the Update mode, state 1 represents the Normal mode, and state 2 represents the Data mode. 
The chosen approach to implement flow control algorithmically is based on 
calculating a ratio for each active channel. This section will describe the manner in which the 
implementation has affected the theoretical model described earlier in section 4.2.5.6. 
Pnn 
POO POI P02 
PIO P11 P12 
_P20 
P21 P22 
Figure 4-13: Multiplexer QMF state diagram and transition probability space. 
For the case of the multiplexer Update mode, transmitting only the ratios of those 
channels that are active reduces the bandwidth overhead. This is supported via an 8 bit field 
which indicates which of the channels are active; the active-channel field is subsequently 
followed by the ratios of the active channels. 
The setting of ratios is limited by several factors, specifically these are: 
* The integer fonn in which the ratios are conveyed. 
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9 The value of the quantiser ratio. 
o The packet length. 
MinimumAccessUnitLength = 
PacketLength 
QuantiserRatio 
There is a limit imposed on the divisional size of the access unit associated with the 
fragmentation process. Clearly as the packet length becomes proportionally larger than the 
quantiser ratio this may pose a problem under certain circumstances'. For reasons of practical 
efficiency the quantiser ratio is limited and for this implementation this has been limited to 8 
bits or a maximum value of 255. This problem is treated as an underflow scenario that can be 
aided through the use of the padding function when necessary. 
Padding is used primarily as a flow control mechanism during underflow 
circumstances. The multiplexer has the choice, which depends on the circumstances. The 
multiplexer could opt to transmit data from another stream after checking the availability of 
the data and what effect the change is likely to have on performance. In general however, it is 
a means to maintain synchronisation in terms of packet lengths, and the identification of 
accompanying channels. 
The use of ratios makes the bandwidth allocation independent of the packet length 
subject to operational minimum and maximum packet lengths. One way to set the maximum 
packet length is to consider the maximum bandwidth allowed by the transmission medium 
and the transmission period. In general however, the packet length is subject to the properties 
of the application, and when there is no data to be sent no bandwidth is required. 
The flexibility of the priority ratio-based algorithm can be interpreted another way. It 
provides the multiplexer with the means to support the four general multiplexing modes 
through the use of a single algorithm, specifically these are: 
1. Fixed network rate with fixed channel bandwidths. 
2. Fixed network rate with variable channel bandwidths. 
I Variable network rate with fixed channel bandwidths. 
4. Variable network rate with variable channel bandwidths. 
It is worth noting that fixed network schemes can operate on variable rate networks 
and variable network schemes can operate on fixed rate networks but the QoS is often 
I Consider a PacketLength of 1000 bytes and QuantiscrRatio of 100, this would imply that the minimum access unit length 
would be 10 bytes long. This would pose a problem to the flow control algorithm if the transn-dssion ratio for the stream does not 
allow multiples of 10 bytes. These problems are easily overcome through a series of checks. 
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adversely affected because of the different algorithmic approaches, which are not 
interoperable. 
4.3.5.4 Network Level 
The Form Packet function, shown in Figure 4-11, creates a packet of data by forming header 
and payload fields. The exact form of the header and the payload depend entirely on the 
decision made by the multiplexer control functions. The syntax of the multiplexer modes 
follows. 
Budget update: In this multiplexing mode the transmission ratio for each channel is 
conveyed. 
Svnlax Nq. 
__ýqf 
bits 
-iýid-i-et_Ujdate 01 
Control-Code 8 
Active-Channels 8 
for (i = 0; i< Active-Channels; ++i) 
TXRatiojij 8 
for (i = 0; i< Packet-Length (Active-Channels + 2); ++i) 
Payload[i] 8 
Normal: In this mode the transmission budget ratios are indexed via a table. 
_Syntax 
No. of bits 
Normal 01 
Control-Code 
for (i = 0; i< Packet-Length 1; ++i) 
Payload[i] 
I 
Notes: 
i) The index for the table is conveyed via the control field. 
Predictable: In this mode only 2 bytes of overhead is transmitted. This mode is used when 
the data is predictable. For example, when there has been a number of channels active and 
then there is only one channel of data. Thus for the single channel scenario the syntax is: 
No. q bits 
able 0 
Control-Code 
Index 
for (i = 0; i< Packet-Length (); ++i) 
Payload[i] 8 
1 
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Padding: Should there not be sufficient data from any of the streams to fill a packet the 
remaining bytes will be filled. Although this is essentially a waste of bandwidth it is 
necessary to maintain synchronisation. Should the network allow variable rates this problem 
is overcome by changing the packet length. 
Syntax 
. 
No. of bits 
Padding 0f 
Control-Code 
Length 8 
for (i = 0; i< Length; ++i) I 
Padding[l] 
Notes: 
A length of 0 indicates a padding of one byte for the length field. 
The control field is bitwise ORed with the chosen multiplexing mode. 
The fields of the multiplexer mode follow the padding field. 
Packet size: Informs the demultiplexer that the packet size has changed. 
Syntax No. of bits 
Packet_Size 
Control-Code 
Length 214 
1 
Notes: 
The control field is bitwise ORed with the chosen multiplexing mode. 
The fields of the multiplexer mode follow the padding field. 
The bits of the control field are reserved as follows: 
Controlfield description Bits 
Indicates the 3 multiplexer QMF levels (Update, Normal, Data) 0-I 
Used by Normal multiplexing mode to provide 16 sets of transmission ratios 2-5 
Used by Packet size function 6 
Used by Pad ing function 7 
From the algorithmic open systems perspective several functions were used to form 
packets, specifically the packet-size-, header-, payload-, padding- and concatenation- 
functions. The semantics of all these functions are self-explanatory. 
The type of network considered was direct local access, which means the transfer 
bandwidth is very high, that the transmission medium is error free and that the transmission 
delay is negligible. The functions that are needed identify the drive, path and file name with 
which to stream the output data. 
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4.3.5.5 System functions 
The system functions that are directly relevant to the transport protocol rely on the 
synchronisation / timing provided by the system. The realisation of system timing depends on 
a large number of factors associated with the hardware on which the software is executing. 
Thus the system is expected to be capable of supplying timing facilities within a given 
tolerance. Related to timing is the assumption that the update transmission period assumes 
that the time to compute one cycle of the transport protocol is less than the transmission 
period. 
I Read Stream I 
I Initialise demultiplexer I 
While Session 
Open 
Fýý 
True TFalse 
While Channels Active 
True 
Read Control Word 
Check Packet Length 
Check Padding 
Demultiplex Data 
Data Analysis & Output 
Figure 4-14: Data flow for the decoding terminal. 
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4.3.6 Decoding Terminal Emulator 
4.3.6.1 Description of off-line demux s/w 
The dernultiplexer is a relatively simple algorithm in comparison to the multiplexer 
due to the straightforward syntax of the transport protocol. The algorithm effectively reverses 
the steps that the multiplexer provides but without the complicated decision making 
processes, see Figure 4-14. The steps can be summarised as comprising of. 
0 Initialise the demultiplexer through the stream map. 
1. Inspect the control word that fomis the header of the packet. 
2. Execute the appropriate functions as indicated in the control word. (see section 
4.3.5.4) 
3. Output the decoded data to the appropriate stream. 
The demultiplexer algorithm is initialised at the start through the stream map to 
identify the data streams. The demultiplexer algorithm then proceeds to cycle through steps I 
to 3 until all the channels and sessions are closed. The rest of the software for the decoding 
terminal is auxiliary and takes care of reading in the multiplexed data, checking the integrity 
of the data, assessing the QoS of the received data, and storing reports. 
4.3.6.2 Real time MPEG-4 Player 
The real time MPEG4 player used was developed in co-operation with partners 
working on a project called MoMuSys. For a detailed description of the MPEG-4 player 
produced by MoMuSys please refer to section 3.3.3. This research aided both the MPEG-4 
standard and the MoMuSys project; and since both the project and the standard were evolving 
the player underwent significant modifications during its evolution. 
It was necessary to select a player that was considered suitable in ternis of the 
features that were supported, the available test streams, as well as software stability. The 
chosen player was version 0.4.8 and provided the following sought after features: 
MPEG-4 video decoding for object based video composition. 
MPEG-4 audio decoding for object based audio composition. 
JPEG decoding for still-image composition. 
BIFS decoding which uses a VRML-like script for general composition. 
The player was modified by substituting the FlexMux-demultiplexer for the 
QoSMux-demultiplexer developed during this research. Note that the architecture of the 
MPEG-4 player 0.4.8 was based on the FlexMux algorithm and not the DMIF architecture. 
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This caused minor complications in that the FlexMux decoder inflexibly forces a multimedia 
decoder to wait for the entire AU before it can be processed. This is a cumbersome feature, 
which force multimedia decoders to expect an AU instead of a stream, which in most cases 
contains information to decipher AU lengths. For this reason the QoSMux that was used for 
this application needed a special length field which was inserted into each data stream to 
ensure compatibility with the player. The shortcomings of the player architecture and the 
FlexMux in relation to the QoSMux and architecture have already been mentioned in sections 
4.2.2 and 4.2.5.6. 
4.3.7 Summary 
This section has looked at the implementation of the system model on which the transport 
protocol is based. This has been done through the implementation of various software 
packages that provide the functionality of the four-level model. Data flow diagrams and 
descriptions of the main software architecture have been described. The main points to note 
within each of the subsections are: 
Five software packages were developed: 
A data generator. 
An encoding terminal emulator. 
A QoS multiplexer. 
A decoding terminal emulator. 
An MPEG -4 stream player. 
" The profiles considered can be generated either manually on from MPE04 profiles. 
"A select set of the primitives are used for the profiles tested. 
" The transport protocol that was implemented comprised of a single multiplexer with 
the following features: 
" Application level: 
9 Application interface. 
*8 channel limit. 
03 levels of priority. 
" Flow control level: 
01 multiplexer. 
93 level multiplexer QMF (stochastic, model, predictable). 
0 Statistical stream QMF- 
o Network level: 
o Fixed syntax. 
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o Local file access. 
0 Error-free transmission. 
4.4 Chapter Summary 
The first section of this chapter has looked at the model of the system for which the transport 
protocol has been designed. This has been done through the introduction of a four-level 
model. First the general architecture is described and it is through this approach that all 
modules within the different levels are expected to comply. Each of the respective levels is 
described from the perspective of the transport protocol. 
The second section looks at the implementation of the system model on which the 
transport protocol is based. This has been done through the implementation of five software 
packages that provide the functionality of the four-level model, they are: 
"A data generator. 
" An encoding terminal emulator. 
"A QoS multiplexer. 
"A decoding terminal emulator. 
" An MPEG -4 stream player. 
Data flow diagrams and descriptions of the main software architecture have been 
included in this chapter. 
Before proceeding to the next chapter the following points need to be understood: an 
open system is inherently abstract as detailed in sections 3.3 and 4.2. To test the system an 
arbitrary application needs to be defined and this results in a closed systeni. This is provided 
by the system components described in the implementation section. The following chapter 
therefore describes the results of this closed system. 
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Chapter 5 
Evaluation of Results 
5.1 Introduction 
The previous chapter focused on the details of the model for the QoS based transport protocol, 
this chapter provides an evaluation of the model that was implemented. Although the model 
of the system is primarily open it is necessary to choose an application to evaluate the system. 
In doing so an application effectively closes the system architecture and this results in a 
specific implementation. The evaluation is based on a number of multimedia (time-critical) 
applications so that the timing and bandwidth efficiency of the system can be evaluated. 
Any type of data can be used (whether it is based on an artificial model or real data) 
however real data provides an extra dimension to the test in that the system becomes both 
objective and subjective in assessment. In the tests, streams that exhibit an arbitrary bursty 
characteristic are chosen since these are often difficult to transmit across networks and are the 
most likely type of data to experience delays. 
All of the research is then analysed through a discussion on the various advantages 
and disadvantages of the main aspects of the work. Specifically these are aspects of the 
protocol evaluation, application independence and network independence on which the 
transport protocol is based. The discussion focuses on the aspects from which the research 
was derived and complements sections given in other chapters. 
Finally, the holistic aspect of the work is considered to identify various areas of work 
that were not considered during this research. These subjects encompass topics in which 
extremely large amounts of resources would be required, specialised topics that can be 
derived from the main aspect of this work, and other topics, -which due to the range of 
possible scenarios make it a subject for further work. 
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5.2 Results 
5.2.1 Introduction 
This section provides the results from various experiments that highlight important aspects of 
the QoS transport protocol. The first subsection describes the experimental set-up, in terms of 
the hardware that was used. A description of the software packages used in the evaluation 
process is described earlier in section 4.3. The experimental set-up is followed by text that 
explains how and why the evaluation process is divided into three phases. The results from 
the experiments are collated in two subsections. The first subsection describes the off-line 
results from experiments based on the second phase of evaluation. The second subsection 
describes an experiment based on a real application that is performed on-line in real-time. 
5.2.2 Experimental Hardware 
The hardware consists of a PC unit based on the DolchTm portable computer with built-in 
speakers and audio amplification. The operating system uses Microsoft' Windows NTTm 
version 4.0 with the Service Pack 5 software patch. A description of the systems hardware 
components is outlined in Table 5-1. 
DolchTm Audio Portable Model: PAC 586-120C 
Main Processor Pentiunfrm 200 MHz with MMX 
Motherboard ASUSTVP4 
Random Access Memory 32 Mbyte 
Internal Expansion Slots / Bus systems two ISA slots 
one combined ISA/PCI slot 
three PCI slots 
PCMCIA PCMCIA adapter for one Type III or two Type II 
cards 
Storage Media 2 GByte Hard Disk Drive 
1.44 MByte 3.5 " Floppy Disk Drive 
power Supply 110/220 VAC, 150W 
12 VDC external supply with UPS 
ccumu ator 12 VDC / 2.8 Ah 
TO ports 
I 
two serial (16550 UART), one parallel 
Table 5-1: A description of the systems hardware components. 
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5.2.3 Experimental Approach 
When considering the evaluation of a transport protocol the number of factors that need to be 
taken into consideration is generally three; these are the hardware, algorithm, and application. 
Furthermore, as detailed in earlier chapters, these factors are dependent upon one another and 
since each of these factors are multi-dimensional the analysis can be extremely complex. 
The evaluation can ignore the hardware constraint given that the analysis can be done 
off-line or that the hardware is capable of executing the software for the given application. 
Hardware level components must be adequate (not only the physical devices but also drivers 
and operating system) so that this component of the analysis can be ignored. By removing 
hardware constraints, assessment of the software with respect to the application results, which 
implies the software is examined through the selection of appropriate application profiles. 
In general, the algorithm will be examined through a series of specific tests, rather 
than a single test. The system model is open and allows the application to be selected 
according to the user requirements (often for practical reasons however, the user requirements 
are often influenced by the hardware specification). The software is designed to be open, 
however, only a pre-defined set of algorithms can be tested rather than a universal set. So the 
applications come in two categories: 
Applications designed to check that the transport protocol is syntactically and 
semantically correct. 
Applications based on real data and selected QMFs to check the performance of the 
system with respect to the chosen application and QMFs. 
In all there are three main phases for the evaluation of the transport protocol and these 
will be described briefly and elaborated upon in the subsequent sub-sections. The first phase 
considers the off-line evaluation of the transport protocol and checks that it is syntactically 
and semantically correct. The second phase considers the off-line evaluation of the transport 
protocol and the application (in some cases this may include the hardware). The last phase 
considers the real time evaluation of the transport protocol, the application and the hardware. 
5.2.3.1 Analysis 
Xiltl F[tl 
Yi[tl Yj[tl 2: 0; 
> --> Xj[t] k 0; 
t 2: 0; i2t2 
Figure 5-1: Analytical signal and systems model. 
-143- 
Chapter 5. Evaluation of Results 
The objective of the tests in this chapter is to examine the performance of the QoSMux; 
specifically, the delay and the relative bandwidth efficiency. This is a complex task to verify 
in practice since the performance will depend on the chosen application and QMFs. Thus the 
scope of the tests can be large, however for the purpose of assessing the time delay properties 
and bandwidth efficiency of the QoSMux some typical content-based applications have been 
analysed. 
Discrete time and discrete amplitude signals go into and come out of the experimental 
system under evaluation as shown in Figure 5-1. Xi[t] is test input data, it may be any 
arbitrary data type, for example audio, video or control information. F[tj is a function that acts 
on the data, for these tests F[t] represents a transmission system comprising of a multiplexer, 
network and demultiplexer combined. Yi[t] = Xi[t] . F[t] represents the output signal from the 
system. Yi[t] may incur a delay but the information content will remain error free. The 
objective of the results in section 5.2.4 is to show the time differences between Yi[t] signals 
for different multiplexers, F[t] (since the network is considered perfect, i. e. error free with 
negligible delay). Target signals represent the Yi[t] expected of an ideal F[t] for a given input 
signal Xi[t] (i. e. Yi[t] represents the desired output of the system). 
Amplitude (bytes) 
Target 
Test 
Figure 5-2: Typical output signals for a target ('ideal') and test multiplexer. 
A simplified example of a typical output plot for the system is shown in Figure 5-2; the 
important points to note are: 
0 The data and timing information are discrete. 
0 The time taken for successive data 8 ([t+8] - [t]). 
0 The amplitude of successive data (Yi[t]). 
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A positive outcome is achieved whenever the test data Yi, test[t] occurs at the same time 
or before the target data Yi,,,, rg,, 
[t] at time t. This is an acceptable outcome because subsequent 
system components can buffer the data until it needs to be output at the appropriate time. In 
Figure 5-2 the performance of the test signal is acceptable since m>n. Should Yi, te,, [t] Occur 
after Yi,, arg,, 
[t] at time t then a separate evaluation for acceptable delay and jitter is necessary 
as detailed in section 4.2.4.3. 
5.2.3.2 Primary Evaluation 
Data 
Generator 
Terminal 
Emulator 
Test Point I 
Transport 
Server 10 
Test Point 2 
4 10 Siiznallin2 
MM* Data flow 
Figure 5-3: High level test points on system. 
The first phase in evaluation is not an evaluation phase as such but more of a verification 
process. Identification of a set of test points ensure the data flow passing through the system 
is correct. The experiments are carried out off-line under stable and controlled conditions. 
These tests are based on artificial data consisting of any data that has been generated 
manually to verify that the system components are syntactically and semantically correct and 
thus produce predictable and repeatable outcomes. The high-level test points are located at 
each of the main interfaces, as shown in Figure 5-3. 
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0 Test point 1 is at the interface between the terminal emulator and the transport server. 
0 Test point 2 is at the interface between the transport server and the decoding terminal. 
0 Test point 3 is the output of the transport protocol. 
The semantics and syntax of the data at each of these three points was examined and if any of 
the tests fail the pertaining system component needed to undergo lower level tests. The 
location, or at least clues that identify the possible location, for the low-level test is often 
identified by examining the output of the high-level test point. 
The following software packages are used during these tests: Terminal emulator, QoS 
multiplexer and Decoding terminal. The input data to the Terminal emulator is generated 
manually according to the type of test that is being carried out. 
5.2.3.3 Secondary Evaluation 
The second phase of the evaluation process may only take place after the primary evaluation 
has been done. As a successful result of the first phase the system at this stage is considered to 
operate in both a stable and consistent manner. The next step in the process is to assess the 
use of real application profiles under controlled conditions. This is the stage at which QMFs 
are assessed for performance in an off-line analysis. 
The system approaches optimality when the data to be transmitted can be modelled 
accurately, some off-line transport protocols take advantage of this. A real-time transport 
protocol may have to rely on approximations of the data to be transmitted if it is stochastic. It 
is often the case though that off-line analysis can aid a real-time model and thus provide an 
approximate model that is subsequently refined with the real time data. 
The data that is used is carefully chosen and often real, however models can also be 
used as an interrifeqiate test phase at this stage of the evaluation process. Applications based 
on real data and specific QMFs are used to check the performance of the system. As a result 
of this evaluation process the QM[Fs under test may undergo refinement if a means to improve 
the QNIF can be identified. 
As in the first phase, the selection of an appropriate application profile then becomes 
a part of the analysis since it only allows for certain aspects of the model to be tested at any 
one time. Therefore, for each of the test cases a complete description of the application profile 
and the QMFs used was needed. The following software packages were used to carry out the 
tests: Data generator, Terminal emulator, QoS multiplexer and Decoding terminal. 
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5.23.4 Tertiary Evaluation 
The third phase of the evaluation process should take place after the secondary evaluation 
phase has been done. The system so far has been assessed and optinýiised for real-time 
operation in an off-line environment. The next step in the process evaluates the entire 
performance of a given application and thus takes all the constraints into consideration. This 
is considered the last phase in evaluation since the performance of the entire system is being 
analysed encompassing application, software and hardware, and thus represents the final 
assessment. 
In general, a real-time multimedia application can be assessed using objective or 
subjective based analysis. It is at this stage in the evaluation process that the real-time 
performance of the application may be done through the use of the following software 
package: MPEG -4 stream player. 
5.2.4 Off-line Results: Secondary Evaluation Phase 
This subsection describes an example of the secondary evaluation phase. As explained in the 
previous section, the transport protocol must undergo a series of semantic and syntax tests 
before proceeding with the secondary evaluation phase. 
In general, the selection of QM]Fs for an application depends on a number of factors 
but the niain factor associated with QoS is concerned with the characteristics of the data to be 
transmitted. It is understood that when the data can be modelled and controlled accurately, the 
overhead can be minimised or at least reduced to a relatively lower quantity. In this section 
the results are shown for a stochastic QMIF model that provides adequate performance. 
Various performance issues are addressed: the QoSMux performance; the effect of varying 
the packet length; and finally a QoSMux versus MPEG-4 FlexMux emulator comparison. 
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(a) 
Depicts a screen shot of the application, as the user would 
perceive it. 
(b) 
Depicts a screen shot of the application, outlining 4 
objects in the scene (start cube, stop cube, eagle 
(foreground object outlined in black), forest (background 
object inside the square perimeter and outside the eagle 
outline)) 
Figure 5-4: Screen shot of the eagle in forest video application. 
The test data for the QoSMux was provided by an application portraying an eagle in a 
forest, as shown in Figure 5-4, and that plays a video sequence comprising of two MPEG-4 
natural video objects, one for the foreground and one for the background. The foreground is 
based on the movement of an eagle sitting on a perch within a forest setting whilst the 
background consists of the forest in which the eagle is moving. There is slight panning and 
zooming during the sequence but overall the target data encoding rates are low. 
Observation of the data characteristics shows that: 
0 The data rates are relatively low for the sequence. 
0 The data is bursty. 
9 The data is relatively stochastic. 
Although the application uses a number of MPEG-4 streams, only the two video 
objects described above are used in the tests. The assessment specifically focuses on the 
secondary phase aspects of evaluation; therefore constraints such as transport and application 
initialisation procedures are not included, discussed or assessed since this should be done at 
the tertiary evaluation phase. 
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5.2.4.1 QoSMux performance 
Generic OW fbr Ee4e in Forest Sequence 
35M 
3000 
2500 
2000 
1500 
1000 
500 
0 
Figure 5-5: QoSMux QoS performance using a statistical management function. 
Shown in Figure 5-5 are the two sets of data' for the two video-objects of the application 
profile. Each stream has a fixed period of 100 ms, that is, a frame rate of 10 frames per 
second. The first data set: TargetRef indicates the reference signals (f - foreground, b- 
background), and thus represents the target sequence in terms of both target AU lengths at 
target AU times. The target AU times are set in the QoS descriptor and the respective media 
encoders generate the target AU lengths. The second set: QoSMux shows the performance 
attained by the QoS controlled transport protocol for each of the data streams. Each of the 
data sequences depicted is measured at test point 3 in Figure 5-3 and represents the data 
arriving at the decoder buffers. 
By comparing the data output of the QoS controlled transport protoCO12, QOSMUX, 
and the target sequence, TargetRef, it is seen that the QoS requirements are being 
maintained. Most of the time the QoSMux data arrives before the target TargetRef data, 
however, the QoS of the background stream towards the end of the sequence tends to lessen, 
note that: 
1. The delay is within the 200 ms maximum delay requirement that has been set in the 
QoS descriptor for the stream. 
2. The delay is often subjectively reasonable since it is a background object where the 
decrease in quality is not so noticeable. 
The QoS settings (see section 4.2.5.4 for details on each parameter) for both streams were: 
1 Please note that the data are depicted in the form of a line graph for clarity; and that the data is discrete and not continuous. 
2 Please refer to section 5.2.3.1 for an explanation of this analysis if necessary. 
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QoS Parameter Setting 
Priority Normal 
Target frame period 100 ms 
Maximum delay 200 ms 
Target data rate for foreground 10380 bytes per second 
Target data rate for background 2870 bytes per second 
Table 5-2: QoS descriptor settings for video streams. 
From this data the initial transmission parameters are set with the following values: 
Transmission Parameters Setting 
Packet length 1325 bytes' 
Transmission period 100 ms 2 
Table 5-3: Transmission settings for the two video streams. 
The initial transmission parameters have been set according to the application and the settings 
in QoS descriptors such that efficient values are used to obtain the desired quality of service. 
5.2.4.2 Packet length effect 
For this experiment the data used is identical to that used in section 5.2.4.1, however each 
experiment uses different packet lengths and transmission periods. It is possible to change the 
packet length and the transmission period and yet maintain a constant transmission rate. The 
chosen parameters may adversely affect the QoS so they need to be chosen carefully. Figure 
5-5 shows the outcome for three different experiments on one graph, and for clarity only the 
data for the foreground sequence is shown. 
I The packet length is calculated from the QoS descriptor values shown in 
Table 5-2. The packet length is the sum of the two video object target data rates for the transmission period. 
2 The transmission period is calculated from the QoS descriptor values shown in 
Table 5-2. The transmission period is equal to the target frame period of the video objects. 
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Figure 5-6: QoSMux QoS performance for different packet lengths / transmission periods. 
The objective of this experiment was to observe the effect of changing the parameters 
in Table 5-3. As in section 5.2.4.1, the same QoS descriptor values were used, shown in 
Table 5-2. Each of the data sequences depicted is measured at test point 3 as shown in Figure 
5-3 and represents the data arriving at the decoder buffers. The first data set: TargetRef 
provides the reference signal, and thus represents the target sequence in terms of both target 
AU lengths at target AU times. The target AU times are set in the QoS descriptor and the 
respective media encoders generate the target AU lengths. 
The second data set: 136/10 shows the performance attained by the QoS controlled 
transport protocol when the packet length is set to 136 bytes and the transmission period is 10 
ms. It is observed that the performance is poor since the majority of the information arrives 
later than the AUs of the TargetRef sequence. The third data set: 680/50 shows the 
performance attained by the QoS controlled transport protocol when the packet length is set to 
680 bytes and the transmission period is 50 ms. The transmission parameters are five times 
the values that were set for the 136/10 sequence. That is, although five times more 
information is being transferred in one go, the data is being transferred five times slower - but 
these values are still within the performance parameters set in the QoS descriptors. In 
comparison to the 136/10 sequence, the performance is higher since the data arrives earlier 
than the AUs of the TargetRef sequence. 
The fourth data set: 13501100 shows the performance attained by the QoS controlled 
transport protocol when the packet length is set to 1350 bytes and the transmission period is 
100 ms. When comparing the output with the 136/10 sequence, the parameter settings imply 
data is carried more efficiently in the same period of time thus the performance is comparable 
if not better than that for the 680/50 sequence. By comparison a larger packet size yields 
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higher performance, yet beyond a certain point increasing the packet size further does not 
increase the performance significantly. 
5.2.4.3 QoSMux v FlexMux Emulation Comparison 
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Figure 5-7: QoSMux v FlexMux Emulation Comparison. 
TagEdwi 
This experiment provides a comparison with a multiplexing scheme that is representative of 
the MPEG approach to data transmission. An MPEG4 FlexMux emulator is used where 
multiplexing is done by transmitting alternate AUs from each stream in round-robin fashion. 
In general, the MPEG multiplexing approach attaches a header to a whole AU and transmits 
this. The header contains various fields depending on the syntax of the standard being used, 
see section 2.6 for more information on MPEG syntax, but in general MPEG provides a 
length field which indicates the AU size. In contrast, the FlexMux emulator is more efficient 
than the real FlexMux since each AU simply has a5 byte header appended to it. In practice 
the real FlexMux overhead is often higher since the packet lengths can at most only be 255 
bytes in length! 
For example, the first AU of the foreground stream is approximately 3000 bytes in 
size and would require at least 12 FlexMux packets, whereas the emulator uses only 3 
FlexMux-emulator packets and a mere 5 bytes in total overhead as shown in Figure 5-8. 
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Figure 5-8: FlexMux and FlexMux emulator syntax compared. 
This experiment uses the QOS descriptor values shown in 
Table 5-2 and the transmission parameters shown in Table 54 for both multiplexers. The data 
depicted in Figure 5-7 show the target reference signal: TargetRef, the performance of the 
QoS controlled transport protocol: QoSMux and the performance of the FlexMux emulator: 
FlexMuxE, (f - foreground, b- background). By inspection of the graph, it is seen that the 
delay induced on the output signals by both multiplexers is acceptable'. 
Transmission Parameters Setting 
Packet length 
Transmission period 
1350 bytes 
100 ms 
Table 5-4: Transmission settings for the two multiplexers. 
5.2.5 On-line Results: Tertiary Evaluation Phase 
This subsection describes an example of the final evaluation phase through an audio-visual 
application. 
I Further explanation detailing at how this conclusion is made is available in section 5.2.3.1. 
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Figure 5-9: Screen shot of the car radio audio-visual application. 
This application comprises of two three-dimensional objects on to which have been 
texture mapped two JPEG images. The small blue cube has a JPEG image of the text: 'Stop' 
mapped onto each side of the cube whereas the large grey rectangular volume has a JPEG 
image of a car radio on one side. The application is interactive in that the two objects are 
static when the mouse pointer is not on an object but begins to rotate when the mouse pointer 
is above the object. A right click on the radio object activates the playback of advanced audio 
coded music. Clicking with the right mouse button on the stop button will stop the music. 
This application uses four aperiodic streams and one periodic stream. The periodic 
stream is shown in Figure 5-9 to illustrate the bustiness of the stream and thus the need for a 
flexible multiplexing algorithm. The first aperiodic stream contains the object descriptor 
initialisation data. This data identifies the channels in the multiplexed stream for the 
demultiplexer. The second aperiodic stream contains BEFS encoded data, which identifies the 
type of media being carried by the channels and the structure that is required for rendering the 
data at the decoding terminal. The third and fourth streams are JPEG encoded data for the 
Stop and radio controls respectively. 
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Figure 5-10: Advanced audio coding sequence of music data. 
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The priority based QMF ensures that the highest priority is given to the object 
descriptor data and the scene information first; followed by the displaying of the JPEG 
images by giving these streams a normal priority rating; and finally the audio stream is given 
the lowest level for transmission priority. The approach used is typical of a real-time 
application. The data was streamed from file, which results in a high transmission rate and 
therefore allows the application to start very quickly. 
Under certain conditions in which the transmission rate is lower, the priority setting 
for the streams may be different, to the extent that some of the parameters are set subjectively. 
The user may be more interested in the audio in which case the priority may be set at the same 
or higher level than the JPEG streams. The main concept behind this application is that there 
are two controls and the JPEG images provide a means to identify the function of the controls 
in which case the JPEG data should have higher transmission priority over the audio. 
The subjective performance of the application from a simple interaction and listening 
test was the same whether the FlexMux or QoSMux was used. Also a simple comparison of 
the file sizes of the bitstreams from the FlexMux and the QoSMux showed that less bytes 
were needed by the QoSMux to achieve the same performance as the FlexMux - that is the 
overhead needed to convey the same information was less for this application which directly 
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results in an increase in performance due to the relative decrease in the transmission 
bandwidth. 
5.2.6 Summary 
In this section the following main points are made: 
The first section focuses on a series of experiments that were performed with the 
implementation of the QoS transport protocol. 
"A description of the experimental environment is provided for both the hardware and 
software that was used. 
" The evaluation of the transport protocol is divided into three distinct phases: 
9 Primary evaluation checks the syntax and semantics of the transport protocol. 
Secondary evaluation is an off-line evaluation of an application. It also provides 
the appropriate environment in which to test various QMFs. 
Tertiary evaluation is an on-line evaluation of the transport protocol and 
encompasses the entire application. 
e Off-line results are provided for an MPEG4 application with two video streams. 
o On-line results are provided for an audio-visual application with five multimedia 
streams. 
The following section describes the various advantages and disadvantages of the main aspects 
of the research. Specifically these are aspects of the protocol evaluation, application 
independence and network independence on which the transport protocol is based. Finally, the 
holistic aspect of the work is considered to identify various subjects that were not considered 
during this work encompassing the aspects of hardware, application / evaluation and software. 
5.3 Discussion 
The transport protocol that has been investigated in this thesis has many key features. These 
shall now be discussed in relation to other similar schemes, notably those provided by the 
ITU-T, IETF and ISO. In general, the algorithm researched extracts certain aspects of the 
protocols developed by the ITU-T, ISO and IETF to produce a single protocol. The transport 
protocol uses the DMIF paradigm to provide application and coding independence, and the 
JTU-T H. 22x multiplexing paradigm to provide network independence (see also section 4.2.5 
and section 4-2.5.6). 
The approach used in this research has distinct advantages in the form of a single 
protocol, which may be configured according to the application. This is especially important 
for mobile terminals that have limited resources. Furthermore, due to the generality of the 
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application interface other protocols may be used to allow interoperability with existing and 
future communication standards. 
5.3.1 Protocol Evaluation 
To complete the assessment of the QoS transport protocol requires three stages of evaluation 
as described in the previous section since it is inherently a part of a larger system. The first 
phase sought to test the objective aspects of the transport protocol, specifically the semantics 
and the syntax; these checks are merely practical considerations and have been discussed in 
earlier chapters. Due to the open nature of the transport protocol the second and third phases 
of evaluation have been limited to single applications to show the concepts rather than 
provide an exhaustive analysis of all possible applications. 
In general, the definition of an application is both subjective and objective and yet to 
define a set of profiles that is conducive for tests is often subjective. The assessment for the 
second evaluation phase considered an application with two video streams. The characteristics 
of video streams, however, vary considerably and therefore the chosen video streams are not 
representative of all video streams. The test is successful in that it shows that the concepts 
identified with the transport protocol work. That is, the transport protocol does not need to be 
dependent on the type of data streams used by the application or the type of network. By 
selecting the appropriate functions (media codecs, QMFs, network functions) both subjective 
and objective QoS values can be maintained. The test sequence also highlights the purpose 
and necessity of the evaluation phase. The same is true of the third evaluation phase. 
The form of communication used by the tests was file-based and therefore uni- 
directional. This is typical of a point-to-point set-up protocol. This same protocol can be used 
in the opposite direction to form bi-directional communication. Furthermore, the approach 
can be classified as a one-to-one form of communication. Although not specifically 
mentioned in the main text of this thesis the protocol may also support one-to-many 
communications, also known as multicast, subject to minor modifications. 
Multicast provides more than one service. The application in which a number of users 
open and close sessions in a controlled manner can be considered more of a network layer 
issue. Also, there can be the application in which users join and exit sessions at will. This 
mode is referred to as random access, in which case a simple solution would be to update the 
transmission ratios periodically. This line of study has not been investigated in depth and may 
be considered further work. 
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5.3.2 Application Independence 
The ITU-T approach centres on the standards developed within the ITU-T, notably 
the H. 32x family of multimedia standards. These different standards are interoperable and 
flexible within a given range of capabilities as defined by the ITU-T standards. The ITU-T 
define a capability set through the H. 245 control algorithm which is flexible but complex and 
based on the H. 22x multiplexing paradigm. Access to different data streams is through a 
process of look-up tables in which the stream must be registered. 
In contrast to the ITU-T scheme, the IETF protocols encompass TCP, UDP, XTP and 
RTP. TCP and UDP have enjoyed a powerful reign for about 30 years due to the proliferation 
of the Internet but even so has undergone significant modifications due to its inherent 
limitations. For example Delta-t (for connection management), NetBLT (for bulk data 
transfer), VMTP (for transactions), and others are the result of fixing the deficiency in TCP 
and LJDP. The Xpress Transport Protocol (XTP) [XTP4] provides better performance than 
TCP or UDP through the use of network quality of service based transmission. With the 
onset of real-time data appearing over the Internet the IETF devised another fix in the form of 
RTP/ RTCP which together allow the transfer of multimedia. 
More recently ISO have provided a number of protocols such as ECTP and DMIF. 
Again ECTP is a lot like XTP and is based on the Internet protocol. The group working on the 
standard has so far completed the service description but has yet to define the protocol. DMIF 
is a part of the MPEG4 standard and adopts the integrated approach by using the open and 
dynamic protocol paradigm. DMIF defines a set of APIs rather than a specific protocol, which 
gives rise to a template that can be used to provide a given protocol. 
5.3.3 Network Independence 
The ITU-T approach to network independence centres on the standards developed within the 
ITU-T, notably the H. 22x family of multiplexing standards. These different standards are 
interoperable and efficient at the task of transmission over the respective network. The ITU-T 
also has a set of multimedia standards on which the different multiplexing protocols are 
based. 
In contrast to the rrU-T scheme, the MTF protocols encompass TCP, UDP, XTP and 
RTP. The approach to transmission over networks is general for both TCP and UDP and does 
not offer any network QoS refinements. XTP allows more flexibility in offering multiple 
Internet services with a single protocol and network QoS refinement through network 
characterisation parameters. The DMIF group that are a part of the MPEG-4 consortium 
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within ISO, do not specify protocols. Instead DMEF specify a framework that can be used to 
transparently configure and access network protocols. It is up to the system implementers to 
create the functions for the framework primitives and thus hide the process in which it is 
done. 
The research done here uses an innovative approach to the network independence 
problem through the ratio-based control mechanism. The emphasis is on trying to keep the 
bandwidth overhead as low as possible whilst maintaining the respective QoS media 
requirements. The algorithm is extremely flexible and operates in one of four modes: 
The FNFC mode (fixed network fixed channel) operates at a fixed network rate with 
fixed channel bandwidths. In this mode the data has fixed data requirements. In general, the 
QoS is high and the overhead low. In effect, the bandwidths are set once for the duration of 
the session and this mode is most suitable for non-time critical services. The FNVC mode 
(fixed network variable channel) operates at a fixed network rate with variable channel 
bandwidths. The QoS may increase or decrease depending on the characteristics of the data 
but in general, the overhead is higher in this mode than the FNFC mode; suitable for time 
critical services. 
The VNFC mode (variable network fixed channel) provides a variable network rate 
with fixed channel bandwidths. This multiplexing mode provides similar services to those 
offered by theftxed network rate withftxed channel bandwidths mode. This mode provides an 
efficient means (minimum overhead since only one control message is used to indicate the 
new packet length, not requiring any change to the transmission budget) of communication. In 
this case the network provider controls the transmission rate. This sort of scenario is typical of 
communication over the Internet. Due to the dynamic nature of the multiplexer, a budget 
update would be a good idea if the user wished to prioritise the transmission of data. 
The VNVC mode (variable network variable channel) provides a variable network 
rate with variable channel bandwidths. This mode supports any telecommunication service, 
subject to the minimum operating requirements of the service. This is the ideal mode to 
operate within, from the users perspective, since it offers the widest range of services. The 
design of the multiplexer allows the combination of services since each of the QoS 
requirements are maintained. 
For example, the application that combines the services of video conferencing and 
file transfer. It is important that the network provides the minimum operating requirements for 
the video conferencing since this is a time-critical service. The rest of the bandwidth goes to 
the non-time critical service of the file transfer. Hence the video conference will have its 
required constant QoS. The QoS of the file transfer is network dependent thus should more 
bandwidth become available at any time during the file transfer this extra bandwidth is 
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automatically allocated to the file transfer service and not to the video conferencing service 
(assuming the operating parameters remain constant). 
The QoSMux is based on the ITU-T H. 22x approach where the aim is to have a single 
protocol that provides bit efficient transmission and yet operate on all different networks 
through a single interface. The MPEG transport approach is not bit efficient over low data rate 
mobile networks even though the protocol architecture is flexible, which effectively provides 
a single interface. The ITU-T does not provide this interface nor describe how the H. 22x 
protocols may be implemented. This often results in a number of independent protocols being 
developed. Thus the necessity for a framework, which the MPEG4 part 6 standard provides 
and also includes an informative annex describing interfaces to the ITU-T, yet being standards 
the actual implementations are never described. The QoSMux is an innovative instance of the 
MPEG4 part 6 standard. Furthermore, this research has extended the MPEG4 part 6 work 
with respect to the QoS descriptor to incorporate fields for both the media and network 
requirements instead of just the media requirements. 
5.3.4 Summary 
The concepts behind service and applications were discussed to highlight the importance of 
these since they effectively define what form the software and therefore the hardware should 
take. The advantages of the QoS controlled transport protocol is its inherent flexibility due to 
the application and network independence, and the QoS based flow control mechanism. 
9 Protocol evaluation: 
QoS transport protocol assessment through three stages of evaluation. 
The transport protocol concepts work. 
* The test sequence highlights the purpose of the evaluation phase. 
9 Application Independence: 
9 The approaches used by the ITU-T, MPEG and EETF are compared. 
* Network Independence: 
The approaches used by the ITU-T, MPEG and IETF are compared. 
The ratio-based control mechanism provides the following network modes: 
FNFC, VNVC, FNVC and VNFC. 
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5.4 Further work 
Complexity is an interesting subject and clearly distributed multimedia systems 
design, development and evaluation is a very complex subject. It would be interesting to 
investigate the architecture further and find out if it can be simplified with respect to the main 
components: 
i. Hardware. 
ii. Software. 
iii. Application. 
iv. Evaluation. 
5.4.1 Hardware 
This research has focussed on the software perspective, however hardware related 
issues are very important to the QoS constraint. It would be interesting to investigate the 
effects of the hardware variables on the system. Typical scenarios include the effects on 
performance when the different sub-systems of the transport protocol can be executed on a 
multiprocessor platform. These experiments would allow the evaluation of the parallel 
relationship between the algorithms (e. g. between the application interface and flow control, 
or between flow-control and the network interface). Other topics include, network 
transmission, hardware redundancy, and so on. 
5.4.2 Application /Evaluation 
The application on which the system is based is important to define the evaluation of the 
system based on the given hardware and software. The application defines the system since it 
identifies the range of software and hardware capabilities of the system. A wider range of 
applications should be tested so that the model can be refined. This, however, requires field 
trials, which are associated with the third phase of evaluation. These tests may be done via 
objective assessments, subjective assessments or both. This is a very arduous task since it 
takes a long time in terms of the construction of the tests, performing the tests and then 
analysing the results. These are also referred to as pilot schemes and are in general very 
costly. Other topics include scalability, heterogeneous network transmission, multicasting, 
encryption/ security, and so on. 
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5.4.3 Software 
Given the definition of the application and the hardware, the software may be 
optimised. The work in the area of QM[Fs has been limited due to the large range of 
possibilities for the task. It is felt that as technology develops that the identification of a 
certain hardware and software platform will reduce the complexity of this problem. 
Given an application the multiplexer QMFs can be improved through an investigation 
of the state transition entropy within the multiplexer to increase the efficiency of the 
algorithm. Used in conjunction with cached transmission budgets it may be used to determine 
an efficient method for minimising transmission overhead for different applications. 
In general, the model underwent various simplifications during the implementation 
and evaluation phase; it is believed that with more resources it would have been interesting to 
implement a system that can take advantage of the various features the transport protocol 
provides. For example: the transport protocol was evaluated for a single multiplexer, further 
work could be done in anticipating what advantages can be had from multiple multiplexers, 
e. g. joining streams of a particular QoS. 
Data rate scalability is recognised as an important research area in the network layer 
however this work could be made a part of the transport layer definition. The principles 
described in this work still apply where an extension to the priority scheme could be 
investigated. A hierarchical priority scheme provides the most plausible solution where it 
would indicate (i) dependency (ii) which streams could be dropped during (a) network 
congestion and or (b) heterogeneous network transmission. Routing nodes would need this 
control information which should be provided at the initial configuration stage and or during 
transmission (should the priority states change during the transmission phase). The overhead 
for this service is minimal and therefore considered feasible. 
The networking layer of this research has been restricted to streaming to file. 
Extending this to allow the assessment of transmission over different networks is relatively 
straightforward if the network characteristics are available. This approach was used during the 
MAVT project in which the error characteristics of the network radio channel is overlaid on 
the data at the transport server. The data is thus transferred to file, which is an error free 
medium so that the transport client can receive the data and decode the information as though 
the transmission were real. This was done for ATDMA and DECI I networks during the 
MAVT project and can be extended to others, such as GSM, UMTS, CDMA and so on. 
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5.4.4 Summary 
Complexity is identified as a very interesting issue that warrants further investigation, 
encompassing: hardware, software, application and evaluation. Although not directly related 
to this work there are several applications that are considered interesting derivatives and these 
are listed as possible areas for further work. 
5.5 Chapter Summary 
This chapter begins by focusing on a series of experiments that were performed with the 
implementation of the QoS transport protocol described in the previous chapter. The first 
section begins by describing the results obtained; the main points are: 
eA description of the experimental environment is provided for both the hardware and 
software that was used. 
* The evaluation of the transport protocol is divided into three distinct phases: 
" Primary evaluation checks the syntax and semantics of the transport protocol. 
" Secondary evaluation is an off-line evaluation of an application. It also provides 
the appropriate environment in which to test various QMFs. 
" Tertiary evaluation is an on-line evaluation of the transport protocol and 
encompasses the entire application. 
Off-line results are provided for an MPEG-4 application with two video streams. 
On-line results are provided for an audio-visual application with five multimedia 
streams. 
The subsequent section continues by discussing the various advantages and 
disadvantages of the main aspects of the research through comparison with other work. 
Specifically, these are aspects of the protocol evaluation, application independence and 
network independence on which the transport protocol is based. Finally, the holistic aspect of 
the work is considered to identify various subjects that were not considered during this work 
encompassing the aspects of hardware, application / evaluation and software. 
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0 6.1 Contributions to External Projects 
The focus of this research has been on a transport protocol that uses the object-coding 
paradigm to provide application independence, network independence, and QoS flow control. 
Furthermore, low data rate multimedia applications were targeted, thus the emphasis for an 
efficient QoS coding algorithrrL The model for the transport protocol was refined through the 
author's involvement with collaborative research projects, the impact of which will be 
summarised here. 
The inflexibility of the application and network interfaces during the Mobile Audio 
Visual Terminal (MAVT) project only allowed a specific number of services for a given QoS; 
this is characteristic of closed systems. From these limitations the author was able to derive 
this research in which the drive for the content-based paradigm flourished through another 
European project called MoMuSys. Through MoMuSys, this research has directly aided the 
standardisation of MPEG4 DMIF (Delivery Multimedia Integration Framework) where 
direct contributions were made through presentations and supporting papers. 
6.2 Transport Protocol Design 
in designing the model for the transport protocol much information was used that 
encompasses both the authoes own research and that of others. The model of the transport 
protocol has undergone and may still undergo many cycles of refinement as part of its 
evolutionary process. The work described in this thesis represents a stage in evolution in 
which the author believes the principles of the research topic have been identified and leaves 
the exploitation of these principles to specific applications. 
The following constraints address the issue of perfonnance, features and flexibility 
with regard to the architecture of the transport protocol: 
Generic QoS descriptors are used to define media and network requirements. 
A generic QoS multiplexer is used to provide application and network independence. 
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eA generic QoS stream interface allows the flexible configuration of each strearns 
flow control algorithrn. 
These constraints are key to the system and have been identified as being apt to the 
design process of the QoS controlled transport protocol. 
Three general transport protocol constraints are the hardware, application and 
software, all of which are interdependent, and all of which need to be appropriately selected 
with respect to the level of evaluation being done. Three main phases of evaluation have been 
identified, which encompass tests from the off-line component level to the on-line system 
level. Each of these systems are different and require the appropriate specification of the 
application, software and hardware constraints. ' 
The interdependency of the three general transport protocol constraints implies that 
the design of the system can originate from any constraint. The preferred approach was to 
consider the user as the most important constraint. The applications provide the basis for 
setting the requirements and therefore identify various functions and parameters. The 
hardware was selected so that the task of designing the software to meet the users' 
requirements could begin. This results in an evolutionary cycle, whereby system components 
were changed until a satisfactory solution was reached. 
At the start it was not known whether it was better for transport protocols to have a 
single protocol or a framework of many protocols. A single protocol is more efficient since by 
eliminating the repetition of code, fewer resources are needed. A single protocol, however, 
may be considered anti-competitive by effectively disallowing interoperability with other 
systems. The interoperability problem was overcome through the definition of an interface 
framework, which allows the configuration of any protocol. 
Many protocols operate sub-optimally within a flexible environment due to the 
overhead that is imposed to allow for flexibility. This protocol allows different networks to be 
accessed through one software architecture rather than the need for multiple orthogonal 
protocols. The algorithm in this research is based on the ITU-T H. 22x multiplexing approach. 
The H. 22x multiplexing series is interoperable and encompasses all networks, and therefore 
provides an efficient network independent solution. Furthermore, this work may also be 
considered complimentary to the H. 22x family since it is interoperable when used with the 
appropriate functions that align the semantics and syntax with the standards. 
6.3 Transport Protocol Model 
The innovative model of the transport protocol has been investigated by forming four abstract 
layers. Specifically these are the application level, compression and sychronisation level, 
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transport level, and network level. The key architectural aspects of the QoS transport protocol 
have been identified as: 
" QoS based management through the appropriate selection of functions and via the 
requirements specified within QoS descriptors. 
" An open architecture that allows the implementation of any service via the defined 
primitives. Furthermore, this open architecture provides efficient application and 
network transparency by only configuring and re-configuring the modules that are 
specific to the user requirements. 
6.4 Transport Protocol Evaluation 
The implementation of the transport protocol is based upon bespoke software packages that 
provide the functionality of the four-layer model. Specifically, five software packages were 
developed: 
"A data generator. 
" An encoding terminal emulator. 
"A QoS multiplexer. 
"A Decoding terminal emulator. 
" An MPEG -4 player (integrated demultiplexer, the rest was donated by MoMuSys). 
Through the use of these software packages it was possible to perform a series of 
tests. These tests enabled the assessment of the transport protocol in each of the three 
evaluation phases. The transport protocol that was implemented comprised of a single 
multiplexer with the following features: 
* Application level: 
Application interface. 
8 channel lin-ft 
e3 levels of priority. 
* Flow control level: 
oI multiplexer. 
3 level multiplexer QMF (stochastic, model, predictable). 
Statistical stream QMR 
o Network level: 
Fixed syntax. 
Local file. 
9 Error-free transmission. 
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From this work it was concluded that the development of a transport protocol requires three 
stages of evaluation. First, a description of the experimental environment is provided for both 
the hardware and software that was used. Then, the evaluation of the transport protocol is 
divided into three distinct phases: 
* Primary evaluation checks the syntax and semantics of the transport protocol. 
o Secondary evaluation is an off-line evaluation of an application. It also provides the 
appropriate environment in which to test various QM[Fs. 
* Tertiary evaluation is an on-line evaluation of the transport protocol that takes the 
entire system into consideration. 
Evaluation was done for each of the three phases, from which the following is concluded: 
The results from the first phase of the evaluation show that the implementation was a 
reliable and functional version of the theoretical model. 
0 The results from the second phase of the evaluation shows: 
the QoS assessment of the transport protocol for an application based on two 
dependent video streams. 
the QoS can be maintained by using a combination of the 3-state multiplexing 
QoS management function and an elementary stream QoS management function 
based on statistics. 
0 The results from the third phase of the evaluation shows: 
The use of the transport protocol within a real MPEG-4 player. 
0 The QoS assessment of the transport protocol for an application based on five 
multimedia streams. 
A comparison of FlexMux and QoSMux bitstrearn lengths showed that less 
bandwidth was required to send the QoSMux bitstrearn which implies the 
QoSMux provided a higher QoS for transferring the same user information. 
The objectives for this research were ambitious. However, given the general support 
from many experts in the appropriate fields the task was successful. The work provided in this 
research conveys a system that has reached a level of maturity in which the protocol may be 
used within a content-based application with satisfactory results. One such application has 
been demonstrated within the context of MPEG-4. MPEG-4 is content-based technology that 
has undergone standardisation yet remains to be fully exploited so that its massive potential 
may be released. It is the authoes wish that this research may help this cause. 
-167- 
Chapter 7 
T7), -% 
xxeferences 
7.1 Bibliography 
The various references in this section (and the references within each document) are 
documents that the author has either written, contributed to or read and consider to be very 
useful in supporting the material contained within this thesis. 
BOL98 G. Bolch, S. Greiner, H. de Meer, K. S. Trivedi, "Queueing networks and 
Markov Chains, modeling and performance evaluation with computer science 
applications", John Wiley & Sons Inc., ISBN 0-471-19366-6,1998. 
CAR94 Antonio Carvalho, Alan Pearmain (QMWC), Wilhelm Vogt, Frieder Mundt 
(BOSCH), Uura Contin (CSELT), "Definition of DECT/UMTS Field Tests", 
Restricted MAVT (Mobile Audio-Visual Terminal) Report - 
R2072/QMWC/4.2/DS/R/039/bl, December 1994. 
CAR95 J. P. Cosmas, A. Carvalho, et al. "Mobile Audio Visual Terminal 
Demonstrator Hardware System Description", RACE Mobile 
Telecommunications Summit, Portugal, November 1995. 
CAR95a P. Mege, A. Carvalho, et al. "Audio Visual Terminal for UMTS", RACE 
Mobile Telecommunications Summit, Portugal, November 1995. 
CAR96 Pearmain, A. J., Cosmas, J. P., Carvalho, A. Sheldon, P.; Bilodeau, M.; 
F. Connor, F.; Mundt, F.; Panis, S., Zimmer, G.; Lemairr, S. and Schmidt, J- 
C.: "The MoMuSys Mobile Multimedia Terminal" ACTS Mobile 
Telecommunications Summit, pp. 850-856, Granada, 1996. 
CAR96a Antonio Carvalho, Peter Sheldon, Alan Pearmain, Oliver Vogt, Michel 
Bilodeau, Jean-Claude Schmitt, Stdphane Lemaire, Fritz Seytter, Fergal 
Conner, Gerhard Zimmer, " Specification of Multimedia Terminals ". Internal 
MOMUSYS (Mobile Multimedia Systems) Report 
AC098/QMW/3.1/DS/11005/bl, July 1996. 
-168- 
Chapter 7. References 
CAR96b A. Knoll, A. Carvalho, G. Nitsche, P. Boucheron, F. Seytter, "Interoperability 
of an MPEG-4 terminal", Document MPEG96/NI204, Chicago, USA, 
September 1996. 
CAR96c A. Carvalho, "MSDL - Multiplexing and Systems Tools"S Document 
MPEG96/WI 163, Chicago - US, September 1996. 
CAR97 Pearmain, A. J., Cosmas, J. P., Carvalho, A. Sheldon, P., "Development of a 
multimedia terminal", ACrS mobile summit "97, pp. 790-795, Aalborg, 
October, 1997. 
CAR97a Fritz Seytter, Stathis Panis, Peter Sheldon, Gerhard Zimmer, Antonio 
Carvalho, Michel Bilodeau, Stephan Gewinner, Oliver Vogt, Alan Pearmain, 
"PC System", Internal MoMuSys (Mobile Multimedia Systems) Report - 
AC098\SAG\WP3\DS\1\006\BO, January 1997. 
CAR97b Olivier Avaro, Kevin Barron, Stefano Battista, Antonio Carvalho, Angelika 
Knoll, Christian Koechling, J. Ignacio Ronda, Angel Pacheco, " 
Syntax/Control for User Trials ". Internal MoMuSys (Mobile Multimedia 
Systems) Report - AC098\UPM\WP2.2\DS\R\009\B 1, April 1997. 
CAR97c Fritz Seytter, Stathis Panis, Antonio Carvalho, Peter Sheldon, Michel 
Bilodeau, Stephan Gewinner, Martin Wawra, Wolfgang Fiesel, John Cosmas, 
Alan Pearmain, Fergal Connor, " Multimedia Terminal DSP system 
Internal MOMUSYS (Mobile Multimedia Systems) Report 
AC098\SAG\WP3\DS\1\0 12\13 1, May 1997 
CAR97d Michel Bilodeau, Gerhard Zinuner, Antonio Carvalho, Peter Sheldon, Fergal 
Connor, " Initial (DSP) Software Implementation ", Internal MoMuSys 
(Mobile Multimedia Systems) Report - AC098\Teltec\WP3\DS\I\016\BO, 
November 1997. 
CAR97e Martin Wawra, Dirk Lappe, John Cosmas, Thomas Schmidt, Antonio 
Carvalho, "DECT Network and other Interfaces ". Internal MoMuSys 
(Mobile Multimedia Systems) Report - AC098\Bosch\WP3\DS\1\019\Bl, 
November 1997. 
CAR98 Paulo Nunes, Edward Cooke, Karl Anders Oygard, Robert Danielson, 
Anastasios Hamosfakidis, Antonio Carvalho, Kevin Barron, Christian 
Koechling, Angel Pacheco Almendros, " Revision of Integrated Solution for 
User Trials ", Internal MoMuSys (Mobile Multimedia Systems) Report - 
AC098\ISTNWP2.1\DS\R\O 17\B 1. January 1998. 
-169- 
Chapter 7. References 
CAR98a Pearmain, A., Carvalho, A., Hamosfakidis, A. and Cosmas, J., "The 
MoMuSys MPEG-4 Mobile Multimedia Terminal", 3rd ACTS Mobile 
Summit, pp. 224-229, Rhodes, June 1998. 
CAR98b A. Carvalho, "DMIF instance with network independence", Document 
MPEG98/M4112, Atlantic City - US, October 1998. 
CAR98c Angel Pacheco Almendros, Antonio Carvalho, Christian Koechling, Bruno 
Loret, Tony Walsh, Liam Ward, " Final Specification of Integrated Solution 
for User Trials ", Restricted MoMuSys (Mobile Multimedia Systems) Report 
- AC098\TELTEC\WP2- I\DS\R\02 I\B 1, December 1998. 
CAR98d Christian Koechling, Ralph Behrens, Martin Wawra, Thomas Schmidt, 
Antonio Carvalho, Michel Bilodeau, Wolfgang Fiesel, Fergal Connor, " Final 
(DSP) Software Implementation ", Internal MoMuSys (Mobile Multimedia 
Systems) Report - AC098\QMW\WG3\DS\1\026\b 1, December 1998. 
CAR99 F. Pereira, R. Koenen, F. Marques, K. Brandenburg, L. Ward, M. Wollborn, 
F. Moran, A. Carvalho, P. Vogel, A. Knoll, "Final Report on Standardisation 
Activities", Public MoMuSys (Mobile Multimedia Systems) Report - 
AC098\ISTNWPI. 2\DS\P\029\B, January 1999. 
CAR99a Antonio Carvalho, QMW, UK (DMIF); Guido Heising, HM, Germany 
(Video); Airgen Herre, Fraunhofer IIS, Germany (Audio); Tony Walsh, 
Teltec, Ireland (Systems); Francisco Morin, UPM, Spain (SNHC and overall 
editing), " Status report of MPEG-4 work at the transition from Version I to 
Version 2", Internal MoMuSys (Mobile Multimedia Systems) Report - 
AC098/UPM/WP5. I/DS/I/044/B 1, January 1999. 
CAR99b Pearmain, A. J., Cosmas, J. P., Carvalho, A., Typpi, V., "The MoMuSys 
MPEG-4 Mobile Multimedia Terminal and Field Trials", 4h ACTS Mobile 
Summit, Sorrento, June 1999. 
CAR99c Gunn Kristin Klungsoyr (Telenor), Sven Brandau (HHI), Ralph Buschmann 
(Siemens), Antonio Carvalho (QMW), Cecile Dufour (LEP), Martina Eckert 
(UPM), Guido Heising ffffl), Andr6 Kaup (Siemens), Francisco Morin 
(UPM), Paulo Nufies (IST), Ulrike Pestel (TUH), Wolfgang Spinnler (FhG), 
Tony Walsh (Teltec), Martin Wawra (Bosch), " Overview of contributions to 
MPEG-4 Version 2 audio, video SNHC and systems work ", Restricted 
MoMusys (Mobile Multimedia Systems) Report 
AC098/Telenor/WP5. I/DS/R/048/B 1, October 1999. 
CRA97 J. S. Crane, "Dynamic Binding for Distributed Systems", Ph. D. Thesis, Univ. 
of London, 1997. 
-170- 
Chapter 7. References 
CUT91 G. Cutts, "Structured systems analysis and design methodology". Blackwell 
Scientific Publications, ISBN 0-632-02831-9,199 1. 
H221 CCITT Recommendation H. 221, "Frame structure for a 64 to 1920 kbit/s 
channel in audio-visual tele-services", International Standard, August 1990. 
H223 ITU-T Recommendation H. 223, "Multiplexing Protocol For Low Bit Rate 
Multimedia Communication", International Standard, 1996 
H223A ITU. T Draft Recommendation H. 223 Annex A, "Multiplexing Protocol for 
Low Bit Rate Multimedia Communication over low effor-prone channels", 
International Standard, 1997 
H223B ITU-T Draft Recommendation H. 223 Annex B, "Multiplexing Protocol for 
Low Bit Rate Multimedia Communication over moderate effor-prone 
channels", International Standard, 1997 
H223C ITU-T Draft Recommendation H. 223 Annex C, "Multiplexing Protocol for 
Low Bit Rate Multimedia Communication over highly error-prone channels", 
International Standard, 1997 
H225 ITU-T Draft Recommendation H. 225.0, "Media Stream Packetization and 
Synchronization on Non-Guaranteed Quality of Service LANS", International 
Standard, 1996. 
H242 CCITT Recommendation H. 242, "System for establishing communication 
between audio-visual terminals using digital channels up to 2 Mbit/s", 
International Standard, August 1990. 
H245 ITU-T Recommendation H. 245, "Control Protocol for Multimedia 
Communication". ITU, International Standard, 1995. 
H320 CCITT Recommendation H-320, "Narrow-band visual telephone systems and 
terminal equipment", International Standard, August 1990. 
H324 ITU-T Recommendation H. 324, "AnnexC Multimedi Telephone Terminals 
Over Error Prone Channels", International Standard, 1996. 
HOL93 G. Holzmann, "Standardized protocol interfaces", Software - Practice and 
Experience, vol. 23, no. 7, July 1993. 
HUT99 D. J. Hutchison, G. Pacifici, B. Plattner, R. Stadler, J. Sventek, R. 
Ramaswami, "Service Enabling Platforms for Networked Multimedia 
Systems", IEEE Journal on Selected Areas in Communications, Vol. 17, No. 9, 
September 1999, pp. 1533-1536. 
KLE75 L. Kleinrock, "Queueing systems, Volume 1: Theory", John Wiley & Sons, 
Inc., 1975. 
-171- 
Chapter 7. References 
KOE99 Koenen, R., MPEG-4. 'Multimedia for our time", IEE Spectrum, vol. 36 no. 
2 pp. 26-33, February 1999. 
LAP96 Lappe, D: "Momusys - Mobile Multimedia Systems". ACTS Mobile 
Telecommunications Summit, pp. 158-164, Granada, 1996. 
LAZ97 A. A. Lazar, "Programming Telecommunication Networks", IEEE Network, 
Sept - Oct 1997, pp. 8-18. 
LI99 B. Li, K. Nahrstadt, "A control-based middleware framework for quality of 
service adaptations", IEEE Journal on Selected Areas in Communications, 
Vol. 17, No. 9, September 1999,1632-1650. 
MPI-1 ISO/IEC 11172-1: 1993, "Information technology - Coding of moving 
pictures and associated audio for digital storage media at up to about 1,5 
Mbit/s - Part 1: Systems", International Standard, 1993. 
MP2-1 ISO/IEC 13818-1: 1996, "Information technology - Generic coding of 
moving pictures and associated audio information: Systems", International 
Standard, 1996. 
MP4_1 ISO/IEC IS 14496-1: 1999, "Information technology - Coding of audio- 
visual objects - Part 1: Systems", International Standard, 1999. 
MP4_6 ISO/IEC IS 14496-6: 1999, "Information technology - Very-low bitrate 
audio-visual coding - Part 6: Delivery Multimedia Integration Framework 
(DMIF)", International Standard, 1999. 
PRE87 R. S. Pressman, "Software Erngineering, a practitioner's approach", McGraw- 
Hill International Editions, 2 Ed., ISBN 0-07-100232-4,1987. 
ST199 B. Stiller, C. Class, M. Waldvogel, G. Caronni, D. Bauer, "A Flexible 
Middleware for multimedia Communication: Design, Implementation, and 
Experience", IEEE Journal on Selected Areas in Communications, Vol. 17, 
No. 9, September 1999, pp. 1580-1598. 
X200 ITU-T Recommendation X. 200 (1994) 1 ISO/IEC 7498-1: 1994, "Information 
technology - Open Systems Interconnection - Basic Reference Model - The 
Basic Model", International Standard, 1994. 
X210 rrU-T Recommendation X. 210 (1993) 1 ISO/IEC 10731: 1994, "Information 
technology - Open Systems Interconnection - Basic Reference Model: 
Conventions for the definition of OSI services", International Standard, 1993. 
X213 rrU-T Recommendation X. 213 (1995) 1 ISO/IEC 8348: 1996, "Information 
technology - Network service definition for Open Systems Interconnection", 
International Standard, 1993. 
-172- 
Chapter 7. References 
X214 ITU-T Recommendation X. 214 (1995) 1 ISO/IEC 8072: 1996, "Information 
technology - Transport service definition for Open Systems Interconnection", 
International Standard, 1993. 
X215 ITU-T Recommendation X. 215 (1995) 1 ISO/IEC 8326: 1996, "Information 
technology - Session service definition for Open Systems Interconnection", 
International Standard, 1995. 
X224 ITU-T Recommendation X. 224 (1995) 1 ISO/IEC 8073: 1997, "Information 
technology - Protocol for providing the connection-mode transport service 
for Open Systems Interconnection", International Standard, 1995. 
X605 ITU-T Recommendation X. 605 (1999) 1 ISO/IEC 13252: 1999, "Information 
Technology - Enhanced communications transport service definition", 
International Standard, July 1999. 
X641 ITU-T Recommendation X-641 (1997) 1 ISO/IEC 13236: 1998, "Information 
Technology - Quality of service: Framework". International Standard, 
December 1998. 
X700 ITU-T Recommendation X. 700 (1992) 1 ISO/IEC 7498-4: 1992, "Data 
Communication Networks: Management Framework for Open System 
Interconnection (OSI) for CCITT applications", International Standard, 
September 1992. 
X902 ITU-T Recommendation X. 902 (1995) 1 ISO/IEC 10746-2: 1995, "Data 
Networks and Open System Con-ununications Open Distributed Processing: 
Information Technology - Open Distributed Processing - Reference Model: 
Foundations", International Standard, November 1995. 
X903 ITU-T Recommendation X. 903 (1995) 1 ISO/IEC 10746-3: 1995, "Data 
Networks and Open System Communications Open Distributed Processing: 
Information Technology - Open Distributed Processing - Reference Model: 
Architecture", International Standard, November 1995. 
7.2 Further Reading 
In this section the author has compiled a list of references that are considered worthy 
reference material to indirectly relevant subjects. 
ATDOOI ATDMA, "ATDMA RTTB-MAVT terminal interconnection". Restricted 
ATDMA (Advanced Time Division Multiple Access) Report - 
R2084/SM/FEIJDN/R/001/al, November 1995. 
-173- 
Chapter 7. References 
ATD108 ATDMA, "Proposal for RTTB implementation work plan", Internal ATDMA 
(Advanced Time Division Multiple Access) Report - 
R2084/NOK/TI5/IN/YI08/al, October 1995. 
ATD240 ATDMA, "Half burst mode for transport of 32 kbit/sec", Internal ATDMA 
(Advanced Time Division Multiple Access) Report - 
R2084/AMCF/TI3/IN/Y240/a I, November 1995. 
BEE94 Beerends, J. G., J. A. Stemerdink, Modelling a Cognitive Aspect in the 
Measurement of the Quality of Music Codecs, presented at the 96th 
Convention of the AES, February 1994. 
BEK98 R. Bekkers, J Smits, "Mobile Telecommunications: standards, regulation, and 
applications", Artech House mobile communications library, ISBN 0-89006- 
806-2,1998. 
BER91 A. W. Berger, "Performance analysis of a rate-control throttle where tokens 
and jobs queue", IF Journal on Selected Areas in Communications, Vol. 9, 
No. 2, February 199 1, pp. 165-170. 
BER76 D. P. Bertsekas, "Dynamic programming and Stochastic control", Academic 
Press, 1976. 
BER78 D. P. Bertsekas, S. E. Shreve, "Stochastic optimal control: The discrete-time 
case", Academic Press, 1978. 
BER87 D. P. Bertsekas, "Dynamic programming: Deterministic and Stochastic 
models", Prentice-Hall, 1987. 
BER95 D. P. Bertsekas, "Dynamic programming and optimal control: volume I", 
Athena Scientific, 1995. 
BER95b D. P. Bertsekas, "Dynamic programming and optimal control: volume 2", 
Athena Scientific, 1995. 
BER96 D. P. Bertsekas, J. N. Tsitsiklis, "Neuro-dynamic programming", Athena 
Scientific, 1996. 
BOC96 G. V. Bochmann, B. Kerherve, A. Hafid, P. Dini and A. Pons, " Architectural 
Design of Adaptive Systems ", In Proceedings of the IEEE Workshop on 
Multimedia Software Development, Berlin, Germany 1996. 
BR092 Bronkhorst, A. W. and J. A. Verhave, The Effect of Audio-Video 
Desynchronisation on Communication Efficiency in Videotclephony, TNO 
Institue for Perception, Soesterberg, October 1992. 
COX61 D. R. Cox, W. L. Smith "Queues", Methuen & Co. Ltd, SBN 416 52350 1/64, 
1961. 
-174- 
Chapter 7. References 
COS89 COST21 1, "Description of Reference Model 8", COST Report - 
COST21 IBIS/SIM89/37,1989. 
COU99 G. Coulson, G. S. Blair, N. Davies, P. Robin, T. Fitzpatrick, "Supporting 
mobile multimedia applications through adaptive middleware", MEE Journal 
on Selected Areas in Communications, Vol. 17, No. 9, September 1999, 
pp. 1651-1659. 
COV91 T. M. Cover, J. A. Thomas, "Elements of Information Theory". John Wiley & 
Sons, Inc., 1991. 
DIN97 W. Ding, "Joint Encoder and Channel Rate Control of VBR Video over ATM 
Networks", IEEE Transactions on Circuits and Systems for video technology, 
Vol. 7, No. 2, April 1997, p266-278. 
DUF95 N. G. Duffield, J. T. Lewis, N. O'Connell, R. Russell, F. Toomey, "Entropy of 
ATM traffic streams: a tool for estimating QoS parameters", IEEE Journal of 
Select Areas of Communications, Vol. 13, No. 6, August 1995, pp. 981-990. 
ELG98 H. ElGebaly, "Characterization of Multimedia Streams of an H. 323 
Terminal". Intel Technology Journal, Q2 1998. 
(http: //www. intel. ni/technolo2y/iti/A2l998/articles/art 5i. htm). 
ECTPI ECTP Site: http: //pec. etri. re. kr/ectsp/ectp/ 
ECTS1 ECTS Site: http: //ccl. chungnanLac. kr/ECrS/ 
FUR81 F. J. Furrer, "Fehlerkorrigierende Block-Codierung fUr die 
Datenubertragung", Birkenhduser Verlag, Basel (1981). 
G723 Draft ITU-T Recommendation G. 723, "Dual rate speech coder for 
multimedia communications transmitting at 5.3 & 6.3 kbps", ITU-T, 
International Standard, October 1995. 
GHA97 M. Ghanbari, C. J. Hughes, M. C. Sinclair, J. P. Eade, "Principles of 
performance engineering for telecommunication and information systems", 
IEE Telecoms series 35,1997. 
GHA99 M. Ghanbari, "Video coding an introduction to standard codecs", IEE 
Telecoms series 42,1999. 
H261 ITU-T Recommendation H. 261 (03/93), "Video codec for audiovisual 
services at px 64 kbit/s", International Standard, March 1993. 
H320 ITU-T Recommendation H. 320 (07/97), "Narrow-band visual telephone 
systems and terminal equipment", International Standard, July 1997. 
H321 ITU-T Recornmendation H. 321 (02/98), "Adaptation of H. 320 visual 
telephone terminals to B-ISDN environments", International Standard, 
February 1998. 
-175- 
Chapter 7. References 
H322 ITU-T Recommendation H. 322, "Visual telephone systems and terminal 
equipment for local area networks which provide a guaranteed quality of 
service", ITU International Standard, March 1996. 
H323 ITU-T Recommendation H. 323, "Packet-based multimedia communication 
systems", International Standard, February 1998. 
H324 ITU-T Recommendation H. 324, "Multimedia Terminal for Low Bitrate 
Visual Telephone Services over the GSTN", ITU International Standard, 
1995. 
H324b ITU-T Recommendation H. 324 (02/98), "Terminal for low bit-rate 
multimedia communication", ITU International Standard, 1998. 
HAF96 A. Hafid, G. V. Bochmann and B. Kerherve "A Quality of Service 
Negotiation Procedure for Distributed Multimedia Presentational 
Applications ", Proceedings of the Fifth IEEE International Symposium On 
High Performance Distributed Computing (HPDC-5), Syracuse, New York, 
1996. 
HAF98 A. Hafid, G. Bochmann, "Quality of service adaptation in distributed 
multimedia applications", ACM Springer-Verlag Multimedia Syst. J., Vol. 
6, September 1998. 
HUA98 J. Huang, Y. Wang, F. Cao, "On developing distributed middleware 
services for QoS- and critically-based resource negotiation and adaptation", 
J. Real-time Syst., 1998. 
HUA97 J. F. Huard, A. A. Lazar, "On QoS Mapping in Multimedia Networks", Proc. 
21"' TEF Annual International Comp. Software & App. Conf. (COMSPAC 
'97), Washington, DC, Aug. 13-15 1997. 
IETF1 httl2: HwwW. ietfore/btmi. charters/wiz-dir. htm]#Transport-Area 
ITU1 http: //www. itu. int 
KER96 B. Kerherve, A. Pons, G. v. Bochmann and A. Hafid, " Metadata Modelling for 
Quality of Service Management in Distributed Multimedia Systems ", In 
Proceedings of IEEE Conference on Metadata, 1996. 
LAC99 D. J. LaCombe, "Reliability Control for Electronic Systems", Marcel Dekker, 
Inc., USA, ISBN: 0-8247-995 8-5,1999. 
LUE79 D. G. Luenberger, "Introduction to dynamic systems", John Wiley & Sons, 
1979. 
LIU99 H. Liu, M. El Zarki, "Delay and synchronisation control n-ýiddleware to 
support real-time multimedia services over wireless PCS networks", IEEE 
-176- 
Chapter 7. References 
Journal on Selected Areas in Communications, Vol. 17, No. 9, September 
1999, pp. 1660-1972. 
MMS07 Oliver Vogt, Kay Basler, Frieder Mundt, "Network Interfaces", Internal 
MOMUSYS (Mobile Multimedia Systems) Report - 
AC098/BOS/WP3.1/DS/I/007/bl, October 1996. 
MMS25 Eduardo Ballesteros (TID), Martin Wawra (Bosch), Pedro Crespo (TID), 
Thomas Schmidt (Siemens), " MoMuSys Network Adaptation ", Internal 
MOMUSYS - (Mobile Multimedia Systems) Report - 
AC098\TID\WP2.3\DS\1\025\BO, February 1999. 
MMS35 Martin Wawra, "Description of the channel codec architecture and error 
concealment scheme", Limited Access MoMuSys (Mobile Multimedia 
Systems) Report - AC098\Bosch\WP2.3\DS\LM35\B 1, January 1998. 
MMS36 Thomas Schmidt (SAG), Pedro Crespo (UPM), Martin Wawra (BOSCH), 
Thomas Schmidt (SAG), " Results of the Application of the Channel Codec 
and Error Concealment Schemes for Different Transmission Networks", 
Restricted MoMuSys (Mobile Multimedia Systems) Report - 
AC098\SAG\WP2.3\DS\R\036\BO, February 1999. 
M0092 K. Moore, M. Dahleh, S. Bhattacharyya, "Iterative learning control: A survey 
and new results", J. Robot. Syst. vol. 9, no. 5,1992, pp. 563-594. 
MPI-2 ISOJEC 11172-2: 1993, "Information technology - Coding of moving 
pictures and associated audio for digital storage media at up to about 1.5 
Mbit/s - Part 2: Video". International Standard, 1993. 
MPIJ ISOJEC 11172-3: 1993, "Information technology - Coding of moving 
pictures and associated audio for digital storage media at up to about 1,5 
Mbit/s - Part 3: Audio", International Standard, 1993. 
MP2-2 ISO/IEC 13818-2: 1996, "Information technology - Generic coding of 
moving pictures and associated audio information: Video", International 
Standard, 1996. 
MP2-3 ISOJEC 13818-3: 1998, "Information technology - Generic coding of 
moving pictures and associated audio information - Part 3: Audio", 
International Standard, 1998. 
MP2-fi ISO/IEC 13818-6: 1998, "Information technology - Generic coding of 
moving pictures and associated audio information - Part 6: Extensions for 
DSM-CC", International Standard, 1998. 
-177- 
Chapter 7. References 
MP2_7 ISO/IEC 13818-7: 1997, "Information technology - Generic coding of 
moving pictures and associated audio information - Part 7: Advanced Audio 
Coding (AAC)", International Standard, 1997. 
MP4_2 ISO/IEC IS 14496-2: 1999, "Information technology - Coding of audio- 
visual objects - Part 2: Visual", International Standard, 1999. 
MP4_3 ISO/IEC IS 14496-3: 1999, "Information technology - Coding of audio- 
visual objects - Part 3: Audio", International Standard, 1999. 
MP4_5 ISO/IEC IS 14496-5: 1999, "Very-low bitrate audio-visual coding - Part 5: 
Reference software". International Standard, 1999. 
MPEGI MPEG Homepage: http: //drogo. cselt. stet. it/mpeg/ 
MVTO6 F. Pereira, F. Dervaux, F. Seytter, "Audio and Video Quality Requirements 
for the Services", Restricted MAVT (Mobile Audio-Visual Terminal) Report 
- R2072/SAG/ 1. I/DS/R/006/b 1, October 1992. 
MVT08 Sophie Mayer, Jerome Boudy, "Speech Processing Algorithms", Restricted 
MAVT (Mobile Audio-Visual Terminal) Report - 
R2072/MATRA/2.2/DS/S/008/b I, January 1993. 
MVT14 MAVT, "Error Correction for Video and Speech Coding (p * 64 kbit/s)", 
Restricted MAVT (Mobile Audio-Visual Tenninal) Report - 
R2072/BOS/2.3. l/DR/UOl4/bl, 1993. 
MVT16 O. Vogt, "Flexible Video Codec", Restricted MAVT (Mobile Audio-Visual 
Terminal) Report - R20721BOS/3. I/DS/R/016/bl, January 1994. 
MVT23 G. Nitsche, "Implemented Algorithm for Low Bitrate (DECT p=2)", R2072, 
Restricted Prototype MAVT (Mobile Audio-Visual Terminal) Report - 
R2072/BOS/3. I/DS/I/023/bl, November 1994. 
MVT24 David Gill, Peter Sheldon (QMW), "Implemented Medium Access Protocol, 
Error Control for DECT", Restricted MAVT (Mobile Audio-Visual 
Terminal) Report - R2072/QMW/3.3/DS/D24/020, July 1994. 
MVT30 Wilhelm Vogt, Oliver Vogt, Frieder Mundt (Bosch), Sophie Scott, Martine 
Roux (Matra), David Gill, Sanjay Mcjaria, Peter Sheldon (QMWC), Alain 
Untersee, Boris van Amerongen (ITIS), Pierre Ruellou (Thomson), 
"Description of the MAVT Demonstrator", Public MAVT (Mobile Audio- 
Visual Terminal) Report - R2072/BOS/3/DS/R/030/bl, 13. March 2001. 
MVT33 Rob Koenen (KPN Research) and Fernando Pereira (Instituto Superior 
Vcnico), "Requirements for Long Term Coding Schemes (a direction for 
MPEG-4)", Public MAVT (Mobile Audio-Visual Terminal) Report - 
R2072/KPN/6. I/DS/P/033/b 1, December 1995. 
-178- 
Chapter 7. References 
MVT35 F. Seytter, 0. Avaro, J. Cosmas, P. Sheldon, P. Bonnard, "Definition of a 
Generic Data Stream Structure", Restricted MAVT (Mobile Audio-Visual 
Terminal) Report - R2072/SAG/l. 1/DS/R/035/a 1, December 1994. 
N2806 ISO/IEC JTC 1/SC 29/WG 11. ISO/IEC 14496-6: 1999/PDAM 1, 
"Information technology - Very-low bitrate audio-visual coding - Part 6: 
Delivery Multimedia Integration Framework (DMIF)", Vancouver, N2806, 
July 1999. 
NAG90 I. J. Nagrath, M. Gopal, "Control Systems Engineering", John Wiley & Sons, 
2ýd Ed., 1990. 
NOB97 B. Noble, M. Satyanarayanan, D. Narayanan, J. Tilton, J. Flinn, K. Walker, 
"Agile application-aware adaptation for mobility", Proc. le ACM Symp. 
Operating Systems and Principles, Saint-Malo, France, 1997. 
ORB01 CORBAMOP 2.0 Specification: http: //www. om2. orLLcei-bin/doclist. ]pl. 
PAU95 D. Paulus and J. Hornegger, "Pattern Recognition and Image Processing in 
C++", Vieweg, 1995, ISBN 3-528-05491-3. 
PIT97 A. Pitsillides, Y. A. Sekercioglu, G Ramamurthy, "Effective control of traffic 
flow in ATM networks using fuzzy explicit rate marking (FERM)", MEE 
Journal of Select Areas of Communications, Vol. 15, No. 2. February 1997, 
pp. 209-225. 
PRA99 B. Prabhakaran, M. Kavehrad, "Mobile computing environments for 
multimedia systems. (Multimedia tools and applications, volume 9. no 1, 
1999)", Kluwer, 1999. 
Q922 ITU-T Recommendation Q. 922, "ISDN Data Link Layer Specification for 
Frame Mode Bearer Services", ITU International Standard, 1992. 
RAJ97 R. Rajkumar, C. Lee, J. Lehoczky, D. Siewiorek, "A resource allocation 
model for QoS management", Proc. 180'MM Real-time Syst. Symp., 1997. 
RE192 A. R. Reibman, B. G. Haskell, "Constraints on variable bit-rate video for ATM 
networks", IEEE Transactions on Circuits and Systems for video technology, 
Vol. 2, December 1992, p361-372. 
RIB97 R. Ribler, H. Simitei, D. Reed, "The AutoPilot Performance-directed adaptive 
control system", Future Generation Computer Systems, 1997. 
RTSP1 RTSP at Columbia University, httj2: //www. cs. columbia. edu/-hes/rtsp/ 
RTSP2 H. Schulzrinne, A. Rao, R. Lanphier, "Real Time Streaming Protocol 
(RTSP)", RFC2326, April 1998. 
RTSP3 Commercial supporters of RTSP: 
http: //www. bitecomrrLco. uk/Prognet-pages/Corpjackgrounder. htn-d 
-179- 
Chapter 7. References 
SCH92 D. C. Schmidt, D. F. Box, T. Suda, "ADAPTIVE: A Flexible and Adaptive 
Transport System Architecture to Support Lightweight Protocols for 
Multimedia Applications on high-speed networks", Proc. Symp. High Perf. 
Dist. Comp., Syracuse, NY, Sept. 1992, pp 174-186. 
SCH93 D. Schmidt, T. Suda, "Transport System architecture services for high- 
performance communication sub-systems", IEM Journal of Select Areas of 
Communications, Vol. 11, pp. 489-506, No. 4, May 1993. 
SHA48 C. E. Shannon, "A mathematical theory of communication", The Bell System 
Technical Journal, Vol. 27, pp. 379-423,623-656, July, October, 1948. 
SHA85 K. Shanmugarn, "Digital and Analog communication systems", John Wiley & 
Sons, 1985. 
SUN01 Sun Microsystems Java programmer's guide: 
http: //java. sun. conVi)ro, ýzGuide/index. htm]. 
SLJN02 Java progranuning language, JDK 1.2: 
http: //developer. iavasoft. conVdeveloper/earlyAccess/idk 12/ 
SV089 L. Svobodova, "Implementing OSI Systems", IEEE Journal Select Areas on 
Communications, Vol. 7, pp. I 115-1130, September 1989. 
TAT98 M. Tatipamula, B. Khasnabish, "Multimedia communications networks: 
technologies and services", Artech, 1998. 
TSA98 W. Tsai, Y. Kim, CK Toh, "A stability and sensitivity theory for rate-based 
max-min ABR flow control", Oh IEEE Singapore Int. Conf. on Networks, 
1998. 
TSC91 C. Tschudin, "Flexible Protocol Stacks", Proc. ACM SIGCOMM 9 1, Zurich, 
Switzerland, 1991, pp. 197-204. 
V42 ITU-T Recommendation V. 42, "Effor-Coffecting Procedures for DCEs Using 
Asynchronous-to-Synchronous Conversion", ITU International Standard, 
1993. 
WAP1 Wireless application protocol forum, http: //www. wapforurrLorg/ 
WU98 C. H. Wu, J. D. Irwin, "Emerging multimedia computer communication 
technologies", Prentice Hall PTR, ISBN 0-13-079967-X, 1998. 
XBR*4D Xbind at Columbia University, http: //comet. columbia. edu/xbind. 
YOU97 S. A. Youssef, I. W. Habib, T. N. Saadawi, "A neurocomputing controller for 
bandwidth allocation in ATM networks", WEE Journal of Select Areas of 
Communications, Vol. 15, No. 2, February 1997, pp. 191-199. 
-180- 
Chapter 7. References 
ZIT93 M. Zitterbart, B. Stiller, A. N. Tanatwy, "A model for flexible high- 
performance communication sub-systems", Journal of Select Areas of 
Communications, Vol. 11, NoA May 1993, pp. 507-518. 
-181- 
Glossary 
AAC Advanced Audio Coding (MPEG-2 Audio - ISO/IEC 13818-7) 
ACTS Advanced Communications Technologies and Services 
AL Adaptation Layer 
ARQ Automatic Repeat Request 
ARQI, ARQII Hybrid Automatic Repeat Request typel and typell 
ATDMA Advanced Time Division Multiple Access 
ATM Asynchronous transfer mode 
AU Access unit 
AVT Audio/ Video Transport 
BAS Bit Allocation Signal 
BCH Bose-Chaudhuri-Hocquenghem code is a block code error protection scheme 
BER Bit error rate 
BIFS Binary Format for Scenes 
BFI Bad Frame Indicator 
CBS Continue Byte Stuffing 
CCITT International Telegraph and Telephone Consultative Committee 
CELP Code Excited Linear Prediction 
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DAI DMIF Application Interface 
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