We introduce polynomial sets of (p, q)-Appell type and give some of their characterizations. The algebraic properties of the set of all polynomial sequences of (p, q)-Appell type are studied. Next, we give a recurrence relation and a (p, q)-difference equation for those polynomials. Finally, some examples of polynomial sequences of (p, q)-Appell type are given, particularly, a set of (p, q)-Hermite polynomials is given and their three-term recurrence relation and a second order homogeneous (p, q)-difference equation are provided.
Introduction
Let P n (x), n = 0, 1, 2, · · · be a polynomial set, i.e. a sequence of polynomials with P n (x) of exact degre n. Assume that dP n (x) dx = P ′ n (x) = nP n−1 (x) for n = 0, 1, 2, · · · . Such polynomial sets are called Appell sets and received considerable attention since P. Appell [2] introduced them in 1880.
Let q and p be two arbitrary real or complex numbers and define the (p, q)-derivative [8] of a function f (x) by means of
which furnishes a generalization of the so-called q-derivative (or Hahn derivative)
which itself is a generalization of the classical differential operator d dx .
The purpose of this paper is to study the class of polynomial sequences {P n (x)} which satisfy D q P n (x) = [n] p,q P n−1 (px), n = 0, 1, 2, 3, · · ·
where [n] p,q is defined bellow. We note that when p = 1, (3) reduces to D q P n (x) = [n] q P n−1 (x) so that we may think of (p, q)-Appell sets as a generalization of q-Appell sets (see [1] ).
for any positive integer n ∈ N. The twin-basic number is a natural generalization of the qnumber, that is lim p→1
[n] p,q = [n] q .
The (p, q)-factorial is defined by (see [6, 8]) [n] p,q ! = n ∏ k=1
[k] p,q !, n ≥ 1, [0] p,q ! = 1.
Let us introduce also the so-called (p, q)-binomial coefficients
Note that as p → 1, the (p, q)-binomial coefficients reduce to the q-binomial coefficients. It is clear by definition that
Let us introduce also the so-called falling and raising (p, q)-powers, respectively [8] (
These definitions are extended to
where convergence is required.
The (p, q)-derivative and the (p, q)-integral
Let f be a function defined on the set of the complex numbers.
Definition 1 (See [8] ). The (p, q)-derivative of the function f is defined as
Proposition 2 (See [8] ). The (p, q)-derivative fulfils the following product and quotient rules
2.3 (p, q)-exponential and (p, q)-trigonometric functions.
As in the q-case, there are many definitions of the (p, q)-exponential function. The following two (p, q)-analogues of the exponential function (see [5] ) will be frequently used throughout this paper:
Proposition 3. The following equation applies:
Proof. The result is proved in [5] using (p, q)-hypergeometric series. We provide here a direct proof. From (4) and (5) , and the general identity (which is a direct consequence of the Cauchy product)
it follows that
It is not difficult to prove that for every polynomial f n (x) of degree n, the Taylor formula
holds true. Applying this formula to f n (x) = (a ⊖ x) n p,q , it follows that
Taking finally x = a = 1, the result follows.
The next proposition gives the n-th derivative of the (p, q)-exponential functions.
Proposition 4.
Let n be a nonnegative integer, λ a complex number, then the following equations hold
Proof. The proof follows by induction from the definitions of the (p, q)-exponentials and the (p, q)-derivative.
It is not difficult to see that the polynomial sequence { f n (x)} ∞ n=0 with f n (x) = (x ⊖ a) n p,q is a (p, q)-Appell polynomial sequence since (see [8] )
Remark 6.
Note that when p = 1, we obtain the classical q-Appell polynomial sequences known in the literature [1] . When q = 1, we obtain the new basic Appell polynomial sequences of type II introduced and extensively studied in [10] .
Next, we give several characterizations of (p, q)-Appell polynomial sequences.
n=0 be a sequence of polynomials. Then the following are all equivalent:
2. There exists a sequence (a k ) k≥0 , independent of n, with a 0 = 0 and such that
is generated by
with the determining function
4. There exists a sequence (a k ) k≥0 , independent of n with a 0 = 0 and such that
Proof. First, we prove that (1) =⇒ (2) =⇒ (3) =⇒ (1).
(1) =⇒ (2). Since { f n (x)} ∞ n=0 is a polynomial set, it is possible to write
where the coefficients a n,k depend on n and k and a n,0 = 0. We need to prove that these coefficients are independent of n. By applying the operator D p,q to each member of (12) and taking into account that { f n (x)} ∞ n=0 is a (p, q)-Appell polynomial set, we obtain
since D p,q x 0 = 0. Shifting the index n → n + 1 in (13) and making the substitution
Comparing (12) and (14), we have a n+1,k = a n,k for all k and n, and therefore a n,k = a k is independent of n.
(2) =⇒ (3). From (2) , and the identity (7), we have
(3) =⇒ (1) . Assume that { f n (x)} ∞ n=0 is generated by
Then, applying the operator D p,q (with respect to the variable x) to each side of this equation , we get
Moreover, we have
By comparing the coefficients of t n , we obtain (1).
Next, (2) ⇐⇒ (4) is obvious since D k p,q t n = 0 for k > n. This ends the proof of the theorem.
Algebraic structure
We denote a given polynomial set { f n (x)} ∞ n=0 by a single symbol f and refer to f n (x) as the n-th component of f . We define (as done in [2, 12] ) on the set P of all polynomials sequences the following three operations +, . and * . The first one is given by the rule that f + g is the polynomial sequence whose nth component is f n (x) + g n (x) provided that the degree of f n (x) + g n (x) is exactly n. On the other hand, if f and g are two sets whose nth components are, respectively,
then f * g is the polynomial set whose nth component is given by
If λ is a real or complex number, then λ f is defined as the polynomial sequence whose nth component is λ f n (x). We obviously have
Clearly, the operation * is not commutative (see [12] ). One commutative subclass is the set A of all Appell polynomials (see [2] ). In what follows, A(p, q) denotes the class of all (p, q)-Appell sets. In A(p, q) the identity element (with respect to * ) is the (p, q)-Appell set I = p ( n 2 ) x n . Note that I has the determining function A(t) = 1. This is due to identity (4). The following theorem is easy to prove. Theorem 8. Let f , g, h ∈ A(p, q) with the determining functions A(t), B(t) and C(t), respectively. Then
f + g belongs to the determining function A(t) + B(t),
The next theorem is less obvious.
Theorem 9.
If f , g, h ∈ A(p, q) with the determining functions A(t), B(t) and C(t), respectively, then
3. f * g belongs to the determining function A(t)B(t),
Proof. It is enough to prove the first part of the theorem. The rest follows directly. According to Theorem 7, we may put
This ends the proof of the theorem.
Corollary 10.
Let f ∈ A(p, q), then f has an inverse with respect to * , i.e. there is a set g ∈ A(p, q) such that f * g = g * f = I.
Indeed g belongs to the determining function (A(t)) −1 where A(t) is the determining function for f .
In view of Corollary 10 we shall denote this element g by f −1 . We are further motivated by Theorem 9 and its corollary to define f 0 = I, f n = f * ( f n−1 ) where n is a non-negative integer, and f −n = f −1 * ( f −n+1 ). We note that we have proved that the system (A(p, q), * ) is a commutative group. In particular this leads to the fact that if f * g = h and if any two of the elements f , g h are (p, q)-Appell then the third is also (p, q)-Appell.
Proposition 11. If f is a (p, q)-Appell sequence with the determining function A(t), and if we set
Proof. Since f is a (p, q)-Appell sequence, we have
The result follows by comparing the coefficients of t n .
(p, q)-difference and (p, q)-recurrence relations for (p, q)-Appell polynomials
In this section, we derive a recurrence relation and a (p, q)-difference equation for the (p, q)-Appell polynomials.
Theorem 12.
Let { f n (x)} ∞ n=0 be the (p, q)-Appell polynomial sequences generated by
Then the following linear homogeneous recurrence relation holds true:
where
Proof. Applying the (p, q)-derivative D p,q (with respect to the variable t) to each
and multiplying the obtained equation by t, we get the following equations
From the assumption (16), it follows that
Equating the coefficients of t n we obtain
Substituting x by xq −1 we obtain the result.
Theorem 13. Let { f n (x)} ∞ n=0 be the (p, q)-Appell polynomial sequence generated by
is valued around the point t = 0. Then the f n 's satisfy the (p, q)-difference equation
Proof. From Theorem 12, we know that the f n 's satisfy the recursion formula (15). Since { f n (x)} ∞ n=0 is a (p, q)-Appell polynomial sequence, we have
It follows that
Then (15) becomes
and the result follows 6 Some (p, q)-Appell polynomial sequences
In this section, we give four examples of (p, q)-Appell polynomial sequences and prove some of their main structure relations. The bivariate (p, q-Bernoulli, the bivariate (p, q)-Euler and the bivariate (p, q)-Genocchy polynomials are introduced in [3] and some of their relevant properties are given. Without any lost of the generality, we will restrict ourselves to the case y = 0. Also, we introduce a new generalization of the (p, q)-Hermite polynomials.
The (p, q)-Bernoulli polynomials
The (p, q)-Bernoulli polynomials are (p, q)-Appell polynomials for the determining function
. Thus, the (p, q)-Bernoulli polynomials are defined by the generating func- 
Proof. The proof follows from Theorem 7.
The (p, q)-Euler polynomials
The (p, q)-Euler polynomials are (p, q)-Appell polynomials for the determining function A(t) = 2 e p,q (t) + E n,p,q t n [n] p,q ! so that E n (0; p, q) = E n,p,q , (n ≥ 0). 
