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A number of approaches to four-dimensional quantum gravity, such as loop quantum gravity and
holography, situate areas as their fundamental variables. However, this choice of kinematics can
easily lead to gravitational dynamics peaked on flat spacetimes. We show that this is due to how
regions are glued in the gravitational path integral via a discrete spin foam model. We introduce
a family of ‘effective’ spin foam models that incorporate a quantum area spectrum, impose gluing
constraints as strongly as possible, and leverage the discrete general relativity action to specify
amplitudes. These effective spin foam models avoid flatness in a restricted regime of the parameter
space. The simpler effective spin foam models will be useful for numerical studies and in the
investigation of coarse graining and renormalization.
Symplectic, metrical quantization. Envisioning the ge-
ometry of spacetime as dynamically evolving founded
the revolutionary insights of general relativity (GR) that
have resulted in direct measurements of gravitational
time dilation, bending of starlight, and gravitational
waves. However, this revolution remains incomplete. We
still do not know how to fully characterize an evolving
quantum spacetime geometry.
The quantization of spacetime geometry is an interplay
between its symplectic and metrical aspects. In three di-
mensions alignment between these two facets of geome-
try allows construction of a discrete, simplicial path inte-
gral formulation of quantum gravity, the Ponzano-Regge
model [1]. In this model, spacetime is decomposed into a
large collection of tetrahedra that are glued along a sub-
set of edges with matched lengths. The metrical and sym-
plectic aspects of this geometry nicely align: the lengths
encode the intrinsic metric and the dihedral angles of the
tetrahedra encode the extrinsic geometry and these two
sets of variables are canonically conjugated to each other
[2, 3]. In the Euclidean signature case the angles are
compact, which leads to discrete spectra for the lengths.
In 4D the situation is more subtle, and there is some
tension between the symplectic and the metrical aspects.
In a space-time split, the metric has two natural dis-
cretizations: (i) the lengths of edges, and (ii) the extrinsic
curvature angles, which are defined on 2D faces.
These variables are not canonically conjugate.
If the lengths are taken as fundamental, then the con-
jugate variables are contractions of the curvature angles
with certain area-length derivatives [4]. If the curvature
angles are taken to be fundamental, the conjugate vari-
ables are the face areas—whose quantization should then
give a discrete area spectrum. Indeed, these variables
arise naturally in connection reformulations of GR, like
Loop Quantum Gravity (LQG), where the connection en-
codes the extrinsic curvature [5].
Symplectic geometry is of paramount importance in
quantization and so the spin foam models [6]—discrete
geometry path integrals—of LQG focus on this second
set of ‘curvature-area’ variables. This focus has led to a
rich set of results, in particular discrete area and volume
spectra [7–10]. Area variables also play a central role
in holography [11, 12], in particular for the reconstruc-
tion of geometry from entanglement [13, 14]. Discrete
area spectra are key in many approaches to black hole
entropy counting [15–18]. Nonetheless, there is a certain
tension between this choice of curvature-area variables
and the dynamics of GR: the area variables need to be
constrained to avoid a suppression of curvature.
This possibility of a flat dynamics has arisen in the
semiclassical analysis of spin foam amplitudes [19–25].
The semiclassical analysis allows only limited informa-
tion on how strongly the constraints are imposed, this
is one reason why the so-called flatness problem has yet
to receive a satisfactory resolution [25]. Indeed, we will
see that the discreteness of the areas prevents a sharp
imposition of these constraints.
Here we tackle directly the question of whether a dis-
crete, locally independent, area spectrum is consistent
with the dynamics of GR. To this end we propose a family
of ‘effective’ models that (a) incorporate a discrete area
spectrum, (b) impose the constraints between the areas
as strongly as allowed by the LQG Hilbert space struc-
ture, and (c) use—more directly than current spin foam
models—a discretized GR action for the amplitudes.
These effective models allow us to show that the flat-
ness problem can be overcome, but to do so also imposes
certain restrictions involving the discretization scale, cur-
vature per triangle, and the Barbero–Immirzi parameter,
which controls the area spectral gap. Future work will
show whether this is sufficient to ensure general relativis-
tic dynamics in the continuum limit.
Discrete, locally-independent areas. We study a path
integral for 4D quantum gravity regulated by a triangu-
lation of spacetime. We work with quantum amplitudes
for Euclidean signature simplices, leaving the Lorentzian
case to future work. Our key assumption is that the ar-
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2eas have a discrete, prescribed spectrum. Further, we
will take these area eigenvalues to be independent, more
precisely (apart from triangle inequalities) the measured
values in the kinematical Hilbert space will not depend
on the state away from the measured triangle.
The particular area spectrum we work with is
a(j) = γ`2P
√
j(j + 1) ∼ γ`2P (j + 1/2), (1)
where j is a half-integer (spin label), `P =
√
8pi~G/c3
is the Planck length, γ is the dimensionless Barbero-
Immirzi parameter, and ∼ indicates the large-j asymp-
totic limit. We focus on the equispaced asymptotic spec-
trum. This form for the area spectrum was first estab-
lished in LQG [7–10], but discrete area spectra have been
also discussed in the context of black hole spectroscopy
[15].
Before taking up the path integral, we review the use
of area variables in simplicial discretization of GR. These
discretizations were first considered by Regge [26] and
used length variables. A wide array of reformulations
have been considered [27–32], and we use descriptive ad-
jectives to capture the variables used in each form. The
change from length to area variables turns out to be far
more subtle than one might expect. A treatment in the
more transparent context of Regge calculus will illumi-
nate the issues before discussing the path integral.
Actions for discretized GR. In Length Regge Calculus
(LRC) one substitutes the metric by lengths le assigned
to the edges e of a triangulation. The le determine the
triangle areas At(l) and the 4D (internal) dihedral angles
θσt (l) in 4-simplices σ. Varying the LRC action
SLRC =
∑
t∈bdry
piAt(l) +
∑
t∈blk
2piAt(l)−
∑
σ
∑
t⊃σ
At(l)θ
σ
t (l)
≡ 12
∑
t∈bdry
Slt(l) +
∑
t∈blk
Slt(l) +
∑
σ
Slσ(l) (2)
with respect to the bulk lengths leads to the dynamics∑
t⊃e
∂At(l)
∂le
t(l) = 0 , with t = 2pi −
∑
σ⊃t
θσt (l) , (3)
where the deficit angle t is a measure of the curvature
concentrated on the triangle t. In the limit of a very fine
triangulation one recovers Einstein’s equations [33].
Here we will employ a formulation in terms of area
variables. A 4-simplex σ has 10 edges and 10 areas, one
can thus locally1 invert the 10 functions At(l) that give
1 These functions also depend on a discrete parameter that ac-
counts for the multiple roots that appear in the inversion of At(l).
This discrete parameter appears as a summation variable for the
(constrained) Area Regge path integral. To ease notation we will
suppress this parameter.
the simplice’s areas in terms of its lengths. We will de-
note the resulting functions Lσe (a), where a collectively
signifies the 10 areas associated to σ.
We, thus, define the Area Regge Calculus (ARC) ac-
tion [27, 28, 32], whose value on configurations with
at = At(l) agrees with the LRC action
SARC =
1
2
∑
t∈bdry
Sat (a) +
∑
t∈blk
Sat (a) +
∑
σ
Saσ(a), (4)
where Sat (a) = 2piat and S
a
σ(a) = S
l
σ(L
σ(a)). Strikingly,
freely varying the bulk areas one finds the equations of
motion t = 0, which impose flatness.
Despite these equations of motion, the theory fea-
tures propagating degrees of freedom, which are, how-
ever, of a non-geometrical nature [32]. These arise be-
cause the number of matching conditions, when gluing
two 4-simplices, differ between LRC and ARC. For this
gluing we need to identify the data of the shared tetra-
hedron. As it has six edges and four triangles we match
six pairs of lengths in LRC, but only four pairs of areas
in ARC.
This mismatch can be resolved by introducing 3D dihe-
dral angles Φτ,σe associated to edges e in the tetrahedron
τ . These angles are determined by the lengths of the
tetrahedron, and can also be expressed as functions of
the areas at of the 4-simplex σ. They allow us to intro-
duce two constraints per bulk tetrahedron
Cσ,σ
′
i (a) = Φ
τ,σ
ei (a)− Φτ,σ
′
ei (a) i = 1, 2, (5)
where (e1, e2) is any choice of a pair of non-opposite edges
in τ . Together with matching of the four areas, the two
matching conditions (5) ensure that the geometries im-
posed on τ by σ, on the one hand, and by σ′ on the
other, agree. Varying the ARC action (4) on the corre-
sponding constraint hypersurface gives equations of mo-
tion equivalent to LRC. The constraints (5) involve pairs
of 4-simplices, and this makes the specification of free
boundary data difficult.
This can be alleviated by introducing auxiliary vari-
ables that allow one to localize the constraints onto pairs
of tetrahedra. Indeed, as the constraints feature 3D di-
hedral angles, it is natural to introduce these as explicit
variables2 φτei , i = 1, 2. We demand for each pair (τ, σ)
with τ ⊂ σ the new constraints
Cσ,τi (φ, a) = φ
τ
ei − Φτ,σei (a) i = 1, 2. (6)
This imposes the constraints (5) for each bulk tetrahe-
dron and adds for each boundary tetrahedron two dihe-
dral angles as boundary data as well as two constraints.
2 Here we introduce two dihedral angles per tetrahedron. One can
also introduce all six dihedral angles, but would then have to add
four closure constraints per tetrahedron [31].
3In contrast to (5) the constraints (6) localize onto 4-
simplices. This allows path integral amplitudes that fac-
torize over the 4-simplices.
An even more local reformulation of the constraints
isolates the conditions on the 3D boundary data. It uses
the matching for the geometry of a triangle t induced by
the neighbouring tetrahedra τ and τ ′, respectively. This
geometry is specified by three variables, in addition to
the area matching we need two constraints
Cτ,τ
′
k (φ, a) = α
t,τ
vk
(φ, a)− αt,τ ′vk (φ, a) k = 1, 2, (7)
where αt,τvk denotes the 2D angles at two vertices v1, v2 of
t, determined by the geometric data of τ . Imposing the
constraints (7) for all 10 pairs of neighbouring tetrahe-
dra (τ, τ ′) in a simplex σ is equivalent3 to imposing the
constraints (6) for all 5 tetrahedra in σ [31].
The original form of Area Angle Regge Calculus
(AARC) [31] featured the constraints (7). These spec-
ify in concrete terms the enlargement of the LQG phase
space [34, 35] as compared to the LRC phase space [4].
Armed with these understandings, we take up the path
integral.
Path integral. To incorporate a discrete area spectrum
(1), we employ the Constrained Area Regge formulation,
and thus sum over spin labels jt:
Z =
∑
{jt}
µ(j)
∏
t
At(j)
∏
σ
Aσ(j)
∏
τ∈blk
Gσ,σ
′
τ (j) . (8)
Here
At = exp(ıγ Xpi(jt + 12 )) (9)
is the weight for the bulk (with X = 2) and boundary
(X = 1) triangles. The simplex amplitude is
Aσ = exp
(
−ıγ
∑
t∈σ
(jt +
1
2 )θ
σ
t (j)
)
Tσ(j) , (10)
where Tσ(j) = 1, if the lengths defined by the areas sat-
isfy the generalized triangle inequalities4, and is vanish-
ing otherwise. The precise form of the measure factor
µ(j) will not be important for the discussion here.5
The factors Gσ,σ
′
τ implement the constraints (5), and
are therefore crucial for imposing the dynamics of LRC
instead of ARC.
However, imposing the constraints (5) sharply, i.e. set-
ting Gσ,σ
′
τ (j) = 1 if the constraints are satisfied, and
3 There are (10) redundancies between the (20) constraints (7)
associated to a simplex.
4 The squared volumes of the various sub-simplices of σ and of σ
itself, as defined by the appropriate Caley-Menger determinants,
has to be non-negative.
5 It can be specified by requiring a discrete remnant of (approxi-
mate) diffeomorphism invariance [36].
Gσ,σ
′
τ (j) = 0 otherwise, leads to a severe problem: As we
allow only discrete (asymptotically equispaced) values for
the areas, the constraints (5) constitute diophantine con-
ditions for the spin labels. These can only be satisfied for
a very small set of labels with accidental symmetries, e.g.
if all 10 pairs of labels match. The resulting reduction
in the density of states prevents a suitable semiclassical
limit.
One way out is to weaken the constraints (5), e.g.
by allowing a certain error interval. But, one has to
navigate between Scylla—reducing too much the density
of states—and Charybdis—imposing a dynamics which
does not match GR.
Here we will take guidance from loop quantum grav-
ity. The associated phase space includes areas at and 3D
dihedral angles φτe as variables [34]. Crucially, the 3D
dihedral angles at two non-opposite edges (e1, e2) in a
tetrahedron τ do not Poisson commute
~{φτe1 , φτe2} = `2P γ
sinαt,τv
at
=
sinαt,τv
(jt +
1
2 )
, (11)
where αt,τv is the angle between (e1, e2). This non-
commutativity6 arises as the geometry of a tetrahedron is
encoded into the set of normals to its triangles, which are
then quantized as (non-commuting) angular momentum
operators [9, 38–40].
Respecting the uncertainty relations resulting from
(11), we can impose the constraints only weakly. To
achieve an as-strong-as-possible imposition we will em-
ploy coherent states in the angle variables. There are
different constructions available for tetrahedral states7
that are coherent in the two degrees of freedom en-
coding the 3D dihedral angles, but are eigenstates for
the area operators [42–45]. We will denote such states
Kτ (φ1, φ2; Φ1,Φ2), where (φ1, φ2) are the arguments of
the wave functions and (Φ1,Φ2) are the angles on which
the wave function is peaked. With the associated mea-
sure dµτK(φ1, φ2) we define
Z ′ =
∑
{jt}
µ(j)
∫ ∏
τ
dµτK(φ)
∏
t
At(j)
∏
σ
A′σ(j, φ) , (12)
where the new simplex amplitude8 is given by
A′σ(j, φ) = Aσ(j)
∏
τ∈σ
Kτ (φτei ; Φτ,σei (j)) . (13)
6 This Poisson bracket (with γ = 1) also appears in the Kapovich-
Millson phase space for linkages [37], which can be used to
describe the space of shapes of tetrahedra with fixed areas
[9, 38, 43]. The non-commutativity of the angles is inherited
by the lengths [34, 41].
7 The associated Hilbert space is H{ji} = Inv
(⊗4i=1Vji), where
Vj is a spin-j representation space for SU(2) and Inv denotes
invariance under the global SU(2) action.
8 Here we assume that the tetrahedra have an outward orientation.
Changing the orientation leads to a complex conjugated Kτ .
4Integrating out the dihedral angles for the bulk tetrahe-
dra we regain—modulo boundary contributions9—a path
integral of the form (8) where now
Gσ,σ
′
τ (j) = 〈Kτ (·; Φτ,σei (j)) | Kτ (·; Φτ,σ
′
ei (j))〉 . (14)
This inner product is peaked on the matching conditions
(5) and provides a precise sense in which these conditions
are weakly imposed.
To further simplify the models we can approximate
Gσ,σ
′
τ by, e.g., Gaussians in the angles Φ
τ,σ
ei . To count
the number of configurations not suppressed by the Gσ,σ
′
τ
factor we approximate it with a Heaviside function. That
is, we allow (Φτ,σei ,Φ
τ,σ′
ei ) to mismatch by as much as
σ(Φ) = β
√
`2P γ
sinαt,τv
at
= β
√
sinαt,τv
(jt +
1
2 )
. (15)
Here we have introduced a parameter β which can be
tuned between (unconstrained) Area Regge dynamics
and a sharp imposition of the matching constraints.
We have also used this criterion to determine the num-
ber of allowed configurations on a complex of two glued
4-simplices, see Appendix A. The configuration we have
studied is symmetry reduced wtih 3 length and 3 area
parameters on each of its simplices. For the two glued
simplices there are 4 length and 5 area parameters. The
number of length configurations for the two glued sim-
plices, with area values At ∈ { 12 , 1, · · · , N}, scales as
N1.03×p, where p = 3 for β = 0 (the shape matching con-
straints hold exactly), and p = 5 for β = ∞ (the shape
matching conditions need not hold). A scaling with N4
arises for β ≈ 0.15. We also considered just one (symme-
try reduced) simplex with p = 2, 3 and 4 lengths and area
parameters. The number of configurations scales with
N1.03×p. This test suggests that the weakened match-
ing condition (15) does lead to a reasonable number of
configurations.
Relation to spin foams. Spin foams arise from a dis-
cretized SO(4)-gauge formulation of GR [6]. The main
object is a simplex amplitude [46] depending on the spin
labels jt and, for the more recent models [47], on inter-
twiner labels associated to the tetrahedra. A number of
key works have shown that in the limit of large spins
the simplex amplitude includes saddle points peaked on
the cosine of the Regge action [48–50]. The cosine re-
sults from a sum over orientation, in addition there are
further saddle points describing degenerate simplex con-
figurations. In practice the large spin limit is already
obtained with spin values around j = 10.
The simplex amplitudes require, however, a huge effort
for their numerical evaluation [51], and this has hindered
9 These are given by a coherent state Kτ for each boundary tetra-
hedron.
deeper insight into the dynamics of spin foams, including
a resolution of the flatness problem [19–25]. Other open
questions include whether summing over orientations10
or including degenerate configurations prevent a suitable
semiclassical dynamics [25, 53].
Here we rather propose to test a key assumption of
LQG, namely a Hilbert space describing independent
area variables with a discrete (asymptotically equidis-
tant) spectrum. As we have argued, this allows only a
weak imposition of the shape matching constraints. It is
not clear whether such a weak imposition is consistent
with a (semiclassical) gravitational dynamics. To tackle
this question, we need workable amplitudes. Thus we
propose to use, instead of the involved spin foam simplex
amplitudes, the exponentiated (Area) Regge action11 to-
gether with a mechanism to impose the shape matching
constraints. If it becomes clear that such a model leads
to a gravitational dynamics, one can go to more compli-
cated versions, and e.g. study the effects of including a
sum over orientations.
In the following we will elaborate more on a possible
relation of our proposed family of models to various spin
foam models. Note that the large j limit of the spin foam
amplitudes reveals only a limited amount of information.
For example, one finds that for the EPRL-FK models
the saddle point conditions include the shape matching
equations (7) for non-degenerate configurations [48–50].
However, it is not known how weakly or strongly these
constraints are imposed [25]. Another possible source for
flatness problems is the imposition of the closure (Gauß)
constraints [19–25]. Here we disregard possible issues
with the Gauß constraints and assume that the shape
matching constraints are as strongly implemented as al-
lowed by the LQG kinematics.
The first spin foam amplitude, known as the Barrett-
Crane (BC) model [46], featured only a sum over areas
(no sum over 3D dihedral angles). In this model ampli-
tudes factorize over simplices and thus cannot include a
gluing factor Gσ,σ
′
τ , as in our proposal (8). It is therefore
conjectured that the BC model describes the dynamics
of ARC [27, 28, 32]. Thus, including the factors (14) can
be seen as correcting the BC model.12
A newer class of models [47], known as EPRL-FK, in-
clude a summation over area and angle variables. Cru-
cially the boundary Hilbert space for these models is
the LQG Hilbert space. With the assumptions outlined
above for these spin foam models, we conjecture that
10 In 3D the sum over orientations still allows for a semiclassical
and continuum limit, which reproduces continuum GR [52].
11 Another possibility is to not take the exponentiated area Regge
action as the simplex amplitude Aσ , but an action resulting from
a gauge-reduced SU(2) BF theory, which involves areas and 3D
dihedral angles and leads to a topological theory.
12 This would also lead to a boundary Hilbert space coinciding
with the LQG Hilbert space (with γ = 1).
5our model (12) describes the behavior of these models
for larger spins, if sums over orientations and degenerate
configurations can be ignored.
A special feature for our model (12) is that it includes
an integration over two dihedral angles per tetrahedron.
These two dihedral angles are encoded into only one
quantum number (e.g. if one uses a spin network ba-
sis). This is why the coherent states are crucial: using a
Segal-Bargmann (like) transform one can change the am-
plitudes and integration from two variables to one quan-
tum number per tetrahedron. This will then allow a more
direct comparison with the EPRL-FK amplitudes.
Instead of a gauge formulation, one can also employ
a higher gauge formulation to study gravity [54–56]. A
related topological state sum model [56, 57] features an
amplitude factor given by the cosine of the Regge action
(without having to take a semiclassical limit). But the
model sums over both (discrete) area variables and (con-
tinuous) length variables. Constraining the areas to be
functions of the lengths one does obtain a formulation of
gravity. However, insisting on discrete areas leads to the
same problem as discussed here [55], namely a drastic
reduction in the density of states. In fact, a canonical
analysis [58] reveals that the corresponding constraint
system is, like the shape matching constraints, second
class.
On the flatness problem. We now take up the question
of whether the constraints are implemented sufficiently
strongly to avoid flatness. We consider a first test case
consisting of a triangulation where we can control the
scale for the bulk area variable and the bulk curvature
through the boundary data. Specifically we consider a
complex consisting of three 4-simplices sharing a (bulk)
triangle. There are no bulk edges, thus no bulk variables
to sum over in LRC, and the (bulk) deficit angle is de-
termined by the boundary lengths. Nonetheless in ARC,
there is one bulk variable to sum over, which imposes a
vanishing deficit angle for the internal triangle.
The shape matching constraints restrict the (effective)
summation range for the area variable and the question
arises as to whether this restriction is sufficient to allow
for a non-vanishing expectation value for the bulk deficit
angle.
We will be applying only scaling arguments and ap-
proximate the imposition of the constraints with Gaus-
sians. From (15) we see that the deviation for the 3D
dihedral angle scales with σ(Φ) ∼ 1/√j, where we as-
sume that the boundary areas have approximately equal
values determined by the spin value j.
The deviation σ(jblk) for the (bulk) spin labels and the
deficit angle  will scale with
σ(jblk) ∼
[
∂Φ(jblk)
∂jblk
]−1
× σ(Φ) ∼ j × 1√
j
=
√
j ,
σ() ∼
[
∂(jblk)
∂jblk
]
× σ(jblk) ∼ 1
j
×
√
j =
1√
j
. (16)
As angles are invariant under global rescaling, we can
choose boundary data that induce a given deficit angle ,
and then choose a sufficiently large scale j, so that the  =
0 value is outside the deviation interval. Thus by going
to sufficiently large spins j, the constraint part of the
amplitudes can peak sharply on non-vanishing curvature
values. Note that the deviation σ() as a function on
the spin scale j is independent of the Barbero-Immirzi
parameter γ.
γ= 0.1
γ= 0.5
γ= 0.01
G
j
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(a) j = 99.5
γ= 0.1γ= 0.5
γ= 0.01
G
j
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-���
-���
���
���
���
(b) j = 999.5
FIG. 1: The G function (dashed), which imposes the
matching conditions weakly, and the real part of the
product of the amplitude factors At and Aσ as functions
(solid graphs) of the bulk spin jblk for various γ. Here,
the G function peaks on a curvature value  ≈ 0.5.
Larger γ’s lead to a more oscillatory behaviour. This
example is described in more detail in Appendix B.
The oscillatory behavior resulting from the variation of
the action over the σ(jblk) interval should also be consid-
ered, see Fig. 1. Having a highly oscillatory amplitude,
the expectation value for the deficit angle will average
out to some value different from the one in LRC. As the
corresponding contribution to the LRC path integral is
rather given by a fixed value of the amplitude, we demand
that
σ(SAR
`2P
) =
1
`2P
∂(SAR)
∂jblk
×σ(jblk) ∼ γ
√
j
!∼ O(1) . (17)
Thus, whereas the scaling for the deficit angle (16) re-
quires a choice of larger j, (17) demands that with grow-
ing j we choose smaller γ. These expectations are con-
firmed by an explicit example, see Appendix B.
To distinguish a small  from a vanishing  we also
need—due to σ() ∼ 1/√j—a scaling with || ∼ 1/√j.
Thus choosing smaller γ, which makes the area spectrum
denser, allows for a larger range of accessible curvature
angles.
We can also interpret (17) as a bound on the curvature
per triangle  . 1/(γ
√
j) , which—uncharacteristically—
decreases with increasing j, the discretization scale.
We have considered the simplest triangulation that dif-
ferentiates between LRC and ARC. As we only employed
scaling arguments, the conclusions apply also for larger
triangulations. For larger triangulations, however, the
scale set by the boundary spins will not determine a
unique scale for the bulk spins that lead to significant am-
6plitude contributions. Larger triangulations must, there-
fore, be studied explicitly. In future work we will inves-
tigate examples including bulk edges and bulk vertices.
Finally, to make definite conclusions on the continuum
limit it will be necessary to see how the implementa-
tion of the constraints changes under refining and coarse
graining. The models proposed here simplify this task
considerably.
Discussion. Area operators are central in a number
of approaches to 4D quantum gravity, notably LQG and
holography. Discrete area spectra are a key result of LQG
and crucial for various black hole entropy countings [15–
18]. To achieve a quantum dynamics that reproduces GR
constraints between the areas need to hold. This is, how-
ever, hindered if areas have an asymptotically equispaced
spectrum and are (kinematically) locally independent.
The imposition of these constraints is pivotal in spin
foam quantization. This leads to highly involved ampli-
tudes, which has so far prevented a satisfactory resolution
of key dynamical questions, most pressingly whether the
models suppress curvature excitations. Here we proposed
a class of effective models, with a transparent encoding of
the dynamics and much more amenable for numerical in-
vestigations. In these models the constraints are imposed
as strongly as allowed by the LQG Hilbert space struc-
ture, from which the discrete, locally independent, area
spectra result. We emphasize ‘locally independent’ for
the following reason: strong imposition of the constraints
(that is, first solving the constraints classically and then
quantizing the reduced phase space) should also lead to
a discrete area spectrum. This follows from Bohr’s corre-
spondence principle, as the areas are also conjugated to
(dihedral) angles on the reduced phase space. However,
the Dirac brackets, which define the canonically conju-
gated pairs, have a non-local structure [34, 58] and one
would expect a reflection of this non-locality in the re-
sulting Hilbert space.
Insisting on the local structure of the (kinematical)
Hilbert space and a prescribed area spectrum we can im-
pose the constraints only weakly. Whether such a weak
imposition of second class constraints leads to the cor-
rect dynamics is not understood (even in much simpler
models than gravity) and should be further tested. In
particular, for spin foam models, a too weak imposition
of the constraints could lead to suppression of curvature.
Using the effective spin foam models we have found
that for triangulations in which the scale for the areas
can be controlled, curvature is not necessarily suppressed.
This result comes with restrictions connecting the aver-
age area a ∼ `2P γj, the Barbero-Immirzi parameter γ,
and the curvature t per triangle. The peakedness of
the constraints on a given curvature value does improve
with growing spin j, as 1/
√
j, but is independent of γ.
And, to avoid a highly oscillatory behaviour of the am-
plitudes over the regime allowed by the constraints, we
need γ
√
jt = O(1). Not surprisingly, this last condition
prefers small γ, and hence a small spacing in the area
spectrum. Furthermore, it can be seen as a bound on
curvature, one which is more stringent for larger spins.
In our example, we need large spin values (and corre-
spondingly small γ) to obtain an expectation value for the
deficit angle that approximates well the classical value.
This justifies our focus on ‘effective’ models, where we re-
place the full spin foam simplex amplitude with its large
spin asymptotics, given by the cosine (replaced here with
the exponential) of the Regge action. It has been argued
in [59], that a double scaling limit that takes γ small and
spins j large, with γj fixed, reproduces the Length Regge
equations of motion. Here, we find also that γ should be
small and j large, but that we need for the combination
γ
√
jt to be of order one. Such a combination, and the
related bound on curvature has also been identified in
[60], based on a generalized stationary phase analysis of
the EPRL-FK amplitudes. Using much simpler inputs,
we have shown that such a bound does not depend on
specific choices for the spin foam amplitudes. The rea-
son for this bound is rather tied to the LQG Hilbert space
and the area spectrum it leads to. On this Hilbert space
the shape matching constraints are non-commutative and
can therefore be imposed only weakly.
The conclusions for the expectation value of the deficit
angle hold in general, but assume that we can control the
scale of bulk spin and deficit angles, e.g. via the choice of
boundary data. This is not necessarily the case for larger
triangulations. Moreover, to understand the continuum
limit, we would have to investigate how these arguments
are impacted by a coarse graining and renormalization
process [61]. The investigation of corresponding contin-
uum actions [62], in which the geometricity (simplicity)
constraints are also imposed only weakly, might elucidate
how these constraints behave under renormalization.
The effective models presented here will make the
study of the coarse graining and renormalization flow [61]
much more feasible than for the full spin foam models [47]
and will help to establish whether loop quantum gravity
and spin foams allow for a satisfactory continuum limit.
Appendix A: Counting of length configurations
We consider a triangulation with certain edge lengths
chosen to be equal and then compute the number of
allowed edge length solutions given locally independent
discrete asymptotically equidistant area spectra. To
start with we consider one 4-simplex with vertices
(12345) and p = 2, 3, 4 length parameters. For p = 2,
we set lij = x and li5 = y, where i, j = 1, 2, 3, 4. For
the p = 3 case we choose: lij = x, lmn = y and lim = z
where i, j = 1, 2, 3 and m,n = 4, 5. For p = 4 we have
lij = w, li4 = x, li5 = y and l45 = z where i, j = 1, 2, 3.
We count all edge length solutions where the triangle
7areas take discrete values At ∈ { 12 , 1, · · · , N} for N ∈ N.
The left panel of Figure 2 shows a semilog plot of
the number of length solutions for a simplex having
p = 2, 3, 4 length parameters. The number of length
configurations scale as N1.03p ≈ Np.
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FIG. 2: Log-linear plots of the number L of length
configurations as a function of the maximal area. (a)
Count of length configurations with areas up to N in a
simplex with p length parameters. (b) The count for
two glued simplices with four length parameters. The
dashed lines show N3, N4 and N5 power law scaling.
We also consider a gluing of two simplices with ver-
tices σ = (12345) and σ′ = (12346). For the shared
tetrahedron we allow two length parameters u for the
edges (12) and (34) and v for the remaining four edges.
All four areas of the tetrahedron therefore agree, and we
are left with one area parameter a = A(u, v, v). Here
A(x1, x2, x3) denotes the area of a triangle with edge
lengths (x1, x2, x3). For the simplex σ we introduce ad-
ditional edge lengths w for edges (i5) with i = 1, 2, 3, 4.
This introduces two more area parameters b = A(u,w,w)
and c = A(v, w,w), giving us three length and three area
parameters for σ. We make the same kind of choices for
σ′, that is, w′ gives the length of the edges (i6) leading to
area parameters b′ = A(u,w′, w′) and c′ = A(v, w′, w′).
After gluing the complex has four lengths parameters
(u, v, w,w′) and five area parameters (a, b, c, b′, c′).
We proceed to count the number of configurations with
all areas valued in { 12 , 1, · · · , N}, and which have a max-
imum deviation (15) for the pairs (Φτ,σei ,Φ
τ,σ′
ei ) of 3d di-
hedral angles in the shared tetrahedron. The right panel
of Fig. 2 shows the results for various choices of the pa-
rameters β. For β = 0, where shape matching is imposed
exactly, we find a scaling N3. This is explained by the
fact that requiring exact shape matching forces w = w′,
and thus we have only three parameters. Not impos-
ing the shape matching conditions, we find a scaling N5
reflecting the five area parameters for the two glued sim-
plices. For β ≈ 0.15 we find a scaling of N4, see Fig.
2.
Appendix B: Triangulations with three and with six
4-simplices
Take three 4-simplices with vertices (12345), (12356)
and (13456) respectively, and glue these around the
shared triangle (135). Here all edges and all but the
triangle (135) are in the boundary. Thus we have one
bulk triangle and no bulk edge.
We will assume some lengths to be equal, so that
we have overall only three length parameters: x =
lij , y = lmn and z = lim, where i, j = 1, 3, 5 and
m,n = 2, 4, 6. Correspondingly, we have three area pa-
rameters a = A(x, x, x), b = A(x, z, z) and c = A(y, z, z)
where A(x1, x2, x3) denotes the area of a triangle with
lengths (x1, x2, x3).
Note that with this special choice of boundary data
the boundary areas (b, c) do not determine the boundary
lengths (x, y, z). To do so one also needs the bulk area
a. In Area Angle Regge calculus one has also 3D dihe-
dral angles as boundary data. With the given symmetry
reduction, all boundary tetrahedra have the same geom-
etry, determined by edge lengths (z, y, z, z, x, z). We can
choose a pair of non-opposite edges, both with length z.
Due to our choice of symmetric boundary data, the 3D
dihedral angles φz for the z–edges are all the same—thus
we have boundary data (b, c, φz). These determine a bulk
deficit angle a(b, c, φz).
The matching conditions (5) for the bulk tetrahedra
are all satisfied due to our symmetry reduction. Thus, if
we start from the AARC path integral (12), and integrate
out the bulk 3D dihedral angles, we will just obtain a
multiplicative factor, given by the norm of the coherent
states Kτ (·,Φ).
We can now consider the AARC path integral with
boundary, which, after integrating out the bulk 3D an-
gles, involves only a summation over one spin ja.
Alternatively, we can take two such complexes consist-
ing of three 4-simplices each, and glue these so that we
obtain a triangulation of S4. After integrating out all
3D dihedral angles we will have four area parameters,
the areas b, c and the bulk areas a and a′ from the two
complexes respectively. We will compute the expecta-
tion value for the deficit angle 〈a〉—while keeping the
areas (a′, b, c) fixed. Classically, i.e. with sharp shape-
matching constraints and fixed (a′, b, c), these data de-
termine the deficit angles a′ and a with a = a′ .
The summation for the path integral thus involves only
the bulk area parameter a. There are two contributions
to the amplitudes: the exponential of the (Area) Regge
action, as well as the inner product G(a, a′) between the
coherent states, which impose the matching constraints
Φz(a, b, c) = Φz(a
′, b, c). (If we consider the path inte-
gral with boundary this factor is given by the coherent
state itself, peaked on Φz(a).) We approximate the factor
arising from these inner products between the coherent
8states by
G(a, a′) = exp
(
− 9
2σ2(Φ)
(Φz(a, b, c)− Φz(a′, b, c))2
)
with
σ2(Φ) =
1
2
sinα(a, b, c)
(jb + 1/2)
+
1
2
sinα(a′, b, c)
(jb + 1/2)
. (18)
where sinα(a, b, c) = 2b/Z2(a, b, c) with Z(a, b, c) the
length of a z-edge in the complex with areas (a, b, c).
The factor 9 in the exponential arises because we have 9
boundary tetrahedra and therefore 9 inner products.
For the computation of the expectation value
〈a〉(a′, b, c) we use
〈a〉(a′, b, c) = 1Z
∑
ja
a G(a, a
′)
∏
t
At
∏
σ
Aσ (19)
with
Z =
∑
ja
G(a, a′)
∏
t
At
∏
σ
Aσ (20)
and At and Aσ defined in (9) and (10) above.
The resulting expectation values are shown in Tables
I and II. Here we have set jb = jc = j. Thus the pair
(j, ja′) determine the scale as well as the deficit angle a′ .
Classically we have a = a′ . To reproduce this result for
the expectation value we need a sufficiently large scale
j and a sufficiently small value for the Barbero-Immirzi
parameter, in particular if we consider data leading to a
small deficit angle.
(j + 1
2
, ja′ +
1
2
, a′) γ = 0.01 γ = 0.1 γ = 0.5
(30, 38.5, 0.52) 0.78− 0.03ı 0.68− 0.26ı 0.17− 0.32ı
(100, 128, 0.54) 0.62− 0.062ı 0.55− 0.19ı 0.17− 0.27ı
(300, 384, 0.54) 0.57− 0.02ı 0.51− 0.17ı 0.16− 0.25ı
(1000, 1280, 0.54) 0.55− 0.01ı 0.50− 0.16ı 0.16− 0.24ı
TABLE I: Expectation value for the deficit angle a
with classical value ≈ 0.5.
(j + 1
2
, ja′ +
1
2
, a′) γ = 0.01 γ = 0.1 γ = 0.5
(30, 40, 0.08) 0.39− 0.02ı 0.33− 0.15ı 0.03− 0.14ı
(100, 133.5, 0.06) 0.14− 0.01ı 0.13− 0.05ı 0.03− 0.06ı
(300, 400, 0.08) 0.11− 0.00ı 0.09− 0.03ı 0.03− 0.5ı
(1000, 1335, 0.06) 0.07− 0.00ı 0.06− 0.02ı 0.02− 0.03ı
TABLE II: Expectation value for the deficit angle a
with classical value ≈ 0.07.
In this example the averaging of the deficit angle with
the G(a, a′) factor (but without the At and Aσ factors)
tends to over-estimate the curvature angle. This is due to
a certain asymmetry in the example that partially orig-
inates with the generalized triangle inequalities, which
restrict a to a ≤ 32b = 32c. The oscillatory behavior of
the At and Aσ factors tends to average out the expecta-
tion values—more so for larger Barbero–Immirzi param-
eter γ, which leads to more oscillations over the interval
where G(a, a′) is sufficiently large, see Fig. 3 and Fig. 1
(in the main text). Note that the expectation values do
have imaginary contributions. These arise as the G(a, a′)
factor peaks away from the stationary point of the action
(where a = 0), so the imaginary parts do not average
out. As the imaginary contributions are sourced by the
oscillatory behaviour of the amplitudes, they grow with
γ. Having imaginary contributions on the order of the
real contributions indicates that the regime is unreliable,
even if the (real part of the) expectation value happens
to be near the classical value.
γ= 0.01
G
γ= 0.1 γ= 0.5 j
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FIG. 3: The G(a, a′) factor (dashed) and the real part
of the product of the amplitude factors At and Aσ as a
function of ja for a′ ∼ 0.07 and different γ–values.
Acknowledgments. BD thanks Abhay Ashtekar, and
BD and HMH thank Eugenio Bianchi, Aldo Riello and
Simone Speziale for discussions. SKA is supported by
an NSERC grant awarded to BD. HMH gratefully ac-
knowledges support from the visiting fellows program at
the Perimeter Institute and the warm hospitality of the
quantum gravity group there. Research at Perimeter In-
stitute is supported in part by the Government of Canada
through the Department of Innovation, Science and Eco-
nomic Development Canada and by the Province of On-
tario through the Ministry of Colleges and Universities.
[1] G. Ponzano and T. Regge, “Semiclassical limit of Racah
coefficients,” in: Spectroscopic and group theoretical
methods in physics, p1-58, ed. F. Bloch, North-Holland
Publ. Co., Amsterdam, (1968).
[2] H. Waelbroeck and J. A. Zapata, “Translation symmetry
in 2+1 Regge calculus,” Class. Quant. Grav. 10 (1993)
1923.
[3] V. Bonzom and B. Dittrich, “Dirac’s discrete hyper-
surface deformation algebras,” Class. Quant. Grav. 30
(2013) 205013 [arXiv:1304.5983 [gr-qc]].
[4] B. Dittrich and P. A. Ho¨hn, “From covariant to canonical
formulations of discrete gravity,” Class. Quant. Grav. 27
(2010) 155001 [arXiv:0912.1817 [gr-qc]]; B. Dittrich and
P. A. Ho¨hn, “Canonical simplicial gravity,” Class. Quant.
Grav. 29 (2012) 115009 [arXiv:1108.1974 [gr-qc]].
[5] A. Ashtekar, “New Variables for Classical and Quantum
Gravity,” Phys. Rev. Lett. 57 (1986) 2244.
9[6] A. Perez, “The Spin Foam Approach to Quantum Grav-
ity,” Living Rev. Rel. 16 (2013) 3 [arXiv:1205.2019 [gr-
qc]].
[7] C. Rovelli and L. Smolin, “Discreteness of area and vol-
ume in quantum gravity,” Nucl. Phys. B 442 (1995)
593 Erratum: [Nucl. Phys. B 456 (1995) 753] [gr-
qc/9411005].
[8] A. Ashtekar and J. Lewandowski, “Quantum the-
ory of geometry. 1: Area operators,” Class. Quant.
Grav. 14 (1997) A55 [gr-qc/9602046]; A. Ashtekar and
J. Lewandowski, “Quantum theory of geometry. 2. Vol-
ume operators,” Adv. Theor. Math. Phys. 1 (1998) 388
[gr-qc/9711031].
[9] E. Bianchi and H. M. Haggard, “Discreteness of the vol-
ume of space from Bohr-Sommerfeld quantization,” Phys.
Rev. Lett. 107 (2011) 011301, [arXiv:1102.5439 [gr-qc]];
E. Bianchi and H. M. Haggard, “Bohr-Sommerfeld Quan-
tization of Space,” Phys. Rev. D 86 (2012) 124010,
[arXiv:1208.2228 [gr-qc]].
[10] W. Wieland, “Fock representation of gravitational
boundary modes and the discreteness of the area spec-
trum,” Annales Henri Poincare 18 (2017) no.11, 3695
[arXiv:1706.00479 [gr-qc]].
[11] G. ’t Hooft, “Dimensional reduction in quantum gravity,”
Conf. Proc. C 930308 (1993) 284 [gr-qc/9310026].
[12] L. Smolin, “Four principles for quantum gravity,” Fun-
dam. Theor. Phys. 187 (2017) 427 [arXiv:1610.01968 [gr-
qc]].
[13] S. Ryu and T. Takayanagi, “Holographic Deriva-
tion of Entanglement Entropy from the anti–de Sitter
Space/Conformal Field Theory Correspondence,” Phys.
Rev. Lett. 96 (2006) 181602.
[14] E. Bianchi and R. C. Myers, “On the architecture of
spacetime geometry,” Class. Quant. Grav. 31 (2014)
214002 [arXiv:1212.5183 [hep-th]].
[15] J. D. Bekenstein and V. F. Mukhanov, “Spectroscopy of
the quantum black hole,” Phys. Lett. B 360 (1995) 7
[gr-qc/9505012].
[16] A. Ashtekar, J. Baez, A. Corichi and K. Krasnov, “Quan-
tum geometry and black hole entropy,” Phys. Rev. Lett.
80 (1998) 904 [gr-qc/9710007].
[17] J. D. Bekenstein, “Statistics of black hole radiance and
the horizon area spectrum,” Phys. Rev. D 91 (2015)
no.12, 124052 [arXiv:1505.03253 [gr-qc]].
[18] J. F. Barbero G. and A. Perez, “Quantum Geometry and
Black Holes,” arXiv:1501.02963 [gr-qc].
[19] F. Conrady and L. Freidel, “On the semiclassical limit of
4d spin foam models,” Phys. Rev. D 78 (2008) 104023
[arXiv:0809.2280 [gr-qc]].
[20] V. Bonzom, “Spin foam models for quantum gravity from
lattice path integrals,” Phys. Rev. D 80 (2009) 064028
[arXiv:0905.1501 [gr-qc]].
[21] F. Hellmann and W. Kaminski, “Holonomy spin foam
models: Asymptotic geometry of the partition function,”
JHEP 1310 (2013) 165 [arXiv:1307.1679 [gr-qc]].
[22] M. Han, “On Spinfoam Models in Large Spin Regime,”
Class. Quant. Grav. 31 (2014) 015004 [arXiv:1304.5627
[gr-qc]].
[23] J. R. Oliveira, “EPRL/FK Asymptotics and the Flatness
Problem,” Class. Quant. Grav. 35 (2018) no.9, 095003
[arXiv:1704.04817 [gr-qc]].
[24] P. Dona`, F. Gozzini and G. Sarno, “Searching for clas-
sical geometries in spin foam amplitudes: a numerical
method,” arXiv:1909.07832 [gr-qc].
[25] E. Bianchi, J. Engle, S. Speziale, ILQGS online seminar
(March 3rd 2020): Panel on the status of the vertex, Link
to slides
[26] T. Regge, “General Relativity Without Coordinates,”
Nuovo Cim. 19 (1961) 558.
[27] J. W. Barrett, M. Rocek and R. M. Williams, “A Note
on area variables in Regge calculus,” Class. Quant. Grav.
16 (1999) 1373 [gr-qc/9710056].
[28] R. M. Williams, “Recent progress in Regge calculus,”
Nucl. Phys. Proc. Suppl. 57 (1997) 73 [gr-qc/9702006];
J. Makela, “Variation of area variables in Regge calcu-
lus,” Class. Quant. Grav. 17 (2000) 4991 [gr-qc/9801022];
J. Makela and R. M. Williams, “Constraints on area vari-
ables in Regge calculus,” Class. Quant. Grav. 18 (2001)
L43 [gr-qc/0011006].
[29] J. W. Barrett, “First order Regge calculus,” Class.
Quant. Grav. 11 (1994) 2723 [hep-th/9404124].
[30] B. Bahr and B. Dittrich, “Regge calculus from a new
angle,” New J. Phys. 12 (2010) 033010 [arXiv:0907.4325
[gr-qc]].
[31] B. Dittrich and S. Speziale, “Area-angle variables for
general relativity,” New J. Phys. 10 (2008) 083006
[arXiv:0802.0864 [gr-qc]].
[32] S. K. Asante, B. Dittrich and H. M. Haggard, “The
Degrees of Freedom of Area Regge Calculus: Dynam-
ics, Non-metricity, and Broken Diffeomorphisms,” Class.
Quant. Grav. 35 (2018) no.13, 135009 [arXiv:1802.09551
[gr-qc]].
[33] L. C. Brewin and A. P. Gentle, “On the convergence of
Regge calculus to general relativity,” Class. Quant. Grav.
18 (2001) 517 [gr-qc/0006017].
[34] B. Dittrich and J. P. Ryan, “Phase space descrip-
tions for simplicial 4d geometries,” Class. Quant. Grav.
28 (2011) 065006 [arXiv:0807.2806 [gr-qc]]; B. Dittrich
and J. P. Ryan, “Simplicity in simplicial phase space,”
Phys. Rev. D 82 (2010) 064026 [arXiv:1006.4295 [gr-qc]];
B. Dittrich and J. P. Ryan, “On the role of the Barbero-
Immirzi parameter in discrete quantum gravity,” Class.
Quant. Grav. 30 (2013) 095015 [arXiv:1209.4892 [gr-qc]].
[35] L. Freidel and S. Speziale, “Twisted geometries: A ge-
ometric parametrisation of SU(2) phase space,” Phys.
Rev. D 82 (2010) 084040 [arXiv:1001.2748 [gr-qc]].
[36] B. Bahr, B. Dittrich and S. Steinhaus, “Perfect dis-
cretization of reparametrization invariant path inte-
grals,” Phys. Rev. D 83 (2011) 105026 [arXiv:1101.4775
[gr-qc]]; B. Dittrich and S. Steinhaus, “Path integral mea-
sure and triangulation independence in discrete gravity,”
Phys. Rev. D 85 (2012) 044032 [arXiv:1110.6866 [gr-qc]];
B. Dittrich, W. Kaminski and S. Steinhaus, “Discretiza-
tion independence implies non-locality in 4D discrete
quantum gravity,” Class. Quant. Grav. 31 (2014) no.24,
245009 [arXiv:1404.5288 [gr-qc]]; B. Bahr and S. Stein-
haus, “Numerical evidence for a phase transition in 4d
spin foam quantum gravity,” Phys. Rev. Lett. 117 (2016)
no.14, 141302
[37] M. Kapovich and J. J. Millson, “The symplectic geom-
etry of polygons in Euclidean space,” J. Diff. Geom. 44
(1996) 479.
[38] E. Bianchi, P. Dona`, and S. Speziale, “Polyhedra in
loop quantum gravity,” Phys. Rev. D 83 (2011) 044035
[arXiv:1009.3402 [gr-qc]].
[39] A. Barbieri, “Quantum tetrahedra and simplicial
spin networks,” Nucl. Phys. B 518 (1998) 714 [gr-
qc/9707010].
10
[40] J. C. Baez and J. W. Barrett, “The Quantum tetrahedron
in three-dimensions and four-dimensions,” Adv. Theor.
Math. Phys. 3 (1999) 815 [gr-qc/9903060].
[41] E. Bianchi, “The length operator in Loop Quantum
Gravity,” Nuc. Phys. B 807 (2009) 591.
[42] E. R. Livine and S. Speziale, “A New spinfoam vertex
for quantum gravity,” Phys. Rev. D 76 (2007) 084028
[arXiv:0705.0674 [gr-qc]].
[43] F. Conrady and L. Freidel, “Quantum geometry from
phase space reduction,” J. Math. Phys. 50 (2009) 123510
[arXiv:0902.0351 [gr-qc]].
[44] V. Bonzom and E. R. Livine, “Generating Functions for
Coherent Intertwiners,” Class. Quant. Grav. 30 (2013)
055018 [arXiv:1205.5677 [gr-qc]].
[45] L. Freidel and J. Hnybida, “A Discrete and Coherent
Basis of Intertwiners,” Class. Quant. Grav. 31 (2014)
015019 [arXiv:1305.3326 [math-ph]].
[46] J. W. Barrett and L. Crane, “Relativistic spin networks
and quantum gravity,” J. Math. Phys. 39 (1998) 3296
[gr-qc/9709028].
[47] J. Engle, R. Pereira and C. Rovelli, “The Loop-quantum-
gravity vertex-amplitude,” Phys. Rev. Lett. 99 (2007)
161301 [arXiv:0705.2388 [gr-qc]]; L. Freidel and K. Kras-
nov, “A New Spin Foam Model for 4d Gravity,” Class.
Quant. Grav. 25 (2008) 125018 [arXiv:0708.1595 [gr-
qc]]; E. R. Livine and S. Speziale, “Consistently Solv-
ing the Simplicity Constraints for Spinfoam Quantum
Gravity,” EPL 81 (2008) no.5, 50004 [arXiv:0708.1915
[gr-qc]]; J. Engle, E. Livine, R. Pereira and C. Rovelli,
“LQG vertex with finite Immirzi parameter,” Nucl. Phys.
B 799 (2008) 136 [arXiv:0711.0146 [gr-qc]]; M. Dupuis
and E. R. Livine, “Holomorphic Simplicity Constraints
for 4d Spinfoam Models,” Class. Quant. Grav. 28 (2011)
215022 [arXiv:1104.3683 [gr-qc]]; A. Baratin and D. Oriti,
“Group field theory and simplicial gravity path integrals:
A model for Holst-Plebanski gravity,” Phys. Rev. D 85
(2012) 044003 [arXiv:1111.5842 [hep-th]].
[48] J. W. Barrett and R. M. Williams, “The Asymptotics of
an amplitude for the four simplex,” Adv. Theor. Math.
Phys. 3 (1999) 209 doi:10.4310/ATMP.1999.v3.n2.a1 [gr-
qc/9809032]; J. W. Barrett and C. M. Steele, “Asymp-
totics of relativistic spin networks,” Class. Quant.
Grav. 20 (2003) 1341 [gr-qc/0209023]; J. W. Bar-
rett, R. J. Dowdall, W. J. Fairbairn, H. Gomes
and F. Hellmann, “Asymptotic analysis of the EPRL
four-simplex amplitude,” J. Math. Phys. 50 (2009)
112504 doi:10.1063/1.3244218 [arXiv:0902.1170 [gr-qc]];
J. W. Barrett, R. J. Dowdall, W. J. Fairbairn, F. Hell-
mann and R. Pereira, “Lorentzian spin foam ampli-
tudes: Graphical calculus and asymptotics,” Class.
Quant. Grav. 27 (2010) 165009 doi:10.1088/0264-
9381/27/16/165009 [arXiv:0907.2440 [gr-qc]]; M. X. Han
and M. Zhang, “Asymptotics of Spinfoam Amplitude on
Simplicial Manifold: Euclidean Theory,” Class. Quant.
Grav. 29 (2012) 165004 [arXiv:1109.0500 [gr-qc]].
[49] W. Kaminski, M. Kisielowski and H. Sahlmann, “Asymp-
totic analysis of the EPRL model with timelike tetra-
hedra,” Class. Quant. Grav. 35 (2018) no.13, 135012
[arXiv:1705.02862 [gr-qc]].
[50] P. Dona`, M. Fanizza, G. Sarno, and S. Speziale, “SU(2)
graph invariants, Regge actions and polytopes,” Class.
Quant. Grav. 35 (2018) 045011 [arXiv:1708.01727 [gr-
qc]].
[51] S. Speziale, “Boosting Wigner’s nj-symbols,” J. Math.
Phys. 58 (2017) no.3, 032501 [arXiv:1609.01632 [gr-
qc]]; P. Dona` and G. Sarno, “Numerical meth-
ods for EPRL spin foam transition amplitudes and
Lorentzian recoupling theory,” Gen. Rel. Grav. 50 (2018)
127 [arXiv:1807.03066 [gr-qc]]; P. Dona`, M. Fanizza,
G. Sarno and S. Speziale, “Numerical study of the
Lorentzian Engle-Pereira-Rovelli-Livine spin foam ampli-
tude,” Phys. Rev. D 100 (2019) no.10, 106003
[52] B. Dittrich, C. Goeller, E. Livine and A. Riello, “Quasi-
local holographic dualities in non-perturbative 3d quan-
tum gravity I – Convergence of multiple approaches
and examples of Ponzano-Regge statistical duals,” Nucl.
Phys. B 938 (2019) 807 [arXiv:1710.04202 [hep-th]];
B. Dittrich, C. Goeller, E. R. Livine and A. Riello,
“Quasi-local holographic dualities in non-perturbative 3d
quantum gravity II – From coherent quantum bound-
aries to BMS3 characters,” Nucl. Phys. B 938 (2019)
878 [arXiv:1710.04237 [hep-th]]; B. Dittrich, C. Goeller,
E. R. Livine and A. Riello, “Quasi-local holographic du-
alities in non-perturbative 3d quantum gravity,” Class.
Quant. Grav. 35 (2018) no.13, 13LT01 [arXiv:1803.02759
[hep-th]]; C. Goeller, E. R. Livine and A. Riello, “Non-
Perturbative 3D Quantum Gravity: Quantum Boundary
States and Exact Partition Function,” Gen. Rel. Grav.
52 (2020) no.3, 24 [arXiv:1912.01968 [hep-th]].
[53] J. Engle, “Proposed proper Engle-Pereira-Rovelli-Livine
vertex amplitude,” Phys. Rev. D 87 (2013) no.8, 084048
[arXiv:1111.2865 [gr-qc]]; J. Engle, “A spin-foam vertex
amplitude with the correct semiclassical limit,” Phys.
Lett. B 724 (2013) 333 [arXiv:1201.2187 [gr-qc]].
[54] F. Girelli, H. Pfeiffer and E. M. Popescu, “Topological
Higher Gauge Theory - from BF to BFCG theory,” J.
Math. Phys. 49 (2008) 032503 [arXiv:0708.3051 [hep-th]].
[55] A. Mikovic and M. Vojinovic, “Poincare 2-group and
quantum gravity,” Class. Quant. Grav. 29 (2012) 165003
[arXiv:1110.4694 [gr-qc]]; M. Vojinovic, “Causal Dynam-
ical Triangulations in the Spincube Model of Quan-
tum Gravity,” Phys. Rev. D 94 (2016) no.2, 024058
[arXiv:1506.06839 [gr-qc]].
[56] S. K. Asante, B. Dittrich, F. Girelli, A. Riello and
P. Tsimiklis, “Quantum geometry from higher gauge the-
ory,” arXiv:1908.05970 [gr-qc].
[57] A. Baratin and L. Freidel, “Hidden Quantum Grav-
ity in 4-D Feynman diagrams: Emergence of spin
foams,” Class. Quant. Grav. 24 (2007) 2027 [hep-
th/0611042]. A. Baratin and L. Freidel, “A 2-categorical
state sum model,” J. Math. Phys. 56 (2015) no.1, 011705
[arXiv:1409.3526 [math.QA]].
[58] B. Dittrich, Quantum geometries in (3 + 1) dimensions,
to appear
[59] E. Magliaro and C. Perini, “Regge gravity from
spinfoams,” Int. J. Mod. Phys. D 22 (2013) 1
[arXiv:1105.0216 [gr-qc]]; E. Magliaro and C. Perini,
“Emergence of gravity from spinfoams,” EPL 95 (2011)
no.3, 30007 [arXiv:1108.2258 [gr-qc]].
[60] M. Han, “Semiclassical Analysis of Spinfoam Model with
a Small Barbero-Immirzi Parameter,” Phys. Rev. D 88
(2013) 044051 [arXiv:1304.5628 [gr-qc]].
[61] B. Bahr and B. Dittrich, “Improved and Perfect Ac-
tions in Discrete Gravity,” Phys. Rev. D 80 (2009)
124030 [arXiv:0907.4323 [gr-qc]]; B. Dittrich, “The con-
tinuum limit of loop quantum gravity - a framework
for solving the theory,” arXiv:1409.1450 [gr-qc]; B. Dit-
trich, S. Mizera and S. Steinhaus, “Decorated tensor
11
network renormalization for lattice gauge theories and
spin foam models,” New J. Phys. 18 (2016) no.5, 053009
[arXiv:1409.2407 [gr-qc]]; B. Dittrich and M. Geiller,
“Flux formulation of loop quantum gravity: Classi-
cal framework,” Class. Quant. Grav. 32 (2015) no.13,
135016 [arXiv:1412.3752 [gr-qc]]; B. Dittrich, E. Schnet-
ter, C. J. Seth and S. Steinhaus, “Coarse graining
flow of spin foam intertwiners,” Phys. Rev. D 94
(2016) no.12, 124050 [arXiv:1609.02429 [gr-qc]]; C. Del-
camp and B. Dittrich, “Towards a phase diagram for
spin foams,” Class. Quant. Grav. 34 (2017) no.22,
225006 [arXiv:1612.04506 [gr-qc]]; B. Bahr, G. Rabuffo
and S. Steinhaus, “Renormalization of symmetry re-
stricted spin foam models with curvature in the asymp-
totic regime,” Phys. Rev. D 98 (2018) no.10, 106026
[arXiv:1804.00023 [gr-qc]].
[62] K. Krasnov, “Gravity as BF theory plus potential,” Int.
J. Mod. Phys. A 24 (2009) 2776 [arXiv:0907.4064 [gr-
qc]]; K. Krasnov, “Effective metric Lagrangians from an
underlying theory with two propagating degrees of free-
dom,” Phys. Rev. D 81 (2010) 084026 [arXiv:0911.4903
[hep-th]].
