Introduction
This paper estimates a prototypical real business cycle model under several di!erent assumptions regarding the stochastic process governing technological change. Its goal is to ascertain which speci"cation "ts the data best.
In two widely-cited survey articles, King et al. (1988a, b) demonstrate that technology shocks must exhibit a considerable amount of serial correlation if the real business cycle model is to account for key features of the US data. However, they leave open the question of whether technology shocks ought to be modeled as following a highly persistent, but trend stationary, process or as a random walk with drift. Hansen (1997) proposes an answer to this question by solving and simulating versions of his (1985) model of indivisible labor with both trend and di!erence stationary technology shocks. After evaluating each version based on its ability to match the relative volatilities of output, consumption, investment, and hours worked as measured in the data, Hansen concludes that the trend stationary speci"cation is to be preferred.
As suggested above, this paper picks up where Hansen (1997) leaves o! by actually estimating several versions of the real business cycle model via maximum likelihood. This alternative to the more conventional, moment-matching exercises performed by Hansen (1985 Hansen ( , 1997 and many others, including Kydland and Prescott (1982) , Prescott (1986) ; King et al. (1988a, b) , o!ers several potential advantages.
First, these earlier, moment-matching exercises attempt to minimize the di!erence between the variances of two series: one measuring output, consumption, investment, or hours worked in the model and the other measuring the same variable in the data. The alternative, estimation exercises performed here, in contrast, attempt to minimize the variance of the di!erence between the same two series. As Smith and Zin (1997, p. 244) put it, &having a zero variance of the di!erence between two series is a much stricter criterion than having a zero di!erence of their variances'. In other words, the estimation exercises performed here demand far more from the real business cycle model than standard, moment-matching exercises; they may, therefore, provide additional information about the model's ability to explain the data.
Second, some of the results derived here echo those obtained by King et al. (1988a) ; Hansen (1997) by showing that certain trade-o!s emerge as the real business cycle model's technology shock becomes more persistent: as the speci-"cation varies, the model's performance improves along some dimensions but deteriorates along others. The estimation exercises performed here, like the moment-matching exercises performed in earlier studies, take these trade-o!s into account. The estimation exercises, however, go a step further by providing a more rigorous and systematic way of choosing between alternative speci"cations: as soon as the model is estimated, formal statistical hypothesis tests may be used to discriminate between competing versions.
Third, and "nally, the real business cycle model, once estimated, can be used to generate forecasts. Thus, unlike more conventional moment-matching exercises, the estimation exercises performed here allow di!erent versions of the model to be evaluated based on their ability to track the data out of sample as well as within sample. As noted by Hamilton (1994, Chapter 15 , Section 3), forecasts generated by trend stationary models di!er greatly from those generated by di!erence stationary models. The comparison of forecast accuracy allowed by the estimation approach taken here may therefore provide new and valuable information about which version of the model "ts the data best.
In fact, these potential advantages are all realized here. The results presented below show that within sample, a formal hypothesis test rejects a popular version of the real business cycle model, in which technology shocks follow a trend stationary, "rst-order autoregressive process with persistence parameter "0.95, in favor of an alternative speci"cation in which lies much closer to one. Based only on within-sample performance, this alternative, trend stationary speci"cation with very close to one is di$cult to distinguish from a third version of the model with di!erence stationary technology shocks. However, the trend stationary speci"cation generates out-of-sample forecasts that are considerably more accurate than those from the di!erence stationary model. Thus, the results presented below provide sharp and decisive evidence in support of a version of the real business cycle model in which technology shocks are extremely persistent but still trend stationary.
A prototypical real business cycle model
The prototypical real business cycle model considered here is one with indivisible labor, "rst developed by Hansen (1985) and later used by Hansen (1997) in work that, as noted above, serves as the immediate predecessor to the present study. This popular model also ranks among those discussed in the famous survey articles by Prescott (1986) ; King et al. (1988a) .
In the model, a representative consumer has preferences de"ned over consumption C R and hours worked H R during each period t"0, 1, 2, 2 , as described by the expected utility function
where the discount factor satis"es 1' '0 and where '0. The linearity of utility in hours worked can be motivated, following Hansen (1985) and Rogerson (1988) , by assuming that the economy consists of many individual consumers, each of whom either works full time or is unemployed during any given period. If these individual consumers have utility functions that are additively separable in consumption and leisure, and if these individual consumers are able to fully insure themselves against the possibility of being unemployed, then their behavior in the aggregate can be summarized by considering the activities of a representative consumer with the utility function shown in (1).
During period t, the representative consumer produces output > R with capital K R and labor H R according to the constant returns to scale technology described by
where 1' '0. The variable A R in (2) represents a random shock to technology; its properties are described below.
The consumer divides output > R between consumption C R and investment I R , subject to the resource constraint
By investing I R units of output during period t, the consumer increases the capital stock K R> available during period t#1 according to
where the depreciation rate satis"es 1' '0. Two general speci"cations for the law of motion governing the technology shock A R are considered here. Under the "rst speci"cation, deviations of the natural logarithm of A R from a linear, deterministic trend follow a "rst-order autoregressive process, as in King et al. (1988a) :
where A'0 and 1' '!1. Under the second speci"cation, the log of A R follows a random walk with drift, as in King et al. (1988b) :
In both the cases, '1 measures the average rate of labor-augmenting technological progress and the serially uncorrelated innovation R> is normally distributed with mean zero and standard deviation '0. In fact, (6) might be viewed as a special case of (5), in which the persistence parameter is set equal to one. This apparent similarity, however, masks the key feature that distinguishes the two speci"cations: under (5), the technology shock is trend stationary, whereas under (6), the technology shock is di!erence stationary.
Equilibrium allocations for both versions of the model may be characterized by solving the representative consumer's problem: maximize, by choice of > R , C R , I R , H R , and K R> for all t"0, 1, 2, 2 the utility function (1) subject to the constraints (2)}(4) and either (5) or (6) for all t"0, 1, 2, 2 . This problem lacks a closed-form solution, but an approximate solution may be found, following King et al. (1988a, b) , by de"ning a set of stationary, trendless variables
for the model with trend stationary technology shocks and another set of stationary, trendless variables
for the model with di!erence stationary technology shocks. Eqs. (7) and (8) reveal that the exact form of the transformations needed to make each of the model's variables stationary depends on the process governing technological change. The form of these stationarity-inducing transformations also depends on the choice of utility and production functions in (1) and (2); in fact, King et al. (1988a) demonstrate that such stationarity-inducing transformations exist only when the utility and production functions are drawn from special classes that include the choices in (1) and (2). The "rst-order conditions for the representative consumer's problem imply that in the absence of technology shocks, when R "0 for all t"0, 1, 2, 2 , the economy converges to a steady state in which each of the stationary variables is constant, with
for all t"0, 1, 2, 2 in the model with trend stationary technology shocks and
for all t"0, 1, 2, 2 in the model with di!erence stationary technology shocks. The consumer's "rst-order conditions can be log-linearized about this steady state; this log-linear approximation to the model has a solution of the form
and
for all t"0, 1, 2, 2 . In (9) and (10), the vectors s R and f R keep track of percentage deviations of each stationary variable from its steady-state level, with
for the model with trend stationary technology shocks and
for the model with di!erence stationary technology shocks. In both cases, the matrices A, B, and C have elements that depend on the parameters describing tastes and technologies: , , , , , A, , and for the model with trend stationary technology shocks and , , , , , and for the model with di!erence stationary technology shocks.
Estimation strategy
Equations (9) and (10) are in state-space form: for both versions of the model, the components of s R can be treated as unobservable state variables, while the components of f R can be measured in the data. Hence, methods described by Hamilton (1994, Chapter 13 ) may be applied to obtain maximum likelihood estimates of the real business cycle model's parameters under each assumption regarding the stationarity properties of the technology shocks.
As emphasized by Ingram et al. (1994) , however, the assumption that just one shock * the technology shock * drives all aggregate #uctuations makes the real business cycle model singular: the model predicts that certain linear combinations of the observable variables in f R will be deterministic. If, in the data, these exact linear relationships do not hold, then any attempt to estimate the model via maximum likelihood will fail.
To overcome this obstacle, consider augmenting each equation in (10) with a serially correlated residual, so that the empirical model consists of (9),
for all t"0, 1, 2, 2 , where the vector R> of serially uncorrelated innovations is normally distributed with mean zero and covariance matrix E R> R> "V and is assumed, for the purposes of identi"cation, to be uncorrelated with the innovation R> to technology at all leads and lags. This strategy of adding serially correlated residuals to the observation equation shown earlier as (10) is also used by Altug (1989); McGrattan (1994); Hall (1996); McGrattan et al. (1997) to estimate what would otherwise be singular real business cycle models. Each of these earlier studies follows Sargent (1989) by interpreting u R as a vector of measurement errors and by assuming that these measurement errors are uncorrelated across variables, so that the matrices D and V are diagonal. Here, no such restrictions are imposed; instead, the residuals in u R are allowed to follow an unconstrained, "rst-order vector autoregression. Thus, the residuals may still pick up measurement errors in each variable, but they might also be interpreted more liberally as capturing all of the movements and co-movements in the data that the real business cycle model, because of its elegance and simplicity, cannot explain. Of course, the assumption that R> and R> are orthogonal is a strong one. It may not be satis"ed if, for instance, the residuals in u R pick up the e!ects of monetary and "scal policy variables, which are not explicitly considered in the basic real business cycle model but which may be correlated with the real business cycle model's technology shock. With the addition of these residuals, however, maximum likelihood estimation no longer requires the technology shock to account for every aspect of the data. The hope, as always, is that the extra identifying assumption will hold as an approximation, so that the estimation approach will provide useful and informative results.
In the data, consumption C R is measured by real personal consumption expenditures in chained 1992 dollars, investment I R is measured by real gross private domestic investment, also in chained 1992 dollars, and output is measured by the sum > R "C R #I R . Hours worked H R is measured by hours of wage and salary workers on private, nonfarm payrolls. Each series is expressed in per-capita terms using the civilian, noninstitutional population, age 16 and over; each series, except for population, is seasonally adjusted. The data for consumption, investment, and population come from the Federal Reserve Bank of St. Louis' FRED database; the data for hours worked come from the Bureau of Labor Statistics' Establishment Survey. All series are quarterly and run from 1960:1 through 1998:1.
It would, in principle at least, be feasible to bring additional data to bear in assessing the real business cycle model's empirical performance. The model, for instance, also makes predictions about the behavior of real wages and interest rates over the business cycle. Results obtained by Mankiw et al. (1985) , however, suggest that representative agent models (at least those with time-separable utility functions, like the one considered here) have great di$culty in explaining the cyclical relationships between aggregate prices (such as wages and interest rates) and quantities (such as consumption and hours worked) that can be found in the data. For this reason, perhaps, most studies that work with real business cycle models, including those by Kydland and Prescott (1982) ; Hansen (1985 Hansen ( , 1997 ; Prescott (1986) ; King et al. (1988a, b) , focus mainly on the behavior of quantities; the present study follows in this tradition.
McGrattan (1994); Hall (1996); McGrattan et al. (1997) exploit data on the capital stock, as well as data on investment, to estimate versions of the real business cycle model. However, published data on the capital stock are constructed from data on investment using capital accumulation equations such as (4); see, for example, Katz and Herman (1997) . Thus, as noted by McGrattan (1994) , the use of data on both investment and capital to estimate a model that includes the capital accumulation equation (4) serves only to uncover the value of the depreciation parameter that was used to construct the capital stock series in the "rst place; the very small standard errors that Hall (1996) and McGrattan et al. (1997) attach to their estimates of undoubtedly re#ect this fact. Here, therefore, a simpler and more direct approach is taken: data on capital are not considered explicitly, but the depreciation rate is "xed prior to estimation at 0.025, the value originally used by Hansen (1985) and a value that approximates those used in the construction of the published capital stock series (again, see Katz and Herman, 1997) .
Finally, less aggregated measures of consumption and investment might be used in place of the broad measures described above. In fact, preliminary attempts to estimate the model considered here used data on the consumption of nondurables and services alone, since this measure seems to correspond more closely to the variable C R that appears in the model. These preliminary attempts at estimation failed, however, due to the fact that when consumption is measured using nondurables and services alone, trends appear in the consumption}output and investment}output ratios, at least over the sample period considered here. Since the theoretical model cannot account of the presence of trends in these ratios, the maximum likelihood procedure attempted to attribute the trends to nonstationary behavior in the residuals u R . Thus, to facilitate estimation and, in particular, to avoid the appearance of explosive roots in the matrix D, broader measures of consumption and investment are used instead.
The de"nitions of the variables in (7) and (11) indicate that deviations of the log levels of output, consumption, and investment from a common deterministic trend are stationary under the assumption that technology shocks are governed by (5); the de"nitions of the variables in (8) and (12) indicate that the logs of output growth, the consumption}output ratio, and the investment}output ratio are stationary under the assumption that technology shocks are governed by (6). Thus, as noted above, each version of the model imposes its own stationarityinducing transformation on the data; the series need not be "ltered in any other way.
Moreover, since the resource constraint (3) holds in both the model and the data, only the series for > R , C R , and H R need to be used in estimating the model; the series for I R is redundant. For the purposes of estimation, therefore, f R reduces to a 3;1 vector, with
for the model with di!erence stationary technology shocks. In both cases, u R and R> become 3;1 vectors that can be written as
while D and V become 3;3 matrices that can be written as
In estimating each version of the model, the parameters describing tastes and technologies are constrained to satisfy the theoretical restrictions noted in Section 2, above. In addition, the eigenvalues of D are constrained to lie inside the unit circle, making the residuals in u R stationary. Finally, the covariance matrix V is constrained to be positive de"nite. Table 1 presents maximum likelihood estimates of the parameters of the augmented model consisting of (9), (13), and (14) under several di!erent assumptions regarding the process governing the behavior of the technology shocks. In each case, preliminary attempts to estimate the model led to unreasonably low values for the discount factor ; here, as in Altug (1989) , more sensible results obtain when this parameter is held "xed during estimation. Accordingly, the table displays results when is set equal to 0.99 and when, as noted above, is set equal to 0.025. The standard errors, also shown in Table 1 , correspond to the square roots of the diagonal elements of the inverted matrix of second derivatives of the maximized log likelihood function.
Results
The second column of Table 1 shows the results when the technology shocks are assumed to follow the trend stationary process (5); the third column shows the results when the technology shocks are assumed to follow the di!erence stationary process (6). The maximum likelihood estimates of , , , and are quite similar across the two speci"cations; in each case, they are reasonable and precise.
The estimate of "0.9983 in the trend stationary case is very close to the setting "1 that is implicitly assumed under the di!erence stationary speci"cation, indicating that the data prefer versions of the model that feature extremely persistent technology shocks. This "nding is reinforced by the results displayed in the fourth column of Table 1 , which shows maximum likelihood estimates of the trend stationary speci"cation when is constrained to equal 0.95, the value recommended by Hansen (1985 Hansen ( , 1997 . Under the null hypothesis that "0.95, the likelihood ratio statistiç
is asymptotically distributed as a chi-square random variable with one degree of freedom, where¸ is the maximized value of the unconstrained log likelihood function and¸ is the maximized value of the constrained log likelihood function. Table 1 indicates that¸"1704.9130 and¸ "1684.3039, implying that¸R"41.2182. Since the 0.1 percent critical value for¸R is 10.8, the null hypothesis is easily rejected by the data.
Some insight into the rejection of the hypothesis that "0.95 can be found in Table 2 . There, the augmented model consisting of (9), (13), and (14) is used, together with the maximum likelihood estimates shown in Table 1 , to decompose the k-step-ahead forecast error variances of the log levels of output, consumption, investment, and hours worked into two orthogonal components: the "rst attributable to the real business cycle model's technology shock and the second attributable to the residuals in u R . Each "gure in Table 2 measures the percentage of the forecast error variance that is due to the technology shock. Thus, like the R statistic from a regression model, these "gures measure the extent to which the behavior of each variable is explained by the real business cycle model rather than by the serially correlated residuals. Like the R from a regression, these "gures must be used with some caution in choosing between models: if in truth, technology shocks play absolutely no role in generating actual business cycle #uctuations in the US economy, then the true model ought to assign zero weight to technology shocks in explaining the data. But with this caveat in mind, the "gures in Table 2 can be used to get an intuitive feel for how well each version of the real business cycle model does in accounting for observed movements in the data.
In fact, the results shown in Table 2 echo those presented by King et al. (1988a) ; Hansen (1997) , who "nd that a trade-o! emerges as technology shocks in the real business cycle model become more persistent: as increases, technology shocks account for a larger fraction of the volatility in output and consumption and a smaller fraction of the volatility in investment and hours worked. Hansen (1997) considers this trade-o! by comparing the relative volatilities of output, consumption, investment, and hours worked as predicted by the model to the same statistics as they appear in the data and concludes that the version of the model with "0.95 works best. The "gures in Table 2 , however, suggest that the models with "0.9983 and "1 do much better than the model with "0.95 in accounting for the behavior of output and consumption and, at the same time, fare only slightly worse in accounting for the behavior of investment and hours worked. On balance, therefore, the hypothesis test, which examines this trade-o! in a formal way, favors the model with more persistent technology shocks.
It is di$cult to distinguish between the trend stationary model with "0.9983 and the di!erence stationary model based on any of the "gures shown in Tables 1 and 2 . However, the augmented model consisting of (9), (13), and (14) can also be used to generate forecasts; the estimation approach used here allows the two speci"cations to be evaluated and compared based on their out-of-sample performance as well as their within-sample performance. Thus, Table 3 reports the root mean squared forecast errors from the trend and di!erence stationary models. To produce the "gures in this table, both models are estimated with data from 1960:1 through 1984:4 and used to generate out-of-sample forecasts for the log levels of output, consumption, investment, and hours worked, with one-step-ahead forecasts being for 1985:1, two-stepahead forecasts being for 1985:2, and so on. Next, the models are reestimated with data from 1960:1 through 1985:1 and used to generate one-step-ahead forecasts for 1985:2, two-step-ahead forecasts for 1985:3, and so on. Continuing in this manner yields series of one-step-ahead forecasts running from 1985:1 through 1998:1, series of two-step-ahead forecasts running from 1985:2 through 1998:1, and so on, all of which can be compared to the actual data that were realized over those periods; the exercise is designed to assess each model's real-time forecasting ability. Table 3 shows that the model with trend stationary technology shocks produces more accurate forecasts of output and its components while the model with di!erence stationary technology shocks produces more accurate forecasts of hours worked. To determine whether any of these di!erences are signi"cant, the table also reports a statistic that Diebold and Mariano (1995) 
is asymptotically distributed as a standard normal random variable, where
B
, the standard error of d, can be estimated using formulas reported in their paper.
In Table 3 , positive values of S indicate cases where d'0, so that the model with trend stationary technology shocks produces more accurate forecasts; negative values of S indicate cases where d(0, so that the model with di!erence stationary technology shocks produces more accurate forecasts. In many cases, the null hypothesis that d"0 can be rejected in favor of the alternative that d'0. In no case, however, can the null hypothesis that d"0 be rejected in favor of the alternative that d(0. Based on these results, one can say that the model with stationary technology shocks clearly outperforms the model with di!erence stationary technology shocks in terms of its ability to generate accurate out-of-sample forecasts.
Before closing, it is useful to note that the state-space model consisting of (9), (13), and (14) can be used, together with methods outlined by Hamilton (1994, Chapter 13, Section 6) , to produce &smoothed' estimates of the variable A R that appears in (2) and measures technological change in the US economy. These methods use data from the entire sample period, 1960:1}1998:1, to estimate A R at each point in time. Since the procedure relies on all of the model's equations, including (2)}(4), (5) or (6), and the "rst-order conditions from the representative Note: H, HH, and HHH denote signi"cance at the 10, 5, and 1 percent levels.
consumer's problem, these estimates may be referred to as &full-model' estimates of A R . The full-model estimates of A R generated from the speci"cation with "0.9983 are shown in Fig. 1 ; these estimates look very similar to those generated from the alternative speci"cations with "0.95 and "1. Hansen's (1997) simulations also reveal that the variable A R behaves quite similarly across speci"cations. Thus, both here and in Hansen (1997) , the various speci-"cations appear to di!er more in their implications for the way in which the endogenous variables respond to shocks than in their implications for behavior of the shocks themselves. Fig. 1 compares the full-model estimates described above to the estimates of A R that are constructed in a more familiar way. Prescott (1986) follows Solow (1957) in measuring the productivity variable by taking logs on both sides of (2) and rearranging to obtain
To form these &Solow}Prescott' estimates of A R , data on investment are used to construct a series for the capital stock from (4) with "0.025. The parameter is set equal to 0.2352, the estimated value from the trend stationary speci"cation with "0.9983. In contrast to the full-model estimates, the Solow}Prescott estimates are based only on (2) and (4).
The two measures of technological change display similar movements in Fig. 1 . The Solow}Prescott estimates are more volatile, however. This explains why the estimates of shown in Table 1 are smaller than the values of selected by Prescott (1986); Hansen (1985 Hansen ( , 1997 , and others, who calibrate this parameter based on the Solow}Prescott measure of A R .
Conclusion
As noted above, in the introduction, the estimation exercises performed here demand far more from the real business cycle model than the conventional, moment-matching exercises used throughout the existing literature. These exercises also allow for a more formal assessment of the trade-o!s that arise when, for example, an increase in the persistence of technology shocks helps the model to explain the behavior of output and consumption even as it hurts the model's ability to explain the behavior of investment and hours worked. Here, a formal statistical hypothesis test weighs both sides of this trade-o! and decisively rejects a version of the model with "0.95 in favor of an alternative with much closer to one.
Once estimated, the real business cycle model can also be used for forecasting. Thus, the exercises performed here allow competing speci"cations to be evaluated based on their ability to track the data, not just within sample, but out of sample as well. Here, in fact, the extra information made available by a comparison of forecast accuracy proves especially valuable in discriminating between two versions of the model. Within sample, the model with trend stationary technology shocks and very close to one is di$cult to distinguish from the model with di!erence stationary technology shocks; any approach to model evaluation that relies solely on within-sample performance will be of little help in choosing between these two. Out of sample, however, the trend stationary model generates forecasts that are considerably more accurate than those from the di!erence stationary model; the comparison of forecast accuracy makes it easy to choose in favor of the trend stationary model.
Overall, therefore, the results obtained here indicate that the data prefer a version of the real business cycle model in which technology shocks are extremely persistent but still trend stationary. More generally, the analysis shows how maximum likelihood estimation, when applied to analyze dynamic, stochastic, general equilibrium models of aggregate #uctuations, can yield sharp and meaningful results.
