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We propose the Casimir effect as a general method to observe Lifshitz transitions in electron sys-
tems. The concept is demonstrated with a planar spin-orbit coupled semiconductor in a magnetic
field. We calculate the Casimir force between two such semiconductors and between the semiconduc-
tor and a metal as a function of the Zeeman splitting in the semiconductor. The Zeeman field causes
a Fermi pocket in the semiconductor to form or collapse by tuning the system through a topological
Lifshitz transition. We find that the Casimir force experiences a kink at the transition point and
noticeably different behaviors on either side of the transition. The simplest experimental realiza-
tion of the proposed effect would involve a metal-coated sphere suspended from a micro-cantilever
above a thin layer of InSb (or another semiconductor with large g-factor). Numerical estimates are
provided and indicate that the effect is well within experimental reach.
PACS numbers: 12.20.-m, 71.70.Ej, 73.61.Ey, 75.70.Tj
In 1948, Casimir predicted attraction between two neu-
tral, perfectly conducting materials [1], and after nearly
fifty years of theory [2], experimental evidence was pre-
sented by Lamoreaux [3]. Following this discovery there
was a flurry of theory [4] and experiment [5] which led
to an astounding amount of theoretical and experimental
machinery. With this machinery, one can use the Casimir
force as a probe of real material properties – e.g., corre-
lations, phase transitions. In this letter, we consider how
the Casimir force changes across a Lifshitz transition.
The model describes a thin layer of indium antimonide
and could be experimentally realized in the common ex-
perimental setup for Casimir measurements as shown in
Fig. 1.
The Casimir effect for real materials, as first developed
by Lifshitz [6], explicitly depends on the electromagnetic
response of a material. This response can be built into
the boundary conditions of the electromagnetic field it-
self. Diagrammatically, the Casimir energy between
two plates A and B (from which the force is derived)
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FIG. 1. The geometry typically used in experimental mea-
surements of the Casimir force is a gold coated sphere sus-
pended above a planar plate from a cantilever. We consider
a lower plate of indium antimonide with an applied magnetic
field.
takes the schematic form
Ec =
A
B
+
A
B
A
B
+ · · · (1)
where X = X (1+ X ) is the dressed current-
current correlation function for plate X while X is
the usual current-current correlator derived in linear re-
sponse theory – a material dependent quantity related
to conductivity. It enters the expression in a crucial way,
and thus, features in the frequency-dependent conductiv-
ity translate to features in the Casimir force. Being able
to tune the Casimir force by modifying a material’s elec-
tromagnetic response would have important applications
for precision gravity experiments [7] and applications to
nanotechnology [8].
From the other direction, and importantly for the sub-
ject of this paper, any change of the Casimir force would
be an indication of a change in the material’s properties.
Special geometries [9] and boundary conditions [10] can
change the Casimir force to be repulsive, though with
symmetric geometries without time-reversal symmetry
breaking, one can not escape an attractive effect [11].
Just as a repulsive effect would be a signature of some
time-reversal symmetry breaking (such as in the case of
two quantum Hall plates [12] or topological insulators
with gapped surface states [13]), other changes in the
Casimir force can be attributed to other material prop-
erties. For instance, Bimonte and coauthors showed that
one can in principle measure the change in Casimir en-
ergy between a normal and superconducting state [14].
Additionally, the critical Casimir effect [15] can be used
to characterize the phase transition and probe finite-size
scaling [16], while the thermal Casimir effect [17] has
been used to probe phase transitions [18].
2In this letter, we consider how the Casimir force
changes as we tune a two-dimensional spin-orbit coupled
material through a Lifshitz transition. A Lifshitz transi-
tion occurs when a material’s Fermi surface undergoes a
topological change – such as the emergence or collapse of
an electron or hole pocket [19]. Various models are sus-
pected to undergo some type of Lifshitz transition [20] in-
cluding the cuprates [21], and experimental evidence of a
Lifshitz transition has been recently observed in iron ar-
senic superconductors [22]. We will first define our model
and show how it undergoes such a transition. Introducing
the expression for the Casimir energy, we then find the
current-current correlator in linear response theory after
minimally coupling our Hamiltonian to a vector poten-
tial. Using this expression, we numerically integrate to
obtain the Casimir force as we tune our original Hamil-
tonian through a Lifshitz transition. We end with some
discussion of this feature.
Others have considered the Casimir effect with two-
dimensional plates [23], however our particular model re-
quires a more material-centered approach (see the sup-
plement [24]). We consider the Casimir force at zero tem-
perature between two parallel plates where at least one is
modeled as a two-band spin-orbit coupled material (suffi-
ciently thin to be considered quasi-two dimensional) with
a fixed chemical potential and tunable Zeeman splitting
due to an external magnetic field. (When considering
only one spin-orbit coupled plate, the other is a metallic
plate, modeled as a clean free electron gas.) The Zeeman
field tunes a gap in this two-band material and causes one
of the Fermi surfaces to form or collapse. This is the sim-
plest realistic model exhibiting a Lifshitz transition and
gives at least a qualitative idea of what would happen
with a strongly spin-orbit coupled semiconducting mate-
rial like indium antimonide. At these transition points,
the Casimir force between the two plates experiences a
kink, as seen in Fig. 2.
This could be experimentally measured with the usual
plate and sphere geometry as seen in Fig. 1. The plate
would be a thin layer of InSb while the sphere would be
the usual Au-coated sphere. While we consider the par-
allel plate scenario, our calculations can be generalized to
the sphere-plate geometry by using the proximity force
approximation [4].
We consider the single-particle effective Hamiltonian
for the conduction bands of the semiconductor,
Hˆ =
k2
2m∗
− µ+ β(σˆxkx − σˆyky) + ∆σˆz , (2)
which has eigenvalues
ξ±(k) =
k2
2m∗
− µ±
√
∆2 + β2k2, (3)
where m∗ and µ are the conduction band effective mass
of the electron and chemical potential. The coefficient
β is the strength of the Dresselhaus spin-orbit coupling,
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FIG. 2. (Color online) The Casimir force Fc normalized
by the ideal conductor value F0 = −~cpi
2/240a4 between one
semiconductor plate and one metallic plate separated by a
= 20 nm as a function of the Zeeman splitting normalized
by the Fermi energy. The red plot (left axis) corresponds to
the Fermi energy crossing the upper band for |∆| < |µ|, and
the blue plot (right axis) corresponds to the Fermi energy
only ever crossing the lower band. The insets show the band
structure above and below the transition along with the two
fixed values of the Fermi energy.
and σi are the Pauli matrices. The factor ∆ is the in-
duced Zeeman splitting, given by ∆ = µBg
∗B, where
µB is the Bohr magneton, g
∗ is the material’s g-factor,
and B is an applied magnetic field. For all calculations
we will assume that this Hamiltonian is a simple model
of the the relevant bands of the material indium anti-
monide, for which m∗ = 0.014m0, where m0 is the free
electron mass, and β = γ〈k2z〉 ≃ γ
(
π
d
)2
[25], where d is
the thickness of the plate and γ = 760.1 eVA˚
3
is the
intrinsic Dresselhaus parameter for the material. We
consider InSb plates that are six lattice constants thick,
d = 6 × 0.6479 nm = 3.89 nm. The plates may still be
considered effectively 2D as long as the energy needed to
excite higher electron modes in the confined direction is
much larger than the energy requires to excite the two
lowest bands modeled here. Additionally, since the g-
factor of InSb is g∗ = −51.6 we can also neglect the
orbital coupling of the electrons directly to the external
magnetic field as well as the effect of the magnetic field
on the metallic plate when it is considered [26].
This model is a simplification since we neglect virtual
excitations in the confined direction. The force should
be dominated by the two bands considered in Eq. (3),
and we expect that at worst, effects due to the confined
direction and crystalline structure of InSb to change the
quantitative nature, but not the qualitative features we
find.
For µ > |∆| there are two bands crossing the Fermi en-
ergy. Fixing µ, as |∆| is increased the occupation of the
upper band decreases until the Fermi surface disappears
entirely when |µ| = |∆| – the electron pocket defined by
that Fermi surface disappears. Increasing the Zeeman
3splitting further, the Fermi energy lies within the gap
and only the lower band crosses the Fermi level, giving a
single Fermi surface. This represents the Lifshitz transi-
tion in the region of µ > |∆|, and is shown with the red
dashed line in the insets of Fig. 2.
If m∗β2 > |∆| the lower band has a local maximum
at k = 0 and a similar scenario can be considered for
ǫmin < µ < −|∆|, where ǫmin is the lowest energy of
the lower band. In this case, the lower band crosses the
Fermi energy for two distinct values of k, producing two
Fermi surfaces – the inner one enclosing a hole pocket.
Again, increasing |∆| for fixed µ leads to a shrinking of
the inner Fermi surface until it disappears completely at
the point when |µ| = |∆|. For larger Zeeman splitting,
the Fermi energy again lies within the gap and there is a
single Fermi surface. This is shown with the blue dashed
line in the insets of Fig. 2. The disappearance of a Fermi
surface by changing ∆ in these two scenarios are simple
examples of a Zeeman-driven Lifshitz transition.
We use a microscopic quantum field theoretic method
to calculate the Casimir energy at zero temperature in
terms of the current-current correlation functions of the
two electron systems under consideration and virtual
photons in the 3D vacuum between them (see supple-
ment [24]). Summing up the diagrams in Eq. (1), the
Casimir energy at zero temperature for parallel 2D plates
separated by a distance a is given by
Ec(a) = 1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω tr ln
[
1ˆ− ˆ˜ΠA(q⊥, iω)Dˆ(q⊥, iω, a) ˆ˜ΠB(q⊥, iω)Dˆ(q⊥, iω, a)
]
, (4)
where Dˆ is the photon propagator and
ˆ˜
Πi is the current-
current correlation function for plate i, dressed by in-
teractions with 3D photons. We choose the axial gauge
with φ = 0, so the relevant components of the photon
propagator have the form
Dˆ(q⊥, iω, z) =
( q⊥
ω2 0
0 1q⊥
)
e−q⊥|z|.
The dressed current-current correlation function can be
expressed in terms of the bare correlation function, Πˆ, as
ˆ˜
Π =
[
1ˆ− ΠˆDˆ(z = 0)
]−1
Πˆ,
which accounts for dynamical screening of photons in
the random phase approximation (RPA). We determine
the bare correlation function using the current operator,
ji(x) = ψ
†(x) ∂Hˆ[A]∂Ai(x)ψ(x), where Hˆ [A] is the Hamiltonian
given in Eq. (2) after minimal coupling. The correlation
function is then expressed in terms of the current as,
Πij(x, x
′) = 〈−δ(x− x′)δij∂Aiji(x) + ji(x)jj(x′)〉
∣∣∣
A=0
,
(5)
where 〈· · · 〉 represents averaging over the ground state
[27]. The first term is the diamagnetic term while the
second is the paramagnetic term. The inclusion of the
diamagnetic term is important since in the clean elec-
tron system without spin-orbit coupling, it corresponds
to the only contribution to conductivity. In the case of
a weakly correlated system we can use the approxima-
tion that the Casimir effect is determined by the local
current-current response functions, i.e. we only need to
consider the q = 0 limit of Πˆ since non-local behavior is
screened out. Furthermore, coupling of the spin to the
magnetic fluctuations of the vacuum field do not need to
be considered. In this limit, the correlation function for
the spin-orbit coupled plates has the form
Πˆ(iω) = −α
(
ΠL(iω) ΠH(iω)
−ΠH(iω) ΠL(iω)
)
, (6)
where α is the fine structure constant,
ΠH(iω) = 2∆
[
cot−1
( ω
2ǫ+
)
− cot−1
( ω
2ǫ−
)]
(7)
ΠL(iω) = 2µ [Θ(µ− |∆|) + Θ(µ+ |∆|)] (8)
+ ǫ+ − ǫ− + ω
2 − 4∆2
4∆2ω
ΠH(iω)
and ǫ± are the positive square roots of
(ǫ±)2 = ∆2+
max
{
0, 2m∗β2(µ+m∗β2)
[
1±
√
1− µ2−∆2(µ+m∗β2)2
]}
.
(9)
We take the derivative of Eq. (4) with respect to
the plate separation, a, to obtain an expression for the
Casimir force. We then integrate numerically for fixed
separation a = 20 nm and Fermi energy µ, while vary-
ing |∆|, which would correspond to varying the magnetic
field in an actual experiment. For all numerical results,
we will give the Casimir force in our considered system,
Fc, normalized by the Casimir force between ideal con-
ducting plates, F0 = −~cπ2/240a4, calculated for the
same plate separation. For the simple system with no
spin-orbit coupling (β = 0), i.e. two metallic plates, we
obtain the results in Fig. 3. In this case, there is only
the possibility of a Lifshitz transition associated with re-
moving the electron pocket of the upper band. We see
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FIG. 3. The Casimir force Fc normalized by the ideal con-
ductor value F0 between two metallic plates separated by a =
20 nm as a function of the Zeeman splitting normalized by the
Fermi energy. The insets show the band structure above and
below the transition along with the fixed value of the Fermi
energy.
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FIG. 4. (Color online) The Casimir force Fc normalized
by the ideal conductor value F0 between two semiconductor
plates separated by a = 20 nm as a function of the Zeeman
splitting normalized by the Fermi energy. The red plot (left
axis) corresponds to the Fermi energy crossing the upper band
for |∆| < |µ|, and the blue plot (right axis) corresponds to the
Fermi energy only ever crossing the lower band. The insets
show the band structure above and below the transition along
with the two fixed values of the Fermi energy.
that for |∆| < |µ| the Casimir force is constant with vary-
ing |∆|, since the carrier density of the material, which
in this case is the only parameter determining the value
of Πˆ, is constant in this region. As the upper band is
raised above the Fermi level, the closing of the upper
band Fermi surface is indicated by a kink in the Casimir
force, above which the magnitude of the force increases
with |∆|, consistent with the increase in the carrier den-
sity in this region. Deviations from this behavior in the
case of β 6= 0 are primarily due to spin-orbit effects.
We find that the Casimir force as a function of Zeeman
energy has the same overall features whether the system
we consider is one InSb plate and one metallic plate or
two InSb plates, shown in Fig. 2 and Fig. 4 respectively.
For the Fermi energy lying in the upper band, the
Casimir force decreases as the Zeeman energy increases
until the point when the Fermi surface for the upper
band disappears at the transition point, |∆| = |µ|, above
which the force increases again. At the Lifshitz transition
point, the value of the normalized Casimir force, Fc/F0,
is found to be 6.42 × 10−3 and 3.53 × 10−3 in the semi-
conductor/metal system and two semiconductor system
respectively (numerical results will always be given in
this order). For |∆| just below the transition point, the
rate of the Casimir force’s change with |∆|, i.e. d(Fc/F0)d∆ ,
is approximately −4.5×10−3eV−1 and −5.0×10−3eV−1
in the two respective cases. For |∆| just above the tran-
sition point, the value of this quantity is approximately
1.9× 10−3eV−1 and 0.02× 10−3eV−1 respectively in the
two systems.
We can understand these features intuitively by first
examining the carrier density in the spin-orbit coupled
material on either side of the transition. Below the tran-
sition, the carrier density remains constant with chang-
ing |∆| as it does in the β = 0 case, so the decrease in
the force is an indication that spin-orbit effects in these
two systems, i.e. virtual inter-band excitations of elec-
trons near the Zeeman gap, work to weaken the strength
of the Casimir force. Above the transition, the carrier
density increases with increasing |∆|, which leads to an
increase in the strength of the force as in the β = 0 case
considered earlier. However, we also see that the Casimir
force increases much faster just above the transition in
Fig. 2 than in Fig. 4, where the curve is nearly flat. This
suggests further that virtual inter-band spin-orbit inter-
actions, which have a greater effect in the system with
two semiconducting plate and are strongest right around
the Lifshitz transition point, are responsible for suppress-
ing the force above the transition until the Zeeman gap
is large enough to sufficiently dampen the effects.
For the Fermi energy below the Zeeman gap, as |∆|
is increased the magnitude of the Casimir force is found
to constantly increase. There is a noticeable kink in the
force as a function of Zeeman field at |∆| = |µ|, the point
when the inner Fermi surface closes. At the transition
point, the value of the normalized Casimir force is found
to be 5.16× 10−3 between one semiconducting plate and
one metallic plate and 2.71× 10−3 between two semicon-
ducting plates. For this Fermi level, the carrier density
is constantly increasing with increasing |∆|, so the force
is constantly increasing as well.
As we have shown, tuning through a Lifshitz transi-
tion in this material causes a kink in the Casimir force
while the microscopics control the nature and severity
of the kink. We expect similar features to be found in
other materials with such transitions – particularly due
to the change in the carrier concentration across such a
transition. As such, the precision Casimir force experi-
ments could be used as a probe of interesting material
5properties.
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SUPPLEMENTARY MATERIAL: NON-ANALYTIC BEHAVIOR OF THE CASIMIR FORCE ACROSS A
LIFSHITZ TRANSITION IN A SPIN-ORBIT COUPLED MATERIAL
EXPRESSION FOR THE CASIMIR ENERGY
We wish to derive an expression for the electromagnetic Casimir energy between two parallel two-dimensional plates
in terms of photon propagators and quantities that can be derived from the microscopic description of the electrons
in each plate. We do this by calculating the free energy of the two plate system interacting with three-dimensional
photons, then subtracting off the contribution for each isolated plate and the photon background, leaving only the
6part that depends on the distance between the plates,
Ec = F − F1 − F2
= − 1
β
(lnZ − lnZ1 − lnZ2)
= − 1
β
(
ln
∫
DAe−SEM [A]−S1[A]−S2[A] − ln
∫
DA′ e−SEM [A′]−S1[A′] − ln
∫
DA′′ e−SEM [A′′]−S2[A′′]
)
.
Here, F and Z are the free energy and partition function of the full system composed of two plates interacting with
three-dimensional photons, while Fi and Zi are the free energy and partition function of plate i interacting with
three-dimensional photons in isolation. The partition functions are calculated as path integrals over the photon field
A, with the actions for the photon field given by
SEM [A] = −1
4
∫
dz
∑
n
∫
d 2q
(2π)2
Fµν (~q, ωn, z)F
µν (~q, ωn, z) ,
and the action for the electrons in plate i given by
Si [A] = −1
2
∫
dz δ (z − zi)
∑
n
∫
d 2q
(2π)2
Aµ (~q, ωn, z)Πµν,i (~q, ωn)A
ν (−~q,−ωn, z) .
Throughout we have also set ~ = c = 1. The two plates are located at z = z1 and z = z2 with z2 − z1 = a, the
distance between the plates. This expression for Si is obtained by considering the full action of the electrons in plate
i minimally coupled to three-dimensional photons, then integrating out the electronic degrees of freedom and keeping
terms only second order in A. This procedure gives the finite temperature current-current correlation function from
linear response theory. In principle, higher order terms with two external photon lines, but also including internal
photon lines, could also be included, but they would be higher order in α = e
2
4π ≈ 1137 and therefore provide only small
corrections.
For each plate, we define the current operator in the usual way, jµ =
δ
δAµS[ψ¯, ψ,A] = ψ¯
∂Hˆ[A]
∂Aµ ψ, where Hˆ[A] is the
single particle electronic Hamiltonian for the chosen plate. We can then write an expression for Πˆ in terms of this
object.
Πµν(x, x
′) =
〈
−δ(x− x′)δµν ∂jµ(x)
∂Aµ(x)
+ jµ(x)jν (x
′)
〉∣∣∣∣∣
A=0
(1)
where 〈· · · 〉 here denotes integration over the electron fields [1].
Introducing the notation ∫
DA (· · · )e−SEM [A] = 〈 · · · 〉A,
we now have that the Casimir energy can be written as,
Ec = − 1
β
(
ln
〈
e−S1[A]−S2[A]
〉
A
− ln
〈
e−S1[A
′]
〉
A′
− ln
〈
e−S2[A
′′]
〉
A′′
)
= − 1
β
(
ln
〈
e−S1[A]−S2[A]
〉
A
− ln
〈
e−S1[A
′]−S2[A
′′]
〉
A′,A′′
)
A careful expansion of all the terms, after many cancellations and renaming A′ and A′′ to A where the distinction is
unnecessary, gives
Ec = − 1
β
{
(〈S1S2〉A − 〈S1〉A〈S2〉A)−
(
1
2
〈S21S2〉A −
1
2
〈S21〉A〈S2〉A − 〈S1〉A〈S1S2〉A − 〈S1〉2A〈S2〉A
+
1
2
〈S1S22〉A −
1
2
〈S1〉A〈S22〉A − 〈S2〉A〈S1S2〉A − 〈S1〉A〈S2〉2A
)
+ . . .
}
.
All remaining terms involve both plates in the form of S1 and S2. Terms that are the product of averages, e.g.
〈S1〉〈S2〉, represent disconnected diagrams, with each part assocciated with only a single plate, and will cancel the
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FIG. 5. Examples of the two types of diagrams we are left with. In the first type, shown in (a), all photon lines connect one
plate (in the form of Πˆ1) to the other plate (in the form of Πˆ2). In the second type, shown in (b), there is at least a single
photon line connecting a plate to itself.
corresponding disconnected parts of terms involving the average of products, e.g. 〈S1S2〉, so that only connected
diagrams involving both plates remain. Diagrammatically, we are left with two types of connected diagrams:
The type of diagram demonstrated in Fig. 5b dresses the interaction of the photons with the plates. Keeping track
of the coefficient of every such term that leads to these diagrams in the expansion above and calculating the symmetry
factors of such diagrams, we find that we may define the photon-dressed current-current correlation function as
ˆ˜
Π = Πˆ + ΠˆDˆ(z = 0)Πˆ + ΠˆDˆ(z = 0)ΠˆDˆ(z = 0)Πˆ + · · · =
(
1ˆ− ΠˆDˆ(z = 0)
)−1
Πˆ (2)
and we are left with only the first type of diagrams, but with Πˆ replaced with
ˆ˜
Π. This is equivalent to considering the
random phase approximation (RPA) for the total current-current correlation. Using this definition and calculating the
appropriate coefficient for each diagram, we can write a single expression that incorporates all connected diagrams.
Ec(a) = − 1
β
∑
n
∫
d 2q
(2π)2
tr
[
∞∑
k=1
1
2k
(
ˆ˜
Π1(~q, ωn)Dˆ(~q, ωn, a)
ˆ˜
Π2(~q, ωn)Dˆ(~q, ωn, a)
)k]
=
1
2β
∑
n
∫
d 2q
(2π)2
tr ln
[
1ˆ− ˆ˜Π1(~q, ωn)Dˆ(~q, ωn, a) ˆ˜Π2(~q, ωn)Dˆ(~q, ωn, a)
]
T→0
=
1
2
∫ ∞
−∞
dω
2π
∫
d 2q
(2π)2
tr ln
[
1ˆ− ˆ˜Π1(~q, iω)Dˆ(~q, iω, a) ˆ˜Π2(~q, iω)Dˆ(~q, iω, a)
]
In the limit T → 0, we have not performed the analytic continuation iωn → ω + i0+, we simply make the discrete
Matsubara sum into a continuous integral over imaginary frequency. Assuming that the integrand depends only on
the magnitude of ~q and not its direction, we may perform the angular integration. We now perform a change of
variables. Define q⊥ =
√
ω2 + q2. This would have the form of the perpendicular component of the momentum for
on-shell photons if we completed the analytic continuation, but here it is simply a formal change of variables that
makes the expression calculationally simpler. With this change of variables and a reordering of integrals we arrive at
a final expression for the Casimir energy:
Ec (a) = 1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω tr ln
[
1ˆ− ˆ˜Π1(q⊥, iω)Dˆ(q⊥, iω, a) ˆ˜Π2(q⊥, iω)Dˆ(q⊥, iω, a)
]
(3)
We choose the axial gauge with φ = 0, so the relevant components of the photon propagator have the form
Dˆ(q⊥, iω, z) =
( q⊥
ω2 0
0 1q⊥
)
e−q⊥|z|.
Since one may define the frequency dependent conductivity tensor as σˆ(ω) = −Πˆ/ωn|iωn→ω+i0+ , we may also define
the photon-dressed conductivity tensor (evaluated at imaginary argument) as
ˆ˜σ(iω) = −
ˆ˜
Π
ω
= −
(
1ˆ− ΠˆDˆ
)−1 Πˆ
ω
=
(
1ˆ+ ωσˆDˆ
)−1
σˆ
Using this definition, we can write an alternative form of the expression for the Casimir energy:
Ec (a) = 1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω tr ln
[
1ˆ− ω2 ˆ˜σ1(q⊥, iω)Dˆ(q⊥, iω, a)ˆ˜σ2(q⊥, iω)Dˆ(q⊥, iω, a)
]
(4)
8This form is sometimes favorable since it is explicitly in terms of the longitudinal (σxx and σyy) and Hall (σxy)
conductivities of the plates.
We can check the validity of this equation by applying it to an analytically tractable system seeing if we arrive
at the correct result. To do so, we will need a systematic way to analytically work with Eq. (3). First, we rewrite
the trace-log using the identity tr ln Mˆ = ln det Mˆ for any non-singular matrix Mˆ , assuming that 1ˆ − ˆ˜Π1Dˆ ˆ˜Π2Dˆ is
non-singular for all q⊥ and ω. Then we use the fact that the determinant of a matrix is equal to the product of its
eigenvalues. Defining the components of
ˆ˜
Π1Dˆ
ˆ˜
Π2Dˆ as
ˆ˜
Π1Dˆ
ˆ˜
Π2Dˆ =
(
m11 m12
m21 m22
)
e−2q⊥a
we can write the eigenvalues of 1ˆ− ˆ˜Π1Dˆ ˆ˜Π2Dˆ as:
λ± = 1− 1
2
(
tr
[
ˆ˜
Π1Dˆ
ˆ˜
Π2Dˆ
]
±
√
tr
[
ˆ˜
Π1Dˆ
ˆ˜
Π2Dˆ
]2
− 4 det
[
ˆ˜
Π1Dˆ
ˆ˜
Π2Dˆ
])
= 1−
m11 +m22
2
±
√(
m11 −m22
2
)2
+m12m21
 e−2q⊥a
= 1− κ±(q⊥, iω)e−2q⊥a
So we can rewrite Eq. (3) in the form:
Ec (a) = 1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω tr ln
[
1ˆ− ˆ˜Π1(q⊥, iω)Dˆ(q⊥, iω, a) ˆ˜Π2(q⊥, iω)Dˆ(q⊥, iω, a)
]
=
1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω
[
ln
(
1− κ+e−2q⊥a
)
+ ln
(
1− κ−e−2q⊥a
)]
(5)
=
|κ±|<1
− 1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω
∞∑
n=1
κ+(q⊥, iω)
n + κ−(q⊥, iω)
n
n
e−2nq⊥a (6)
The assertion that |κ±| < 1 is justified; we observe that Eq. (5) has the same form as the Lifshitz formula for the
Casimir energy, and what we are calling κ± here are the product of the reflection coefficients for the two plates for
the two polarizations of the electromagnetic field there. Since reflection coefficients have to be ≤ 1, with the equality
being for perfect mirrors, we see that |κ±| < 1 is true in general for any non-ideal physical material.
We will now consider the simple case of the Casimir force between two clean two-dimensional free electron gases.
The expression for the current-current correlation function of such plates is
Πˆ(iω) =
( −ωp 0
0 −ωp
)
, ωp = 2αǫF
and we dress it using Eq. (2). Since everything is diagonal, this is easily computed and we obtain
ˆ˜
Π(iω) =
 − ωp1+ωpq⊥ω2 0
0 − ωp
1+
ωp
q⊥

We can use Eq. (6), calculating κ± with this
ˆ˜
Π. We obtain,
Ec(a) = − 1
8π2
∫ ∞
0
dq⊥ q⊥
∫ q⊥
−q⊥
dω
∞∑
n=1
 1n
(
ωpq⊥/ω
2
1 +
ωpq⊥
ω2
)2n
e−2nq⊥a +
1
n
(
ωp/q⊥
1 +
ωp
q⊥
)2n
e−2nq⊥a
 ,
Now, we can exchange sum and integrals, and let x = 2nq⊥a and y = 2nωa to obtain
Ec(a) = − 1
8π2
∞∑
n=1
1
(2na)3
∫ ∞
0
dxx
∫ x
−x
dy
{
1
n
(
2naωpx
y2 + 2naωpx
)2n
e−x +
1
n
(
2naωp
x+ 2ndωp
)2n
e−x
}
.
9We can actually perform the y integral to obtain∫ x
−x
dy
(
2naωpx
y2 + 2naωpx
)2n
= 2x F2 1 [
1
2 , 2n;
3
2 ;− x2naωp ]
= 2
∞∑
k=0
1
2k + 1
(2n+ k − 1)!
(2n− 1)!
(−1)k
k!
xk+1
(2naωp)k
2x
(
2naωp
x+ 2naωp
)2n
= 2
∞∑
k=0
(2n+ k − 1)!
(2n− 1)!
(−1)k
k!
xk+1
(2naωp)k
.
Now, all integrals can be done and we have
Ec(a) = − 1
16π2d3
∞∑
k=0
(k + 2)(k + 1)2
2k + 1
[
∞∑
n=1
1
n4
1
(2n)k
(2n+ k − 1)!
(2n− 1)!
]
(−1)k 1
(aωp)k
. (7)
This expression is already in an asymptotic form, so we just need to calculate the first couple of terms. The first two
terms have exact summed forms:
Ec(a) = − π
2
720a3
[
1− 2 1
aωp
+ · · ·
]
(8)
We see here that we find the perfect conductor result for the Casimir energy originally calculated by Casimir [2], but
with corrections since a two-dimensional electron gas is not synonymous with a perfect conductor.
10
CURRENT-CURRENT CORRELATION FUNCTION IN A SPIN-ORBIT COUPLED MATERIAL
The central object needed for an explicit calculation of the the Casimir energy using this formalism is the current-
current correlation function, which encodes the interaction of the photon field with the plates to order e2. With
an explicit form of this function for each plate, it becomes simple to find the Casimir energy as a function of plate
separation by numerically integrating Eq. (3). Due to screening effects, we only need to consider the local, i.e. q = 0,
limit of this correlation function.
We start from Eq. (1), with the current defined as jµ =
δ
δAµS[ψ¯, ψ,A] = ψ¯
∂Hˆ[A]
∂Aµ ψ. Since the gauge we consider in
deriving the Casimir effect has φ = 0, we will work in that gauge here. This is reflected in the change from µ, ν to
i, j. The diamagnetic term is then〈
−δ(x− x′)δij ∂ji(x)
∂Ai(x)
〉∣∣∣∣∣
A=0
=
〈
−δ(x− x′)δij ψ¯(x)∂
2Hˆ [A]
∂Ai 2
ψ(x)
〉∣∣∣∣∣
A=0
= −δ(x− x′)δij tr
[
Gˆ(x, x)
∂2Hˆ [A]
∂Ai 2
∣∣∣∣∣
A=0
]
(9)
where trace is over spin indices. Similarly, paramagnetic term is
〈ji(x)jj(x′)〉
∣∣∣
A=0
=
〈
ψ¯(x)
∂Hˆ [A]
∂Ai
ψ(x)ψ¯(x′)
∂Hˆ[A]
∂Aj
ψ(x′)
〉∣∣∣∣∣
A=0
Assuming that 〈ji〉 = 0, i.e., there is no current in equilibrium, then after contracting the electron fields and defining
the quantity Jˆi =
∂Hˆ[A]
∂Ai
∣∣∣
A=0
, we have
〈ji(x)jj(x′)〉
∣∣∣
A=0
= − tr
[
Gˆ(x, x′)Jˆi(x)Gˆ(x
′, x)Jˆj(x
′)
]
(10)
As before, the trace is over spin indices. Combining Eq. (9) and Eq. (10), we arrive at the expression
Πij(x, x
′) = −δ(x− x′)δij tr
[
Gˆ(x, x)
∂2Hˆ[A]
∂Ai 2
∣∣∣∣∣
A=0
]
− tr
[
Gˆ(x, x′)Jˆi(x)Gˆ(x
′, x)Jˆj(x
′)
]
(11)
We Fourier transform this, giving
Πij(~q, ωn) = −T
∑
m
∫
d 2k
(2π)2
{
δij tr
[
Gˆ(~k, ωm)
∂2Hˆ[A]
∂Ai 2
∣∣∣∣∣
A=0
]
+ tr
[
Gˆ(~k, ωm)Jˆi(~k, ~q)Gˆ(~k + ~q, ωm+n)Jˆj(~k + ~q,−~q)
]}
(12)
We simplify this using a particular representation of the electron Green’s function.
Gˆ(~k, ωm) =
∑
µ
Pˆµ(~k)
iωm − ξµ~k
(13)
where µ is now the band index, Pˆµ are the projection operators onto the bands and ξµ~p are the eigenenergies measured
from the chemical potential. For the two-band case of spin-orbit materials, µ = ±. Inserting this form of the Green’s
function, we obtain,
Πij(~q, ωn) = −T
∑
m
∫
d 2k
(2π)2
{
δij
∂2Hˆ[A]
∂Ai 2
∣∣∣∣∣
A=0
∑
µ
1
iωm − ξµ~k
+
∑
µ,ν
1
iωm − ξµ~k
1
iωm+n − ξν~k+~q
×
× tr
[
Pˆµ(~k)Jˆi(~k, ~q)Pˆ
ν(~k + ~q)Jˆj(~k + ~q,−~q)
]}
Since in general neither the projection operators nor the velocity operators depend on frequency, we can perform the
sum over Matsubara frequencies ωm.
Πij(~q, iω) = −
∫
d 2k
(2π)2
{∑
µ
δij
∂2Hˆ[A]
∂Ai 2
∣∣∣∣∣
A=0
nF (ξ
µ
~k
) +
∑
µ,ν
nF (ξ
µ
~k
)− nF (ξν~k+~q)
iω − ωµν~k~q
Fµνij (~k, ~q)
}
11
Here we have taken T → 0, so ωm → ω, nF (x) is the Fermi function (which is θ(−x) at T = 0), and we have introduced
the notation,
Fµνij (~k, ~q) = tr
[
Pˆµ(~k)Jˆi(~k, ~q)Pˆ
ν(~k + ~q)Jˆj(~k + ~q,−~q)
]
ωµν~k~q
= ξν~k+~q − ξ
µ
~k
The last step is to take the ~q → 0 limit as described before. With this, we arrive as far as we can go without calculating
anything specific to the system in question:
Πij(iω) = Πij(~q → 0, iω) = −
∫
d 2k
(2π)2
{∑
µ
δij
∂2Hˆ[A]
∂Ai 2
∣∣∣∣∣
A=0
nF (ξ
µ
~p ) +
∑
µ,ν
nF (ξ
µ
~k
)− nF (ξν~k )
iω − ωµν~k~0
Fµνij (~k,~0)
}
(14)
For a material with Dresselhaus spin-orbit coupling and a Zeeman field, the Hamiltonian, eigenvectors and eigen-
values are
Hˆ =
k2
2m∗
1ˆ− µ+ β (σˆxkx − σˆyky) + ∆σˆz =
(
k2
2m∗ +∆ βke
iθ
βke−iθ k
2
2m∗ −∆
)
ψ+(~k) =
1√
1 + γ2
(
1
γ e−iθ
)
≡
(
cosφ
sinφ e−iθ
)
, ψ−(~k) =
1√
1 + |γ|2
( −γ eiθ
1
)
≡
( − sinφ eiθ
cosφ
)
ξ±~k
=
k2
2m∗
− µ±
√
∆2 + β2k2 ≡ k
2
2m∗
− µ± λk
(15)
where we have defined kx ± iky = k e±iθ, γ = β k∆+λk , cosφ = 1√1+γ2 , and sinφ =
γ√
1+γ2
. From the eigenvectors we
can define the projectors onto the bands in the typical way, Pˆ± = ψ± ⊗ (ψ±)†, and we find
Pˆ+(~k) =
(
cos2 φ cosφ sinφ eiθ
cosφ sin φ e−iθ sin2 φ
)
, Pˆ−(~k) =
(
sin2 φ − cosφ sinφ eiθ
− cosφ sinφ e−iθ cos2 φ
)
. (16)
Additionally, we can minimally couple the Hamiltonian to the photon field A and perform the needed derivatives with
respect to it. After differentiating and Fourier transforming so that the photon fields carry momentum ~q, we obtain
∂2Hˆ [A]
∂Ai 2
∣∣∣∣∣
A=0
=
e2
m∗
Jˆi(~k, ~q) = − e
2m∗
(2~k + ~q)i1− eβ ˆ˜σi, where ˆ˜σx = σˆx, ˆ˜σy = −σˆy.
Inserting these into Eq. (14), it is then a straightforward calculation to show that the current-current correlation
function is
Πˆ(iω) = −α
(
ΠL(iω) ΠH(iω)
−ΠH(iω) ΠL(iω)
)
, (17)
where α is the fine structure constant,
ΠH(iω) = 2∆
[
cot−1
( ω
2ǫ+
)
− cot−1
( ω
2ǫ−
)]
(18)
ΠL(iω) = 2µ [Θ(µ− |∆|) + Θ(µ+ |∆|)] + ǫ+ − ǫ− + ω
2 − 4∆2
4∆2ω
ΠH(iω), (19)
and ǫ± are the positive square roots of
(ǫ±)2 = ∆2 +max
{
0, 2m∗β2(µ+m∗β2)
[
1±
√
1− µ2−∆2(µ+m∗β2)2
]}
. (20)
These correspond to Eqs. (6-9) in the main text and are used in our numerical analysis.
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