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ABSTRACT
The majority of Swift gamma-ray bursts (GRBs) observed at z & 6 have prompt
durations of T90 . 30 s, which, at first sight, is surprising given that cosmological time-
dilation means this corresponds to . 5 s in their rest frames. We have tested whether
the high-redshift GRBs are consistent with being drawn from the same population as
those observed at low-redshift by comparing them to an artificially red-shifted sample
of 114 z < 4 bursts. This is accomplished using two methods to produce realistic
high-z simulations of light curves based on the observed characteristics of the low-z
sample. In Method 1 we use the Swift/BAT data directly, taking the photons detected
in the harder bands to predict what would be seen in the softest energy band if the
burst were seen at higher-z. In Method 2 we fit the light curves with a model, and
use that to extrapolate the expected behaviour over the whole BAT energy range at
any redshift. Based on the results of Method 2, a K-S test of their durations finds a
∼1% probability that the high-z GRB sample is drawn from the same population as
the bright low-z sample. Although apparently marginally significant, we must bear in
mind that this test was partially a posteriori, since the rest-frame short durations of
several high-z bursts motivated the study in the first instance.
Key words: gamma-ray burst: general.
1 INTRODUCTION
Gamma–ray bursts (GRBs) are identified as short-lived
(seconds to minutes in most cases) transient flashes of
gamma-rays (Klebesadel et al. 1973). Their light curves
show great diversity in behaviour, ranging from the
very smooth to the highly erratic (Paciesas et al. 2012;
Sakamoto et al. 2011, 2008; Paciesas et al. 1999). Much ef-
fort has been expended over the decades in trying to clas-
sify and understand this diversity (Bromberg et al. 2013;
Kann et al. 2011; Zhang et al. 2007; Norris & Bonnell 2006;
Gehrels et al. 2006; Reichart et al. 2001; Norris et al. 2000;
Kouveliotou et al. 1993), although arguably the most use-
ful observables remain the comparatively gross properties of
duration and average spectral hardness. In particular, these
properties serve to separate out the two classical sub-classes
of GRB, namely the long-duration/soft-spectrum and
⋆ E-mail: olittlej@asu.edu (OML)
the short-duration/hard-spectrum (Bromberg et al. 2013;
Kouveliotou et al. 1993).
An important question is whether the populations of
GRBs change with redshift, which in principle might be re-
flected in the typical prompt behaviour. In fact, it does seem
that the short-GRBs (Nakar 2007) are on average fainter
and visible at lower redshifts than the long-GRBs. Beyond
this, the only tentative evidence for an evolution in the pop-
ulation of long-GRBs is that several of the highest redshift
GRBs found to-date have apparently rather short durations,
T90 . 5 s, in their rest frames (Gorbovskoy et al. 2012;
Cucchiara et al. 2011a; Tanvir et al. 2009; Greiner et al.
2009). Several works have argued that these are most
likely not misclassified short-bursts (e.g., Lu¨ et al. 2012;
Zhang et al. 2009; Belczynski et al. 2010), so it is natural
to ask whether their unusual properties could be indicating
some change in the typical long-GRB progenitors, possibly
due to their having very low metallicity. The difficulty in as-
sessing the significance of this finding is firstly that samples
remain rather small, and secondly that measured duration
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is actually dependent on detector sensitivity and band-pass,
in addition to the underlying behaviour of the given GRB
and indeed the chosen operational definition of “duration”.
Hence even when using the same instrument, inferring rest-
frame duration by simply dividing the observed duration
by the cosmological time-dilation factor may well produce
misleading results.
In a previous study Kocevski & Petrosian (2013) sim-
ulated GRBs as they would be observed by the Burst and
Transient Source Experiment (BATSE; Meegan et al. 1992)
instrument, to find whether signatures of time dilation might
be detected in properties such as T90 (see §2). In that work
the authors used prescriptions for the shape and time evo-
lution of GRB spectra to produce single-pulse prompt high-
energy light curves. These simulations showed that cosmo-
logical time dilation is often not reflected in the measured
duration of a burst. In some instances the duration of a
synthetic burst could be seen to decrease as a function
of the simulated redshift, particularly when the signal to
noise ratio became poor. A limitation of the work presented
in Kocevski & Petrosian (2013) is that the simulated light
curves all contained only a single morphological feature: one
Fast Rise Exponential Decay (FRED) pulse. The authors
suggested that time dilation might be more apparent in GRB
temporal profiles that contained narrow pulses separated by
periods of quiescence. In such a situation, it would be the
increasing duration between peaks that would provide the
signature of this time dilation.
In this paper we seek to make a more robust compar-
ison of observed low- and high-redshift GRB populations,
by taking a large sample of the former and artificially “red-
shifting” them to see how they would appear if they had
occurred at high-z. This procedure is amenable to simula-
tion since signal-to-noise tends to reduce with increasing red-
shift, largely masking uncertainties introduced in the band-
shifting. We develop two methods of simulation, which are
presented in § 4, along with our recipe to emulate the Swift
Burst Alert Telescope (BAT; Barthelmy et al. 2005) “rate
triggering” (only) algorithm, and descriptions of the various
duration measures we consider. In § 5 we study in detail
the evolution of 16 bright bursts with simulated redshift.
Finally in § 6 we analyse the simulated prompt light curves
of 114 (z < 4) GRBs and compare the detectable fraction
to the currently known high-redshift Swift bursts, assessing
whether they are consistent with being drawn from the same
parent population.
2 MEASURES OF DURATION
2.1 T90
The durations of the high–energy prompt emission of GRBs
are commonly parameterised by T90 which is defined as the
time between which 5% and 95% of the total fluence received
in the observer-frame is measured (similarly T50, for exam-
ple, is the time between which 25% and 75% of the total flu-
ence is received). In Figure 1 we plot the T90 (15− 350 keV)
distribution as a function of redshift for the 203 GRBs de-
tected by Swift (Gehrels et al. 2004) since launch that were
seen prior to the 2012 July 15th and have a measured redshift
(either from emission lines, absorption lines or a photomet-
ric redshift). We use the values for T90 available from the
Figure 1. The observed distribution of T90 for the 203 Swift
bursts with a redshift estimate prior to 2012 July 15th (note
this includes a mixture of redshifts determined directly from af-
terglows and those inferred via host galaxy spectroscopy). Also
included are GRB 120521C and GRB 120923A which both are
candidates for high-redshift. The red crosses show geometric av-
erages of bursts taken with 20 bursts in each bin (except in the
final bin which has 16 bursts). The red error bars shown in the
vertical direction show the root mean square (RMS) scatter cal-
culated logarithmically. Also shown are the standard errors on the
mean for each bin in blue. The dotted black line shows the ex-
pected evolution due to simple cosmological time dilation, namely
T90 ∝ 1+z. Short GRBs are denoted by the green diamonds. The
high-redshift subset of six GRBs shown in Figure 13 are indicated
by red diamonds. The low-redshift, bright subset introduced in
§3.1 are denoted by blue squares. Redshift were obtained from
http://swift.gsfc.nasa.gov/docs/swift/archive/grb table/.
Swift ground analysis, which are obtained by running the
Bayesian blocks algorithm battblocks as part of the bat-
grbproducts script. battblocks is run on light curves of
several different bin sizes (4 ms, 16 ms, 1 s and 16 s), before
applying a set of criteria to determine the best T90 duration
estimate (Sakamoto et al. 2011).
The calculated means do not include short GRBs1, as
these tend to be observed in the more local Universe. As
such they reduce the averages of the lowest redshift bins in
a manner that could be mistaken for time dilation.
1 Classically, a short GRB has usually been taken to be one with
T90 < 2 seconds (Kouveliotou et al. 1993). However, this demar-
cation is valid (in the sense of the long and short populations
contributing roughly 50:50 at this point) for the BATSE whereas
in general one expects it to depend on the instrument and energy
band used. Through a recent analysis of the Swift population
Bromberg et al. (2013) conclude that for bursts detected by BAT
the division should be at 0.8 seconds, and it is this value we adopt
in Figure 1.
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Whilst the geometric RMS scatter in Figure 1 is large,
it is interesting that the mean values can be seen to in-
crease slightly over almost the entire redshift range of the
observed population, broadly in line with the expected ef-
fect of cosmological time dilation i.e., T90 ∝ 1 + z. The
standard-errors on these means are shown as shorter error
bars, suggesting that the trend is no more than moderately
significant, and, indeed, that a no-evolution model cannot
be ruled out. To test this we fitted two models: one with
no evolution, finding T90 = 45.8± 5.4 seconds, and another
where T90 ∝ 1+z (T90 = 11.7±1.6 (1 + z) seconds). For the
no-evolution model we obtained a χ2 = 10.39, for 10 degrees
of freedom (χ2ν = 1.04), whilst the T90 ∝ 1 + z model had
a χ2 = 5.93 for 9 degrees of freedom (reduced χ2=0.66). Of
the two, the T90 ∝ 1 + z has the lower χ
2
ν fit statistic, by
∆χ2ν = 0.38. Only for the final bin, containing the highest
redshift bursts with 4.65 6 z 6 9.4, does the geometric mean
T90 fall significantly below either trend.
Shown in Figure 2 are the distributions all Swift burst
T90 values when divided according to whether a redshift was
measured for each. As can be seen, the two distributions
agree with one another to a reasonable extent. To test this
we performed a Kolmogorov-Smirnov (K-S) test on the two
samples. This statistical test compared the cumulative dis-
tributions of two data sets to find whether the two arise
from a common parent population. From the K-S test, we
derived a probability of p = 0.1, which is large enough that
the two samples cannot be distinguished with any statistical
significance. This implies that the two populations shown in
Figure 2 are not markedly different and that no duration
bias is introduced by only considering bursts with available
redshifts.
2.2 An alternative measure of duration
In an attempt to diminish the effect of background noise
we also adopted an alternative measure of prompt dura-
tion. From a dynamic binning routine that bins the 64 ms
light curves to a minimum significance threshold, we found
the brightest bin in the re-binned light curve. We used this
value to define a brightness threshold of half of this maxi-
mum flux (Fthresh = 0.5Fmax). We summed the duration of
all bins which were above this threshold. This was termed
the “core time” Tc, and measures the period of time over
which the source can be considered to be most active. Mea-
sures such as T90, which are defined over contiguous bins,
may include quiescent periods between regions of activity,
whereas Tc will remain insensitive to such times. A plot of
Tc versus redshift is shown in Figure 3, and again demon-
strates a weak trend of increasing duration with redshift,
up to z ∼ 5. A similar measure has previously been used in
works such as Reichart et al. (2001): specifically they con-
sidered the duration of the brightest bins in the light curve
that accounted for 50% of the observed fluence.
As for T90, we fitted both a no-evolution model (Tc =
5.23±0.38 seconds) and one which was proportional to 1+z
(Tc = 1.30 ± 0.11(1 + z) seconds), as expected from cosmo-
logical time dilation. For the no-evolution model, we found
χ2 = 30.26, with 9 degrees of freedom (χ2ν = 3.36), whilst
the Tc ∝ (1 + z) model had χ
2 = 26.25 for 8 degrees of free-
dom (χ2ν = 3.28). In terms of χ
2
ν , the Tc ∝ (1 + z) proved
a better fit with ∆χ2ν = 0.08, although this improvement is
Figure 2. T90 distributions for Swift bursts with and without
redshifts. The black line corresponds to bursts with a measured
redshift, whilst the red distribution is for those bursts which
don’t. The total population extends from the launch of Swift,
including 224 bursts with a redshift and 459 without one.
marginal due to the nature of the data. The Tc ∝ (1 + z)
model is the dotted line plotted in Figure 3.
3 DATA
As a basis for our simulations of high-redshift bursts, we
considered GRBs observed by Swift prior to 2011 May 3rd
for which redshifts have been reported.
3.1 Selection of low-redshift bursts
This work aims specifically to predict the morphology of the
prompt high-energy light curves, and key parameters such
as T90, of high-redshift GRBs based on the properties of
those at low-redshift. To maximise the baseline in redshift,
we considered only the 175 Swift bursts prior to 2011 May
3rd with observed redshift, zorig < 4. Of these, we retained
those fitted with the Willingale et al. (2010) pulse model
(essentially these were all Swift GRBs observed before 2011
May 3rd, for which the satellite was able to execute a prompt
slew and hence gather early X-ray data; see also §3.3). This
yielded 114 GRBs which were simulated at high-redshift, as
detailed in §6.
To also effect a detailed case study of the evolution of
measured durations with increased simulated redshift, we
identified a smaller sample of bursts, bright enough to have
a realistic possibility that they would have been detected
(see also § 4.3) had they occurred at z ∼ 6. We identified
these as having at least one pulse with a peak bolometric
luminosity Lpk > 1.0×10
52 erg s−1. This value was chosen to
c© 2012 RAS, MNRAS 000, 1–17
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Figure 3. The observed distribution of Tc versus redshift. The
high-redshift burst sample are shown by red diamonds, whilst
the low redshift sample are shown by blue squares. Short bursts
(T90 < 0.8 seconds) are denoted by green diamonds. The dashed
line shows the T ∝ 1+ z expected from simple cosmological time
dilation. As with T90 (Figure 1) the binned averages show a weak
trend of increasing duration with redshift up to z ∼ 5.
ensure that we simulated all bursts that produced detectable
structure using both simulation methods at zsim ∼ 6, but to
also avoid the simulations of a larger sample of bursts that
would not be detected at high-redshifts.
This peak luminosity made use of the model fits de-
scribed in § 4.2, and was calculated using Equation 1, where
DL,orig is the luminosity distance to the burst as observed,
Spk is the brightest pulse normalisation across the BAT band
as defined in Willingale et al. (2010) and Korig is the K-
correction required to convert this 15 – 350 keV fluence nor-
malisation to a bolometric fluence.
Lpk = 4piD
2
L,origKorigSpk. (1)
This selection produced 16 bursts, some with multiple
pulses that satisfied the luminosity threshold. These GRBs
and the properties of their brightest pulses are detailed in
Table 1. It is important to emphasise that since we are deal-
ing with just the brightest zorig < 2 GRBs it is unlikely that
any selection effects, such as the requirement for a redshift
determination, will introduce any bias in the distribution of
durations.
3.2 BAT data
BAT data are used in both simulation methods detailed
in §4. The data, including auxiliary data and the Track-
ing and Delay Relay Satellite System (TDRSS) data,
were downloaded from the UK Swift Science Data Centre
(UKSSDC; http://www.swift.ac.uk/swift portal/). These
raw data were processed using the standard Swift routine
batgrbproduct.
One of the resulting outputs of batgrbproduct is a
series of GRB light curves taken at multiple temporal reso-
lutions in either one total (15–350 keV) band or the four in-
dividual bands (15–25 keV, 25–50 keV, 50–100 keV and 100–
350 keV) as used in typical BAT analysis. The observed BAT
light curves for the bright (zorig < 2) sample are shown in
Figure 4, where the light curves shown are those obtained
when the four bands are summed for each burst.
3.3 XRT data
Swift X-Ray Telescope (XRT; Burrows et al. 2005) data
have not been simulated in this work, however, as discussed
in §4.2 below, the second method used to simulate BAT light
curves does involve modelling of both BAT and XRT data
following the method of Willingale et al. (2010). Therefore
an additional criterion for inclusion in the sample is that
Swift executed a prompt slew to the burst, thus providing
the necessary early-time X-ray observations, although we
emphasise that there is no requirement that the X-ray data
overlap the period of activity detected by BAT. The speed
at which Swift slews its narrow–field instruments to a new
GRB is determined solely by observing constraints; includ-
ing, for example, the proximity of the source to the Sun or
Moon, or whether such a source is occulted by the Earth.
Thus this selection criterion does not bias our sample.
4 MODELLING
Two different methods of simulation were developed. The
first uses the observed BAT data in the spectral range that
would fall within the 15–25 keV band if the burst in ques-
tion had occur at the simulated higher redshift (zsim). The
second method uses the prompt pulse model detailed in
Willingale et al. (2010), as fitted to the observed BAT and
XRT data, evolving the characteristic times, energies and
normalizing fluxes that describe each pulse. We describe
each in the following sections (with further details in the
appendices).
In both cases, creation of the simulated light curves
required accounting for the effects of cosmological time
dilation; of band-shifting, as individual photons are red-
shifted (this included consideration of the BAT response and
changes in background as a function of energy); and of de-
clining flux due to increased luminosity distance as defined
in Equation 2.
F (E1 7→ E2) =
L(E1(1 + z) 7→ E2(1 + z))
4pi(DL(z))2
. (2)
Here F (E1 7→ E2) is the flux of the bin in a speci-
fied observing band between photon energies E1 and E2,
L(E1(1 + z) 7→ E2(1 + z)) is the corresponding luminosity
in the same de-redshifted band and DL(z) is the luminosity
distance of the source at redshift z. To calculate luminosity
distances we adopted a standard ΛCDM cosmology with
H0 = 71 kms
−1Mpc−1, Ωm = 0.27 and ΩΛ = 0.73.
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Table 1. The bright GRB subset identified for our detailed morphological case study. Values of T90 are those obtained from the
standard BAT analysis. Np denotes the number of modelled pulses used for fitting the light curves, b1, Spk and Lpk all correspond to
the relevant values of the brightest pulse in each burst. (Redshifts obtained from: 1. Foley et al. (2005), 2. Vreeswijk et al. (2007), 3.
Fynbo et al. (2009), 4. Page et al. (2007), 5. Racusin et al. (2008), 6. Wiersema et al. (2008), 7. Kru¨hler et al. (2012), 8. Gendre et al.
(2010), 9. Chornock et al. (2009), 10. McBreen et al. (2010), 11. Xu et al. (2009), 12. O’Meara et al. (2010), 13. Gorbovskoy et al. (2012),
14. Cucchiara et al. (2011b), 15. de Ugarte Postigo et al. (2011) and 16. D’Avanzo et al. (2011))
GRB Redshift T90(zorig) Np b1 Spk Lpk
(s) (keV cm−2 s−1) ( erg s−1)
GRB 050525A 0.6061 8.86 ±0.07 7 0.06 4441.78 1.08 × 1052
GRB 060418 1.4892 109.17 ±46.73 9 -0.38 576.42 1.32 × 1052
GRB 060908 1.8843 18.78 ±1.30 4 0.11 256.88 1.05 × 1052
GRB 061121 1.3144 81.22 ±46.40 7 0.48 2619.25 4.39 × 1052
GRB 080319B 0.9375 124.86 ±3.10 17 1.11 2757.78 1.98 × 1052
GRB 080319C 1.9506 29.55±9.41 3 0.01 538.89 2.40 × 1052
GRB 080605 1.6407 29.55 ±9.41 9 0.29 2622.20 7.63 × 1052
GRB 090102 1.5478 29.30 ±3.23 3 0.20 512.07 1.29 × 1052
GRB 090424 0.5449 49.47 ±2.27 6 0.12 5744.63 1.08 × 1052
GRB 090510 0.90310 5.66 ±1.88 1 0.52 1761.86 1.16 × 1052
GRB 091020 1.71011 38.92 ±4.89 4 -0.24 354.11 1.14 × 1052
GRB 100814A 1.44012 174.72 ±9.47 17 0.57 482.72 1.01 × 1052
GRB 100906A 1.72713 114.34 ±1.59 14 0.00 636.66 2.10 × 1052
GRB 110213A 1.46014 48.00 ±16.00 6 -0.95 498.70 1.08 × 1052
GRB 110422A 1.77015 25.77 ±0.60 7 0.03 2167.60 7.60 × 1052
GRB 110503A 1.61316 10.05 ±3.41 1 -0.05 2799.08 7.81 × 1052
4.1 Method 1: High-redshift simulations made
directly from BAT data
In our first method (Method 1 hereafter) we aimed to pro-
duce a simulated 15–25 keV observer-frame light curve for a
GRB located at zsim. To do so, we extracted a light curve
from the observed BAT data for a burst at zorig at 64ms
resolution using the standard batbinevt routine, which also
subtracts the background. Specifically, we produced the light
curve in the 15Fz–25Fz keV range, where for convenience we
have defined Fz as shown in Equation 3.
Fz =
1 + zsim
1 + zorig
. (3)
So, in an instance where zorig = 1 and zsim = 3, Fz = 2
and we were required to use batbinevt to extract both a
15–25 keV and 30–50 keV light curve.
We needed to account for the energy dependence of the
BAT sensitivity, A(E), which is shown in Figure 5. As can
be seen, for higher energies the integrated effective area is
small. For simplicity we assumed that the effective area of
the detector over the energy band of interest could be taken
simply as an average of A(E) over that band (strictly speak-
ing one should weight by the spectral energy distribution of
the source, but this will usually not be a large correction,
and we neglect it at this stage so as to avoid introducing
any model fitting). Hence, for each bin in the original light
curve, defined by start and end times T1 and T2, we can
relate the photon counts in the simulation to the original
counts via:
Csim(T1Fz 7→ T2Fz) = Fz
2
(
DL,orig
DL,sim
)2 25∫
15
A(E).dE
25Fz∫
15Fz
A(E).dE
×Corig(T1 7→ T2),
= QCorig(T1 7→ T2).
(4)
Figure 5. The BAT effective area per detector as a function of
energy. The vertical dotted lines show the energy ranges of the
four standard BAT channels as described is §3.2.
Thus the quantity Q provides the factor by which the
observed counts in the 15Fz–25Fz light curve at zorig must be
reduced to calculate the 15–25 keV light curve at zsim. Q is
dependent on three contributions: the change in luminosity
distance, the redshifting of the photons and the change in
sensitivity of the BAT instrument between the two energy
c© 2012 RAS, MNRAS 000, 1–17
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Figure 4. High-energy 15–350 keV BAT light curves of the low redshift bright burst sample. The light curves are binned at 256 ms to
allow clear identification of structure within each. There is also a dashed line in each panel to show a zero count rate.
bands. Providing Q < 1, we can therefore produce a new
simulated light curve with the right noise characteristics by
simply losing an appropriate number of the original counts
from each bin, prior to rebinning back to an observed 64ms
time resolution.
Finally, we ensured that the background noise was ad-
justed to match that expected in the 15–25 keV band, as
measured in the original data. These steps are described in
more detail in Appendix A.
4.2 Method 2: Simulations using the prompt
pulse model
The disadvantage in using the BAT data directly, as we did
in Method 1, is the restriction imposed by the finite energy
response. Consequently, we required that 25Fz < 350 keV
for the simulation to be within the BAT coverage. Aside
from this, the uncertainties due to the shape of the BAT
spectral response increase significantly at the upper end of
this energy range, reducing confidence in the simulations
conducted at the highest redshifts. In practice, then, we are
limited to Fz . 10.
An alternative and more flexible approach is to fit mod-
els to the temporal and spectral behaviour of the real GRBs,
and use these models as the basis for simulations. Specifi-
cally, we followed Willingale et al. (2010) who fit both the
observed BAT and XRT light curves simultaneously using a
combination of the pulse model of Genet & Granot (2009),
first proposed to explain the steep decay phase (SDP) as a
result of high latitude emission, and a phenomenological af-
terglow model (Willingale et al. 2007). The Genet & Granot
(2009) model includes spectral evolution, and so being able
to fit the SDP, which is not seen in the BAT light curves,
helps constrain the decay of all pulses. This is the reason
c© 2012 RAS, MNRAS 000, 1–17
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that availability of early-time XRT data was one of the cri-
teria used to select our sample (see §3.3).
Using this methodology (Method 2 hereafter) we calcu-
lated the flux light curves of all four primary BAT and the
two XRT channels (the BAT channels being as described
in §3.2 and the XRT channels being 0.3–15 keV and 1.5–
10 keV), allowing a more extensive analysis of the high-
energy characteristics of the prompt emission. To conduct
such simulations the parameters of each prompt pulse, and
also the X-ray afterglow, needed to be evolved to the values
that would be observed by placing the burst progenitor at
a higher redshift. Figure 1 of Willingale et al. (2010), which
is a representation of a single pulse temporal profile, shows
the characteristic times associated with each pulse. These
include the time over which a pulse rises (Tr), the time at
which the pulse peaks (Tpk) and the arrival times of the first
and last photons (T0 and Tf). The values of these at the sim-
ulated redshift were calculated using time dilation as shown
in Equation 5, where Tsim and Torig correspond to any of
the characteristic timescales at the simulated and observed
redshifts respectively.
Tsim = Fz × Torig. (5)
In this model, the spectrum of each of the pulses is
a time evolving exponentially cut–off power-law. The peak
energy of the νFν spectrum is defined at the time when the
pulse peaks in the light curve of the GRB, Tpk. When a
pulse is simulated at a higher redshift, time dilation causes
Tpk to occur later. Furthermore, the photon energy at the
peak of the spectrum, Epk,sim, reduces as a pulse is placed
at a higher luminosity distance.
Epk,sim =
Epk,orig
Fz
. (6)
Finally, each pulse has a normalizing flux, Spk,sim, which
was calculated from the original normalisation, Spk,orig, us-
ing Equation 7.
Spk,sim =
(
Korig
Ksim
)(
DL,orig
DL,sim
)2
Spk,orig. (7)
As previously discussed, the k–correction, K, is used
to convert the fluence in either the observed or simulated
energy band to the bolometric fluence of the pulse.
Once the pulse parameters were adjusted, we ran the
models through the same software used to produce light
curves such as those shown in Willingale et al. (2010). This
provided smooth 64 ms light curves that were background
subtracted in each of the four BAT bands. These model light
curves formally contain no statistical noise from either the
source or the background, so finally we added artificial scat-
ter to account for both, as elaborated in Appendix B.
4.3 Rate triggering algorithm
To provide a fair comparison to the observed high-redshift
GRBs it is essential to establish whether or not a given sim-
ulated light curve would actually have triggered Swift/BAT.
This requires an algorithm that emulates the BAT trigger
Figure 6. Background duration as a function of trigger duration
used in the BAT detection algorithm for all bursts that triggered
the Swift/BAT (excluding GRB 041228, as discussed).
process. In practice, that is very hard to do fully realistically,
so we restrict ourselves to only considering “rate” triggers2.
For each rate-trigger we considered two durations mea-
sured by BAT: a trigger and background duration. Of those
background regions measured by BAT, we took that which
occurs prior to the region of the light curve during which the
burst is active. The trigger duration is a narrower window
that constantly runs through the on-board BAT data. The
total fluence within this window is cumulated and if the sig-
nal to noise ratio of the total fluence exceeds a predefined
threshold, the algorithm reports a trigger to begin normal
Swift GRB observations.
To define the trigger durations used in our algorithm,
we considered all Swift bursts which triggered BAT. For
each burst we looked at the durations of the trigger and
the background, as well as the energy ranges used to find
the standard combinations for typical BAT triggers. These
real combinations of trigger and background durations are
shown in Figure 6.
The BAT algorithm has a well defined set of combi-
nations of background and trigger durations. We exclude
GRB 041228 (with a trigger duration of 64 ms and a back-
ground duration of 40 seconds) due to having an unusual
trigger, not successfully used in any subsequent burst. The
2 “Rate” triggers occur when the count-rate over all the detectors
exceeds some given threshold. Being a coded-mask instrument,
the data from BAT can also be used to reconstruct sky images al-
lowing variable point sources to be identified as “image”-triggers.
The latter are particularly valuable for finding long-lasting, low
peak-luminosity events, although in practice the large majority
of bursts are detected as rate triggers.
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majority of bursts trigger on a 1024 ms trigger and 8 sec-
ond background duration, in the 25 – 100 keV range. This
corresponds to channels 2 and 3 of BAT.
We selected a background region that occurred before
the trigger time, which was chosen to maximise the total
fluence within the trigger duration. Using these regions, we
applied Equation 8, taken from Fenimore et al. (2003), to
calculate the trigger significance.
S =
(
Cj − 2
j−10B
)2
2j−10B + σ2min
. (8)
In Equation 8, Cj is the total number of counts in the
region of the light curve containing the most counts, whilst
B is the number of background counts expected in 1024 ms.
j is defined by the binning of the light curve, with each
bin being 2j ms in duration. In effect, the numerator of
Equation 8 is the background corrected number of counts
within the trigger duration. σmin ensures there is always
a minimum value of variance. However, as we specified a
realistic, non-negligible background, we did not include σmin
when calculating S. It was S that we used to judge whether
the detectability of a given light curve using BAT.
Only the combinations shown in Figure 6 (discounting
that for GRB 041228) were used to define background and
trigger times. Additionally, to further mimic Swift and also
minimise processing time, the triggers were ordered by how
often they had occurred within the real burst population.
Once a trigger was successfully satisfied at 6.4σ the algo-
rithm stopped checking further triggers.
It is important to note that our rate-triggering algo-
rithm is conservative, in the sense that, while it may des-
ignate some simulations “undetected” when the real BAT
would have triggered on them (since the Swift in-flight soft-
ware includes more elaborate criteria, such as image trig-
gers), it is unlikely that any light curves we claim are “de-
tected” would have been missed by BAT. Thus our simula-
tions should provide a fair comparison to the Swift high-z
sample, which all would have triggered BAT based upon this
algorithm.
4.4 Measuring T90
The simulated light curves produced files in the standard
template used by the routine battblocks for calculating
T90. battblocks uses a Bayesian analysis to find robust
duration measures (Scargle 1998) including the time inter-
vals T90, T50 and, if required, any duration specified by the
user.
Aside from modifying the values of flux, time and er-
ror, key parameters within the data files, such as the start,
stop and exposure times of the significant proportions of the
light curve had to be altered. These were adjusted using the
temporal factor shown in Equation 5.
We ran battblocks at a temporal resolution of 1024
ms. Binning the simulated light curves at such a resolution,
rather than directly from the 64 ms output, proved useful, as
when the signal became weak, the coarser temporal binning
allowed for more reliable calculation of T90.
5 A DETAILED CASE STUDY OF 16 BRIGHT
BURSTS
Taking the 16 bursts identified with bright pulses, we sim-
ulated each at a variety of redshifts in the range 2 6 z 6
12. The simulations were conducted at small increments in
redshift of ∆z = 0.125 up to z = 5, and in steps of ∆z =
0.5 thereafter.
Both simulation methods used these values for zsim,
however, Method 1 was restricted in some cases due to the
limited spectral coverage from BAT. In these cases the sim-
ulations could not be performed past Fz = 6. This affected
four of the bright bursts: GRB 050525A, GRB 080319B,
GRB 090424 and GRB 090510, although in all cases the
triggering algorithm failed to detect structure prior to the
cut off in the simulations.
In practice, at higher redshifts the measured durations
become very uncertain, so for each burst we ran 100 simu-
lations at each redshift. The measured durations (where the
burst still satisfied the trigger criteria) were then averaged,
using the geometric mean.
5.1 Results of Method 1
Using Method 1 to simulate the 15–25 keV light curves of the
bright subset revealed that only six bursts would be detected
in at least 90% of the simulations at zsim = 6. Example light
curves at this simulated redshift are shown in Figure 7.
The standard battblocks algorithm was run on all
simulated light curves. The BAT triggering algorithm was
then used to identify which of the light curves contained
detectable structure in the 15–25 keV range. The geometric
average of the triggered light curves was then taken at each
zsim for each burst. These are shown in the left panels of
Figure 8, which also shows the measured T90 for the observed
high-redshift bursts.
In Figures 8 and 10 the simulated bursts have been
divided into two subsets based on their peak luminosities to
make it easier to see the evolution of each. The eight bursts
with the brightest peak luminosities are in the top panel,
with the remaining eight shown in the bottom panel.
The same process was repeated for Tc. The results of
this are shown in the right panels of Figure 8. Once more
the same analysis has been conducted on the observed 15–
25 keV light curves of the high-redshift sample for reference.
Only three of the six bursts were bright enough to define a
bright core exclusively in the 15–25 keV range.
5.2 Results of Method 2
Using Method 2 there were 12 bursts in the bright sample
that were detected when simulated at zsim = 6. Examples
of the 15–350 keV light curves produced for these bursts
are shown in Figure 9, where the light curves are binned at
1024 ms to make the presence of structure easier to discern
by eye.
We also plotted the evolution of T90 with redshift for
all the bright bursts. This is shown in the left panels of
Figure 10, where the four channel 15–350 keV simulations
obtained using Method 2 were summed to create a single
channel. This 15 -350 keV light curve was analysed using
battblocks in an identical manner to both Method 1 and
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Figure 7. 15–25 keV BAT light curves of the bright burst subset when simulated at zsim = 6 using Method 1. The light curves are binned
at 1024 ms to allow clearer identification of structure within each. Only those bursts which were detected using the BAT algorithm at
zsim = 6 are shown. There is also a dashed line in each panel to show a zero count rate.
the regular Swift/BAT analysis. Once more the observed T90
values of the high-redshift sample are also shown in the left
panels of Figure 10.
We derived Tc for all the simulated light curves pro-
duced using Method 2. The averages of the light curves with
structure that would trigger BAT are shown in the right
panels of Figure 10. Method 2 allowed us to find Tc over
the entire 15–350 keV range. All six of the observed high-
redshift sample were bright enough to define a bright core
across this spectral range.
5.3 Evolution of T90
The behaviour of each burst in the left-hand panels of Fig-
ures 8 and 10 can be reasonably well understood by consid-
ering the effects of cosmological time dilation leading to an
increase in duration (seen most clearly for GRB080319B),
together with the opposing tendency for declining signal-
to-noise and band-shifting to reduced duration. The lat-
ter effects depend on the morphology of the light curve: in
particular the fact that GRB prompt emission often shows
hard-to-soft evolution means that later peaks are likely to
become undetected before earlier peaks resulting in the con-
spicuous decline in observed duration seen in some cases
(e.g., GRB 100906A beyond zsim = 5; see also Figure 11).
In some cases, such as GRB 110503A and GRB 080319C,
the duration is almost independent of redshift, due to the
loss of detected flux in the wings of the prompt emission
approximately cancelling out the effects of time dilation.
As can be seen in Figure 11, as zsim increases the signal
to noise ratio of structure within the light curve significantly
reduces. As such, it is expected that the uncertainty in the
average values obtained for T90 at high-redshift will be high.
These uncertainties have not been included on Figures 8 and
10 as it was felt this would further crowd each panel.
Instead to give an estimate of the scatter, we include
Figure 11. 15 – 350 keV light curve simulations of GRB 100906A
at three redshifts. From top to bottom these redshifts are z =
1.727, 4, and 5. z = 1.727 is the observed redshift of the burst.
The binning of this light curve is 1024 ms and the red dotted
lines show the start and end of the identified T90 period. Note
that the vertical scaling is different in the three panels. The figure
illustrates how the observed duration can decrease rapidly with
redshift when some phase of the emission, in this case the second
major peak, drops below detectability.
Figure 12, which shows histograms of the values obtained
for all 100 repeated simulations of GRB 080319B at zsim
= 6. Both methods are shown, with Method 1 yielding a
greater scatter (Method 1: 153.1 seconds, Method 2: 156.6
seconds). This is expected as Method 1 only provides data
on a single BAT channel, and therefore has fewer counts in
each light curve. As such the signal to noise ratio is poorer
when compared to a corresponding simulation of the same
burst using Method 2.
The net result shown in Figures 8 and 10 is that the
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Figure 8. Predictions of observed durations using Method 1 (T90 and Tc on the left and right, respectively) of bright bursts as they
would have been seen if they had occurred at higher redshift. Each coloured line corresponds to simulations of a single GRB in the bright
sample, with each duration being averaged over 100 repeated simulations. The sample has been split according to the luminosity of the
brightest pulse in each burst (see Table 1), with the most luminous 8 being shown in the top panel. Solid lines show where the burst
was detected in a minimum 90% of the repeated simulations, the dotted lines show where the burst was detected in less than 90% but
greater than 50% of these repeats. The grey open circles correspond to the 15–25 keV T90 and Tc values of the observed high-redshift
bursts in the left and right panels respectively.
bulk of the simulations lie between 15 s < T90 < 50 s at
both z = 2 and z = 6, consistent with the mild evolution in
T90 seen in the observed Swift sample with redshifts (Figure
1). Note that at higher redshifts the reduced signal-to-noise
ratio means that bursts may become undetected in some
simulations. In the left panels of Figures 8 and 10 this is
illustrated by the lines being plotted as solid while the burst
remained detected in 90% of cases, and dotted for detection
rates between 50% and 90%. Not surprisingly, this increased
noise can lead to somewhat erratic evolution in the measured
T90 in some cases near the detection limit.
5.4 Evolution of Tc
The evolution of Tc with redshift is shown in the right-hand
panels of Figures 8 and 10. As with T90, the evolution can be
tracked for a broader range in zsim using Method 2, due to
the improved signal to noise ratio of each light curve. In most
instances Tc can be seen to increase even for bursts where
T90 reduces with increasing redshift. In some cases this rate
of increase is significantly greater than would naively be ex-
pected due to time dilation: this can arise if the brightest
peak happens to have a relatively soft spectrum, and hence
declines more rapidly than the majority of the light curve
due to band shifting as we simulate the burst at higher red-
shift.
Overall there are fewer instances of a decline in dura-
tion with redshift than was the case for T90, supporting the
proposition that Tc is less sensitive to the loss of pulses in
the background noise.
Finally, the evolution with zsim is smoother for Method
2 than Method 1. This is again largely due to the improved
statistics of higher count rates.
6 COMPARISON WITH THE KNOWN
HIGH-REDSHIFT POPULATION
Figure 13 shows the observed light curves of the known
high-redshift population. Using the triggering algorithm de-
scribed in §4.3 we verified that all six would have triggered
BAT in both the 15–25 keV and 15–350 keV range. As our
trigger algorithm only accounts for “rate triggers”, and does
not implement an “image trigger” search, we are being con-
servative in comparison to BAT. It is likely that for a small
range in simulated redshift shortly after a burst becomes
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Figure 9. 15–350 keV BAT light curves of the bright burst subset when simulated at zsim = 6 using Method 2. The light curves are
binned at 1024 ms to allow clearer identification of structure within each. Only those bursts which were detected using the BAT algorithm
at zsim = 6 are shown. There is also a dashed line in each panel to show a zero count rate.
too faint to cause a “rate trigger”, “image triggers” would
be detected therefore recovering a higher fraction of the sim-
ulated burst population. The measured durations, T90 and
Tc, obtained for the high-redshift burst sample are included
in Table 2. It is important to note at this point that we
have not included GRB 050904, which was identified as an
“image trigger” by BAT. We verified using our trigger al-
gorithm that the BAT light curve could not have reached
a “rate trigger” threshold using any combination of back-
ground and trigger durations.
Should time dilation be considered to be the only mech-
anism affecting the observed high-redshift GRB sample, the
durations of these bursts when moved to the local Universe
would be considerably shorter. If a na¨ıve factor of 1 + z is
applied, it can be shown that all six would have a rest frame
duration of T90 < 5 seconds.
We have already shown, however, that the evolution of
duration is the result of several effects, not just time dila-
tion. It is also important to note that one short GRB was
included in the bright subset of bursts considered in detail.
GRB 090510 may only be a single example, however it con-
forms with observational trends and the expectation that
short bursts are not sufficiently bright to be detected at even
moderate redshifts. This suggests that the high-redshift sub-
set are unlikely to be short GRBs which have been misiden-
tified due to time dilation of their prompt durations.
The prompt light curves of high-redshift GRBs are of-
ten considered to be the “tip of the iceberg” with weaker
structure being undetectable. This makes it impossible to
simulate high-redshift GRBs by blueshifting them into local
Universe where this faint emission would become visible. To
affect a successful comparison between GRBs at high- and
low-redshifts, we therefore did the reverse: we simulated ob-
served low-redshift GRBs at high-redshifts.
We took the average observed redshift of the high-
redshift sample, z¯high = 7.66 (this excludes the image trigger
GRB 050904, which would reduce the value to z¯high = 7.46).
We then imposed an upper limit in redshift for those low-
redshift bursts we would simulate at z¯high. We included this
upper limit (zorig < 4) to mitigate the effects of any redshift
dependent change in observed light curve morphology due
to evolution in the progenitor population.
We then simulated all 114 bursts within the pulse-
fitted sample meeting our redshift criterion (zorig < 4) at
zsim = z¯high. Using the same process adopted for the bright
subset, we repeated the simulation of each burst 100 times
using Methods 1 and 2. We checked which of the simulated
light curves for the 114 bursts would have caused a BAT trig-
ger, using our triggering algorithm. Those light curves which
were bright enough to trigger BAT at zsim = z¯high were then
analysed to find both T90 and Tc. For each simulated burst
we averaged the values of T90 and Tc over the repeats which
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Figure 10. Predictions of observed durations using Method 2 (T90 and Tc on the left and right, respectively) of bright bursts as they
would have been seen if they had occurred at higher redshift. Each coloured line corresponds to simulations of a single GRB in the bright
sample, with each duration being averaged over 100 repeated simulations. The sample has been split according to the luminosity of the
brightest pulse in each burst (see Table 1), with the most luminous 8 being shown in the top panel. Solid lines show where the burst
was detected in a minimum 90% of the repeated simulations, the dotted lines show where the burst was detected in less than 90% but
greater than 50% of these repeats. The grey open circles correspond to the 15–350 keV T90 and Tc values of the observed high-redshift
bursts in the left and right panels respectively..
Figure 13. 15–350 keV BAT light curves of the high-redshift subset. The light curves are binned at 1024 ms to allow clearer identification
of structure within each. There is also a dashed line in each panel to show the zero count rate.
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Table 2. The high-redshift GRB subset. Values of T90 are those obtained from the standard BAT analysis in the energy ranges stated.
Tc was obtained using the algorithm described in §2.2. Missing entries in this Table are due to failure of the software to identify necessary
bright structure in the light curves. (Redshifts from: 1. (Greiner et al. 2009), 2. (Tanvir et al. 2009), 3. (Cucchiara et al. 2011a), 4.
(Tanvir et al. 2012), 5. (Levan et al. 2012))
GRB Redshift T90(15− 25 keV) T90(15 − 350 keV) Tc(15 − 25 keV) Tc(15 − 25 keV)
(s) (s) (s) (s)
GRB 080913 6.6951 8.26 ±2.90 8.00 ±0.95 ... 4.10
GRB 090423 8.22 9.28 ±2.29 10.62 ±1.00 4.10 1.86
GRB 090429B 9.43 3.14 ±2.29 5.57 ±1.12 1.15 5.563
GRB 100905A ∼7.25 ... 3.39 ±7.96 ... 3.07
GRB 120521C ∼64 24.64 ±6.48 32.70 ±7.96 4.42 2.88
GRB 120923A ∼8.45 9.28 ±3.24 27.46 ±6.49 ... 10.88
Figure 12. Histograms showing the scatter in T90 estimates from
repeated simulations at zsim = 6 for GRB 080319B, using both
Method 1 (top panel) and Method 2 (bottom panel). Using both
methods, all 100 repeats yielded detections using the BAT trigger-
ing algorithm. The red dotted line shows the average T90 found
in both cases.
garnered a detection. These averages were then used in the
statistical tests outlined below. It is important to note that
only those bursts with detections in a minimum of 50% of
their repeated simulations were retained.
To quantify whether the observed high-redshift popu-
lation differs significantly from simulations of low-redshift
bursts at comparable redshifts we performed K-S tests to
compare the measured durations described in this work.
We were able to perform a K-S test on three of the
four measures of duration. We were unable to compare the
Tc (15− 25 keV) values obtained via Method 1 as only three
bursts in the high-redshift sample had sufficient signal to
noise in the 15–25 keV band to yield a Tc value. The results
for these tests are reported as the top four lines of Table
3, whilst histograms corresponding to the three successfully
tested durations are shown in Figure 14.
The results of the K-S tests in Table 3 show the statis-
tics for comparison between the observed and simulated
samples are better when using Method 2. This is simply due
to the larger spectral range of BAT considered, as Method
2 allowed us to model all four of the standard BAT bands.
Typically, the count rate for BAT GRBs peaks in channels
2 and 3, whilst Method 1 only simulates the softest chan-
nel. As a result the signal to noise ratios for Method 1 light
curves were always poorer than their Method 2 counterparts.
Our null hypothesis, H0, was that the measured dura-
tions of T90 and Tc for both the observed high-redshift GRB
sample and simulations of all bursts with zorig < 4 were
drawn from the same parent population. Table 3 shows low
values of p for all performed K-S tests, indicating it unlikely
that H0 is true with significances between 2σ and 3σ. Our
most statistically significant result was for the Method 2
Tc K-S test, where p = 9.45 × 10
−3, indicating less than a
1% chance that the two samples are drawn from the same
population. A 1% probability, for a high tail only test, cor-
responds to a 2.33σ result. This is well below the standard
3σ usually implemented, which corresponds to a probability
of 0.13%.
Our initial K-S tests aimed to compare GRBs observed
at z & 6 to the largest possible sample of low-redshift events
simulated at zsim. However, also displayed in Table 3 are
further K-S tests where smaller subsets of the low-redshift
sample are considered. Namely those where zorig < 2 and
3 < zorig < 4. In both cases the number of low-redshift
GRBs that remained detectable when simulated at z¯high
were too low to perform K-S tests on either the T90 or Tc du-
rations as obtained via Method 1. For Method 2 simulated
light curves, the additional K-S tests performed on measured
T90 have chance probabilities that are approximately a fac-
tor of two less significant than the original zorig < 4 com-
parison. These increased probabilities are most likely due to
the much decreased sample size, N1, for both.
The light curves simulated via Method 2 have an in-
creased chance probability when restricting the low-redshift
sample to only zorig < 2. Conversely, when only using busts
for which 3 < zorig < 4 the chance probability reduces by
a factor of two, showing p ∼ 5 × 10−3. Both these and the
T90 K-S tests cast further doubt on any statistically signifi-
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Figure 14. Histograms showing the normalised duration distributions of low-redshifts GRBs simulated at z¯high (filled grey) and the
observed high-redshift (open red) samples for T90 (15− 25keV) measured from Method 1 simulations (left), T90 (15 − 350keV) measured
from Method 2 simulations (middle) and Tc (15− 350keV) measured from Method 2 simulations (right) K-S tests.
Table 3. Results from K-S tests. The Method used (1 or 2) is shown in the first column. The second shows the duration being compared
and the corresponding spectral range over which it was measured. zorig describes the range of observed low-redshift GRBs that were
simulated at zsim for comparison with the high-redshift sample. For the last four tests, comparisons were being made to a moderate
redshift sample, for which the N2 population spanned 3 < zhigh < 4. N1 denotes the number of bursts in the simulated sample with a
minimum of 50% detections at z¯high and successful output from the associated duration algorithm. N2 corresponds to the number of
observed high-redshift bursts with a measurable value of the relevant duration. D is the K-S statistic, which measures the maximum
distance between the cumulated distributions of the samples being compared, and p is the resulting probability that the two samples
arise from a common population. Rows in which the probability and maximum distance are missing are due to either N1 or N2 being
too small to allow a K-S test.
Method Duration zorig zsim N1 N2 D p
1 T90 (15− 25 keV) < 4 7.66 9 5 0.689 4.95 × 10−2
1 Tc (15 − 25 keV) < 4 7.66 8 3 ... ...
2 T90 (15− 350 keV) < 4 7.66 38 6 0.649 1.30 × 10−2
2 Tc (15− 350 keV) < 4 7.66 32 6 0.677 9.45 × 10−3
1 T90 (15− 25 keV) < 2 7.66 2 5 ... ...
1 Tc (15 − 25 keV) < 2 7.66 1 3 ... ...
2 T90 (15− 350 keV) < 2 7.66 11 6 0.667 3.33 × 10−2
2 Tc (15− 350 keV) < 2 7.66 9 6 0.667 4.35 × 10−2
1 T90 (15− 25 keV) 3 < zorig < 4 7.66 2 5 ... ...
1 Tc (15 − 25 keV) 3 < zorig < 4 7.66 3 3 ... ...
2 T90 (15− 350 keV) 3 < zorig < 4 7.66 12 6 0.667 2.98 × 10
−2
2 Tc (15− 350 keV) 3 < zorig < 4 7.66 9 6 0.833 5.05 × 10
−3
1 T90 (15− 25 keV) < 2 3.5 13 17 0.222 8.11 × 10−1
1 Tc (15 − 25 keV) < 2 3.5 9 15 0.267 7.49 × 10−1
2 T90 (15− 350 keV) < 2 3.5 31 17 0.421 2.81 × 10−2
2 Tc (15− 350 keV) < 2 3.5 10 17 0.641 5.62 × 10−3
cant difference between the low- and high-redshift samples,
as none approach a 3σ significance.
To further explore the evolution of measured durations
as a function of redshift we also considered a more moderate
change in redshift. We took all GRBs from our sample with
zorig < 2 and simulated them at zsim = 3.5. These were
then compared to the observed properties of all bursts in the
redshift range 3 < z < 4. The results of the statistical tests
for both T90 and Tc measured from Method 1 and Method
2 light curves are shown in the bottom four lines of Table 3.
As shown, the results from the Method 1 light curves have
probabilities which firmly show we cannot reject H0. The
results from the Method 2 simulated light curves are similar
to the previous K-S tests, chance probabilities p ∼2% and
p ∼0.6% for T90 and Tc, respectively.
While this draft was in an advanced state,
GRB 130606A was discovered at z = 5.91 (Chornock et al.
2013). The measured BAT T90 (15− 350 keV) ∼280s with
notable quiescent periods in the γ-ray light curve, which
is much more in line with the expectations of what a
time-dilated burst should be like (although we note this
was intrinsically a particularly bright event). Were we to
include GRB 130606A in our high-z sample the KS-test
for T90 from simulations produced using Method 2 would
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have produced a less significant probability of 3% that
the observed and simulated high-z populations are from
the same parent distribution. The corresponding K-S test
for T90 using Method 1 simulations result in a similarly
increased probability of 8%.
Conversely, as the T90 of GRB 130606A is largely com-
prised of quiescent times, Tc remains short containing only
fluence from the pulse complex at approximately 160 seconds
after the initial trigger time.3 The K-S test using Method
2 simulations therefore has a reduced chance probability of
0.3%. This shows that while the traditional T90 duration of
GRB 130606A is longer, the bright core of emission denoting
the time when the bursts is most active remains shorter and
consistent with the other bursts in the high-redshift sample.
7 DISCUSSION AND CONCLUSIONS
We first studied in detail the simulated evolution of a sam-
ple of 16 Swift GRBs at z < 2 with high peak luminosities.
By simulating their gamma-ray light curves as they would
have been seen if the bursts had occurred at a range of red-
shifts (zsim > 2), we have studied the primary mechanisms
responsible in defining the measured prompt durations of
GRBs.
We considered two methods of simulation, both of which
are detailed in §4. Method 1 takes photons received by BAT,
and considers those that would fall in the observed 15–25
keV band as the burst is moved to successively higher red-
shifts. This method has the advantage of being model in-
dependent, since it simply depends on the detected rate of
hard photons. On the other hand, this reduced band-width
is much less than the full energy range of BAT (15–350 keV)
that is normally used to trigger and characterise GRB light
curves, and the method is, of course, limited by the high-
energy cut-off of BAT in the maximum redshift a given GRB
can be re-simulated at.
Method 2 overcomes these deficiencies by modelling
each light curve using the prompt pulse approach discussed
in Willingale et al. (2010). From these models, high-energy
BAT light curves can be simulated to arbitrarily high red-
shifts using the pulse temporal and spectral properties and
typical background noise characteristics. This allows for
more flexible and wider ranging comparisons, although is
limited by the validity of the model.
With light curves in hand, we first determined whether
the bursts would have triggered the BAT “rate-triggering”
algorithm. Similarly, in comparing to the observed sample
of high-redshift bursts we took care to ensure that they also
exceeded one of the rate-trigger thresholds (in this work
“image trigger” only bursts were discounted from consid-
eration). If a burst satisfied the condition for triggering, we
then determined its duration, using both the traditional T90
and an alternative measure of the total duration of bright
periods, so-called “core-time”, Tc.
Our implementation of the BAT trigger algorithm is
not fully realistic, and in particular some bursts may be
found using more elaborate BAT algorithms such as “image
3 See http://gcn.gsfc.nasa.gov/notices s/557589/BA/ for BAT
light curves.
triggers”, which would be considered non-detections by us.
However, because we apply our analysis consistently to all of
the bursts (both known high-z, and bright bursts at low-z),
rejecting any from either subset which fail our criteria, that
should not introduce any major biases in our conclusions.
In general terms, we found that the measured durations
of the simulated bursts varied with redshift in a way that
depended on the initial structure of the light curve. While
cosmological time-dilation always works to lengthen dura-
tion of the prompt emission, it is sometimes countered by
the loss of some pulses as they drop below detectability, com-
bined with the differing (and generally shorter) rest-frame
duration measured in harder energy bands. Thus we might
expect to find comparatively short durations for the simu-
lated high-redshift bursts. This helps to explain the observed
trend in the population average shown in Figure 1.
One concern in analyses of this sort is that Swift could
be biased against finding highly redshifted bursts with time-
dilated light curves due to the restricted periods (typically
< 1000 s) that the space-craft dwells in one location. This
has been highlighted by the recent discoveries of a class of
ultra-long GRBs at moderate redshifts (Gendre et al. 2013;
Levan et al. 2013; Gruber et al. 2011). Those studies sug-
gested that some ultra-long bursts (T90 > 1500 s) could
easily have be missed due to their emission being spread
out in time. However, one important conclusion from our
work is that the normal, bright LGRB population should
not have observed durations of more than a few hundred
seconds, even when time-dilated at high redshift, suggesting
this potential bias is unlikely to be significant.
Both methods allowed us to make comparisons with
the observed sample of very high-redshift Swift GRBs and
bursts occurring in the more local Universe. By simulating
all bursts for which the Willingale et al. (2010) pulse-fitting
methodology had been applied, we considered a sample of
114 low-redshift (zorig) GRBs. These were simulated at z¯high
to allow direct statistical comparison to the high-redshift
subset. The results of the implemented K-S do suggest a
marginally significant (99%) rejection of the hypothesis of
no evolution of the GRB population duration distribution.
Thus we have shown that the apparently short durations of
high-z bursts to-date cannot simply be explained by band
shifting and sensitivity considerations. On the other hand,
the test we have performed is partially a posteriori in the
sense that the short durations of the first few z & 6 bursts
was one of the motivating factors for conducting this study
in the first place, and clearly it will require a larger sample
in future to make completely robust statements.
We note that 31% (5/16) of bursts in our bright simu-
lated sample were easily detectable at z > 10. If such a popu-
lation exists at high red shift instruments like the Swift/BAT
can and may already have detected them although we were
unable to follow-up the detection with a measurement of the
redshift.
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APPENDIX A: METHOD 1 DETAILED
DESCRIPTION
To simulate BAT light curves, we obtained the event lists
extracted for each burst using batgrbproduct. The ad-
ditional required information included the BAT Ancillary
Response File (ARF) and the actual observed redshift of
the GRB in question, zorig.
As well as the number of source counts within each bin
being reduced, the duration over which they are received
is time dilated. Specifically, each simulated bin now has a
duration of 64Fzms. As the arrival of each photon is a Pois-
son process we could not simply derive which fraction of the
new bin size falls within a single 64ms bin. Instead we took
the extracted 15Fz–25Fz light curve and calculated the total
number of counts observed in each bin (by correcting for the
bin size and the number of fully illuminated detectors). We
also required a background. To find this we looked at the
RMS scatter on the light curve, and added an offset equal
to the square of this value, appropriate for Poisson noise.
Having the total number of counts, we then used Q
(where by definition, Q 6 1) to consider whether each would
remain in the light curve when the source was moved to zsim.
To do so, we generated a random number R1 from a uniform
distribution ranging between 0 and 1. The value of Q also
took this range, with 1 corresponding to simulating the light
curve at the redshift it was observed at. Any count for which
R1 6 Q was retained in the light curve.
At this point we re–binned the light curve to the original
64ms. To do so, we generated another random number, R2.
This was again drawn from a uniform distribution, ranging
between 0 and 1. This number corresponded to the fraction
of bin duration which had elapsed when the count arrived.
The time of each event, tevt, is given as expressed in Equa-
tion A1, where tst is the time at which the bin begins.
tevt = Fz (tst + 0.064R2) . (A1)
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Given a time for each count, they were re–sampled
to 64ms temporal binning, the background offset was re-
moved, and the light curve was returned to the units of
cts.s−1.det−1. This new light curve now contained the cor-
rect number of source counts. By scaling the total number
of counts by a factor of Q, we also scaled the background
was by the same quantity. This meant the total range in the
fluctuations in the new background subtracted light curve
was underestimated, and therefore an additional noise com-
ponent was added. To correct the background, we calculated
the variance on quiescent, non–slew times of both the trans-
formed light curve and the original observed 15–25 keV light
curve. The latter was also extracted from the available BAT
data using the batbinevt routine. We compared these two
variances, and found the difference, as shown in Equation
A2.
σ
2
diff = σ
2
orig − σ
2
sim. (A2)
A further series of random numbers was then generated.
These were taken from a Gaussian distribution with mean
of zero and standard deviation σdiff . We drew one random
number per bin in the 64 ms simulated light curve. Each of
these random numbers were added to their associated bin to
increase the scatter on the simulated light curve to the level
as seen in the observed 15–25 keV light curve. Having added
this additional scatter, the resultant light curve contained
the correct count rate and noise characteristics due to both
the source and background.
APPENDIX B: SIMULATING NOISE FOR
METHOD 2
In this case the simulated light curves initially have no
noise4, so this must be added in a realistic way. To do so,
the light curve was converted into a photon count rate per
bin, then for each bin a Poisson distribution was randomly
sampled, using the modelled number of counts as the ex-
pectation value of the distribution. This random number
was then taken to be the simulated number of counts. This
accounts for noise due to the source and to this we must
add a background contribution. To achieve this we consid-
ered the observed light curve data from BAT in each of the
four bands at the time during which the GRB was defined
as active. We then considered the RMS value of errors on
the light curve (excluding bright active regions) to find an
average value of noise. This average noise was used as the
standard deviation for a Gaussian distribution which had a
mean of zero. Random numbers were drawn from this distri-
bution and added to each bin of the four BAT channels. In
principle the background variations could be both shot-noise
and variations in, for example, astrophysical sources in the
field. Our procedure accounts for any such variations that
are reasonably fast, but not any slower variations (which
would be correlated from bin to bin).
4 strictly speaking the noise in the original light curves does affect
the model fits, but since our sample are all detected bursts, and
the fits effectively smooth the data, the residual noise effect is
minor (particularly for the bright subset).
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