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⑴ 矛盾 の証明 pは構成できない。
⑵ pがA B の証明 p＝ (q,r)であり，qがAの証明，かつ rが B の証明である。
⑶ pがA B の証明 p＝ (n,q)であり，n＝ 0なら qがAの証明，n＝ 1なら qが B の
証明である。
⑷ pがA→Bの証明 Aの証明 qを Bの証明に変換する手段 pがある。
⑸ pが( )Aの証明 与えられた証明 tからA［t/ ］の証明に変換する手段 pがある。




(1°) ( )Aが証明できると，A(t)を満たす項 tが構成的に存在する。
(2°)A B が証明できると，Aと B のどちらが証明されたかを判別できる。
(3°) ( )( )A( , )が証明できると，( )A( ,f( ))を満たすプログラム fを構成的に示せる。
次に，このような構成的型理論としてMartin-Lo?fの型理論MTTを取り上げる。MTTの形式体系
は，表現，型，判定，および推論規則から構成される。表現とは型の対象であり，表現 aが型Aを持
つことを a  Aで表す。型に属する表現間の等号関係＝は次の評価規則により規定される。n変数を
持つ任意の表現 b（ ?, ?,..., ?）において，各変数への別表現 a?,a?,...,a?の同時代入 b［a?,a?,...,an/
?, ?,..., ?］を表現 bの評価と定める。この時，各型に対して正規形表現と非正規形表現が定義でき
る。正規形表現は評価しても値が変らない形式であり定数データに対応し，また，非正規形表現は評
価により値が変る形式でありプログラムデータに対応する。MTTは実際に表 2.1に示す型と表現から
構成される。判定は型理論における基本的な言明であり，MTTは⑴A type，⑵A＝ B，⑶ a  A，
⑷ a＝ b  Aの 4つで構成される。⑴Aは型であるやAは問題の仕様である，⑵Aと B は同じ型
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であるやAと B は同じ問題である，⑶ aは型Aの対象であるや aは問題Aのプログラムである，⑷
aと bは型Aの等しい対象であるや aと bは問題Aの等しいプログラムである等に解釈できる。
表 .： の型と表現
型 名 称 型 形 式 正規形表現 非正規形表現
有限集合（列挙型） N?(n＝ 0,1,...) 0?,1?,...,(n－1)? R?(c,c?,c?,...,c???)
自然数（帰納型） N  0,succ(n) R?(c,d,e( , ))
集合族（依存積型） (Π A)B( ) (λ )b  Ap(c,a)
直積（レコード型） ( A)B( ) ＜a,b＞ E?(c,d( , ))
直和（バリアント型） A＋B  inl(a),inr(b) D?(c,d( ),e( ))
等号 I(A,a,b) r  J?(c,d)
リスト List(A) nil,cons(a,b) L?(c,d,e( , ,z))







●N?-導入規則： m? N? (m
＝ 0,1,...,n－1)
●N?-除去規則： c  N?c? C(m?)
［z  N?］








●N-導入規則： 0  N  
n  N succ(n) N
●N-除去規則： c  N d  C(0)
［ N , C( )］
e( , ) C(succ( ))
［z  N］
C(z)type R?(c,d,e( , )) C(c)
●N-等号規則： d  C(0)
［ N , C( )］
e( , ) C(succ( ))
R?(0,d,e( , ))＝ d  C(0)
― ―73
新潟国際情報大学 情報文化学部 紀要
n  N d  C(0)
［ N , C( )］
e( , ) C(succ( ))








b( ) B( )
(λ )b( ) (Π A)B( )
●Π-除去規則： c (Π A)B( ) a  A Ap(c,a) B(a)
●Π-等号規則： a  A
［ A］
b( ) B( )
Ap((λ )b( ),a)＝ b(a) B(a)
⑷ 型






B( )type a  A b  B( )
＜a,b＞ ( A)B( )
● -除去規則： c ( A)B( )
［ A, B( )］
d( , ) C(＜ , ＞)
［z ( A)B( )］
C(z)type E?(c,d( , )) C(c)
● -等号規則：
［ A］
B( )type a A b B(a)
［ A, B( )］
d( , ) C(＜ , ＞)
［z ( A)B( )］
C(z)type E?(＜a,b＞,d( , ))＝ d(a,b) C(＜a,b＞)
⑸ ＋型
●＋-形成規則： A type B type A＋B type
●＋-導入規則： a  A inl(a) A＋B  
b  B inr(b) A＋B
●＋-除去規則： c  A＋B
［ A］
d( ) C(inl( ))
［ B］
e( ) C(inr( ))
［z  A＋B］
C(z)type D?(c,d( ),e( )) C(c)
●＋-等号規則： a  A B type
［ A］
d( ) C(inl( ))
［ B］
e( ) C(inr(y))
D?(inl(a),d( ),e( ))＝ d(a) C(inl(a))
A type b  B
［ A］
d( ) C(inl( ))
［ B］
e( ) C(inr( ))
D?(inr(b),d( ),e( ))＝ e(b) C(inr(b))
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⑹ I 型
● I-形成規則： A type a  A b  A I(A,a,b)type
● I-導入規則： a
＝ b  A r  I(A,a,b)
● I-除去規則： c  I(A,a,b)a＝ b  A  
c  I(A,a,b) d  C(r)
J?(r,d) C(c)
● I-等号規則： c  I(A,a,b)c＝ r  I(A,a,b)
a＝ b  A d  C(r)















01)↓(Π A)B( )type (Π―形成規則)
02) A type サブゴール 1
 
03) ｜［ A 仮定 1
 




従って，上の推論規則は 01)のΠ型が成り立つためには，02)のサブゴール 1及び 03)の仮定 1の下
で 04)のサブゴール 2が成り立つことを確認すれば良い。また，次のΠ-導入規則は次のサブゴールに
分解できる。
01)↓(Π A)B( ) (Π―導入規則)
02) A type サブゴール 1
 
03) ｜［ A 仮定 1
 
04) ｜▷↓B( ) サブゴール 2
 
05) ↑ b( )
06) ］｜
07)↑ (λ )b( )
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これは，02)のサブゴール 1が成り立ち，更に 03)の仮定 1の下で 04)のサブゴール 2の対象 b( )
が求まる（証明できる）時には，01)のΠ型の対象が (λ )b( )で求まることを表してしる。この時，
型 (Π A)(Π B)Aの証明は次で表せる。
01)↓(Π A)(Π B)A (Π―導入規則)
02) A type サブゴール 1
 
03) ｜［ A 仮定 1
 
04) ｜▷↓(Π B)A サブゴール 2
 
05) B type サブゴール 3
 
06) ｜［ B 仮定 2
 




10) ↑ (λ )
11) ］｜
12)↑ (λ )(λ )






MTTの型と表現の構文を表 4.1に示す。例えば，型 (Π A)(Π B)Aは，＜Pi, :A,＜Pi, :
B,A＞＞またはA－＞(B－＞A)と表現する。また，この型の対象である表現 (λ )(λ ) はλ［ ］(λ
［ ］( ))と表現する。これらの型および表現の構文解析には Rubyで書かれたパーサジェネレータ
Raccを使用した。
表 .：MTTの型と表現の構文




自然数（帰納型） ＜Na＞またはNa  0,succ(n) Rc(c,d,｛ , ｝:e)
集合族（依存積型） ＜Pi, :A,B＞またはA－＞B λ［ ］(b) Ap(c,a)
直積（レコード型） ＜Sg, :A,B＞またはA#B  pair(a,b) Es(c,｛ , ｝:d))
直和（バリアント型） ＜Ad,A,B＞またはA｜B  inl(a),inr(b) Du(c, :d, :e)
等号 ＜Id,A,［a,b］＞または a＝［A］b  r  Jg(c,d)
リスト ＜Lt,A＞または List(A) nil,cons(a,b) Lr(c,d,｛ , ,z｝:e)













02) ↓G1 サブゴール 1
 
03) ↓G2 サブゴール 2
 
04) ｜［H 1,H 2 仮定 1
 
05) ｜▷↓G3 サブゴール 3
 
06) ↓G4 サブゴール 4
 
07) ｜［H 4,H 5 仮定 2
 
08) ｜▷↓G5 サブゴール 5
 
09) ↓G6 サブゴール 6
 
10) ↓G7 サブゴール 7
 
11) －－＋－－ ORサブゴール


































例 1 型A→ (B→A) 本仕様型のゴール分解木とその証明実行の結果を以下で示す。
ゴール分解木において，？はゴール型の対象が（構成的に）未導出であることを示している。a3およ
び f 1と f 2はゴール型の種別に応じて割り当てられた対象の変数名を表す。次に示すゴール型の証明
実行により，これらの対象変数に導出された具体的表現が代入されると，ゴールが充足され？が↑に




例 2 型A B →A 本仕様型の証明実行の結果を次に示す。
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上の証明実行において，最初に 07)のサブゴールを満たすことができないので 06)の仮定 p1
＜Sg,A,B＞から -除去規則をAを C とみなして適用する。これによりAのサブゴール 08)―15)
が展開され，順次サブゴールの対象を導出すると 14)，16)を得る。最後にΠ-導入規則を適用して 01)
のゴール対象が求まる。









ると 16)の C を導出するようなΠ型の第一引数型（今の場合は B）をサブゴールに選択する。同様に
して，B のサブゴールとしてAが選択される。最後に，Π-除去規則およびΠ-導入規則を適用すると
ゴール対象が求まる。
例 5 型 (A→C) (B→C)→ (A B→C)) 本仕様型の証明実行の結果を次に示す。
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最初に 19)のサブゴールの証明に失敗するので，次に 18)の仮定 p1 ＜Sg,A,B＞から -除去規
則を適用する。これにより C のサブゴール 20)―25)が展開される。更にこのサブゴールの中で 25)が
失敗するので，仮定リストを検索して C を部分型に持つ仮定（今の場合は 12行目の d 1 ＜Ad,＜Pi,
A,C＞,＜Pi,B, C＞＞)を選び，この仮定の下で除去規則（今の場合は＋-除去規則）を適用する。
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