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Introduction
Commençons ce manuscrit par une simple question. Comment fait-on pour cher-
cher un mot dans un dictionnaire ? On identifie la première lettre du mot et on
la compare à la première lettre des mots sur la page où le dictionnaire est ouvert.
Puis, selon leur position relative dans l’ordre alphabétique, on tourne les pages vers
l’avant ou vers l’arrière jusqu’à ce que les premières lettres coïncident. Ensuite, on
recommence avec la deuxième lettre, puis avec la troisième, et ainsi de suite...
Ce que nous venons de décrire correspond à ce que l’on appelle un algorithme. Il
s’agit d’un procédé systématique, applicable mécaniquement, sans réfléchir, en sui-
vant simplement un mode d’emploi précis. En bref, c’est une recette de cuisine qui
répond aux questions “Comment faire telle chose ?”, “Comment calculer telle opéra-
tion ?”, “Comment résoudre tel problème ?”... À l’origine, pour les mathématiciens,
les algorithmes servaient plutôt à effectuer des calculs sur les nombres. Ainsi, les
méthodes pour calculer des additions, soustractions, multiplications ou divisions en
les posant que l’on apprend en primaire sont des algorithmes. Il en est de même par
exemple du crible d’Érathostène pour déterminer si un nombre est premier.
Bien que cette notion d’algorithme soit très ancienne, sa formalisation mathé-
matique provient des années 1930 et des travaux en particuliers de Kleene, Church,
Gödel, Herbrand, Post et Turing. Différents modèles ont été introduits comme les
fonctions récursives, le lambda-calcul, la machine de Turing ou la machine RAM.
De façon assez surprenante, il a été prouvé que tous ces modèles permettent de ré-
soudre exactement les mêmes problèmes, et qu’il existait d’autres problèmes que ces
modèles ne pouvaient pas résoudre. Ainsi est née la calculabilité, l’étude de ce qui
est calculable. L’équivalence de capacité de calculs des différents modèles a permis
de conjecturer que ces modèles étaient capables de simuler tous les autres modèles
mécaniques que l’on pourrait concevoir. Cette conjecture est connue sous le nom de
“Thèse de Church” ou “Thèse de Church-Turing”. L’apparition de l’ordinateur (qui
est une réalisation marérielle de la machine RAM) dès la seconde guerre mondiale
fut un grand succès de ces travaux.
Avec l’arrivée des premiers ordinateurs est apparue la notion d’efficacité des al-
gorithmes. Ainsi, peut-on réllement dire qu’un algorithme nécessitant un temps de
calcul de plusieurs milliers d’années soit “efficacement” calculable ? D’après Hartma-
nis et Stearn, l’efficacité d’un algorithme doit être mesurée comme une fonction de
la taille de ses entrées. L’efficacité d’un algorithme se mesure alors par le nombre
de ressources qu’il utilise (comme le nombre d’opérations ou le nombre de cases
mémoires) en fonction de la taille des entrées. C’est le début de la théorie de la
complexité. Ainsi, lorsqu’on pose une addition de deux entiers, le nombre de chiffres
que l’on écrit est au plus grossièrement trois fois plus grand que le nombre de chiffres
des entrées (on doit rajouter une ligne pour les retenues et une ligne pour la solu-
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tion). On dira que cet algorithme est linéaire en le nombre de chiffres à écrire. En
comparaison, lorsqu’on pose une multiplication, le nombre de chiffres à écrire sera
quadratique car le nombre de lignes de chiffres sera proportionnel en le nombre de
chiffres des entrées.
Quelques années plus tard, Cobham et Edmonds ont indépendamment proposé
qu’un algorithme efficace est un algorithme qui n’effectue, dans le pire des cas, qu’un
nombre d’opérations polynomial en la taille de son entrée. La classe P est ainsi défi-
nie comme l’ensemble des problèmes qui admettent de tels algorithmes. On pourrait
en fait se demander si la classe P, qui contient des problèmes qui ont leur meilleur
algorithme en temps n1000, correspond bien à l’ensemble des problèmes efficacement
calculables. En pratique ce modèle semble aujourd’hui assez satisfaisant puisque la
grande majorité des problèmes naturels de cette classe nécessite en fait un nombre
d’opérations en nc avec c une constante relativement petite (disons c ≤ 5). Toute-
fois, d’autres classes peuvent aussi prétendre représenter les problèmes décidables
efficacement. Par exemple, la classe P ne considère que les algorithmes détermi-
nistes, or de nombreux algorithmes aujourd’hui utilisent des bits aléatoires. Ainsi,
la classe BPP est définie comme l’ensemble des problèmes que l’on peut résoudre en
temps polynomial en la taille des entrées en utilisant des bits aléatoires. D’autres
candidats pour la classe des problèmes résolubles efficacement viennent des modèles
non uniformes. Un modèle uniforme est un modèle (comme pour P et BPP) où les
algorithmes sont les mêmes quelque soit la taille des entrées. Dans le cas de la cryp-
tographie, pourrait-on dire que le problème de la factorisation soit vraiment difficile
s’il existait un algorithme très rapide capable de factoriser tous les nombres d’au
plus 100 000 bits ? Un exemple naturel de modèle de calcul non uniforme est celui
des circuits. L’ensemble des problèmes qui possèdent une suite de circuits (un pour
chaque taille d’entrée) de taille polynomiale correspond à la classe P/poly.
La question duale à celle de savoir quels problèmes peuvent être efficacement
calculables est celle de déterminer pour quels problèmes ce n’est pas le cas. Ainsi,
imaginons le problème du touriste qui arrive en France et aimerait visiter certaines
villes (par exemple Angers, Bordeaux, Caen, Clermont-Ferrand, Grenoble, Lille,
Lyon, Nancy, Nice, Paris et Rennes) mais qui n’a, à sa disposition, qu’une voiture
de location avec un forfait de 1500 kilomètres. Peut-il trouver un itinéraire passant
par toutes ces villes ne dépassant pas les 1500 kilomètres ? Ce problème, connu sous
le nom du “Voyageur de Commerce” semble difficile à implémenter efficacement sur
les ordinateurs. Aucun algorithme de complexité polynomiale résolvant ce problème
n’est aujourd’hui connu. En fait, nous pensons qu’il n’en existe pas. Mais pourquoi
cela ? Comment pourrait-on montrer la non-existence d’un tel algorithme ?
Pour commencer, notons que pour ce problème, si un itinéraire est donné, il est
facile (i.e. en temps polynomial) de vérifier s’il s’agit d’un itinéraire satisfaisant aux
critères de départ. L’ensemble des problèmes ayant cette propriété forme une classe
connue sous le nom de NP. Pourquoi pense-t-on alors qu’il n’existe pas d’algorithme
polynomial qui décide l’existence d’un tel bon itinéraire ? En fait, il a été montré que
ce problème était au moins aussi difficile que tous les autres problèmes de la classe NP
(on dit que le problème du voyageur de commerce est NP-complet). Ce qui signifie
que s’il existe un algorithme polynomial pour ce problème, alors il en existe aussi un
pour tous les autres problèmes de cette classe NP. Or la classe NP comprend un très
grand nombre de problèmes qui semblent difficiles. Depuis les premières preuves
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de NP-complétude par Cook et Karp il y a trente ans, les chercheurs n’ont cessé
d’augmenter la liste de ces problèmes NP-complets (cf. par exemple le livre [34] pour
une liste déjà conséquente). Comme l’existence d’un algorithme polynomial pour le
problème du voyageur de commerce impliquerait l’existence d’un tel algorithme pour
tous ces autres problèmes, la communauté scientifique doute de cette existence. Mais
comment le prouver ? Résoudre cette question connue sous le nom “P 6= NP ?” (ou
conjecture de Cook) est le plus grand défi de la recherche actuelle en informatique
théorique. Cette conjecture fait partie des sept problèmes du millénaire exposés
par l’Institut Clay. Très peu d’outils existent aujourd’hui pour trouver des bornes
inférieures sur la complexité d’un problème, i.e. prouver que tel problème ne peut
pas être résolu en moins de tant d’opérations.
Un autre problème classique est celui des mariages parfaits (en anglais “perfect
matching”). Anne, Bertrand, Charles et Daniel doivent se répartir quatre gâteaux,
un au chocolat, un à la vanille, un au citron et un à la fraise. Anne et Bertrand
n’aiment pas beaucoup les fruits, mais raffolent du chocolat et de la vanille. Charles
est preneur des gâteaux au citron, à la fraise ou à la vanille, mais laisserait bien celui
au chocolat. Quant à Daniel, gourmand, sera satisfait quelque soit le gâteau qu’il
recevra. Le problème des mariages parfaits est celui de savoir s’il y a une affectation
des gâteaux qui convient aux quatre amis. Ce problème est en fait dans P. Toutefois,
la variante de ce problème qui consiste à compter le nombre de telles affectations
valables est supposée difficile (ce problème est connu #P-complet). En fait compter
ce nombre d’assignations revient à évaluer un polynôme particulier, le permanent, en
un certain point. Cela signifie qu’il est possible de résoudre ce problème en effectuant
seulement les opérations arithmétiques que sont l’addition, la soustraction ou la
multiplication. Dans ce manuscrit, nous nous intéresserons essentiellement à de tels
problèmes arithmétiques. Il est envisageable que l’utilisation d’autres opérations
(comme modifier directement les bits des nombres considérés) permette d’évaluer
ces polynômes plus rapidement, mais en pratique ce n’est généralement pas le cas
des algorithmes connus actuellement. Nous considérerons ainsi des modèles de calcul
arithmétiques, i.e. des modèles où seules les opérations arithmétiques sont utilisées.
Le modèle arithmétique probablement le plus répandu de nos jours est celui des
circuits arithmétiques. Ce modèle a été particulièrement étudié par Valiant dans les
années 70, 80. Ce dernier a introduit des classes analogues aux classes booléennes.
Ainsi, la classe VP correspond aux familles de polynômes calculables efficacement
dans ce modèle, alors que la classe VNP est l’analogue de la classe VP. Valiant montra
que le polynôme Permanent est en fait VNP-complet. La conjecture VP 6= VNP,
connue sous le nom de conjecture de Valiant fait figure de version arithmétique de
la conjecture de Cook. Toutefois, comme on se limite ici seulement aux opérations
arithmétiques, la robustesse des objets algébriques sur lesquels on travaille (comme
les anneaux ou les corps) et les nombreuses propriétés qu’ont les opérations associées
permettent d’imaginer que cette version arithmétique de la conjecture P 6= NP soit
beaucoup plus accessible.
Dans le premier chapitre, nous rappelerons les définitions et premières propriétés
autour de ces circuits arithmétiques dont nous aurons besoin dans la suite de ce
manuscrit.
Nous avons mentionné précédemment que le principal challenge en complexité
informatique est de trouver des bornes inférieures. Agrawal et Vinay [4] ont mon-
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tré que trouver une borne inférieure en 2o(d+d log(n/d)) pour la taille des circuits de
profondeur 4 calculant une suite de polynômes Pn de degré d à n indéterminées est
équivalent à trouver une borne inférieure (aussi en 2o(d+d log(n/d))) pour les circuits
généraux calculant cette suite de polynômes. Ce résultat traduit que le problème
de trouver des bornes inférieures est aussi difficile dans le cas des circuits de pro-
fondeur 4 que dans le cas des circuits généraux. Depuis, beaucoup de travaux ont
été réalisés sur les circuits arithmétiques de profondeur constante (en particulier de
profondeur 3 et 4). Nous exposerons dans le deuxième chapitre les résultats sur ce
sujet. Nous commencerons par donner les résultats récents sur des bornes inférieures
non triviales pour les circuits de profondeur 4. Puis nous nous intéresserons plus par-
ticulièrement aux bornes supérieures correspondantes et verrons que dans un grand
nombre de cas les bornes optimales ont été trouvées.
En 2007, Bürgisser [21] a montré qu’une célèbre conjecture, la τ -conjecture intro-
duite par Shub et Smale [92], implique une borne inférieure sur la taille des circuits
arithmétiques calculant le permanent. Cette τ -conjecture suggère qu’un polynôme
calculé par un petit circuit ne peut pas avoir beaucoup de racines entières. Cependant
cette conjecture est fausse si on considère les racines réelles au lieu des racines en-
tières. En effet les polynômes de Tchebychev possèdent un nombre de racines réelles
exponentiellement plus grand que la taille des circuits les calculant. Koiran [61] a
proposé une variante de cette τ -conjecture, nommée la τ -conjecture réelle. Cette
dernière stipule qu’il existe un polynôme universel p tel que les polynômes univariés
de la forme
k∑
i=1
m∏
j=1
fi,j(X)
ont au plus p(ktm) racines réelles dès que les fi,j ont au plus t monômes. L’intérêt
de cette conjecture est que, tout en impliquant encore la conjecture de Valiant, elle
considère le nombre de racines réelles, et permet d’espérer que les outils d’analyse
réelle puissent aider à la résoudre. Dans le troisième chapitre, nous étudierons cette
τ -conjecture réelle ainsi que d’autres variantes ayant toutes la propriété d’impliquer
des bornes inférieures pour le permanent. Le quatrième chapitre sera consacré à des
premiers résultats concernant deux de ces variantes : la τ -conjecture réelle monotone
ainsi que la version combinatoire.
Nous nous attarderons ensuite sur nos travaux pour tenter de prouver la τ -
conjecture réelle dans le chapitre cinq. Nous verrons alors pourquoi le wronskien
est un outil très adapté pour borner le nombre de zéros de sommes de puissances.
Même si nous sommes encore loin de prouver la τ -conjecture réelle, nous montrerons
comment obtenir des bornes sur le nombre de racines pour des polynômes de la forme
k∑
i=1
m∏
j=1
(fi,j(X))
αi,j
où les fi,j ont au plus t monômes. Ces bornes améliorent à la fois les résultats de
Khovanski˘ı [59] sur ce sujet et les résultats précédents de Grenet, Koiran, Portier
et Strozecki [38]. Ces outils sont assez robustes et permettent d’améliorer les bornes
supérieures connues sur le nombre de racines pour d’autres familles de polynômes.
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Enfin, au chapitre six, nous essaierons d’utiliser la pleine puissance des outils
développés au chapitre cinq pour attaquer les variantes “creuses” du théorème de
Bézout. Dans le corps des complexes, le nombre de racines d’un polynôme est borné
par son degré. La règle des signes de Descartes assure, elle, que le nombre de racines
réelles est aussi borné par le nombre de termes du polynôme. Par ailleurs, pour
un système de plusieurs équations, le théorème de Bézout affirme que le nombre
de solutions complexes, s’il est fini, est borné par le produit des degrés des diffé-
rents polynômes. Qu’en est-il alors du cas d’un système de polynômes creux ? Cette
question a été soulevée par Kushnirenko en 1977. Les résultats de Khovanski˘ı sur la
théorie des “fewnomials” assurent que le nombre de solutions réelles est borné par
une fonction du nombre de termes. Cependant cette fonction est exponentielle en le
nombre de termes. La question de savoir s’il existe une borne supérieure polynomiale
en le nombre de termes comme pour le théorème de Bézout est encore largement
ouverte. Dans ce même chapitre nous examinerons un cas particulier, celui d’un sys-
tème d’un polynôme de petit degré avec un polynôme creux. Nous montrerons que
dans ce cas, il existe effectivement une borne supérieure polynomiale sur le nombre
de composantes connexes des solutions.
Notations
Dans ce manuscrit nous utiliserons abondamment la notation de Landau pour
apprécier le comportement asymptotique de nos mesures. Par comportement asymp-
totique, nous sous-entendons en fait le comportement des fonctions au voisinage de
+∞. Si f et g sont des fonctions R→ R, on dira que f = O(g) s’il existe deux réels
positifs c et N tels que pour tout n ≥ N , on ait f(n) ≤ cg(n). De plus, on notera
f = o(g) si pour tout réel positif ε, il existe un réel N tel que pour tout n ≥ N , on ait
f(n) ≤ εg(n). Ces notations permettent de borner supérieurement le comportement
asymptotique de f . Il existe des notations symétriques pour les bornes inférieures.
Ainsi, on notera f = Ω(g), respectivement f = ω(g) si g = O(f), respectivement
g = o(f). Enfin, la notation f = Θ(g) exprime que f = O(g) et g = O(f), i.e. que f
et g sont de même ordre de grandeur. Finalement nous utiliserons la même notation
dans le cas de fonctions de Z → R.
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Chapitre 1
PrØliminaires : notations et
introduction à la thØorie de Valiant
Dans ce chapitre, nous définirons les outils ainsi que les notations que nous allons
utiliser dans la suite de ce manuscrit. Nous donnerons ensuite une brève introduction
à la théorie des circuits arithmétiques (appelée généralement théorie de Valiant).
Toutefois, nous considérerons ici seulement les bases et les résultats qui nous seront
utiles pour la suite. Pour un aperçu plus complet de cette théorie, le lecteur interessé
pourra se tourner vers les références suivantes [19, 23,35,91].
L’idée de cette théorie est de mesurer la complexité des polynômes en termes
de nombres d’opérations arithmétiques à effectuer. Commençons par fixer quelques
notations pour les polynômes.
1 Polynômes
Un polynôme univariØ f est défini comme une expression de la forme
f = c0 + c1X + c2X 2 + : : : + cdX d =
dX
i=0
ci X i
où les ci (pour 0  i  d) sont des éléments d’un anneau commutatif A avec
cd 6= 0et où X est un symbole formel appelé indØterminØe(ou même variable). La
constante d est appelée le degrØ(notée aussi deg(f )) et les (ci )0id les coecients
de f . Par convention, le degré du polynôme nul sera  1. L’ensemble des polynômes
à coefficients dans un anneau A est encore un anneau et sera noté A[X ].
Remarque 1.1. Dans la suite du manuscrit, les anneaux seront toujours supposØs
unitaires et commutatifs.
Un polynôme est donc une somme de termes où chaque terme est le produit
d’un coefficient ci et d’un monôme X i . Les coefficients cd (où d est le degré) et c0
sont traditionnellement appelés respectivement le coecient dominant et le terme
constant.
Si A est un sous-anneau de B, alors, on associera à un polynôme f sa fonction
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polynomiale sur B. Il s’agit de la fonction :
f : B ! B
x 7! c0 + c1x + : : : + cdxd:
En fait, nous nous intØresserons essentiellement dans la suite à des anneaux trŁs
simples. En particulier A correspondra gØnØralement àZ ou Q et B sera R ou C.
Les polynômes multivariés sont des polynômes en plusieurs indØterminØes. Il s’agit
d’expression de la forme
f = c0;0;:::;0 + c1;0;:::;0X 1 + : : : + c0;0;:::;1X n + : : : + ci 1 ;i 2 ;:::;i nX i 1 X i 2    X in
=
∑
α∈Nn
cαX α
oø la somme est nie. Les coecients ci 1 ;i 2 ;:::;i n sont encore des ØlØments d’un anneau
A. Le coecient c0;0;:::;0 sera encore appelØ le terme constant. Le degrØ d’un monôme
m = X  1    X  n sera alors dØni pardeg(m) = ∑ni=1  i . Le degrØ total du polynôme
sera le maximum des degrØs de ses monômes, c’est-à-dired g(f ) = maxα( 1 + : : : +
 n ). Un polynôme est dit homogène si tous les termes associØs à un coecient non
nul ont mŒme degrØ. Un polynôme estconstant s’il est de degrØ au plus1.
1.1 PropriØtØs ØlØmentaires des polynômes
Un outil pratique pour les polynômes est la décomposition en facteurs irréduc-
tibles. Plus formellement, siK est un corps commutatif, un polynôme f est dit
irréductible s’il est de degrØ au moins1 et si pour toute Øcriture def comme un
produit g  h alors, un des deux polynômesg ou h est constant. La dØcomposition
en facteurs irrØductibles assure que pour tout polynômef sur un corpsK, il existe
des polynômes g1; : : : ; gp irrØductibles et une constante de K tels que :
f = g 1 : : : gp:
De plus, ces nouveaux polynômes sont uniques à constante multiplicative prŁs. Un
anneau qui possŁde cette propriØtØ de dØcomposition unique en irrØductible est ap-
pelØfactoriel. La thØorie sur ces anneaux est beaucoup plus gØnØrale que celle prØ-
sentØe ici (en particulier, pour les anneaux de polynômes, l’anneau de base n’a pas
besoin d’Œtre un corps) et peut Œtre trouvØe dans tout livre d’algŁbre.
Une racine d’un polynôme f enn variables est un point(a1; : : : ; an ) deAn tel que
f s’annule en ce point (i.e.f (a1; : : : ; an ) = 0). Dans le cas des polynômes univariØs,
le fait quea soit une racine def (X ) est Øquivalent au fait que(X   a) soit un facteur
de f . Un corollaire direct de l’unicitØ de la dØcomposition en irrØductibles est que
si f (X ) est un polynôme non identiquement nul, alors son nombre de racines est
bornØ par son degrØ.
1.2 Fractions rationnelles
On peut tout d’abord remarquer que l’ensemble des polynômes est le plus petit
ensemble qui contient les constantes, les variables et qui est stable par les trois lois
+,   et . Mais que se passe-t-il si on veut rajouter les divisions ?
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Il est alors naturel de se placer dans le cas où l’anneau de base est un corps K
(comme pour les anneaux, nos corps seront toujours commutatifs). On définit les
fractions rationnellescomme les quotients de deux polynômes : f est fraction ration-
nelle si et seulement s’il existe deux polynômes g et h (avec h non identiquement
nul) tels que f = g=h. On dira que g=h est sous forme simplifiée si g et h sont
premiers entre eux (i.e. que si un polynôme  divise g et h, alors  est constant). De
même que pour les polynômes, on peut associer à chaque écriture g=h la fonction
rationnelle associØe(où B est un sur-corps de K) :
g=h : B ! B
x 7! g(x)=h(x):
Toute fraction rationnelle peut se mettre sous une forme simplifiée, la seule pertur-
bation de cette transformation est que le domaine de la nouvelle fonction associée
a potentiellement été étendu par continuité. Ces singularités qui ont disparu sont
appelées singularitØs eaçables. Dans la suite, les fractions rationnelles (ainsi que les
fonctions associées) seront par défaut sous forme simplifiée. On peut encore définir
les racines d’une fonction rationelle comme les points où elle s’annule. On définira
les pôles, comme les points où la fonction rationnelle est non définie. L’ensemble des
fractions rationnelles sera noté K(X 1; : : : ; X n ).
1.3 Polynômes classiques
Un premier exemple de polynôme est le produit itéré de matrices. Il s’agit du
produit matriciel
(
X (0)
)t X (1)    X (d−1) où
X (0) =
(
X (0)i
)
1≤i≤n
et X (d−1) =
(
X (d−1)i
)
1≤i≤n
sont deux vecteurs colonnes, et pour 1  k  d   2 les
X (k ) =
(
X (k )i;j
)
1≤i;j ≤n
sont des matrices n  n.
Le polynôme obtenu, appelé IMMn;d (le nom vient de l’anglais “Iterated Ma-
trix Multiplication”) est défini comme suit. Pour d; n des entiers tels que d  2
et n  1, on considère le polynôme suivant sur les (d   2)n2 + 2n indéterminées(
X (0)i ; X
(d−1)
i ; X
(l )
i;j
)
pour 1  i; j  n et l 2 f 1; : : : ; d   2g :
IMMn;d =
∑
(i 0;:::;i d−2)∈{1;:::;n} d−1
X (0)i 0 X
(1)
i 0;i 1    X
(d−2)
id−3;i d−2X
(d−1)
id−2 :
Un autre exemple classique de polynôme est celui du dØterminant. Les bijections
de l’ensemble f1; : : : ; ng vers lui-même sont appelées permutationsà n éléments. On
notera leur ensemble Sn . Soient i < j deux éléments distincts compris entre 1 et n.
On dit que la paire fi; j g est en inversionpour la permutation  quand  (i) >  (j ).
Une permutation est dite paire quand elle présente un nombre pair d’inversions,
impaire sinon. Par définition, la signatured’une permutation paire est 1, celle d’une
permutation impaire est  1. La signature d’une permutation  sera notée "( ). Nous
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pouvons enfin définir le polynôme déterminant. Soit X = (Xi,j)1≤i,j≤n la matrice de
taille n×n où chaque case correspond à une indéterminée particulière. Le polynôme
Detn =
∑
σ∈Sn
(−1)ε(σ)
n∏
i=1
Xi,σ(i)
est alors défini comme le déterminant de la matrice X = (Xi,j)1≤i,j≤n. Il s’agit d’un
polynôme homogène de degré n. Par exemple,
Det2 = X1,1X2,2 −X1,2X2,1.
Le déterminant ne se résume pas à la formule ci-dessous. Il s’agit d’un outil pri-
mordial en mathématiques, à la base par exemple de l’algèbre linéaire. Muir lui a
consacré un livre [74].
On s’intéressera dans ce manuscrit plus particulièrement au permanent, un po-
lynôme en partie similaire au déterminant. Il est défini par :
Permn =
∑
σ∈Sn
n∏
i=1
Xi,σ(i).
Il s’agit exactement de la formule du déterminant à laquelle on a retiré les “−1”.
Permn est aussi un polynôme homogène de degré n en n2 variables. Même s’il est
loin d’avoir l’ampleur du déterminant en mathématiques, il a tout de même des
significations combinatoires. En particulier, si G est un graphe orienté à n sommets
où chaque arête e est pondérée par un poids pi(e), alors le permanent de G compte
le nombre de couvertures par cycles. Plus précisément, une couverture par cycle C
est un sous-ensemble des arêtes couvrant G par des cycles, i.e. pour chaque sommet
v de G, exactement une arête sortante et une arête entrante de v (possiblement la
même) sont dans C.
Graphe G Couverture par cycles
(en rouge)
Cycle hamiltonien
(en rouge)
Le poids de la couverture par cycle C est le produit des poids des arêtes de C. Si
M = (mi,j)1≤i,j≤n est la matrice d’adjacence du graphe G (la case mi,j correspond
au poids associé à l’arête allant du sommet i au sommet j, s’il n’y a pas d’arête, le
poids est 0), alors le permanent de M vaut la somme des poids de C où C parcourt
l’ensemble des couvertures par cycle de G :
Permn(G) =
∑
C couverture
par cycles de G
 ∏
e arête
de C
pi(e)
 .
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Le polynôme obtenu si on se restreint alors aux cycles hamiltoniensau lieu des
couvertures par cycles est appelé le hamiltonien (un cycle hamiltonien est un cycle
qui passe une et une seule fois par chaque sommet du graphe).
Hamn (G) =
X
C cycle
hamiltonien de G
0
B@
Y
e arŒte
de C
 (e)
1
CA :
2 Circuits arithmétiques
2.1 Les circuits
La façon la plus naturelle de calculer un polynôme f (x1; : : : ; xn ) sur un anneau
A est de commencer avec les variables x1; : : : ; xn puis d’effectuer une succession
d’opérations arithmétiques basiques telles que des additions, des soustractions, des
multiplications ou des divisions (c.f. Remarque1.3) jusqu’à obtenir le polynôme dé-
siré. Un tel calcul est appelé un SLP (de l’anglais “Straight-line program”). Nous
représenterons ces SLP par des circuits arithmétiques.
DØnition 1.2. Un circuit arithmétique sur un anneau commutatifA de portes
d’opØrationP est un graphe ni orientØ acyclique avec les propriØtØs suivantes : les
sommets d’un circuit sont habituellement nommØsportes. Ceux de degrØ entrant0
sont appelØs lesentrées et sont ØtiquetØs par une constante deA ou une variable. Les
autres sommets (de degrØ entrant> 0) sont ØtiquetØs par des opØrations deP t sont
appelØs lesportes de calcul ou nœuds internes. Pour une porte de calcul, le degrØ
entrant sera souvent notØarité. Les sommets de degrØ sortant0 seront nommØs les
sorties.
Enn, nous appellerons formule, un circuit tel que le graphe sous-jacent est un
arbre.
Comme nous avons introduit les circuits comme une représentation des SLP,
il est intéressant de remarquer que la taille d’un circuit n’est rien d’autre que la
longueur du SLP correspondant.
Comme nous l’avons mentionné à la remarque 1.1, nous nous limitons dans ce
manuscrit au cas des anneaux commutatifs, mais il est aussi possible de définir les
circuits pour des anneaux non-commutatifs (voir par exemple sur ce sujet le célèbre
résultat de Nisan [75] ou la section consacrée dans [91]).
Nous utiliserons aussi le vocabulaire classique successeur/argumentspour mettre
en évidence les liens entre les portes. S’il existe une arête du graphe allant de la porte
 vers la porte  , nous dirons que  est un argumentde  ou que  est un successeur
de  .
Chaque porte d’un circuit calcule un polynôme (défini par récurrence). Les poly-
nômes calculés par un circuit correspondent aux polynômes calculés par les sorties du
circuit. Comme dans l’exemple ci-dessous, on considérera généralement des circuits
avec une seule sortie (et donc calculant un unique polynôme).
Pour une porte  , nous noterons [ ] le polynôme calculé par cette porte.
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x -2 y
×
× ×
+
Circuit calculant le polynôme
f = 4x2 − 2xy.
Remarque 1.3. Quand rien n’est signalé, l’ensemble des portes d’opérations sera
par défaut : P = {+,×}.
Rajouter des portes de soustraction ne changera pas grand chose, vu qu’il est
possible de simuler le calcul a − b par le calcul a + ((−1) × b). Pour calculer des
polynômes, Strassen a montré ( [95], cf. lemme 1.6) que l’on pouvait aussi facilement
se passer des portes de division. Enfin, nous utiliserons aussi (au chapitre 2) les
portes de multiplication par un scalaire .
Remarque 1.4. Encore par défaut, l’arité des portes de calcul sera bornée par deux.
On mentionnera dans la suite quand l’arité des portes (essentiellement + et ×) sera
bornée par une autre valeur ou non bornée.
Comme mentionné précédemment, nous nous intéresserons à la complexité des
circuits arithmétiques. Pour cela, nous aurons besoin de “mesures” de la “taille” de
tels circuits.
Définition 1.5. La taille d’un circuit compte le nombre de portes. La profondeur du
circuit mesure la longueur maximale d’un chemin orienté depuis une entrée jusqu’à
une sortie.
Nous avons déjà mentionné précédemment que l’on peut en général se passer
des portes de division. Plus précisément, le résultat suivant a été démontré par
Strassen [95]. Une preuve peut être trouvée au chapitre 7.1 du livre [22].
Lemme 1.6. Sur un corps infini, si un polynôme f de degré d est calculable par un
circuit de portes {+,−,×,÷} et de taille s, alors il est aussi calculé par un circuit
de portes {+,−,×} et de taille O(d2s).
Le résultat reste valide en fait pour tout corps assez grand. Hrubeš et Yehudayoff
ont généralisé ce résultat à tout corps [49].
2.2 Degré formel
Définition 1.7. Pour un circuit de portes {+,×}, on définit, par récursivité, le
degré (formel) d’une porte :
— Le degré d’une entrée étiquetée par 0 est −∞.
— Le degré d’une entrée étiquetée par une constante non nulle est 0.
— Le degré d’une entrée étiquetée par une variable est 1.
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— Le degré d’une porte + d’arguments α1, . . . , αp est le maximum des degrés
des portes α1, . . . , αp.
— Le degré d’une porte × d’arguments α1, . . . , αp est la somme des degrés des
portes α1, . . . , αp.
Un circuit est qualifié d’homogène si pour chacune de ses portes d’addition α,
tous les arguments de α ont le même degré.
Remarque 1.8. Dans la suite de ce manuscrit nous supposerons que les nœuds
internes ne calculent jamais le polynôme identiquement nul. Si c’est le cas, il suffit
de remplacer ces portes par des portes d’entrée étiquetées par la constante 0.
Un premier résultat découle immédiatement de la définition par récurrence des
circuits homogènes.
Lemme 1.9. Dans un circuit homogène, toutes les portes calculent des polynômes
homogènes. De plus le degré de la porte correspond au degré du polynôme homogène
calculé par la porte.
Démonstration. — Le lemme est avéré pour toutes les portes d’entrée.
— Si α est une porte + d’arguments α1, . . . , αp, alors par homogénéité, ces
arguments ont le même degré d. Par hypothèse de récurrence, les portes
α1, . . . , αp calculent des polynômes homogènes de degré d. Donc [α] est un
polynôme homogène de degré d ou −∞. Par la remarque 1.8, le degré de [α]
est d.
— Si α est une porte de multiplication d’arguments α1, . . . , αp, alors par hy-
pothèse de récurrence les polynômes [α1], . . . , [αp] sont homogènes et leurs
degrés correspondent au degré des portes correspondantes. Donc [α] est ho-
mogène et le degré de [α] égale le degré de α.
Les portes  correspondant à la multiplication par un scalaire sont donc des cas
particuliers de portes de multiplication. On peut rajouter maintenant une restriction
syntaxique pour que ces portes calculent bien des multiplications scalaires. Dans la
suite, ces portes sont toujours d’arité deux et au moins l’un des arguments est de
degré formel 0.
2.3 Arbres monomiaux
Pour un circuit donné à une seule sortie, nous allons définir une famille de for-
mules particulières que nous appellerons les arbres monomiaux. Dans l’esprit, un
arbre monomial correspond au calcul d’un monôme particulier.
Définition 1.10. L’ensemble des arbres monomiaux d’un circuit C qui a une seule
sortie o est défini par récurrence sur sa taille :
— Si C est de taille 1, il a seulement un arbre monomial, lui-même.
— Si la sortie o de C est une porte + d’arguments α1, . . . , αp, alors les arbres
monomiaux de C sont obtenus en choisissant un arbre monomial du sous-
circuit enraciné en αi et l’arc reliant αi à la sortie o pour une valeur de i
dans l’ensemble {1, . . . , p}.
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— Si la porte de sortie o de C est une porte de multiplication (ou une porte )
dont les arguments sont α1, . . . , αp, les arbres monomiaux de C sont obtenus
en prenant des copies disjointes pour chaque 1 ≤ i ≤ p d’un arbre monomial
enraciné en αi, puis en prenant les p arcs reliant les portes αi à la sortie o.
Par exemple, le circuit suivant
x y
z
+
+
×
possède six arbres monomiaux.
x
z
+
+
×
y
z
+
+
×
x x
+ +
+
×
x y
+ +
+
×
y x
+ +
+
×
y y
+ +
+
×
On remarque ici qu’un arbre monomial peut avoir une taille (exponentiellement)
plus grande que celle du circuit original. Cela ne posera pas de problème dans la
suite de ce manuscrit. Toutefois, il est possible d’éviter cette explosion en travaillant
avec des circuits multiplicativement disjoints comme dans [72].
À chaque arbre monomial, on peut associer un monôme correspondant au produit
de ses feuilles.
Le lemme suivant qui montre comment revenir au circuit à partir des arbres
monomiaux provient de [72].
Lemme 1.11. Un polynôme f calculé par un circuit C correspond exactement à la
somme des monômes des arbres monomiaux :
f =
∑
T arbre
monomial
m(T )
où m(T ) est le monôme associé à l’arbre T .
2.4 Notations en profondeur constante
Dans le cas des circuits de profondeur constante de portes {+,×}, l’arité des
portes sera non bornée. En fait, pour un circuit de profondeur δ, si l’arité des portes
est bornée par a, alors le polynôme calculé ne dépend que d’au plus aδ variables. Or
comme dans le cas de la complexité booléenne, nous ne voulons pas que la taille des
entrées du problème soient bornée par une constante.
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Pour les circuits de profondeur constante, il est traditionnel (et très pratique) de
les partitionner en niveaux. Le niveau 0 contient les entrées, puis pour tout i ≥ 1,
le niveau i correspond à un unique opérateur et chaque porte de ce niveau a tous
ses arguments dans le niveau i − 1. On peut remarquer que cette transformation
est presque anodine pour les circuits à une seule sortie, de portes {+,×} (plus
précisément, elle n’augmente pas la profondeur p et multiplie la taille par au plus
p).
Nous utiliserons quelques notations pratiques qui sont définies dans l’article [45].
Un circuit, par exemple de profondeur 4, tel que les portes des niveaux 1 et 3 sont des
portes de multiplication et les portes de niveau 2 et 4 sont des portes d’addition est
noté : circuit
∑∏∑∏
. De plus un circuit
∑∏[α]∑[β]∏ correspond à un circuit
de type
∑∏∑∏
où l’arité des portes de multiplication au niveau 3 est borné par α
et l’arité des portes d’addition du niveau 2 est borné par β. Par exemple, un circuit∑∏[α]∑[β]∏ calcule un polynôme de la forme :
t∑
i=1
ui∏
j=1
vi,j∑
k=1
wi,j,k∏
l=1
xi,j,k,l
où ui ≤ α, vi,j ≤ β.
De même, nous aurons besoin de portes d’exponentiation
∧
. Nous ne les avons
pas définies précédemment car elles ne serviront que dans le cas des circuits de
profondeur bornée. Elles correspondent à l’opérateur “puissance”. Par exemple un
circuit
∑∧[γ]∑ calcule des polynômes de la forme :
t∑
i=1
(
vi∑
j=1
xi,j
)ui
où les exposants ui sont bornés par γ.
3 Classes de Valiant
3.1 Un soupçon de complexité booléenne
Commençons ce chapitre par une petite digression sur la complexité booléenne.
En fait, dans la suite, seul le chapitre 3 nécessitera quelques outils de cette théo-
rie. L’intérêt ici est aussi de donner au lecteur une petite intuition des classes P
et NP avant d’aller voir les classes VP et VNP qui en seront inspirées. De plus, on
supposera connue la définition d’une machine de Turing (le lecteur pourra sinon,
pour l’intuition, imaginer la machine de Turing comme un ordinateur ou un pro-
gramme informatique). D’ailleurs, beaucoup plus d’informations sur la complexité
booléenne (comme la définition des machines de Turing) pourront être trouvées dans
les références [7, 37,79,82].
Définition 1.12. L’ensemble {0, 1}? désigne l’ensemble des mots finis sur l’alphabet
{0, 1}. Par exemple 011 et 00000 sont deux mots de {0, 1}?. Le premier est un mot
de longueur 3, le second, un mot de longueur 5. On utilisera la notation |x| pour
désigner la taille du mot x. Un langage est une partie de {0, 1}?.
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Nous pouvons maintenant définir la classe P constituée des langages supposés
“facilement calculables”.
DØnition 1.13. La classeP contient l’ensemble des langagesA tels qu’il existe
une constantec et une machine de TuringM telles que
 sur toute entrØe x 2 f 0;1g?, M(x) fonctionne en temps j xj c + c,
 M reconnaît le langage A, i.e.x 2 A , M(x) = 1.
Une des plus grandes réussites de cette théorie réside dans la classe NP. Dans
l’idée, un langage A est dans cette classe, lorsque l’appartenance d’un mot à A est
facilement vérifiable.
DØnition 1.14. On dØnit la classeNP comme l’ensemble des langagesA tels qu’il
existe un polynôme p et un langageB 2 P oø
x 2 A , 9 y 2 f 0;1gp(|x|) ; (x; y ) 2 B:
Le succès de la classe NP vient du fait que de nombreux langages ont été prou-
vés NP-complets (comprendre, au moins aussi difficiles que tous les autres de cette
classe). Le livre référence sur le sujet est [34]. On conjecture que les deux classes
précédentes sont distinctes, i.e. que les problèmes NP-complets n’ont pas d’algo-
rithme de complexité polynomiale, mais cette question reste toujours ouverte. Cette
conjecture figure dans la liste des sept problèmes du millénaire rédigée par l’Institut
de mathématiques Clay.
Conjecture 1.15. Les classesP et NP sont distinctes.
3.2 Classes VP, VNP
Nous sommes en mesure de définir les classes de complexité du modèle de Va-
liant [99, 100]. Puisqu’on veut mesurer la complexité comme une fonction de la
taille des entrées, on considérera en fait des suites infinies de polynômes comme
(Detn )n∈N . Ces suites de polynômes (Pn ) seront calculées par des suites de ciruits
Cn si et seulement si pour tout n, le circuit Cn calcule le polynôme Pn . Au début,
nous considérerons bien ces suites de polynômes, mais rapidement, par abus de no-
tation, nous identifierons ces suites aux polynômes : ainsi, par exemple, on parlera
du polynôme Detn pour parler de la suite (Detn )n∈N .
Comme dans le modèle booléen, nous aurons besoin d’une notion de réduction.
DØnition 1.16. Un polynôme f est uneprojection d’un polynôme g si k  l et si
f (X 1; : : : ; X k) = g(Y1; : : : ; Yl )
oø lesYi sont soit des variablesX i , soit des constantes deA.
La suite de polynômes (f n ) est uneprojection polynomiale de la suite de poly-
nômes (gn ) s’il existe un polynôme p tel que pour toutn, le polynôme f n soit une
projection du polynôme gp(n) .
Les définitions des classes VP et VNP sont basées sur celles des classes booléennes
P et NP (le V rajouté est pour Valiant). Intuitivement, nous voulons définir VP
comme l’ensemble des suites de polynômes calculables par des circuits de taille
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polynomiale. On va en fait rajouter une autre contrainte sur VP : nous voulons que
le degré des polynômes de cette classe soit aussi polynomialement borné. Pourquoi
rajouter une telle contrainte ? L’idée derrière est encore que l’on souhaite que VP
ressemble à P. Les fonctions calculables polynomialement par une machine de Turing
sont telles que la taille de leur sortie est polynomialement bornée par la taille de
leur entrée. Ce n’est pas le cas des polynômes de degré exponentiel. Cependant dans
le modèle des circuits, la multiplication et l’addition coûtent toujours un temps
constant, quelque soit la taille des entrées. En particulier, il est possible de calculer
des polynômes de degré exponentiel par des circuits de taille polynomiale, comme
le montre le circuit suivant de taille n :
X

...

n portes Circuit calculant
le polynôme X 2n 1 .
Commençons par la définition de la classe VP.
Définition 1.17. Soit A un anneau commutatif. La suite Cn de polynômes (f n ) est
dans VPA s’il existe des polynômes p, q et r et une suite de circuits arithmétiques
sur A de portes f+; g tels que pour tout n, les propriétés suivantes sont avérées :
— le nombre de variables de f n est borné par p(n),
— le degré de f n est borné par q(n),
— le circuit Cn calcule f n
— et la taille de Cn est bornée par r (n).
Suivant la tradition, on pose VP = VPQ.
Considérons par exemple la famille (Det n ). Le nombre de variables ainsi que le
degré de ces circuits est polynomialement borné. La méthode du pivot fournit direc-
tement un circuit de portes f+; ;  ; g de taille O(n3). D’après la remarque 1.1 et
le lemme 1.6, il existe un circuit arithmétique de portes f+; g de taille O(n5). En
particulier, (Det n ) 2 VP.
Un autre exemple de polynôme est le produit itéré de matrices IMM n;n . Comme
le produit de deux matrices se fait directement en utilisant O(n3) opérations, il est
facile de vérifier que IMM n;n 2 VP.
La classe VNP correspond alors à la classe NP. L’idée de la définition est de
partir de la définition par certificats de la classe booléenne NP et de remplacer le
“9y 2 f 0;1gp(n) ” par une somme P y2f0;1g p( n) .
Définition 1.18. Soit A un anneau commutatif. La suite de polynômes (gn ) est dans
VNPA s’il existe une suite de polynômes (hn ) 2 VPA et un polynôme p tels que
gn (x) =
X
"2f0;1g p( n)
hn (x; ")
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De même on note VNP la classe VNPQ.
Les suites de polynômes (Perm n ) et (Hamn ), dØnies à la section 1 sont des
exemples d’ØlØments de la classeVNP (une preuve pourra Œtre trouvØe par exemple
dans [19]) :
Lemme 1.19. Pour tout anneau A, on a (Perm n ), (Hamn ) ∈ VNPA.
En fait, il est possible de se passer, a priori, de la borne sur le degrØ des po-
lynômes fn en considØrant que la mesure du circuit correspond à son nombre de
sommets combinØ à son degrØ formel. Ceci Øvite a posteriori les polynômes de degrØ
exponentiel. Le prochain lemme (folklore) assure que l’on obtient les mŒmes classes
en contraignant le degrØ formel des circuits au lieu du degrØ des polynômes.
Lemme 1.20. Si une suite de polynômes (fn ) de degré (dn ) est dans VP, alors il
existe une suite de circuits (Cn ) calculant fn de taille polynomiale telle que le degré
de Cn est dn pour tout n.
3.3 Classes sans constantes
L’importance du rôle des constantes est une question intØressante. Par exemple
remarquons que pour calculer le produit itØrØ de matrices, aucune constante n’est uti-
lisØe. Pour mette en Øvidence leur rôle, Malod introduit des variantessans constantes
VP0 et VNP0 des classes de Valiant [71]. Par sans constantes, nous voulons en fait
dire utilisant seulement la constante−1. Les constantes0 et 1 s’obtiennent facile-
ment à l’aide de −1 et vu que nous n’autorisons pas la soustraction, nous avons
besoin d’une constante strictement nØgative.
Ainsi, si un circuit a besoin d’une constante non triviale, il doit la calculer à partir
de−1. En particulier, la notion de degrØ formel (qui ignore le calcul des constantes)
devient alors un peu bancal. Malod [71] introduit ainsi le degrØ formel complet :
DØnition 1.21. Le degré formel complet d’un circuit est défini par induction : les
constantes et les variables sont de degré 1 ; pour une porte d’addition on prend le
sup des degrés arrivant et pour une porte de multiplication, on en prend la somme.
Nous pouvons maintenant dØnir les classesVP0 et VNP0.
DØnition 1.22. fn est dans VP0 s’il existe une suite de circuits arithmétiques
— calculant fn ,
— utilisant comme seule constante −1
— et de taille et de degré formel complet polynomiaux.
gn est dans VNP0 s’il existe un polynôme p tel que :
gn (x) =
∑
"∈{0;1} p(n)
hn (x, ε)
avec hn ∈ VP0.
En fait les polynômes considØrØs prØcØdemment ne nØcessitent pas de constantes.
En particulier :
Det n ∈ VP0 et Perm n ,Hamn ∈ VNP0.
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La réduction définie précédemment (la projection polynomiale) utilise les constantes
de l’anneau courant. Les classes VP0 et VNP0 ne sont donc pas stables pour cette
réduction. Nous sommes alors amenés à considérer une variante sans constante de
cette réduction [71].
DØnition 1.23. Une suite de polynômes(f n ) est uneprojection bornée d’une suite
(gn ) s’il existe deux polynômesp et q tels que pour toutn :
f n (X 1; : : : ; X k) = gn (Y1; : : : ; Yl )
oø lesYi sont soit des variablesX i , soit des constantes calculables par des circuits
de taille et degrØ formel bornØs parq(n) utilisant seulement la constante 1.
Une autre mesure classique quantifie la complexité des circuits sans constantes.
Il s’agit de la mesure  introduite dans [27].
DØnition 1.24. La complexitØ (f ) d’un polynôme f entier (i.e. de Z[X 1; : : : ; X n ])
est dØni comme la taille minimale d’un circuit calculantf , de portesf+;  ; g et
utilisant seulement la constante1.
Remarquons que la définition (traditionnelle) donnée ici ne correspond pas exac-
tement aux conventions actuelles. On utilise ici la constante 1, mais on autorise la
porte de soustraction. Cette mesure est en particulier restée célèbre grâce à la  -
conjecture introduite par Shub et Smale [92]. On reviendra plus en détail sur cette
conjecture au chapitre 3.
3.4 Polynômes complets
Le problème est alors de trouver pour chaque polynôme la plus petite classe qui
la contient. Comme dans le cas booléen, les bornes inférieures non conditionnelles
sont généralement inconnues, mais on peut encore obtenir des “preuves de difficulté”
grâce à la notion de complétude.
DØnition 1.25. Une suite de polynômes(f n ) est VNP-complŁte si et seulement si
la suite (f n ) fait partie de la classeVNP et pour toute suite(gn ) de VNP, gn est une
projection polynomiale def n .
On peut de mŒme obtenir une dØnition deVNP0-complØtude en utilisant la classe
VNP0 au lieu deVNP et en n’autorisant que les projections polynomiales bornØes.
En particulier, bien qu’on ne soit pas capable de montrer qu’un polynôme f 2
VNP n’est pas dans VP, il est possible pour un certain nombre de polynômes, de
prouver qu’ils sont VNP-complets et donc, non supposés être dans VP. Si tel était
le cas, VNP = VP.
Valiant a montré [99] que sur tout corps K de caractéristique différente de 2, le
permanent est VNP-complet.
ThØorŁme 1.26. Soit K un corps de caractØristique diØrente de2. Alors la famille
Perm n est VNP-complŁte.
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On remarque qu’en caractéristique 2, le permanent correspond exactement au
déterminant, il tombe donc dans la classe VPK.
Plus précisément, la preuve du théorème précédent nécessite la constante 2 1 .
Ceci explique l’hypothèse du corps de caractéristique différente de 2. L’intérêt des
classes sans constantes est justement de mettre en évidence le rôle particulier que
certaines constantes peuvent avoir. En particulier la proposition suivante généra-
lise le théorème 1.26 et vient de [62]. Intuitivement, il signifie que le permanent
appartient à la classe VNP0 et est presque complet pour cette classe.
Proposition 1.27. Supposons quePerm n ∈ VP0. Alors, pour toute famille (fn)
dansVNP0, il existe un polynôme p(n) tel que la famille(2p(n) fn) soit dansVP0.
Le permanent étant probablement le polynôme complet pour VNP le plus étudié,
nous suivrons la tradition dans ce manuscrit et nous l’utiliserons systématiquement
comme polynôme complet pour VNP. Toutefois, il est possible d’éviter les difficultés
provoquées par la constante 2 1 en choisissant un autre polynôme VNP-complet
comme le hamiltonien (défini en section 1.3).
ThØorŁme 1.28. Dans tout anneauA, le polynôme Hamn estVNP0-complet et donc
aussi VNPA-complet.
La grande conjecture classique du domaine est que les classes VP et VNP sont
distinctes :
Conjecture 1.29 (Hypothèse de Valiant). VP 6= VNP.
La complétude du permanent assure que cette conjecture est équivalente au fait
que le permanent n’appartient pas à la classe VP, i.e. ne possède pas de circuit
arithmétique de taille polynomiale.
Les implications sont moins simples dans le cas sans constantes. En fait, si VP0 =
VNP0 alors on a Perm n ∈ VP0 et si Perm n ∈ VP0 alors τ (Perm n) = nO(1) , mais les
réciproques ne sont pas connues. Pour la première réciproque, nous avons déjà vu que
le permanent n’est que “presque complet” pour VNP0. Le second cas est plus subtil.
Si τ (Perm n) = nO(1) , il est possible que le circuit utilise des portes de très grand
degré formel complet pour calculer des constantes. Cependant, l’astuce classique
d’homogénéisation ne semble pas être efficace contre le calcul des constantes.
Toutefois si τ (Perm n) = nO(1) , alors le permanent admet une suite de circuit de
taille polynomiale et ainsi VP = VNP.
La figure suivante (directement inspirée de l’article de Bürgisser [21]) tente de
résumer les différentes implications connues.
VP0 6= VNP0
Perm n /∈ VP0
τ (Perm n) = nω(1)
VPQ 6= VNPQ
⇔ Perm n /∈ VPQ
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Chapitre 2
Circuits de profondeur bornée
Valiant, Skyum, Berkowitz et Rackoff [101] ont prouvé que si un circuit de taille s
et de profondeur p calcule un polynôme de degré d, alors ce polynôme peut aussi être
calculé par un circuit de profondeur O(log(d)) et de taille bornée par un polynôme en
s. Ce résultat est essentiellement à la base de toutes les avancées sur la parallélisation
des circuits arithmétiques. Quelques années plus tard, Miller, Ramachandran et
Kaltofen [73] puis Allender, Jiao, Mahajan et Vinay [6] ont étudié la complexité de
cette méthode de parallélisation. À l’aide de ces résultats, Agrawal et Vinay [4] ont
prouvé que si un polynôme f n-varié de degré d = O(n) possède un circuit de taille
2o(d+d log(n/d)), alors f peut aussi être calculé par un circuit de profondeur quatre
(
∑∏∑∏
) de taille 2o(d+d log(n/d)). Ce résultat indique que pour prouver des bornes
inférieures dans les circuits arithmétiques ou pour dérandomiser le test d’identité
polynomial, le cas des circuits de profondeur quatre est dans un certain sens le cas
général.
L’hypothèse du résultat d’Agrawal et Vinay est assez faible : ils considèrent des
circuits de taille 2o(d+d log(n/d)) (nous pouvons remarquer au passage que tous les
polynômes ont une formule de taille d
(
n+d
d
)
= 2O(d log(
n+d
d
))). Mais, serait-il possible
d’obtenir une conclusion plus forte si on demandait des hypothèses plus fortes ?
Koiran [60] a montré que c’était effectivement le cas. Si le circuit de départ est de
taille s, alors le polynôme peut être calculé par un circuit de profondeur quatre de
taille 2O(
√
d log(d) log(s)). Par exemple, si la famille du permanent est calculée par des
circuits de taille polynomiale (i.e. de taille nc), alors elle est aussi calculée par des
circuits de profondeur quatre et de taille 2O(
√
n log2(n)). De plus, la transformation
conserve l’homogénéité du circuit. La parallélisation semble être un outil intéressant
pour obtenir des bornes inférieures pour les circuits généraux : une borne inférieure
en 2ω(
√
n log2(n)) sur la taille des circuits
∑∏[O(√n)]∑∏[√n] calculant le permanent
implique qu’il n’y a pas de circuits de taille polynomiale pour le permanent. Et il
paraît plus facile d’obtenir des bornes inférieures pour ces circuits particuliers que
pour les circuits généraux. C’est d’ailleurs le cas. Bien qu’aucune borne inférieure
superpolynomiale ne soit encore connue pour les circuits généraux, Gupta, Kamath,
Kayal et Saptharishi [44] ont obtenu une borne inférieure superpolynomiale pour le
permanent s’appliquant à des circuits de profondeur 4 particuliers. Plus précisément,
ils ont montré que si un circuit homogène
∑∏∑∏[t] (i.e. un circuit de profondeur
4 dont le degré entrant des portes de multiplication du premier niveau est borné par
t) calcule le permanent d’une matrice de taille n × n, alors sa taille est 2Ω(n/t). En
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particulier, un circuit homogène
∑∏∑∏[√n] calculant le permanent est de taille
2Ω(
√
n). L’année suivante, les mêmes auteurs [45] ont trouvé comment réduire encore
un peu la profondeur des circuits. Ils montrent comment transformer des circuits à
n variables de taille s et de profondeur d (= nO(1)) en des circuits de profondeur
3 et de taille exp(O(
√
d log s log n log d)). De plus, si l’entrée est un programme à
branchements (et non un circuit), la borne supérieure devient exp(O(
√
d log s log n)).
Ce résultat implique l’existence d’un circuit de profondeur 3 et de taille 2O(
√
n logn)
calculant le déterminant d’une matrice n×n. Toutefois, ce résultat n’est pas compa-
rable aux réductions à la profondeur 4 car le circuit de profondeur 3 obtenu est non
homogène, et utilise au milieu de son calcul des portes calculant des polynômes de
très haut degré. En 2013, Fournier, Limaye, Malod et Srinivasan [31] ont obtenu une
borne inférieure de 2Ω(
√
d/t logn) pour la taille des circuits homogènes
∑∏∑∏[t]
calculant le produit itéré de matrices. Tous ses résultats récents sur les circuits
arithmétiques peuvent être trouvés dans l’article de synthèse [58].
Dans ce chapitre, nous allons commencer par étudier des bornes inférieures sur
la taille des circuits de profondeur bornée. Nous allons voir deux résultats intermé-
diaires sur les circuits de profondeur 4 et 3, avant d’évoquer les résultats récents rela-
tifs à la profondeur 4. Puis dans la section suivante, nous allons nous attaquer aux ré-
sultats de parallélisation (i.e. aux bornes supérieures). Nous [98] améliorons la borne
de parallélisation de Koiran : un circuit de taille s peut être parallélisé de manière
homogène à la profondeur 4 en un circuit de taille exp(O(
√
d log(ds) log(n))). De
plus, le degré entrant de chaque porte de multiplication est borné par O
(√
d log ds
logn
)
.
Remarquons que comme n ≤ s, le résultat implique la borne de Koiran et est en
général meilleur : dans le cas où d, s = nΘ(1), la borne de Koiran est 2O(
√
n log2 n)
tandis que la nouvelle borne est 2O(
√
n logn). En particulier, la nouvelle borne est op-
timale puisqu’elle correspond exactment à la borne inférieure obtenue par [31]. Cela
implique aussi qu’une borne inférieure en 2ω(
√
n log(n)) pour les circuits homogènes de
profondeur 4 calculant le permanent induit une borne inférieure super-polynomiale
pour la taille des circuits généraux calculant le permanent. En fait, nous généralisons
cette réduction au cas d’une profondeur bornée. Enfin, nous étudierons le cas des
parallélisations non homogènes introduites par Gupta, Kamath, Kayal et Saptha-
rishi [45]. Comme ils utilisent dans leur preuve la borne de Koiran, nous pourrons
légèrement améliorer leur borne en utilisant à la place la borne décrite plus haut.
Un circuit n-varié de taille s et de profondeur d peut être simulé par un circuit de
profondeur 3 et de taille exp
(
O(
√
d log(ds) log n)
)
. Enfin, nous remarquons que
cette parallélisation peut elle aussi être généralisée aux profondeurs constantes, ce
qui nous donnera, en particulier, le résultat intéressant que les circuits de taille s
et de degré d peuvent en fait être simulés par des circuits de profondeur 4 et de
taille (ds)
3√
d. Cette borne est bien en-dessous des bornes inférieures connues pour
les circuits n’utilisant que des petits degrés. Cela montre bien que l’utilisation de
portes intermédiaires de très haut degré s’avère très puissante. Aujourd’hui, on ne
sait pas comment obtenir des bornes inférieures non triviales pour de tels circuits.
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1 Les formules de Ryser, Glynn et Fischer
Les travaux autour de l’hypothèse de Valiant tendent à essayer de montrer que
le permanent est difficile à calculer. Mais qu’est ce que cela veut dire plus précisé-
ment ? On entend parfois que le calcul du permanent devrait nécessiter un nombre
exponentiel d’opérations arithmétiques. Ce n’est pas encore un énoncé très précis.
Souvent (vu que le terme est suffisamment vague, c’est loin d’être toujours vrai),
on utilise le terme exponentiel pour désigner une fonction f(n) = 2θ(nc) pour une
constante c ≥ 1 (si c est une constante strictement inférieur à 1, on préfère habi-
tuellement le terme sous-exponentiel). Ensuite, il pourrait être tentant (et naturel)
de paramétriser les polynômes par leur nombre de variables. Le polynôme Permn
est un polynôme en n2 variables. La conjecture émise plus haut pourrait être décrite
plus formellement :
Conjecture (Première conjecture sur la complexité du permanent). Si Cn est une
suite de circuits de taille sn calculant Permn, alors
sn = 2
Ω(n2).
Cependant, cette conjecture est trivialement fausse puisque le polynôme Permn
est une somme de (n!) monômes. Il peut être calculé par une suite de circuits de
taille n × (n!). En fait une meilleure borne existe depuis 1963 et les travaux de
Ryser [88]. Il trouva une formule simple, de taille n22n pour le permanent d’une
matrice A = (Ai,j)1≤i,j≤n :
Proposition 2.1 (Formule de Ryser).
Permn(A) = (−1)n
∑
S⊆{1,...,n}
(−1)|S|
n∏
i=1
∑
j∈S
ai,j.
On peut donc émettre une nouvelle conjecture. Celle-ci est encore ouverte :
Conjecture 2.2 (Conjecture sur la complexité du permanent). Si Cn est une suite
de circuits de taille sn calculant Permn, alors
sn = 2
Ω(n).
La formule de Ryser est assez étonnante car malgré sa grande simplicité, homo-
gène et de profondeur 3, elle est une des formules connues les plus efficaces pour
calculer le permanent. Une autre formule, devenue classique, mais trouvée beaucoup
plus récemment par Glynn [36] possède ces mêmes propriétés :
Proposition 2.3 (Formule de Glynn).
Permn(A) =
1
2n−1
∑
ε2,...,εn∈{±1}
(−1)p(ε)
n∏
i=1
(
ai,1 +
n∑
j=2
εjai,j
)
où p(ε) = |{i | εi = −1}|.
Ces formules assurent que le permanent peut être calculé par des circuits de type∑[2n]∏[n]∑[n]. Ce résultat est d’autant plus surprenant que le même résultat est
inconnu et plutôt conjecturé faux pour le déterminant :
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Conjecture 2.4. Detn n’a pas de circuits de type
∑[2O(n)]∏[n]∑.
La formule de Glynn ressemble particulièrement à une formule plus vieille d’une
quinzaine d’années, la formule de Fischer [30] :
Lemme 2.5 (Formule de Fisher).
n! · x1x2 . . . xn = 1
2n−1
∑
r2,...,rn∈{±1}
(−1)p(r)
(
x1 +
n∑
i=2
rixi
)n
où p(r) = |{i | ri = −1}||.
Dans [86], les auteurs montrent que la taille de la somme (en 2n−1) est exactement
la taille optimale pour transformer des monômes en sommes de puissances de formes
lineaires.
En fait, comme Amir Shpilka me l’a fait remarquer lors d’une discussion, il est
facile d’obtenir la formule de Fischer à partir de celle de Glynn. Il suffit pour cela
de calculer le permanent de la matrice x1 x2 . . . xn... ... ... ...
x1 x2 . . . xn

qui vaut n! · x1 . . . xn.
Ainsi, on se dit que la même astuce devrait marcher en utilisant la vraie formule
de Ryser. On obtient effectivement une nouvelle formule du type de celle de Fischer :
Proposition 2.6.
n! · x1x2 . . . xn = (−1)n
∑
S⊆{1,...,n}
(−1)|S|
(∑
j∈S
xj
)n
.
2 Quelques bornes inférieures
2.1 Comptage de monômes
Nous allons commencer cette section par une borne inférieure très simple mais
relativement précise. On va montrer :
Proposition 2.7. Si une suite de circuits
∑[s]∏[a]∑[v]∏ calcule Permn ou Detn,
alors s · va ≥ n!.
En particulier, si une suite de circuits
∑[s]∏[O(√n)]∑[s]∏ calcule Permn ou
Detn, alors s ≥ 2Ω(
√
n logn).
Les bornes supérieures en a et v sur les degrés entrants des portes de multi-
plication du troisième niveau et les portes d’addition du second niveau s’avérent
être cruciales. Une telle contrainte impliquera directement en général une bonne
borne inférieure seulement grâce à un argument de comptage de monômes. On peut
comparer ainsi ce résultat avec la proposition 2.10 plus loin.
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Nous ferons la preuve dans le cas du permanent. Le cas du déterminant est com-
plètement identique. L’approche ici, est de transformer un tel circuit en un circuit
de profondeur 2, puis d’obtenir une borne inférieure pour le circuit de profondeur
2. En fait, dans le cas des circuits de profondeur 2, l’écriture d’un polynôme comme
une somme de produits est unique (une fois qu’on a effectué toutes les annulations
possibles). Il s’agit de la forme développée du polynôme. La taille de la somme est
alors simplement le nombre de monômes. Vu que Permn a n! monômes, on vient de
prouver
Lemme 2.8. Si un circuit
∑[s]∏ calcule Permn, alors s ≥ n!.
D’un autre côté, pour calculer dans un circuit
∑[s]∏[a]∑[v]∏ une porte du
troisième niveau, il suffit de calculer un polynôme
∏[a]∑[v] qui a pour entrées les
portes du premier niveau. En appellant V l’ensemble de ces entrées, les polynômes
du troisième niveau sont donc de la forme g =
∏a
i=1
∑v
j=1 zi,j avec zi,j ∈ V . Or si on
développe g, on obtient g =
∑
(j1,...,ja)∈{1,...,v}a z1,j1 . . . za,ja . Donc on peut transformer
tout circuit
∑[s]∏[a]∑[v]∏ en un circuit ∑[s]∑[va]∏[a]∏, c’est-à-dire un circuit∑[sva]∏. Ceci prouve la proposition 2.7.
2.2 Quasi-optimalité des formules de Ryser et de Glynn
Dans toute la suite de cette section sur les bornes inférieures, nous utiliserons
la dimension des espaces vectoriels engendrés par certaines familles de polynômes.
Donc l’anneau de base des polynômes sera en fait un corps.
Pour obtenir des bornes inférieures, un des outils principaux est l’espace en-
gendré par les dérivées partielles. Nisan et Wigderson [76] ont trouvé des bornes
inférieures pour la taille des circuits homogènes de profondeur 3 calculant les po-
lynômes symétriques élémentaires ou le produit itéré de matrices. Ces techniques
sont développées dans les articles de synthèse [91] et [23]. Depuis 2012, cet outil est
au cœur des travaux relatifs aux bornes inférieures pour les circuits arithmétiques
homogènes de profondeur 4. Pour ce dernier point, on y reviendra un peu plus tard.
Un autre résultat, très proche de ceux de Nisan et Wigderson [76], peut être
obtenu à l’aide de ces techniques : montrer que les formules de Ryser et de Glynn
sont “presque optimales”. Après quelques discussions, ce résultat – qui découle de [76]
– semble connu de certaines personnes, mais à la connaissance de l’auteur, il n’est
écrit nulle part.
Proposition 2.9. Soit Cn une suite de circuits de type
∑[s]∏[n]∑ calculant Permn
(ou Detn), alors
s ≥
(
n
n/2
)
≥ 2
n
√
2n
.
Pour les formules de Ryser et de Glynn, s vaut respectivement 2n − 1 et 2n−1.
Les résultats sont donc optimaux à un facteur multiplicatif près de 1√
n
. Nous allons
donner maintenant une preuve de cette proposition. D’ailleurs, cette preuve illustre
bien l’utilisation typique des dérivées partielles.
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Démonstration. Soit k un entier que l’on fixera plus tard. Posons X = {xi,j | 1 ≤
i, j ≤ n} l’ensemble des variables de Permn. Nous allons considérer l’espace vectoriel
engendré par les dérivées partielles kièmes du polynôme Permn. Notons 〈∂=kf〉
l’espace vectoriel engendré par l’ensemble{
∂k
∂y1 . . . ∂yk
f | (y1, . . . , yk) ∈ Xk
}
.
La preuve se fait en deux parties. Nous allons commencer par borner inférieu-
rement la dimension de 〈∂=kPermn〉, puis nous allons borner supérieurement la
dimension de tout espace 〈∂=kg〉 où g est un polynôme calculé par un circuit∑[s]∏[n]∑.
Définissons les p-mineurs (mineurs permanentaux) de taille s× s d’une matrice
M de taille n×n comme les permanents de N où N parcourt les sous-matrices deM
obtenues en supprimant (n−s) lignes et (n−s) colonnes. Si k < n, alors les dérivées
partielles d’ordre k de Permn sont soit le polynôme nul (si on dérive deux fois dans
la même ligne ou la même colonne), soit les p-mineurs de tailles (n− k)× (n− k).
Il est facile de vérifier que chacun de ces p-mineurs de taille (n− k)× (n− k) peut
être obtenu comme une dérivée kième de Permn. De plus comme un même monôme
ne peut pas apparaître dans deux p-mineurs différents, cela signifie que la famille
des p-mineurs est une famille libre. La dimension de l’espace est donc exactement
le nombre de p-mineurs distincts. Vu qu’un p-mineur de taille (n− k)× (n− k) est
obtenu de manière unique en choisissant k lignes et k colonnes, on obtient :
dim(〈∂=kPermn〉) =
(
n
k
)2
.
De l’autre côté, si g est un polynôme de degré n pouvant être exprimé de la
forme
∑[s]∏[n]∑, alors g(x) = ∑si=1 hi(x) où chaque hi est un produit de n formes
linéaires. De plus, notre mesure de complexité (la dimension des sous-espaces en-
gendrés par le dérivées partielles) est une mesure sous-additive. En effet, comme
∂g =
∑t
i=1 ∂hi, on a
〈∂=kg〉 ⊆ ev
(
s⋃
i=1
〈∂=khi〉
)
où ev(A) correspond à l’espace engendré par A. D’où
dim
(〈∂=k〉) ≤ s ·max
h
dim
(〈∂=kh〉)
où h parcourt les produits de taille n de formes linéaires. Posons h = l1 . . . ln avec les
li des formes linéaires. Toute dérivée kième de h est engendrée par des polynômes
li1 . . . lin−k (où 1 ≤ i1 < . . . < in−k ≤ n). Cette famille est de taille
(
n
k
)
. D’où
dim〈∂=kg〉 ≤ s
(
n
k
)
.
En remettant tout ensemble, on en déduit que si Permn peut être écrit comme∑[s]∏[n]∑, alors (
n
k
)2
≤ s
(
n
k
)
.
En choisissant k = n
2
, on en déduit la proposition.
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2.3 Quelques résultats récents de bornes inférieures
Avant d’attaquer, dans la prochaine partie, les bornes supØrieures pour les circuits
de profondeur bornØe, nous allons juste Øvoquer les bornes infØrieures connues qui
vont leur faire Øcho.
La technique des dØrivØes partielles a ØtØ vraiment remise au goßt du jour depuis
l’article de Gupta, Kamath, Kayal et Saptharishi [44]. Ils considŁrent en fait l’espace
engendrØ par les dØrivØes partielles dØcalØes :
h@=k f i
l =
{
x1 : : : xl
@k
@y1 : : : @yk
f j (x1; : : : ; xl ; y1; : : : ; yk) 2 X k+l
}
:
Dans leur article, ils prouvent que :
Proposition 2.10. Tout circuit homgène
∑[s]∏∑∏[t] qui calcule Detn (ou Permn)
doit être tel que
s  2
( nt ) :
En particulier, tout circuit homogène
∑[s]∏∑∏[p n] qui calcule Detn (ou Permn)
est tel que
s  2
(
p
n) :
Le rØsultat fut d’autant bien accueilli que c’est la premiŁre borne infØrieure su-
perpolynomiale pour les circuits de profondeur4. De plus, on verra dans la prochaine
section que ce rØsultat est presque optimal, on peut donner une borne supØrieure en
n
p
d (oø d est le degrØ du polynôme). La technique a alors ØtØ adaptØe à d’autres
familles de polynômes. Peu aprŁs, Kayal, Saha et Saptharishi obtinrent la borne
infØrieuren
p
d pour les polynômes de Nisan-Wigderson dØnis dans [57].
Définition 2.11. Soient n une puissance de 2 et Fn le corps fini où les n éléments
sont identifiés avec l’ensemble f1; : : : ; ng. Pour tout 0  k  n, le polynôme NWk
est un polynôme à n2 inconnues de degré n défini comme suit :
NWk(x1;1; : : : ; xn;n ) =
∑
p2Fn[t]
deg(p)<k
x1;p(1) : : : xn;p(n) :
Nous pouvons déjà décrire une variante NWdk de ce polynôme. Soit d un nombre
premier, nous identifierons les éléments du corps Fd2 à l’ensemble f1; : : : ; d2g. Alors,
NWdk(x1;1; : : : ; xd;d2 ) =
∑
p2F d2 [t]
deg(p)<k
x1;h(1) ; : : : ; xd;h(d) :
Plus prØcisØment, Kayal, Saha et Saptharishi ont montrØ [57] :
Proposition 2.12. Si une suite de circuits
∑[s]∏[O(p n)]∑∏[p n] calcule le poly-
nôme NWk avec k = "
p
n pour un certain " > 0 suffisamment petit, alors
s  2
(
p
n log(n)) :
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Cette famille de polynôme fait partie de la classe VNP. Toutefois, une borne
inférieure similaire (en n
√
d) a été trouvée pour le produit itéré de matrices. Fournier,
Limaye, Malod et Srinivasan [31] ont montré que :
Proposition 2.13. Si un circuit
∑[s]∏[O(D)]∑∏[√d] calcule le polynôme IMMn,d,
alors
s ≥ 2Ω(
√
d log(n/D)).
Les techniques de preuve pour cette proposition ainsi que pour la proposition 2.12
ont été unifiés dans l’article [24].
Nous finirons cette présentation de l’état de l’art sur les bornes inférieures par
deux résultats tout récents. Jusqu’à présent, toutes les bornes inférieures requièrent
des bornes supérieures sur le degré entrant de certaines portes de multiplication.
Peut-on s’affranchir de telles contraintes ? On verra à la section 4 que si on s’autorise
à ce que les portes intermédiaires calculent des polynômes de très hauts degrés, alors
les bornes en n
√
d ne marchent plus du tout. Toutefois, une contrainte intermédiaire,
naturelle, pourrait être que le circuit soit homogène, sans donner de conditions
supplémentaires sur les degrés. On peut remarquer qu’une telle contrainte implique
en particulier que les portes ne calculent pas des polynômes de degré strictement plus
grand que d. Des bornes inférieures superpolynomiales ont été trouvées par Kumar
et Saraf [67], puis indépendamment par Kayal, Limaye, Saha et Srinivasan [56].
Ainsi,
Proposition 2.14. Soit Cn une famille de circuits homogènes
∑[s]∏∑∏.
— Si Cn calcule NWdr alors s ≥ 2Ω(
√
d log d).
— Si Cn calcule IMMn,d avec d = Ω(log2 n), alors s ≥ nΩ(logn).
— Si Cn calcule Detn, alors s ≥ nΩ(logn).
3 Bornes supérieures pour circuits homogènes
Comme on l’a mentionné précédemment, il existe une borne supérieure sur la
taille des circuits de profondeur 4 calculant des polynômes de VP en n
√
d où d est
le degré. Nous allons en fait montrer un résultat un peu plus général qui traite
toutes les profondeurs constantes paires. L’idée étant que les circuits de profondeur
6 nous permettront par exemple d’obtenir une borne supérieure pour les circuits non
homogènes de profondeur 4 dans la prochaine section.
On rappelle (Remarque 1.4) que si rien n’est mentionné l’arité des portes + et
× est deux.
Théorème 2.15. Soient p un entier supérieur à 2 et f un polynôme à n variables
calculé par un circuit de taille s et de degré d. Alors f est calculé par C, un circuit∑∏[O(α)] · · ·∑∏[O(α)]∑∏[β] de profondeur 2p et de taille 2O(d1/p log(p−1)/p(ds) log1/p n)
où :
α =
(
d
log n
log ds
) 1
p
et β = d
1
p
(
log ds
log n
) p−1
p
.
De plus, si f est homogène, ce sera aussi le cas pour C.
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Nous donnerons une preuve de cette parallélisation un peu plus loin, à la sous-
section 3.3.
Le cas de la profondeur 4 est largement le plus étudié de nos jours. Le théorème
précédent donne alors :
Théorème 2.16. Soit f un circuit à n variables calculé par un circuit de taille s et
de degré d. Alors f est calculé par un circuit
∑∏[O(α)]∑∏[β] de taille 2O(√d log(ds) logn)
où :
α =
√
d
log n
log ds
et β =
√
d
log ds
log n
.
De plus si f est homogène ce sera aussi le cas pour le nouveau circuit.
D’ailleurs le théorème précédent peut être directement appliqué dans le cas du
permanent.
Théorème 2.17. Si le permanent n× n est calculé par un circuit de taille polyno-
miale en n, alors il est aussi calculé par un circuit homogène
∑∏[O(√n)]∑∏[O(√n)]
de taille 2O(
√
n log(n)).
3.1 Propositions sur les circuits arithmétiques
Pour prouver le théorème 2.15, nous aurons besoin de quelques résultats préa-
lables.
Le résultat suivant est considéré comme du folklore. Toutefois on peut trouver
une preuve dans le livre de Bürgisser [19] (Lemma 2.14).
Proposition 2.18. Si f est un polynôme de degré d calculé par un circuit C de
portes {+,×} de taille s tel que le degré entrant des portes × est borné par 2 (on
ne met pas de borne sur celui des portes +), alors il existe un circuit C˜ de taille
s(d+ 1)2 avec d+ 1 sorties O0, O1, . . . , Od tel que :
— le degré entrant des portes + n’est pas borné,
— le degré entrant de chaque porte × est borné par 2,
— pour tout i, la porte Oi calcule la composante homogène de f de degré i,
— C˜ est homogène.
On rappelle le lemme 1.9 montré au chapitre 1.
Lemme (Rappel du lemme 1.9). Dans un circuit homogène, toutes les portes cal-
culent des polynômes homogènes. De plus le degré de la porte correspond au degré
du polynôme homogène calculé par la porte.
Enfin, nous avons déjà mentionné le fait que les preuves de parallélisation sont
presque toujous basées sur la réduction de Valiant, Skyum, Berkowitz et Rackoff [101].
Celle-ci ne déroge pas à la règle. Toutefois, nous aurons besoin d’un résultat légère-
ment plus fort. En effet leur résultat est complètement global : leur circuit d’arrivée
est de profondeur O(log d). Nous aurons besoin ici, d’un résultat local sur le com-
portement de chacune des portes de multiplication.
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Définition 2.19. Un circuit C de portes {×,+,} sera dit équilibré pour les portes
× si et seulement si toutes les propriétés suivantes sont vérifiées :
— le degré entrant de chaque porte × est au plus 5,
— le degré entrant de chaque porte + est non borné,
— le degré entrant de chaque porte  est au plus 2,
— pour chaque porte × (appelée α), chacune de ses entrées est de degré au
plus la moitié du degré de α,
— le degré de chaque porte égale le degré du polynôme calculé par la porte
(obtenu grâce au lemme 1.9).
La dernière condition ne peut pas être vraie pour la multiplication par un scalaire.
C’est la raison pour laquelle nous avons introduit l’opérateur .
La proposition suivante a été trouvée par Agrawal et Vinay [4]. Elle généralise
légèrement le célèbre résultat de Valiant, Skyum, Berkowitz et Rackoff [101] en
rajoutant une contrainte sur toutes les portes ×.
Proposition 2.20. Soit f un polynôme homogène de degré d calculé par un circuit
C˜ de taille s et défini comme dans la conclusion de la proposition 2.18. Alors f
est calculé par un circuit {×,+,} homogène équilibré pour les portes ×, de taille
s6 + s4 + 1 et de degré d.
Nous présentons une preuve de ce résultat à la sous-section 3.2 vu que l’énoncé
ci-dessus est légèrement différent de ceux que l’on peut trouver dans [4] ou dans [91]
(les constantes sont un peu améliorées). En particulier, le circuit obtenu vérifie le
résultat classique de VSBR.
Corollaire 2.21 (VSBR). Soit f un polynôme de degré d calculé par un circuit de
taille s. Alors f est calculé par un circuit {+,×} de taille (sd)O(1) et de profondeur
O(log(d)) où chaque porte × est de degré entrant 2 et où le degré entrant des portes
+ n’est pas borné.
3.2 Réduction à la VSBR
Nous allons prouver ici la proposition 2.20.
Soit f un polynôme homogène calculé par un circuit C˜ de taille s tel que :
— le degré entrant de chaque porte + est non borné,
— le degré entrant de chaque porte × est borné par 2,
— C˜ est homogène.
Pour commencer, nous supprimons le “calcul de constantes” (cela signifie que
l’on peut supposer que toutes les portes de calculs calculent un polynôme de degré
non nul). Pour faire cela, il suffit de remplacer chaque porte calculant un polynôme
de degré 0 par une entrée étiquetée par la valeur constante de cette porte. Nous
pouvons remarquer que par homogénéité, les entrées constantes ne peuvent être
des arguments d’une porte +. De plus, pour chaque porte × dont une entrée est
une constante, nous remplaçons l’étiquette de cette porte par l’étiquette . Nous
remarquons que jusque là, nous n’avons pas augmenté la taille du circuit. Ensuite,
nous pouvons réordonner les entrées de chaque porte × et  de façon que pour
chacune de ces portes, le degré de l’argument de droite soit plus grand que le degré
de l’autre argument. Après ces préparations, nous obtenons alors un circuit C1 de
taille au plus s.
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Nous rappellons que la définition des arbres monomiaux (en anglais “parse tree”)
a été donnée dans l’introduction. Définissons maintenant un nouveau circuit C2 qui
satisfait aux critères de la proposition. Pour chaque paire de portes α et β dans
C1, nous définissons la porte (α; β) dans C2 comme suit (nous verrons dans la suite
comment les calculer) :
— Si β est une feuille, alors [(α; β)] équivaut à la somme des arbres monomiaux
enracinés en α tels que β apparaît dans le chemin le plus à droite (i.e., la
feuille du chemin le plus à droite correspond au sommet β).
— Si β n’est pas une feuille, alors [(α; β)] equivaut à la somme des arbres mo-
nomiaux enracinés en α tels que la porte β apparaît dans le chemin le plus à
droite et tels que le sous-arbre au dessus de cette porte β la plus à droite est
supprimé. C’est comme si nous remplacions l’occurence la plus à droite de la
porte β par l’entrée 1 et que nous calculions [(α; β)] avec β = 1 une feuille.
Notons ici qu’il est facile de récupérer le polynôme calculé par la porte α :
[α] =
∑
Tα arbre monomial
valeur(Tα)
=
∑
l feuille de C1
∑
Tα arbre monomial tq la feuille
du chemin le plus à droite de Tα
est une copie de l
valeur(Tα)
=
∑
l feuille de C1
[(α; l)].
Nous remarquons que le nombre d’arbres monomiaux peut être exponentiel mais
que la somme extérieure est toujours de taille polynomiale.
Montrons maintenant comment calculer les portes (α; β).
— Si β n’apparait pas dans un chemin le plus à droite d’un arbre monomial
enraciné en α, alors (α; β) = 0.
— Dans le cas où α = β, si α est une feuille, alors (α; β) = α et sinon (α; β) = 1.
— Autrement α et β sont deux portes différentes et α n’est pas une feuille. Si α
est une porte +, alors [(α; β)] est simplement la somme de tous les [(α′; β)],
où α′ est un fils de α.
— Si α est une porte , alors un fils est une constante c et l’autre fils est
une porte α′. Alors, (α; β) est simplement l’opération multiplication par un
scalaire [(α; β)] = [(c; c)] [(α′; β)].
— Si α est une porte ×. Il y a deux cas.
— Premier cas : β est une feuille. Alors deg(α) > deg(β) et deg(β) ≤ 1.
Sur le chemin le plus à droite finissant en β de chaque arbre monomial
enraciné en α, il existe exactement une porte ×, que l’on notera γ, et son
fils droit sur ce chemin γr tels que :
deg(γ) > deg(α)/2 ≥ deg(γr). (2.1)
Remarquons que γ n’est unique que pour un arbre monomial fixé. Récipro-
quement, on peut remarquer que pour chaque porte γ satisfaisant (2.1),
si [(α; γ)] et [(γr; β)] ne sont pas les polynômes nuls, alors γ est sur un
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chemin le plus à droite allant de α vers β. Alors,
[(α; β)] =
∑
l feuille de C1,
γ porte × vérifiant (2.1)
[(α; γ)][(γl; l)][(γr; β)].
Comme β est une feuille, deg(α; β) = deg(α). Utilisant (2.1) et le fait que
nous avons préalablement réordonné les entrées des portes de multiplica-
tion de façon à ce que le degré des fils droits soit au moins aussi grand
que celui des fils gauches :
deg(α; γ) = deg(α)− deg(γ) < deg(α)/2
deg(γr; β) = deg(γr) ≤ deg(α)/2
deg(γl; l) = deg(γl) ≤ deg(γr) ≤ deg(α)/2.
Par conséquent, [(α; β)] est calculé par un circuit de profondeur 2 de taille
au plus s2 + 1 : une porte +, d’arité s2, où chaque fils est une porte × de
degré entrant 3. Chaque fils de ces portes × est de degré au plus la moitié
du degré de la porte ×.
— Second cas : β n’est pas une feuille. Alors il existe, sur le chemin le plus
à droite de chaque arbre monomial enraciné en α, une porte ×, dénoté γ,
et son fils sur ce chemin γr tels que :
deg(γ) ≥ (deg(α) + deg(β))/2 > deg(γr). (2.2)
De même par un argument similaire :
[(α; β)] =
∑
l feuille de C1
γ porte × vérifiant (2.2)
[(α; γ)][(γl; l)][(γr; β)]. (2.3)
On utilise alors (2.2) :
deg(α; β) = deg(α)− deg(β)
deg(α; γ) = deg(α)− deg(γ) ≤(deg(α)− deg(β))/2
deg(γr; β) = deg(γr)− deg(β) <(deg(α)− deg(β))/2.
Le problème est ici que le degré de (γl; l) pourrait être plus grand que
(deg(α) − deg(β))/2. La porte α est une porte × et son fils gauche est
de degré non constant (sinon α serait une porte ). Donc, deg(α; β) >
deg(γl; l). Si γl est de degré au plus 1 (et donc exactement 1 car γ n’est pas
une porte ), alors (α; β) est de degré au moins 2. Le calcul de la porte
(α; β) par la formule (2.3) marche (i.e., le degré de (γl; l) est plus petit
que la moitié du degré de (α; β)). Enfin sinon, le degré de γl est au moins
2 et au plus deg(α; β). Comme l est une feuille, nous pouvons appliquer
le premier cas à la porte γl (même si γl n’est pas une porte ×). Il existe
encore sur chaque chemin le plus à droite finissant en l et enracinés en γl
une porte ×, notée µ, et son fils µr sur ce chemin tels :
deg(µ) > deg(γl)/2 ≥ deg(µr). (2.4)
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Alors,
[(γl; l)] =
∑
l2 feuille de C1
µ porte × vérifiant (2.4)
[(γl;µ)][(µl; l2)][(µr; l)].
Ainsi,
[(α; β)] =
∑
l,l2,γ,µ
[(α; γ)][(γr; β)][(γl;µ)][(µl; l2)][(µr; l)] (2.5)
où la somme est prise sur toutes les feuilles l, l2 de C1, toutes les portes
×, notées γ, vérifiant (2.2) et toutes les portes ×, notées µ vérifiant (2.4).
Les degrés des portes (γl;µ), (µl; l2) et (µr; l1) sont bornés par la moitié
du degré de γl. Donc, [(α; β)] est calculé par un circuit de profondeur 2
de taille s4 + 1. Les portes × sont de degré entrant borné par 5 et le degré
de leurs enfants est borné par la moitié de leur degré.
En conclusion, pour chaque couple de portes α et β dans C1, la porte (α; β) est
calculée dans C2 par un sous-circuit de taille au plus s4 + 1. À la fin, nous obtenons
un circuit de taille au plus s6 + s2 qui calcule toutes les portes (α; β). Finalement,
f est calculé par un circuit de taille s6 + s2 + 1.
Cela prouve la proposition.
3.3 Réduction à une profondeur bornée constante
Nous allons prouver ici le théorème 2.15.
Pour réaliser la réduction à la profondeur quatre, Koiran [60] commence par
transformer le circuit considéré en un programme à branchements équivalent. En-
suite, il parallélise ce programme à branchements, et finalement revient à un circuit.
Le problème avec cette stratégie est que la transformation des circuits aux pro-
grammes à branchements nécessite une augmentation de la taille de notre objet. Si
le circuit est de taille s, le nouveau programme à branchements sera de taille slog(d).
L’approche, ici, est de directement paralléliser le circuit, et d’éviter ainsi l’augmen-
tation de la taille due au passage aux programmes à branchements.
L’idée de la preuve pour paralléliser un circuit à la profondeur 4 est de diviser
le circuit en deux parties : les portes de degré moins que
√
d et les portes de degré
plus grand. Un circuit tel que le degré de chacune de ses portes est borné par
√
d
calcule un polynôme de degré
√
d et peut donc être écrit comme une somme d’au
plus sO(
√
d) monômes. Ainsi, si chaque partie de notre circuit calcule des polynômes
de degré borné par
√
d, il suffit d’obtenir les circuits de profondeur 2 pour chacune
des parties, et de les reconnecter ensemble. La principale difficulté vient du fait qu’il
n’est toujours vrai que le sous-circuit obtenu par les portes de degré plus grand que√
d est de degré inférieur à
√
d. Par exemple, dans le cas du graphe “peigne” avec
n− 1 portes × et n variables d’entrée :
x1 · (x2 · (x3 · (. . .)))
le degré de la première partie est
√
n, alors que le degré de la seconde est n −√n.
En fait, nous montrerons que ce problème ne peut pas se présenter si on travaille
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avec des circuits équilibrés pour les portes ×. Dans ce cas, les deux parties auront
un degré borné par
√
d.
Bien que la profondeur quatre soit probablement le cas le plus important de notre
réduction, nous allons directement traiter un cas plus général, celui de la profondeur
2p.
Lemme 2.22. Soient p ≥ 2 un entier et f un polynôme homogène n-varié, de degré
d et calculé par un circuit de portes {×,+,} noté C, homogène, équilibré pour les
portes × et de taille σ.
Si d1, d2, . . . , dp sont p réels strictement positifs tels que d = d1d2 . . . dp, alors f
est calculé par un circuit de profondeur 2p de la forme
∑ [15dp]∏ ∑ [15dp−1]∏
· · ·
∑ [15d2]∏ ∑ [d1]∏
homogène de taille σ + σ
(
n+d1
d1
)
+
(
σ+15dp
15dp
)
+ σ
∑p−1
i=2
(
σ+15di
15di
)
.
Pour obtenir des expressions plus agréables, nous utiliserons l’approximation sui-
vante, conséquence de la formule de Stirling : (On peut trouver une preuve dans [4])
Lemme 2.23. (
k + l
l
)
= 2O(l+l log
k
l )
Voyons pour commencer comment le lemme 2.22 implique le théorème 2.15.
Preuve du théorème 2.15. Soit f un polynôme n-varié de degré d calculé par un
circuit de taille s. Soit C˜ le circuit homogène obtenu alors pour le polynôme f
par la proposition 2.18. Le circuit C˜ est de taille t = s(d + 1)2 et calcule tous les
polynômes f0, . . . , fd où fi est la composante homogène de f de degré i. Ainsi, grâce
à la proposition 2.20, pour chaque i ≤ d, il existe un circuit C1 de portes {+,×,}
équilibré pour les portes× de taille σ = t6+t4+1 calculant fi. Utilisons maintenant le
lemme 2.22 pour le circuit C1 avec d1 = d1/p log
(p−1)/p σ
log(p−1)/p n
et d2 = . . . = dp = d1/p log
1/p n
log1/p σ
.
Ces valeurs satisfient bien que d1d2 . . . dp = d. Ainsi, le lemme 2.23 fournit un circuit∑∏[O(α)] · · ·∑∏[O(α)]∑∏[β] homogène, de profondeur 2p et de taille
σ + σ
(
n+ d1
d1
)
+
(
σ + 15dp
15dp
)
+ σ
p−1∑
i=2
(
σ + 15di
15di
)
= 2O(d
1/p log(p−1)/p σ log1/p n)
en choisissant
α = d1/p
log1/p n
log1/p σ
et β = d1/p
log(p−1)/p σ
log(p−1)/p n
.
À la fin, il suffit d’additionner ensemble les différentes composantes homogènes fi.
Comme σ = O(s6d12), cela donne une borne supérieure de 2O(d1/p log(p−1)/p(ds) log1/p n)
pour la taille.
Il suffit alors de prouver le lemme 2.22 pour achever la preuve.
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Preuve du lemme 2.22. Posons (Di)1≤i≤p la suite des produits partiels des (di). Plus
précisément, pour i ≤ p, nous posons Di =
∏i
j=1 dj. En outre, Dp = d. Définissons
C1, C2, . . . , Cp, p sous-circuits de C, comme suit. C1 est le sous-circuit de C que nous
obtenons en gardant seulement les portes de C de degré ≤ d1. Puis pour i entre 2 et
p, le circuit Ci est constitué non seulement des portes dont le degré est strictement
supérieur à Di−1 et inférieur à Di mais aussi des entrées de ces portes. Ces entrées
sont les seules portes qui appartiennent à la fois à plusieurs Ci.
Chaque porte α de C1 a degré au plus d1, donc calcule un polynôme de degré
au plus d1. Par homogénéité de C, le polynôme calculé en α est homogène. Par
conséquent, α est une somme homogène d’au plus
(
n+d1
d1
)
monômes, et ainsi, peut
être calculé par un circuit de profondeur deux homogène et de taille 1 +
(
n+d1
d1
)
+ n
(le “1” encode la porte +, le “n” les portes d’entrées, et le reste tient pour les portes
×).
Nous allons montrer que pour i ≥ 2, le degré de Ci est borné par 15di. Fixons
ainsi un tel i.
Soit δ le degré de Ci (défini par rapport aux entrées de Ci ). Il existe un monôme
m de degré δ dans Ci. Soit T un arbre monomial calculant m.
Remarquons qu’une porte de Ci peut à la fois apparaître dans beaucoup d’arbres
monomiaux, mais aussi apparaître plusieurs fois dans un même arbre monomial.
Nous partitionnons l’ensemble des portes × de T en 3 ensembles :
— G0 = {α ∈ T | α est une porte × et tous les fils de α sont des feuilles de T}
— G1 = {α ∈ T | α porte × et exactement un fils de α n’est pas une feuille}
— G2 = {α ∈ T | α porte × et au moins deux fils de α ne sont pas des feuilles}.
Alors, si nous considérons le sous-arbre S de T où toutes les portes de S sont
exactement les portes de T qui n’apparaissent dans aucun des Cj avec j < i, alors
G0 correspond exactement aux feuilles de S, G1 correspond aux sommets internes de
degré entrant 1 et G2 aux sommets internes de degré entrant au moins 2.
La preuve se fait en deux parties. Nous allons commencer par borner supérieu-
rement la taille des ensembles G0, G1 et G2. Puis, nous bornerons le degré de m.
Dans C, d’après le lemme 1.9, le degré de m est au moins la somme des degrés
des portes de G0 (car deux de ces portes ne peuvent pas appartenir à un même
chemin). Chacune de ces portes est dans Ci, donc est de degré au moins Di−1 dans
C. Comme m est de degré au plus Di dans C, cela signifie que le nombre de portes
dans G0 est au plus DiDi−1 = di.
Dans C, nous savons encore grâce au lemme 1.9 que le degré de m est au moins
la somme des degrés des feuilles de Ci qui sont directement reliées à une porte de
G1. Pour chaque porte α de G1, exactement une de ses entrées β est dans Ci, donc
de degré au moins Di−1 dans C. Par la proposition 2.20, le degré de α est au moins
deux fois le degré de β, cela implique que la somme des degrés dans C des fils de α
qui sont des feuilles de T est aussi au moins Di−1. Ainsi, le nombre de sommets de
G1 est au plus di.
Enfin, dans un arbre, le nombre de feuilles étant plus grand que le nombre de
sommets de degré entrant au moins 2, nous pouvons en déduire que dans S :
|G2| ≤ |G0| ≤ di.
Dans Ci, le degré du monôme m est le nombre de feuilles non étiquetées par
une constante dans l’arbre T . Il suffit de mettre en correspondance chaque feuille
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avec la plus proche porte  qui lui est reliée. Comme dans T , le degré entrant des
portes  est borné par 5, celui des portes + est borné par 1 et chaque porte  ne
rajoute qu’une entrée constante, nous en déduisons que le nombre de feuilles, non
constantes, relié à une même porte  est au plus 5. D’où le nombre de feuilles dans
T est au plus
5  (jG0j + jG1j + jG2j)  15di :
Ceci prouve que le degré de Ci est au plus 15di . Le nombre d’entrées de Ci est
borné par le nombre de portes de C (qui est  ). Ainsi pour chaque porte  de Ci ,
il existe un circuit de profondeur 2 de type
P Q
qui calcule [ ], avec pour entrées
des portes dans Cj (avec j < i ) et utilisant
 
 +15d i
15di

portes de multiplication.
Posons  i le nombre de portes internes dans Ci . En particulier,  = n +
P p
i=1  i .
Ainsi, le polynôme f peut être calculé par un circuit homogène
X [15dp ]Y X [15dp  1 ]Y
  
X [15d2]Y X [d1]Y
de profondeur 2p et de taille
1 +

 + 15dp
15dp

+
" p−1X
i=2
 i

1 +

 + 15di
15di

#
+  1 +  1

n + d1
d1

+ n
  + 

n + d1
d1

+

 + 15dp
15dp

+ 
p−1X
i=2

 + 15di
15di

:
4 Bornes supérieures pour circuits non homogènes
Koiran [60] prouve une borne en 2
√
d log2(s) pour la réduction des circuits à la
profondeur 4. Dans leur article [45], Gupta, Kamath, Kayal et Saptharishi affinent
cette borne et obtiennent 2O(
√
d log n log s log d) . De plus, ils utilisent cette borne pour
montrer que :
Proposition 2.24 (Théorème 1.1 dans [45]). Soit f (x) 2 Q[x1; : : : ; xn ] un polynôme
à n variables, de degré d = nO(1) calculé par un circuit arithmétique de taille s.
Alors, il peut aussi être calculé par un circuit
P Q P
de taille 2O(
√
d log n log s log d)
où les coefficients sont des éléments de Q.
En fait leur preuve est divisée en trois parties. Premièrement, ils transforment
les ciruits généraux en circuits homogènes de profondeur 4. Puis ils transforment ces
circuits de profondeur 4 en circuits de profondeur 5 utilisant seulement des portes
d’addition et d’exponentiation. Pour faire cela, ils utilisent la formule de Fisher [30].
Lemme 2.25 (Rappel de la formule de Fischer, lemme 2.5). Pour tout n, le monôme
x1 : : : xn peut être exprimé comme une combinaison linéaire de 2n−1 puissances de
formes linéaires.
x1x2 : : : xn =
1
2n−1n!
X
r 2;:::;r n ∈{±1}n 1
 
x1 +
nX
i=2
r i x i
! n
 ( 1) p(r)
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où p(r) = jfi j r i =  1gj.
Ainsi, un produit
Q n
i=1 x i peut être transformé en une somme de puissances de
sommes :
2n−1X
i=1
[n]^ nX
j =1
yi;j
où les yi;j valent x j .
L’idée d’utiliser la formule de Fisher pour transformer un produit en somme de
puissances provient de [45]. D’autres utilisations récentes de cette formule dans le
cas de la complexité des circuits arithmétiques peuvent être trouvées dans [45, 55].
Enfin, ils transforment ces derniers circuits en circuits de profondeur 3. L’outil
principal ici est l’astuce de dualité de Saxena [89]. Reformulant cette astuce combinée
aux lemmes 4.7 à 4.9 de [45], on obtient :
Lemme 2.26. Soit f un polynôme de la forme
V [d] P [m] P [b] dans Q[X]. Alors f
peut être écrit de la forme
[O(m 2b2d4)]X [mbd]Y
(X i;j + Ci;j )
où X i;j est une coordonnée de X et Ci;j est une constante dans Q.
Utiliser le théorème 2.16 au lieu du théorème 4.1 dans leur article améliore la
première partie de leur preuve. Cela donne une petite amélioration au théorème 1.1
de [45] :
Corollaire 2.27. Soit f (x) 2 Q[x1; : : : ; xn ] un polynôme à n variables de degré
d = nO(1) calculé par un circuit arithmétique de taille s. Alors il peut aussi être
calculé par un circuit
P Q P
de taille 2O(
p
d log n log s) où les coefficients sont dans Q.
En fait, de même que lors de la section précédente, ces résultats se généralisent
facilement à toute profondeur bornée.
Théorème 2.28. Soient p  2 et f (x) 2 Q[x1; : : : ; xn ] un polynôme à n variables
de degré d calculé par un circuit arithmétique de taille s. Alors f est calculable par
un circuit de profondeur p de taille 2O(d1=(p−1) log ds) où les coefficients sont dans Q.
Démonstration. Si p = 2 , alors il va être suffisant de réécrire ce polynôme comme
une somme de monômes. Vu qu’il est de degré au plus d, il a au plus
 
n+d
n

monômes,
ce qui est plus petit que sd.
Si p est impair et supérieur à deux. Posons p = 2q + 1 . Si q = 1 , il s’agit du
cas de la profondeur 3. Réduisons f à un circuit de profondeur 4q grâce au théo-
rème 2.16. Nous obtenons C un circuit P Q [O()]    P Q [O()] P Q [] de profondeur
4q et de taille t = 2O(d1=2q log(ds)) avec  = d1=(2q) . Appliquons le lemme 2.25 relatif à
la formule de Fischer pour chaque niveau de multiplications pour obtenir un circuitP V [O()]
  
P V [O()] P V [] P de profondeur 4q+1 et de taille au plus t2. Il y a en
fait, intercalés, 2q+ 1 niveaux de portes d’addition et 2q niveaux de portes d’expo-
nentiation. Groupons les niveaux d’exponentiation deux par deux, nous obtenons un
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circuit de la forme
P (V P V ) P    P (V P V ) P avec q parenthèses. Remplaçons
finalement ces parenthèses par des sommes de produits de sommes comme dans le
lemme 2.26. Nous obtenons un circuit
P Q
  
Q P
de profondeur 2q+ 1 de taille
polynomiale en t = 2O(d1=( p−1) log(ds)) et où les portes de multiplication sont aussi de
degré polynomial en t.
Si p = 2q est un entier pair plus grand que trois, nous allons faire la même chose
à part que nous n’allons pas toucher au dernier niveau de multiplication. Nous ré-
duisons le circuit à la profondeur 4q   2. Le circuit est de la forme
P Q
  
P Q
avec 2q   1 niveaux de portes d’addition ainsi que 2q   1 niveaux de multiplica-
tion. Nous allons transformer les 2q   2 derniers niveaux de multiplications (i.e. du
côté de la sortie du circuit) en niveaux d’exponentiation. On obtient un circuit de
la forme
P V
  
P V P Q
avec 2q   2 niveaux d’exponentiations. De même que
pour le cas impair, il suffit alors de grouper les niveaux d’exponentiations par deux
et de transformer les
V P V
en
P Q P
pour obtenir un circuit
P Q
  
P Q
de
profondeur 2q et de taille 2O(d1=(2q −1) log(ds)) . Ce qui prouve le résultat.
On peut ainsi découvrir une autre réduction à la profondeur quatre, utilisant des
portes intermédiaires calculant de très hauts degrés. Ce résultat met en évidence la
nécessité des contraintes d’homogénéité des polynômes ou de bornes sur les degrés
entrants des portes de multiplication dans les propositions 2.10, 2.12 et 2.13.
Corollaire 2.29. Soit f (x) 2 Q[x1; : : : ; xn ] un polynôme à n variables de degré d
calculé par un circuit arithmétique de taille s. Alors il peut aussi être calculé par un
circuit
P Q P Q
de taille 2O(d1=3 log s) où les coefficients sont dans Q.
Par conséquent les polynômes Det n et IMM n;d possèdent des circuits
P Q P Q
de taille respective nO( 3
p
n) et nO(
3p d). De plus, si tout circuit de type
P Q P Q
pour
le langage Perm n nécéssite une taille d’au moins n! (
3p n) , alors VP 6=VNP.
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Chapitre 3
De l’hypothŁse de Valiant aux
τ -conjectures
En 1995, Shub et Smale [92] ont trouvé un lien entre la complexité des polynômes
univariés à coefficients entiers et la question PC vs. NPC dans le modèle de Blum-
Shub-Smale sur C. Nous ne détaillerons pas ici les classes citées ci-dessus vu que nous
ne les utiliserons pas. Le lecteur intéressé pourra se référer par exemple à l’article
où elles sont introduites [15] ou à la référence [13].
Pour un polynôme à coefficients entiers f 2 Z[X1, . . . , Xn ], nous rappellons que la
τ -complexité de f notée τ (f ) correspond à la taille du plus petit circuit calculant f ,
de portes f+, ,  g et utilisant seulement la constante 1. La τ -conjecture, introduite
par Shub et Smale [92] est :
Conjecture 3.1 (τ -conjecture). Il existe une constante universelle c > 0 telle que
pour tout polynôme univarié f 2 Z[X ],
ZZ (f )  (1 + τ (f ))c
où ZZ (f ) correspond au nombre de racines entières distinctes de f .
Shub et Smale ont prouvé dans le même article que cette conjecture impliquait
PC 6=NPC. La résolution de la τ -conjecture apparaît sous le titre “Integer zeros of a
polynomial of one variable” comme le quatrième problème de la liste de Smale [93]
des plus importants problèmes pour les mathématiciens du XXIème siècle. Toutefois,
cette conjecture reste complètement ouverte.
Une autre implication importante de cette conjecture a été mise en évidence
par Bürgisser [21]. Il montre que la τ -conjecture implique aussi que le permanent
n’admet pas de circuits arithmétiques sans constantes de taille polynomiale, et donc
en particulier que VP0 6=VNP0.
Un des obstacles aux avancées sur cette conjecture vient du fait que l’on cherche
des racines entières. Cependant cette contrainte est nécessaire car la conjecture de-
vient fausse dans le cas des racines réelles. C’est le cas pour les polynômes de Tcheby-
chev. Ces polynômes Tn de degré n sont définis sur l’intervalle [ 1, 1] par la relation
Tn (cosθ) = cos(nθ). Le polynôme Tn a n racines réelles simples, mais est calculé
par un circuit de taille O(logn). Un autre exemple de polynômes avec beaucoup
de racines réelles a été trouvé plus tôt par Borodin et Cook [18]. Certains rappro-
chements entre des bornes inférieurs en complexité et des bornes supérieures sur le
nombre de racines réelles avaient déjà été trouvés dans [18, 39,87].
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Toutefois, Koiran [61] rØussit à renforcer l’hypothŁse pour que la borne tienne
pour les racines rØelles tout en conservant l’implication deVP0 6=VNP0. Il dØnit la
conjecture suivante :
Conjecture 3.2 ( -conjecture rØelle).Il existe une constante universellec > 0
telle que pour tous paramŁtres entiers positifsk, m et t et tout polynôme univariØ
f 2 Z[X ] de la forme
f (X ) =
kX
i=1
mY
j =1
f i;j (X )
avec f i;j des polynômes t-creux, on a
ZR(f )  (1 + k + m + t) c
oø ZR(f ) correspond au nombre de racines rØelles distinctes def .
On rappelle que les polynômest-creux, introduits au chapitre 1 dØsignent les
polynômes ayant au plus t monômes dans leur forme dØveloppØe.
Koiran montre [61] :
ThØorŁme 3.3. Si la  -conjecture rØelle est avØrØe, alors le permanent n’admet pas
de circuits arithmØtiques sans constantes de taille polynomiale, c’est-à-dire (Perm n ) =
nomega(1) .
Un des arguments en faveur de cette version rØelle de la -conjecture est sa
similaritØ avec l’estimation de Descartes.
Lemme 3.4 (Estimation de Descartes).Soit f = P ti=1 ai x  i un polynôme tel que
 1 <  2 < : : : <  t et ai sont des rØels non nuls. Alors le nombre de racines rØelles
strictement positives def , comptØ avec multiplicitØ, est bornØ part   1. De plus, le
rØsultat tient encore dans le cas oø les exposants sont rØels.
Cette estimation dØcoule directement d’un rØsultat classique, la rŁgle des signes
de Descartes :
Lemme 3.5 (RŁgle des signes).Soit f = P ti=1 ai x  i un polynôme tel que  1 <  2 <
: : : <  t et ai sont des rØels non nuls. SoitN le nombre de changements de signes
dans la suite(a1; : : : ; at ). Alors le nombre de racines rØelles strictement positives de
f , comptØ avec multiplicitØ, est bornØ parN .
En particulier, le cask = 1 de la  -conjecture rØelle est vØriØ. Comme chaque
f i;j (X ) a au plus2t   1 racines rØelles, on obtient sik = 1 :
ZR(f )  2(t   1)m + 1 :
A contrario, la meilleure borne supØrieure connue pour la conjecture3.2 est
(2ktm   1). Pour obtenir cette borne, il sut de dØvelopper f en somme dektm
monômes et d’utiliser encore l’estimation de Descartes.
Dans ce chapitre, nous Øtudierons premiŁrement comment obtenir des bornes in-
fØrieures à partir d’une variante de la  -conjecture. Ainsi, nous pourrons alors dØriver
de nouvelles variantes de cette conjecture impliquant encore des bornes infØrieures
pour les circuits arithmØtiques.
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1 Des bornes sur la taille du permanent aux bornes
sur le nombre de racines
Nous montrons dans cette section la preuve du thØorŁme3.3. La raison Øtant que
nous cherchons à comprendre ce transfert de bornes infØrieures dans le but d’Ønoncer
d’autres variantes de cette -conjecture rØelle. Nous allons devoir commencer par
prØsenter quelques outils. La plupart viennent de l’article [21].
1.1 Quelques dØnitions de classes boolØennes
Dans la suite, nous voudrons considØrer des polynômes de la classeVNP0. Or
pour trouver de tels polynômes, le critŁre de Valiant (proposition3.10)  exposØ un
peu plus loin  nØcessite que les coecients des polynômes considØrØs soient calcu-
lables dans la classeGapP=poly. Ainsi, nous commençons par exposer ici quelques
dØnitions classiques de classes boolØennes. Il va s’agir essentiellement de classes de
comptage.
Rappelons la dØnition des deux classes de comptage#P et GapP.
DØnition 3.6. La classe#P est l’ensemble de fonctionsf : {0;1}? → N tel qu’il
existe un langageA ∈ P et un polynôme p(n) satisant :
f (x) = |{y ∈ {0;1}p(jxj) | (x; y ) ∈ A}|:
Une fonction f : {0;1}? → Z est dansGapPsi elle correspond à une diØrence
de deux fonctions dans#P.
DØnissons maintenant la hiØrarchie de comptage. Un lien entre la hiØrarchie de
comptage et la thØorie de la complexitØ algØbrique a ØtØ mis en Øvidence dans [5].
Ce lien a ØtØ approfondi dans [21] et [63]. Par exemple, dans [21], Bürgisser montre
que les polynômes
Q 2n
i=1 (X − i) ont des circuits de taille polynomiale s’il en est de
mŒme pour la famille du permanent.
La hiØrarchie de comptage dØnie dans [103] est une classe de langages plutôt
que de fonctions. Elle est dØnie à partir de l’opØrateur de majoritØC comme suit.
DØnition 3.7. Si K est une classe de complexitØ, alors la classeC · K correspond
à l’ensemble de langagesA tels qu’il existe un langageB ∈ K et un polynôme p(n)
satisant
x ∈ A ⇔ |{y ∈ {0;1}p(jxj) | (x; y ) ∈ B}| ≥ 2p(jxj) 1 :
Le i Łme niveau CiP de la hiØrarchie de comptage est dØmi rØcursivement par
C0P = P et Ci+1 P = C · CiP. La hiØrarchie de comptageCH est l’union de tous les
CiP pour i ≥ 0.
Situons la hiØrarchie de comptage parmi les autres classes boolØennes classiques.
Elle contient toute la hiØrarchie polynomialePH et est contenue dansPSPACE(des
dØnitions et beaucoup d’informations sur ces derniŁres classes peuvent Œtre trouvØes
dans [7,37,79,82]).
Les classes de circuits arithmØtiques que nous considØrons sont non uniformes.
Par consØquent nous travaillerons en fait avec des versions non uniformes des classes
de comptage dØnies ci-dessus. Nous utilisons la notation standard de Karp et Lip-
ton [54] :
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DØnition 3.8. Si K est une classe de complexitØ, la classeK=poly est l’ensemble
des langagesA tels qu’il existe un langageB 2 K, un polynôme p(n) et une famille
(an )n≥0 de mots (les conseils) satisant
 pour tout n  0, jan j  p(n)
 et pour tout mot x, x 2 A , (x; a|x|) 2 B.
Remarquons que les conseils an dépendent seulement de la taille de x.
1.2 Les polynômes définissables
Comme mentionné en début de ce chapitre, nous aurons besoin de manipuler ici
les classes de la théorie de Valiant. Nous renvoyons le lecteur au premier chapitre
pour les définitions des différentes classes de complexité ou au livre de Bürgisser [19].
Dans le prochain lemme, prouvé dans [21], l’auteur montre un premier lien entre
la complexité arithmétique et la hiérarchie de comptage.
Lemme 3.9. Si Perm n est dansVP0 alors CH=poly= P=poly.
En particulier, ce lemme a été utilisé dans le même article pour montrer que les
sommes et produits exponentiels sont calculables dans la hiérarchie de comptage.
Le résultat suivant a été démontré par Valiant [99]. La formulation provient en
fait de l’article de Koiran [62].
Proposition 3.10 (Critère de Valiant). Supposons quen 7! p(n) soit une fonc-
tion polynomialement bornØe et quef : N  N ! Z est telle que la fonction
1n#j 7! f (j; n ) soit dans la classe de complexitØGapP=poly(oø 1n#j correspond à
la concatØnation du mot n Øcrit en unaire, du caractŁre# et du mot  j  Øcrit en
binaire). Alors la famille (f n ) de polynômes multilinØaires dØnie par
f n (X 1; : : : ; X p(n)) =
X
j∈{0;1} p( n)
f (j; n)X j 11    X j p( n)p(n)
est dansVNP0. L’exposant j k correspond au bit dej de poids2k−1.
Remarquons que n est codé en unaire alors que j est codé en binaire.
Remarquons aussi que dans la proposition précédente, la classe booléenne utilisée
est GapP=polyune classe de fonctions. Or il est souvent plus aisé de travailler avec des
langages. C’est pourquoi, nous allons définir maintenant la notion de définissabilité
d’un polynôme.
Les paragraphes suivants sont directement tirés de l’article de Koiran et Péri-
fel [63] qui est lui-même basé sur [21].
On va être amené à introduire une notion de complexité des suites d’entiers.
Dans le but d’éviter de traiter les signes séparément, nous suivons ce qui est fait
dans [63], ie. nous supposons que nous pouvons retrouver le signe dans l’encodage
des entiers. Par exemple, le premier bit code le signe et les suivants, la valeur absolue
de l’entier considéré.
DØnition 3.11. Une suite d’entiers de taille exponentielle est une suite d’entiers
a(n;  1; : : : ;  k) telle qu’il existe deux polynômesp(n) et q(n) satisfaisant :
 le paramŁtre k, dØpendant den, vØrie k  p(n),
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— a(n, α1, . . . , αk) est défini pour n, α1, . . . , αk ∈ N avec 0 ≤ αi < 2p(n) pour
tout 1 ≤ i ≤ k,
— pour tout n ≥ 1 et tous α1, . . . , αk < 2p(n), la taille de l’encodage binaire
de a(n, α1, . . . , αk) est inférieure à 2q(n).
On définit à partir de a(n, α1, . . . , αk) le langage suivant :
Bit(a) = {(1n#α1, . . . , αk, j) | le jŁme bit de a(n,α) est 1}.
Attention, dans la définition analogue de Bürgisser [21], l’entier n est codé en
binaire.
Définition 3.12. Une suite d’entiers a(n,α) de taille exponentielle est dite définis-
sable dans la classe K si le langage Bit(a) est dans K.
Une suite de polynômes fn(X1, . . . , Xk) =
∑
α a(n,α)X
α est dite définissable
dans K si sa suite de coefficient a est de taille exponentielle et définissable dans K.
Dans la suite, nous considérerons essentiellement des polynômes définissables
dans P/poly ou dans CH/poly. La seconde classe est assez large et englobe de nom-
breux polynômes classiques, comme par exemple, le polynôme de Pochhammer-
Wilkinson. Le résultat suivant, prouvé dans [21] est très utile pour montrer qu’une
suite est dans cette classe.
Théorème 3.13. Soient p(n) un polynôme et (a(n,α))αi<2p(n) une suite définissable
dans CH/poly. Considérons les suites
b(n) =
∑
α
a(n,α) et d(n) =
∏
α
a(n,α).
Alors (b(n)) et (d(n)) sont définissables dans CH/poly.
Supposons que (s(n)) et (t(n)) soient définissables dans CH/poly. Alors la suite
des produits (s(n)t(n)), ainsi que si t(n) > 0 la suite des quotients ds(n)/t(n)e, sont
définissables dans CH/poly.
En fait, comme mentionné précédemment, Bürgisser utilise une notation binaire
pour n. Le résultat précédent est une simple “mise à l’échelle” du résultat qui peut
être trouvé dans [21] (poser a′(2p(n),α) = a(n,α)).
Dans [63], les auteurs définissent une autre caractérisation des polynômes :
Définition 3.14. Soit (fn(X1, . . . , Xk)) une famille de polynômes à coefficients en-
tiers. Nous disons que (fn) peut être évaluée dans K aux points entiers si les condi-
tions suivantes sont vérifiées pour un certain polynôme p :
— le paramètre k est polynomialement borné en n,
— le degré de fn ainsi que la taille binaire de ses coefficients sont bornés par
2p(n),
— le langage
{(1n#i1, . . . , ik, j) | 0 ≤ i1, . . . , ik ≤ 2p(n) et le jŁme bit de fn(i1, . . . , ik) est 1}
est dans K, où les entiers i1, . . . , ik, j sont donnés en binaire.
Le résultat suivant est énoncé (et prouvé) dans le théorème principal (Theorem
3.5) de [63] :
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ThØorŁme 3.15. Si (f n ) est une suite de polynômes qui peut Œtre ØvaluØe dans
CH=polyaux points entiers, alors(f n ) est dØnissable dansCH=poly.
Nous avons tous les rØsultats pour montrer, par exemple, que la suite des poly-
nômes Un (X; Y ) = Q 2ni=1 (X i + Y ) est dØnissable dans CH/poly.
Les suitess1(n; x; y; i; j ) = y et s2(n; x; y; i; j ) = ( i;j )1≤x;y;i;j ≤2n oø
 i;j =
(
x si j ≤ i
1 sinon;
sont par dØnition dØnissables dansCH=poly. Par le thØorŁme3.13, c’est aussi le
cas pour la suite
t(n; x; y; i) = ( x i + y)1≤x;y;i≤2 n =
 
y +
2nY
j =1
 i;j
!
;
ainsi que pour la suite
u(n; x; y ) =
 
2nY
i=1
(x i + y)
!
1≤x;y≤2n
:
Donc Un (X; Y ) peut Œtre ØvaluØ dansCH=polyaux points entiers, ce qui par le
thØorŁme3.15, montre que les polynômesUn sont dØnissables dansCH=poly.
La mŒme preuve marche pour les autres polynômes suivants :
Lemme 3.16. Les polynômes suivants
PWn (X ) =
2nY
i=1
(X − i); PW−n (X ) =
2nY
i=1
(X + i); T n (X ) =
2nY
i=1
(X − 1);
et Un (X; Y ) =
2nY
i=1
(X i + Y )
sont tous dØnissables dansCH=poly.
Le cas des polynômes de Pochhammer-Wilkinson (PWn ) Øtait dØjà Øtabli dans
l’article de Bürgisser [21 ]. Il prouve mŒme que ces polynômes sont en fait dØnissables
dansCH.
1.3 Preuve du théorème 3.3
Dans la suite de ce chapitre, nous utiliserons le rØsultat de complØtude du per-
manent (thØorŁme1.26). C’est pourquoi, nous xons un corpsK de caractØristique
nulle dans lequel travailler. Les circuits utiliseront comme constantes les ØlØments
de K. En particulier, les rØsultats sont souvent utilisØs et citØs dans le cas oøK = Q.
Nous allons prouver dans cette sous-section le thØorŁme3.3 mentionnØ en dØbut
de ce chapitre. L’idØe de la preuve est similaire à celle que l’on peut trouver dans
l’article original [61] sauf que le dØcoupage de la preuve est diØrent. En fait, nous
avons voulu extraire ici la proposition3.17 implicite dans la preuve originale, pour
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pouvoir dans la suite, obtenir des variantes du théorème 3.3. Cette sous-section
correspond donc aux lemme 3, théorèmes 6 et 7 et proposition 2 de l’article [61],
bien que le découpage ainsi que les notations aient changés.
Nous voulons extraire la proposition suivante :
Proposition 3.17. Soit p un polynôme et soit (fn) une suite de polynômes entiers
de Z[X1, . . . , Xp(n) ] définissables dans P/poly, de degré maximal en chaque variable
2d − 1 et tels que la valeur absolue des coefficients soit bornée par 22r − 1 avec
r, d = nO(1) .
Si Permn est calculé par une suite de circuits Cn, alors il existe un polynôme
q et une projection Dn du circuit Cq(n) tel que fn peut être calculé par un circuit
Dn(Y1, . . . , Yk) où les Yi sont des puissances de Xji d’exposants au plus 2d−1 et où k
est un entier tel que k ≤ dp(n) + r. De plus, les circuits Dn calculent des polynômes
homogènes en les Yk.
Enfin, le polynôme q ne dépend que du choix de la famille de polynômes (fn).
Un corollaire immédiat dans le cas où les Cn sont des circuits de taille polyno-
mialement bornée est le suivant :
Corollaire 3.18. Soit p et fn définis comme dans la proposition 3.17. Si Permn
admet une suite (Cn) de circuits de taille polynomiale, alors c’est aussi le cas pour
fn.
Preuve du corollaire 3.18. D’après la proposition 3.17, fn est calculé par un circuit
Dn(Y1, . . . , Yk) où les Yj = X
αj
ij
pour des valeurs 1 ≤ ij ≤ p(n) et 1 ≤ αj ≤ 2d−1
et où le circuit Dn est la projection d’un circuit Cq(n) pour un polynôme q. Donc
(Dn) est une suite de circuits de taille polynomiale. De plus, les puissances X
αj
ij
avec
αj ≤ 2d−1 peuvent être calculées par exponentiation rapide par des circuits de taille
au plus 2d = nO(1) . On obtient ainsi, en rebranchant les circuits, un circuit de taille
polynomiale pour la famille (fn).
La preuve de la proposition 3.17 est similaire à celle que l’on peut trouver dans
l’article de Koiran [61]. Le fait que le nombre de variables soit p(n) et non 1 n’in-
troduit aucune complication.
Preuve de la proposition 3.17. Nous travaillerons à n fixé. Posons de plus p = p(n).
Commençons par exprimer le polynôme fn sous sa forme développée (somme d’au
plus 2dp monômes) :
fn(X1, . . . , Xp) =
∑
α1,...,αp
a(n, α1, . . . , αp)X
α1
1 · · ·Xαpp .
Alors développons les coefficients entiers a(n,α) en base 2 :
a(n,α) =
2r−1∑
i=0
ai(n,α)2
i
où ai(n,α) ∈ {0, 1}. Grâce à ces deux développements, nous obtenons
fn(X) =
∑
i,α
ai(n,α)2
iXα.
45
CHAPITRE 3. VARIANTES DE LA τ -CONJECTURE
Ce qui mène à l’égalité
f n (X ) = hn (X 201 ; X 211 ; : : : ; X 2d−11 ; X 202 ; : : : ; X 2d−1p ; 220 ; 221 ; : : : ;22r−1 ) (3.1)
où hn (x1;0; x1;1; : : : ; x1;d−1; x2;0; : : : ; xp;d−1; z0; z1; z2; : : : ; zr−1) est le polynôme multi-
linéaire ∑
i;α
ai (n; α)x  1;01;0 x  1;11;1 : : : x  1;d−11;d−1 x  2;02;0 : : : x  p;d−1p;d−1 zi 00 zi 11 zi 22 : : : zi r−1r−1 :
Ici les exposants i j ;  h;j correspondent aux bits des entiers i; ( h)1≤h≤p. Remarquons
que hn est un polynôme multilinéaire en (dp + r ) = nO(1) variables. La fonction
 : 1n#α; i 7→ ai (n; α) est une fonction à valeurs dans {0;1}? qui est la fonction
indicatrice du langage Bit(a). Par hypothèse, ce langage est dans P=poly, donc
 ∈ GapP=poly. Par le critère de Valiant [19] (proposition 3.10), cela implique que
la famille polynomiale (hn) appartient à la classe de complexité VNP0. Comme la
famille du permanent est VNP-complète et est calculée par les circuits (Cn), il existe
un polynôme q tel que pour tout n, la fonction hn est calculée par Dn une projection
de Cq(n) . Il suffit alors de brancher en entrée les constantes et les puissances de
variables correspondantes pour obtenir un circuit pour f n du type Dn (Y1; : : : ; Yk).
Remarque 3.19. Nous pouvons noter que nous n’utilisons pas réellement dans la
preuve le fait que les polynômes soient définissables dans P=poly. Nous avons seule-
ment besoin que la fonction indicatrice du langage Bit(a) soit dans GapP=poly.
Remarque 3.20. Notons aussi que nous autorisons les constantes du corps K pour
f n comme pour le permanent. Toutefois, il est possible d’obtenir un résultat plus fin
pour les constantes. Remarquons que le seul moment où des nouvelles constantes
peuvent apparaître est lors de l’utilisation de la VNP-complétude du permanent. En
particulier, en utilisant la proposition 1.27 du chapitre 1, on peut aussi obtenir un
circuit utilisant juste les constantes de (Cn ) mais calculant 2q(n) f n pour un certain
polynôme q.
L’idée de Koiran est alors d’appliquer les résultats de réduction à la profondeur
4 aux circuits Dn .
Proposition 3.21. Soit c un entier strictement positif fixé et soit (f n ) une suite
de polynômes dans Z[X 1; : : : ; X c] définissables dans P=poly, de degré maximal en
chaque variable 2d − 1 et tels que la valeur absolue des coefficients soit bornée par
22r −1 avec r ≤ d = nO(1) .
Si Permn admet une suite de circuits Cn de taille nO(1) , alors (f n ) est calculé
par des circuits
nO (
√
d)∑
i=1
O(√d)∏
j =1
f i;j (X 1; : : : ; X c)
où les f i;j sont des polynômes nO(
√
d)-creux.
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Démonstration. D’aprŁs la proposition3.17, la famille de polynômes(f n ) est calculØe
par des circuits de typeDn (Y1; : : : ; Yk) oøDn de taille nO(1) , calcule un polynôme hn
multivariØ d’au plus(c + 1)d = O(d) variables. D’aprŁs le thØorŁme2.16, il suit que
les polynômes hn sont calculables par des circuits de profondeur4 de taille 2O(
p
d log n)
avec des portes de multiplication de degrØ entrantO(p d). D’oø (f n ) est calculØ par
des circuits
[nO (
√
d)]∑ [O(p d)]∏ [nO (√d)]∑ [2d p d]∏
;
ie. par des circuits
nO (
√
d)∑
i=1
O(p d)∏
j =1
f i;j (X 1; : : : ; X c)
oø lesf i;j sont des polynômes nO(
p
d)
-creux.
On a tout ce qu’il faut pour prouver le thØorŁme3.3ØnoncØ au dØbut du chapitre :
la  -conjecture rØelle (conjecture3.2) implique que le permanent n’admet pas de
circuits sans constantes de taille polynomiale.
Preuve du théorème 3.3. Montrons ce rØsultat par l’absurde.
Supposons que le permanent est calculØ par des circuits sans constantes de taille
polynomiale, ie.Permn 2 VP0. D’aprŁs le lemme3.9, on aCH=poly = P=poly. Donc
d’aprŁs le lemme3.16, le polynôme univariØPW(X ) = ∏2ni=1 (X   i) est dØnissable
dansP=poly. Par la proposition 3.21,PW est calculØ par des circuits
nO (
√
n)∑
i=1
O(p n)∏
j =1
f i;j (X )
oø lesf i;j sont des polynômes nO
p
n)
-creux. La conjecture3.2 implique qu’il existe
une constantec telle que ZR(PW)  (1 + nO(
p
n) )c = 2O(p n log(n)) . Ce qui contredit
le fait que ZR(PW) = 2 n .
Remarque 3.22. Notons qu’avec la conditon légèrement plus faible Permn 2 VP,
l’effondrement de la hiérarchie de comptage n’est connu qu’en supposant l’hypothèse
de Riemann généralisée [20]. Nous verrons plus loin (théorème 3.38) comment l’évi-
ter pour la  -conjecture réelle.
2 Variations
2.1 Ranement de la  -conjecture rØelle
Nous pouvons dØjà remarquer dans la preuve prØcØdente (preuve du thØorŁme3.3)
que nous avons un peu de marge sur le paramŁtrem. Plus prØcisØment, en utilisant
la conjecture 3.23 suivante, au lieu de la conjecture3.2, on a encore l’inØgalitØ
ZR(PW)  (1 + nO(
p
n) )c = 2O(p n log(n)) .
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Conjecture 3.23 ( -conjecture rØelle).Il existe un polynôme p tel que si f (x) 2
R[x] est un polynôme de la forme P ki=1
Qm
j=1 f i,j(x) oø les polynômes f i,j sont des
polynômes t-creux, alors le nombre de racines rØelles distinctes def est au plus
p(kt2m).
Nous pouvons au passage noter que la borne supØrieure ici ne semble plus trŁs
loin de la bornektm que nous avons obtenue en dØveloppant le polynôme.
Une autre idØe pour renforcer cette conjecture est d’utiliser, comme au chapitre2
la formule de Fisher (lemme2.5) pour remplacer les produits par des puissances.
Conjecture 3.24 ( -conjecture rØelle avec puissances).Il existe un polynôme p tel
que sif (x) 2 R[x] est un polynôme de la formeP ki=1 f αii (x) oø les polynômes f i sont
des polynômes t-creux et les puissances i sont des entiers tels que0   i  m,
alors le nombre de racines rØelles distinctes def est au plusp(kt2m).
Ainsi,
ThØorŁme 3.25. Si la  -conjecture rØelle avec puissances est avØrØe, alors le per-
manent n’admet pas de circuits arithmØtiques sans constantes de taille polynomiale,
c’est-à-dire  (Permn) = nω(1).
En fait, pour montrer ce thØorŁme, il est susant de montrer que la conjec-
ture 3.24 implique la conjecture3.23.
Lemme 3.26. Les conjectures3.23 et 3.24 sont Øquivalentes.
DØmonstration.La conjecture 3.23 implique directement la conjecture3.24. RØci-
proquement choisissons un polynômep qui vØrie la conjecture 3.24. Soit f un
polynôme de la forme
P k
i=1
Qm
j=1 f i,j(x) oø les polynômes f i,j sont des polynômes
t-creux. Alors d’aprŁs la formule de Fisher,f peut Œtre Øcrit de la forme
kX
i=1
2m−1X
j=1
 
mX
l=1
~f i,j,l
! m
oø les ~f i,j,l sont des polynômes t-creux. Par hypothŁse,ZR(f )  p(k2m2mmt) =
(kt2m)O(1). Ce qui prouve le lemme.
2.2 DiØrentes  -conjectures
Nous donnons dans la suite diØrentes variantes de la -conjecture rØelle.
Version adØlique
La pemiŁre remarque est que nous bornons le nombre de racines rØelles alors
que les racines du polynôme de Pochhammer-Wilkinson sont en fait entiŁres. En
particulier, ils sut de borner le nombre de racines sur un ensemble qui ØtendN.
L’idØe de la -conjecture rØelle est de pouvoir utiliser le fait queR soit complet.
Toutefois, R n’est pas la seule complØtion deQ. Ainsi, Kaitlyn Phillipson et Maurice
Rojas [83] ont introduit la  -conjecture adØlique (par rapport à la version de [83],
nous lui faisons bØnØcier ici des amØliorations de la sous-section2.1).
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Conjecture 3.27 (τ -conjecture adélique avec puissances). Soit L un des corps de
fR, Q2,Q3,Q5, . . .g où p est premier est Qp est le corps des nombres p-adiques. Il
existe un polynôme p tel que pour tout polynôme f (x) 2 R[x] univarié, si f est de
la forme
∑k
i=1
∧m
j =1 fi;j (x) où les polynômes fi;j sont des polynômes t-creux, alors le
nombre de racines distinctes de f dans L est au plus p(kt2m ).
Version monotone
Une autre remarque simple est que l’on aurait pu tout aussi bien utiliser dans les
preuves le polynôme PW−n =
∏2n
i=1 (X + i) au lieu du polynôme PWn . En particulier
les conjectures peuvent être reformulées dans le cas où on ne considère que des
polynômes dont tous les coefficients sont positifs. On appellera de tels polynômes
des polynômes à coefficients positifs. On propose alors la conjecture :
Conjecture 3.28. Les propriétés suivantes sont vérifiées :
— Il existe un polynôme p tel que si f (x) 2 R[x] est un polynôme de la forme∑k
i=1
∏m
j =1 fi;j (x) où les polynômes fi;j sont des polynômes t-creux à coeffi-
cients positifs, alors le nombre de racines réelles distinctes de f est au plus
p(kt2m ).
— Il existe un polynôme p tel que si f (x) 2 R[x] est un polynôme de la forme∑k
i=1 f
 i
i (x) où les polynômes fi sont des polynômes t-creux à coefficients
positifs et les puissances αi sont des entiers tels que 0  αi  m, alors le
nombre de racines réelles distinctes de f est au plus p(kt2m ).
On remarque que les deux énoncés sont en fait équivalents et que cela peut être
prouvé de la même manière que pour le lemme 3.26. On montrera au chapitre 4 que
cette version de la conjecture est en faite équivalente aux conjectures 3.23 et 3.24.
Version avec multiplicités
La τ -conjecture réelle s’appuie sur l’idée qu’une somme de produits de polynômes
creux ne pourrait pas avoir un nombre exponentiel de racines distinctes. Nous pou-
vons cependant imaginer d’autres caractéristiques. Par exemple, considérons la mul-
tiplicité des racines non nulles au lieu du nombre de racines. La conjecture suivante
a été introduite dans [48].
Conjecture 3.29. Il existe un polynôme p tel que pour tout polynôme f (x) 2 R[x]
univarié, si f est de la forme
∑k
i=1
∧m fi (x) où les polynômes fi sont des polynômes
t-creux, alors pour toute racine complexe non nulle r de f , la multiplicité de r est
bornée par p(kt2m ).
La preuve que cette conjecture implique que Permn /2 VP0 est similaire à celle
de la conjecture 3.24 mais en remplaçant les polynômes PWn par les polynômes Tn
du lemme 3.16.
Version combinatoire
Nous pouvons même définir une version combinatoire de cette conjecture.
Nous introduisons ici la notion de polygone de Newton. Plus d’informations sur le
sujet pourront par exemple être trouvées dans l’article de synthèse de Sturmfels [96].
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Les polytopes de Newton sont une façon géométrique de représenter la structure
d’un polynôme. Par structure, il faut comprendre qu’ici seul l’ensemble des monômes
présents (ie. où le coefficients correspondant est non nul) sera considéré et qu’on ne se
préoccupera pas des valeurs prises par les coefficients. En particulier, les polynômes
Detn et Permn correspondent au même polytope.
Vis à vis des polytopes de Newton, on s’intéressera dans la suite seulement
au cas particulier où les polynômes sont bivariés. On parle alors de polygone de
Newton. Nous allons ainsi définir nos objets dans ce cadre là, bien que la plupart
des définitions pourraient, sans difficultés, être généralisées à “n” variables.
Si E est un ensemble du plan R2, cet ensemble est appelé convexe, si pour tout
couple de points (a, b) de E2, le segment réel [a, b] est inclus dans E. Si C est un
ensemble convexe, un point e de C est dit extrØmals’il n’appartient à aucun segment
strict ]a, b[ inclus dans C. Si P est un ensemble de points du plan, l’enveloppe convexe
est définie comme le plus petit ensemble convexe (au sens de l’inclusion) contenant P .
On la notera conv(P). Les polygones sont les enveloppes convexes des ensembles finis
de points, en particulier, ils sont convexes et exactement cactérisés par l’ensemble de
leurs points extrémaux. Enfin, si E et F sont deux sous-ensembles du plan euclidien,
la somme de Minkowskide E et de F désigne l’ensemble
{p + q ∈ R2 | p ∈ E ∧ q ∈ F}.
Considérons un polynôme bivarié f ∈ A[X, Y ] où A est un anneau. À chacun des
monômes X iY j apparaissant dans f avec un coefficient non nul, nous pouvons lui
associer le point de coordonnées (i, j ) du plan euclidien. Nous noterons Mon(f ) cet
ensemble fini de points. Par définition, le polytope de Newtonde f , noté Newt(f ),
est l’enveloppe convexe de Mon(f ) (en particulier, Newt(f ) = conv(Mon( f ))). Re-
marquons que Newt(f ) a au plus t points extrémaux si f a t monômes, et donc au
plus t arêtes. En 1921, Ostrowski a montré [78] que le polygone de Newton d’un
produit de polynômes est la somme de Minkowski de leurs polygones de Newton
(une preuve simple peut être trouvée dans [33], lemme 2.1) :
Proposition 3.30 (Ostrowski).
Newt(fg) = Newt(f ) + Newt(g ) = {p + q | p ∈ Newt(f ), q ∈ Newt(g)}.
Il en résulte que si f a s monômes et g a t monômes, alors Newt(fg) a au plus
s + t arêtes. Plus généralement, pour un produit f = g1g2 . . . gm, Newt(f ) a au plus∑m
i=1 ti arêtes où ti est le nombre de monômes de gi ; mais f peut bien sûr avoir
jusqu’à
∏m
i=1 ti monômes. Le nombre d’arêtes d’un polygone de Newton est donc
facilement controlable dans le cas d’un produit de polynômes. En comparaison, la
situation n’est plus du tout claire pour une somme de produits. Nous proposons
dans l’article [66] la conjecture suivante.
Conjecture 3.31. Soit p un polynôme, si f est un polynôme de la forme
f (X, Y ) =
k∑
i=1
aifi(X, Y )m (3.2)
oø ai ∈ C et lesfi ont au plust monômes, alors le nombre d’arŒtes deNewt(f ) est
bornØ supØrieurement parp(kt2m).
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En développant les produits dans (3.2) nous observons que f a au plus ktm
monômes, et ceci est une borne supérieure sur le nombre d’arêtes de son polygone
de Newton. Dans le but d’améliorer cette borne si grossière, la principale diﬃculté
que l’on rencontre vient du fait que la somme de taille k dans la déﬁnition de f
peut créer des annulations de monômes. Ainsi, il se peut que certains sommets
de Newt(f) ne correspondent à aucun des sommets des polygones de Newton des
produits
∏m
j=1 fi,j(X, Y ) pour 1 ≤ j ≤ k. Nous donnons deux exemples de telles
annulations ci-dessous. Nous pouvons remarquer que contrairement aux versions
considérant le nombre de racines réelles (conjecture 3.28), la question ici devient très
simple si tous les coeﬃcients sont positifs. S’il n’y a pas d’annulations (par exemple,
si les fi,j ont seulement des coeﬃcients positifs) alors nous avons eﬀectivement une
borne supérieure polynomiale. Dans ce cas, Newt(f) est l’enveloppe convexe de
l’union des polygones de Newton des k produits. Chacun de ces k polygones de
Newton a au plus mt sommets, donc Newt(f) a au plus kmt sommets et autant
d’arêtes.
Exemple 3.32. Considérons les polynômes A(X, Y ) = XY +X2+X2Y 2+X3Y +
X5Y , B(X, Y ) = 1 +XY 2, C(X, Y ) = −X −XY −X2Y 2 et D(X, Y ) = Y +X +
X2Y +X4Y .
AB
point de Mon(AB)
CD
point de Mon(CD)
Alors,
AB + CD =(XY +X2 +X2Y 2 +X3Y +X5Y +X2Y 3 +X3Y 2 +X3Y 4
+X4Y 3 +X6Y 3)− (XY +X2 +X3Y +X5Y +XY 2
+X2Y + 2X3Y 2 +X5Y 2 +X2Y 3 +X4Y 3 +X6Y 3)
=X2Y 2 +X3Y 4 −XY 2 −X2Y −X3Y 2 −X5Y 2
AB + CD AB AB + CD CD
point de Mon(AB + CD)
Les deux points bleus (“rectangles”) apparaissent dans l’enveloppe convexe de Mon(AB+
CD), mais ni dans celle de Mon(AB), ni dans celle de Mon(CD).
Exemple 3.33. Posons f(X, Y ) = 1+X2Y + Y 2X, g(X, Y ) = 1+X4Y +XY 4 et
considérons Mon(fg − 1).
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point de Mon(fg)
Les deux points bleus (“rectangles”) font partie de l’enveloppe convexe de Mon(fg−1),
mais pas de l’enveloppe de Mon(fg).
Nous montrons dans [66] que la conjecture 3.31 implique que le permanent est
diﬃcile pour les circuits arithmétiques. C’est ce que nous allons voir maintenant.
Considérons le polynôme
Un =
2n∏
i=1
(X + Y i). (3.3)
déﬁni au lemme 3.16.
Le polygone de Newton de Un a exactement 2n+1 arêtes : chaque facteur X + Y i
contribue pour une arête de longueur horizontale 1 et de pente −i. Pour 1 ≤ i ≤ 2n,
notons Ei l’arête (déﬁnie à translation près) qui relie les points (X, Y ) et (X+1, Y −
i). Alors nous pouvons dessiner le polygone de Newton de Un :
— les points P = (0,
∑2n
i=1 i) et Q = (2
n, 0) sont deux points extrémaux,
— l’enveloppe convexe inférieure, allant de P à Q, correspond à la suite ordonnée
d’arêtes : E2n , E2n−1, . . . , E1.
— L’enveloppe convexe supérieure, allant aussi de P à Q, correspond à la suite :
E1, E2, . . . , E2n .
Chaque arête (qui rappellons-le est déﬁnie à translation près) apparait deux fois
sur le pourtour de Newt(Un), une fois sur l’enveloppe inférieure et une fois sur
l’enveloppe supérieure.
Nous obtenons alors le résultat suivant :
Théorème 3.34. Si la conjecture 3.31 est avérée, alors le permanent n’est pas cal-
culable par des circuits sans constantes et de taille polynomiale.
Démonstration. Supposons encore que τ(Permn) = nO(1). De manière similaire à la
preuve du théorème 3.25, mais en utilisant les polynômes Un(X, Y ) =
∏2n
i=1(X
i+Y )
du lemme 3.16 au lieu des polynômes de Pochhammer-Wilkinson, nous obtenons
que la famille de polynômes Un(X, Y ) est aussi calculée par des circuits
nO(
√
n)∑
i=1
fi(X, Y )
αi
où αi = O(
√
n) et les fi sont des polynômes bivariés nO(
√
n)-creux. D’après l’hy-
pothèse du théorème, le polygône de Newton associé à Un a au plus 2O(
√
n logn)
arêtes. Ce qui contredit le fait que les polygônes de Newton associés à Un ont 2n+1
arêtes.
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Avec la définissabilité dans P
Un problŁme de toutes ces  -conjectures est que des bornes intermØdiaires
(par exemple en2p(log(kmt )) sur le nombre de racines) ne permettent pas d’obtenir
des bornes infØrieures plus faibles pour la taille du permanent. En fait, en regardant
le schØma des preuves par contradiction d’un peu plus prŁs, on s’aperçoit qu’on
utilise à deux reprises le fait que  (Perm n ) = nO(1) . La premiŁre fois pour appliquer
la proposition 3.17 et la seconde, pour utiliser le lemme3.9. Alors que dans le
second cas, la conditionPerm 2 VP0 est nØcessaire, on peut s’apercevoir que la
condition pour la proposition3.17est plus souple. Elle peut encore s’appliquer avec
une hypothŁse plus faible.
Dans ces preuves, le lemme3.9 sert à montrer  toujours sous l’hypothŁse
 (Perm n ) = nO(1)  que les polynômes dØnissables dans CH=polysont aussi dØ-
nissables dansP=poly. Pour ne pas avoir à utiliser ce lemme, il sut de trouver une
famille de polynômes dØnissable dansP=polyayant aussi un nombre exponentiel de
racines rØelles.
Bien qu’à la connaissance de l’auteur, nous ne connaissons pas de telle famille
qui a, comme pourPW n , un nombre exponentiel de racines entiŁres, il est possible
d’utiliser aussi le fait qu’on a seulement besoin de racines rØelles distinctes dans la
 -conjecture rØelle.
Le rØsultat suivant a ØtØ prouvØ par Hutchinson [51]. Une autre preuve apparaît
dans [68].
Théorème 3.35. Soit f n (X ) = ∑ni=0 ai X i un polynôme réel de degré n  2 où les
coefficients sont positifs. Si
a2i   4ai−1 ai+1 > 0 i = 1 ; 2; : : : ; n   1;
alors toutes les racines de f n sont réelles et distinctes.
On peut appliquer directement ce rØsultat à la famille suivante.
Lemme 3.36. Soit
Vn (X ) =
2n−1∑
i=0
22·2ni−2i(i+1) X i :
Alors Vn 2 Z[X ] et pour tout n  1, le polynôme Vn a 2n racines réelles distinctes.
Démonstration. Fixonsn. Comme pour tout0  i  2n   1, on a2 2n i   2i(i +1)  0,
le polynôme Vn est bien dansZ[X ]. De plus :
log2(4ai−1 ai+1 ) = 2 + 2  2n (i   1)   2(i   1)i + 2  2n (i + 1)   2(i + 1)(i + 2)
= 4  2n i   4i(i + 1)   2
< 2(2  2n i   2i(i + 1)):
Donc,
a2i > 4ai−1 ai+1 :
La preuve du lemme suit du thØorŁme3.35.
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La suite de coefficients de Vn est vn = 22·2
ni−2i(i+1). Ainsi
Bit(v) = {1n#i, j | 0 ≤ i ≤ 2n − 1 et j = 2 · 2ni− 2i(i+ 1)} ∈ P.
Le polynôme Vn est définissable dans P, donc en particulier dans GapP/poly.
On obtient alors le corollaire suivant en appliquant directement la proposi-
tion 3.17 à la famille (Vn) (avec d = n et r = 2n+ 1) :
Corollaire 3.37. Il existe un polynôme q tel que si Permn est calculé par une suite
de circuits Cn, alors il existe une projection Dn du circuit Cq(n) tel que Vn soit calculé
par un circuit Dn(Y1, . . . , Yk) où les Yi sont des puissances de X d’exposants au plus
2n−1 et où k est un entier inférieur à 3n+ 1. De plus, les circuits Dn calculent des
polynômes homogènes en les Yk.
Comme on l’avait mentionné à la remarque 3.22, la définissabilité dans P permet
d’éviter de dépendre du lemme 3.9 et donc de pouvoir travailler avec des constantes.
En particulier, utiliser la famille de polynômes (Vn) au lieu de (PWn) permet d’amé-
liorer un peu le théorème 3.25.
Théorème 3.38. Si la τ -conjecture réelle avec puissances est avérée, alors Perm /∈
VP.
Enfin, la définissabilité dans P permet aussi d’améliorer (et de simplifier) la
version combinatoire. Considérons le polynôme Wn =
∑2n
i=1X
iY i
2 . Le polygone de
Newton associé a 2n arêtes. De plus Wn est définissable dans P. D’où
Théorème 3.39. Si la version combinatoire de la τ -conjecture (conjecture 3.31) est
avérée, alors Perm /∈ VP.
Cependant, on ne sait pas se passer de la hiérarchie de comptage pour la version
avec multiplicité (conjecture 3.29). Pour cela, il faudrait trouver un polynôme Pn
définissable dans P tel que Pn ait une racine non nulle de multiplicité 2n.
Question ouverte. Existe-t-il un tel polynôme ?
2.3 Problèmes fg + 1
Vu que chacune des conjectures exposées ci-dessus reste encore ouverte, on pour-
rait déjà s’intéresser à essayer de comprendre les “cas de bases”. Pour un polynôme
donné, on s’intéressera ici aux trois paramètres suivants :
— le nombre Z de racines réelles,
— la multiplicité µ d’une racine complexe non nulle
— et le nombre d’arêtes pi du polygone de Newton correspondant.
Pour le cas des polynômes t-creux, Z, µ et pi sont tous bornés linéairement en t.
Pour Z, il s’agit de l’estimation de Descartes, pour µ un résultat de Hajós [46]
et pour pi, il s’agit juste du fait que dans le plan, l’enveloppe convexe de t points est
un polygone avec au plus t sommets.
L’étape suivante, des produits, ne rajoute aucune complexité dans chacun de ces
cas. Les racines d’un produit sont l’union des racines des facteurs, et la multiplicité
d’une racine d’un produit est la somme des multiplicités des racines des facteurs. En-
fin, on a vu au chapitre 1 (proposition 3.30) que le nombre d’arêtes d’une somme de
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Minkowski de m polygones à t sommets est borné par mt. Donc les trois paramètres
considérés sont bornés par O(mt).
Toute la difficulté arrive lorsque la dernière somme intervient. Considérons alors
le cas – qui semble basique – des polynômes fg + 1 où f et g sont des polynômes
t-creux. Le paragraphe précédent assure que pour le produit fg, les trois paramètres
sont bornés par O(t). La borne linéaire tient-elle encore pour fg + 1 ?
Conjecture 3.40 (Conjecture fg + 1). Si f et g sont des polynômes t-creux, alors
les trois paramètres Z, µ et pi sont linéairement bornés en t.
Pour ces trois cas, on obtient une borne supérieure quadratique en t en dévelop-
pant le polynôme. Pour les paramètres Z et µ, c’est, à la connaissance de l’auteur,
la meilleure borne connue. Pour le cas du paramètre pi. on verra un peu plus loin
(théorème 4.9) que l’on peut obtenir une borne supérieure en O(t4/3).
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Chapitre 4
Premiers rØsultats sur les
τ -conjectures
Dans ce chapitre, nous nous intØresserons à deux variantes de laτ -conjecture
rØelle que nous avons introduites au chapitre prØcØdent. Nous montrerons en premier
lieu que la version monotone est en fait Øquivalente à laτ -conjecture rØelle. Puis nous
Øtudierons une attaque de la version combinatoire.
1 Équivalence de la version monotone
Bien que les diØrentes versions de laτ -conjecture rØelle du chapitre prØcØdent
impliquent toutes quePerm /2 VNP0, on ne sait en gØnØral pas les comparer entre
elles. On a cependant dØjà remarquØ (lemme3.26) que les conjectures3.23 et 3.24
sont Øquivalentes. On se propose de montrer ici que ces derniŁres sont, en fait, aussi
Øquivalentes à la conjecture3.28(la version monotone) :
Proposition 4.1. Les conjectures3.23 et 3.28 sont Øquivalentes.
Commençons par poser quelques notations.
DØnition 4.2. Notons R[X]+ l’ensemble des polynômes surR qui n’ont que des
coecients positifs dans leur forme dØveloppØe. Nous noterons ennR[X]t (resp.
R[X]+t ) l’ensemble des polynômes deR[X] (resp. deR[X]+ ) qui sont t-creux.
Le c÷ur de la preuve repose sur le lemme suivant :
Lemme 4.3. Soient f 2 R[X]t , g 2 R[X] et h 2 R[X] oø f et g sont non identique-
ment nuls. Supposons queP (X ) = f (X )  g(X )+ h(X ) soit aussi non identiquement
nul. Soit r le nombre de racines strictement nØgatives deP . Alors il existe ~f 2 R[X]+t
non nul etm 2 N tels que ~f (X )  g(Xm ) + X  h(Xm ) ait au moins r racines stric-
tement nØgatives.
DØmonstration.Notons f (X ) = f+ (X )   f   (X ) oø f+ et f   sont à coecients
positifs. Si f
 
est le polynôme nul, alors le lemme est montrØ avec~f = f et m = 1 .
Supposons donc quef
 
n’est pas identiquement nul. On a
f (x)  g(x) =  h(x) ,  f
 
(x)  g(x) =  h(x)   f+ (x)  g(x)
,
(
 1 =

 h gf +
gf
 

(x)
ou (gf
 
(x) = 0 et   h(x)   gf+ (x) = 0) .
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ConsidØrons les solutions strictement nØgatives du premier cas. Posons
F (X ) =   h(X ) + g(X )f + (X )g(X )f
 
(X )
oø F est prolongØe par continuitØ au niveau des singularitØs eaçables. CommeP
n’est pas le polynôme nul, F n’est pas la constante 1. Soient
 1 <  2 < : : : <  p <  1 <  1 < : : : <  q < 0
les zØros strictement nØgatifs et distincts de 1 de la fraction rationnelleF (X ) + 1 .
Notons

 
i =
(
1 si F (X ) + 1 > 0 sur un voisinage à gauche de i
 1 sinon.
De mŒme,

+
i =
(
1 si F (X ) + 1 > 0 sur un voisinage à droite de  i
 1 sinon.
Les familles
 

+
i

et
 

 
i

sont formØes de mŒme. Nous noterons dans la suite
(; i;  ) un tel voisinage à gauche de  i , (; i; +) un tel voisinage à droite de  i
et de mŒme pour( ; i;  ) et ( ; i; +). Par abus de notation, nous dirons que ces
voisinages appartiennent aux intervalles correspondants (par exemple,(; 1;  ) 2
[2 1;  1[ et ( ; 2;+) 2] 2;  3[).
Nous allons considØrer l’ensemble d’intervalles dØni par
I =
n
[2 1;  1[; ] 1;  2[; : : : ; ] p 1 ;  p[;
i
 p;
 p   1
2
i
;
h
 1 +  1
2 ;  1
h
; ] 1;  2[; : : : ; ] q 1 ;  q[;
h
 q;
 q
2
io
(remarquons que sip et/ou q sont nuls, l’ensemble est encore bien dØni). Posons
pour chaque intervalle,l I = kF (X ) + 1 kI;1 , ie. la norme innie prise sur l’intervalle
I et posonsL = min I 2I (l I ). Enn, soit m 2 N un entier impair tel que
(
( 1   L) m < min(2 1; 2
 q
)
( 1 + L) m > max( 12 1 ;  q2 )
(m est bien dØni car L > 0 et  1;  q < 0). F est une fraction rationnelle. Donc
pour chaque intervalleI , soit F est dØnie sur I et forme ainsi une bosse, soitF a
une singularitØ essentielle surI et donc l I = 1. L’idØe de la preuve est d’amplier
ces bosses sur chaque intervalle pour que la courbe Y = F (X ) coupe la premiŁre
bissectrice ou l’hyperboleY = X  1 au moins autant de fois qu’elle coupe l’axe des
abcisses.
PosonsA+ = f(; i; ") j 1  i  p et  "i = +1g et A   = f(; i; ") j 1  i 
p et  "i =  1g (avec " 2 f +;  g). On dØnit de mŒme B+ et B   pour les( "i )1iq .
Alors jA + j + jA   j + jB + j + jB   j = 2(p + q). Deux cas sont possibles :
 Si jA
 
j + jB + j  p + q.
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Lemme 4.4. Dans ce cas, l’équation
X = (F (X))m (4.1)
a au moins p + q solutions strictement négatives distinctes et différentes de
−1.
Démonstration. On montre que pour chaque intervalle I de I, l’équation a
au moins autant de solutions distinctes dans I que d’éléments dans (A− ∪
B+) ∩ I (où les couples (i, ε) de A− et B+ sont assimilés aux voisinages
correspondants). Le lemme découle alors du fait que |A− ∪ B+| ≥ p + q.
Étudions les cas possibles pour les différents intervalles I :
— Intervalle [2α1, α1[ : seul (α, 1,−) est dans cet intervalle. Donc,
— Si (α, 1,−) /∈ A−, c’est immédiat car l’équation (4.1) a bien au moins
0 solutions sur cet intervalle.
— Si (α, 1,−) ∈ A−, alors on a encore deux cas :
— Soit F a un pôle sur cet intervalle, dans ce cas, comme F (α1) =
−1, comme F (X) + 1 ne s’annule pas sur l’intervalle et comme
F (X) < −1 sur un voisinage à gauche de α1, la branche à gauche
de x = α1 part vers −∞. Cela est encore vrai pour Fm (car m est
impair). Fm(α1) = −1 > α1. Donc Fm(X) = X a au moins une
solution dans l’intervalle par le théorème des valeurs intermédiaires
(que l’on notera ensuite TVI).
— Sinon, F est définie (et donc continue) sur [2α1, α1]. Sur cet inter-
valle, F (X) < −1. Donc, d’après la définition de l[2α1,α1[, et par
le théorème des bornes atteintes, il existe a ∈ [2α1, α1] tel que
F (a) ≤ (−1− l]2α1,α1[) et donc par définition de m :
Fm(a) ≤ (−1− l]2α1,α1[)m ≤ (−1− L)m < 2α1 ≤ a.
Or Fm(α1) = −1 > α1. Par le TVI, Fm(X) = X a au moins une
solution sur l’intervalle [a, α1[⊆ [2α1, α1[.
— Intervalle ]αi, αi+1[.
— Si F a un pôle en a dans l’intervalle, on se ramène au cas précédent
pour chacune des branches partant de αi et αi+1.
— Si F est définie sur [αi, αi+1], alors par le TVI α+i = α
−
i+1 (car F + 1
ne s’annule pas sur l’intervalle).
— Si α+i = α
−
i+1 = +1, alors, on a bien au moins 0 solutions dans
l’intervalle.
— Si α+i = α
−
i+1 = −1, comme précédemment, il existe a ∈]αi, αi+1[
tel que F (a) ≤ (−1− l]αi,αi+1[). D’où, Fm(a) < a. Par le TVI,
Fm(X) = X a au moins une solution sur ]αi, a[ et au moins une
sur ]a, αi+1[. Donc, l’équation (4.1) a bien au moins deux solutions
sur l’intervalle.
— Intervalle
[
αp,
αp−1
2
]
: ce cas est symétrique au cas [2α1, α1[.
— Intervalle
[−1+β1
2
, β1
[
: seul (β, 1,−) est dans cet intervalle. Donc,
— Si (β, 1,−) /∈ B+, c’est immédiat. L’équation (4.1) a bien au moins 0
solutions sur cet intervalle.
— Si (β, 1,−) ∈ B+, alors on a encore 2 cas :
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— Soit F a un pôle sur cet intervalle, dans ce cas, comme F (β1) = −1,
comme F (X)+1 ne s’annule pas sur l’intervalle et comme F (X) >
−1 sur un voisinage à gauche de β1, la branche à gauche de x = β1
part vers +∞. Cela est encore vrai pour Fm. Donc Fm(X) = X a
au moins une solution dans l’intervalle (toujours par le TVI).
— Sinon, F est définie (et donc continue) sur
[−1+β1
2
, β1
]
. Sur cet
intervalle, F (X) + 1 > 0. Donc, d’après la définition de l[−1+β12 ,β1[,
et par le théorème des bornes atteintes, il existe b ∈ [−1+β1
2
, β1
]
tel
que F (b) ≥
(
−1 + l[−1+β12 ,β1[
)
. D’où,
Fm(b) ≥
(
−1 + l[−1+β12 ,β1[
)m
>
βq
2
> b.
Or Fm(β1) = −1 < β1. Par le théorème des valeurs intermédiaires,
Fm(X) = X a au moins une solution sur l’intervalle [b, β1] ⊆[−1+β1
2
, β1
[
.
— Intervalles ]βi, βi+1[ et ]βq, 0[ : ces cas sont similaires.
On remarque que l’on a trouvé p+q solutions distinctes à l’équation Fm(X) =
X. Ces solutions se trouvent dans des intervalles de I, donc ces solutions sont
strictement négatives et distinctes de −1.
Quitte à remplacer m par un entier impair plus grand on peut supposer que
les nouvelles solutions de Fm(X) = X n’étaient pas solution de{
f−(X) · g(X) = 0
−h(X)− f+(X) · g(X) = 0
(possible car f−g est non identiquement nul). De plus, si −1 est solution de
F (X) = −1, alors −1 est encore solution de Fm(X) = X. Ainsi, le système{
X =
(
−h(X)−f+(X)g(X)
f−(X)g(X)
)m
ou (f−(X)g(X) = 0 et − h(X)− f+(X)g(X) = 0)
a au moins autant de solutions strictement négatives que le système{
−1 =
(
−h−f+g
f−g
)
(X)
ou (f−(X)g(X) = 0 et − h(X)− f+(X)g(X) = 0) .
Donc X1/m · f−(X) · g(X) = −h(X) − f+(X)g(X) a au moins r solutions
strictement négatives. Il en est donc de même pour
[X · f−(Xm) + f+(Xm)]g(Xm) + h(Xm) = 0
(changement de variables bijectif X 7→ Xm). Ainsi,
X · [X · f−(Xm) + f+(Xm)]g(Xm) +X · h(Xm)
a au moins r racines. En posant f˜(X) = X · [X · f−(Xm) + f+(Xm)], on
obtient le lemme.
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— Sinon, jA + j + jB   j  p + q. Le cas est similaire en remplaçant les égalités
à X par des égalités à 1=X.
Lemme 4.5. L’Øquation
1
X = ( F (X ))
m
a au moinsp + q solutions strictement nØgatives distinctes et diØrentes de
 1.
DØmonstration.La preuve de l’affirmation est similaire à celle du lemme 4.4.
De même, X  1=m  f
 
(X )  g(X ) =  h(X )   f + (X )  g(X ) a au moins r
solutions strictement négatives. C’est donc aussi le cas de
1
X  f   (X
m )  g(X m ) + f + (X m )  g(X m ) + h(X m )
(changement de variables bijectif X 7! X m), ie.
[f
 
(X m ) + X  f + (X m )] g(X m ) + X  h(X m ):
En posant ~f (X ) = [f
 
(X m ) + X  f + (X m )], on obtient le lemme.
L’équivalence de la proposition 4.1 suit alors directement du résultat suivant :
ThØorŁme 4.6. Soient une suite d’entiers(t i;j ) im;j n et un polynôme
P (X ) =
m∑
i=1
n∏
j =1
f i;j (X )
avec f i;j 2 R[X ]t i;j . Posons  le nombre de racines rØelles distinctes deP . Alors, il
existe des polynômesgi;j 2 R[X ]+t i;j tels que le polynôme
m∑
i=1
n∏
j =1
gi;j (X )
a au moins +12 racines rØelles distinctes.
DØmonstration.P (X ) a au moins    1 racines non nulles. Donc, quitte à remplacer
P (X ) par P ( X ), on peut supposer que P (X ) a au moins  12 racines strictement
négatives distinctes. Appliquer alors le lemme 4.3 successivement à chaque facteur
permet d’obtenir une famille de polynômes (~gi;j ) 2 R[X ]+t i;j telle que
m∑
i=1
n∏
j =1
~gi;j (X )
a au moins  12 racines réelles strictement négatives. Il suffit alors de poser gi;1 (X ) =
X  ~gi;1 (X ) et gi;j (X ) = ~gi;j (X ) pour 2  j  n, ce qui rajoute la racine 0.
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2 Par les polygones de Newton
2.1 Bornes supØrieures grâce à la convexitØ
La conjecture3.31arme que le nombre d’arŒtes des polygones de Newton des
polynômes de la forme de (3.2) est bornØe polynomialement. Cette question reste
complŁtement ouverte, mais dans cette section, nous allons amØliorer la borne supØ-
rieure grossiŁre enk:tm . Avec Koiran, Portier et ThomassØ [66], nous obtenons une
borne enO(kt 2m=3). Notre principal outil est un rØsultat de gØomØtrie convexe [29].
Un ensemble de points du planS sera appelØ extrØmal s’il est Øgal à l’ensemble des
points extrØmaux de son enveloppe convexe (ie. les ØlØments deS sont les sommets
d’un polygone convexe).
ThØorŁme 4.7. Soient P et Q deux ensembles de points du plan avec |P | = s
et |Q| = t. Soit S un sous-ensemble de la somme de Minkowski P + Q. Si S est
extrémal, alors nous avons |S| = O(s2=3t2=3 + s + t).
Cette borne supØrieure est connue Œtre optimale à un facteur constant prŁs [12]
(une borne infØrieure non-optimale peut aussi Œtre trouvØe dans [97]).
ConsidØrons tout d’abord les sommes de produits de deux polynômes.
ThØorŁme 4.8. Considérons un polynôme bivarié f ∈ C[X; Y ] de la forme
f (X; Y ) =
kX
i=1
f i gi (X; Y ) (4.2)
où les f i ont au plus r monômes et les gi ont au plus s monômes. Le polygone de
Newton de f a O(k(r 2=3s2=3 + r + s)) arêtes.
Démonstration. Soit Si l’ensemble des points du plan correspondant aux monômes
de f i gi qui apparaissent dansf avec un coecient non nul. Comme Newt(f ) est l’en-
veloppe convexe de
S k
i=1 conv(Si ), il est susant de borner le nombre de sommets
de conv(Si ). Ces sommets forment un sous-ensemble extrØmal de la somme de Min-
kowski Mon(f i ) + Mon( gi ). Par le thØorŁme4.7, il suit que conv(Si ) a O(r 2=3s2=3 +
r + s) arŒtes. Multiplier cette borne park fournit une borne supØrieure sur le nombre
de sommets et donc d’arŒtes deN wt(f ).
À partir de ce rØsultat, il est facile d’obtenir une borne supØrieure pour le cas
gØnØral, oø nous avons des produits dem ≥ 2 polynômes. Nous avons juste à diviser
lesm facteurs en deux groupes d’approximativementm=2 facteurs, puis dans chaque
groupe nous dØveloppons le produit par force brute.
ThØorŁme 4.9. Considérons un polynôme bivarié f ∈ C[X; Y ] de la forme
f (X; Y ) =
kX
i=1
mY
j =1
f i;j (X; Y ) (4.3)
où m ≥ 2 et les f i;j ont au plus t monômes. Le polygone de Newton de f a O(k:t 2m=3)
arêtes.
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Démonstration. Comme nous l’avions suggØrØ plus haut, nous rØØcrivons chacun des
k produits comme un produit de deux polynômesFi =
Q dm=2e
i=1 f i et Gi =
Q bm=2c
i=1 f i .
Nous pouvons alors appliquer le thØorŁme4.8 à f = P ki=1 Fi Gi , avec r = tdm=2e et
s = tbm=2c. Dans la borne supØrieure obtenueO(k(r 2=3s2=3+ r + s)), le termekr 2=3s2=3
est dominant carr 2=3s2=3 = t2(dm=2e+bm=2c)=3 = t2m=3 et m  2.
Remarque 4.10. La borne donnée par ces deux théorèmes est la meilleure connue
même lorsqu’on se restreint à des cas qui semblent nettement plus basiques, comme
c’est le cas pour les deux exemples suivants.
— Considérons deux polynômes f; g 2 C[X; Y ] avec au plus t monômes cha-
cun. Quel est le nombre maximum d’arêtes pour le polygone de Newton de
fg + 1 ? Le seul cas difficile est quand le terme constant de fg vaut  1. Le
théorème 4.8 fournit une borne supérieure en O(t 4=3), mais la vraie borne
pourait tout aussi bien être linéaire en t.
— Plus généralement, quel est le nombre maximum d’arêtes du polygone de
Newton de f 1 : : : f m + 1 , où les f i ont encore au plus t monômes ? Le théo-
rème 4.9 fournit une borne supérieure en O(t 2m=3), mais la vraie borne pour-
rait être de la forme 2O(m) tO(1) ; elle pourrait même aussi être polynomiale en
m et t, comme l’impliquerait la conjecture 3.31.
An d’Øviter le dØveloppement par force brute dans la preuve du thØorŁme4.9,
il est naturel de considØrer pour touti un sous-ensemble extrØmalSi de la somme
de Minkowski desm ensemblesMon(f i1 ); : : : ; Mon(f im ). Il s’agit exactement du
problŁme ouvert prØsent à la n de [12] : dØterminer la plus grande cardinalitØ
possibleMm (t) d’un sous-ensemble extrØmal d’une somme de Minkowski dem en-
semblesP0; : : : ; Pm 1 , chacun composØ det points du plan euclidien. Par exemple
la borne infØrieure de [12] combinØe avec la borne supØrieure de [29] montrent que
M 2(t) = (t 4=3). Malheureusement, nous verrons queMm (t) = t 
(m) , donc le dØve-
loppement par force brute n’est pas trŁs ØloignØ de l’optimal.
Exemple 4.11. Fixons un entier b  2 Soit Pk la grille b2  b composée des points
entiers dont tous les digits en base b des ordonnées et tous les digits en base b2 des
abscisses valent zéro, sauf éventuellement le digit de poids bk pour les ordonnées et
le digit de poids b2k pour les abscisses. Plus précisément,
Pk = f(b 2k:i; bk :j ) j 0  i  b2   1 et 0  j  b   1g:
Clairement la somme de Minkowski P0 + : : : + Pm 1 est la grille f0; : : : ; b2m   1g 
f0; : : : ; bm   1g de taille b2m  bm .
Le prochain lemme (qui n’est probablement pas optimal) montre comment trou-
ver un ensemble extrØmal susamment grand dans une grille.
Lemme 4.12. Si n(n   1)=2 < M et n < N il est possible de trouver n points
formant un ensemble extrémal dans la grille M  N .
Démonstration. Nous commençons à partir de l’origine et construisons une suite
de n   1 segments (qui correspondront aux arŒtes du polygone). Lei Łme segment
possŁde une longueur horizontalei et une pente1=i. Nous construisons ces segments
un à un aussi longtemps que nous pouvons le faire sans sortir de la grille, ie. tant
que n(n   1)=2 < M et n < N . Ensemble, lesn   1 segments relientn points qui
forment un ensemble extrØmal.
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Proposition 4.13. Pour tout m et pour une infinité de valeurs de t nous avons :
Mm(t) ≥ tm/3 − 1.
Démonstration. À partir de l’exemple 4.11 et du lemme 4.12 (en posant M = b2m
et N = bm) nous obtenons que Mm(b3) ≥ n si n(n − 1) < 2b2m et n < bm. Donc
Mm(b
3) ≥ bm − 1. Le résultat suit en chosissant t = b3.
Ce résultat montre que d’autres ingrédients que le théorème 4.7 seraient néces-
saires si l’on veut obtenir une preuve de la conjecture 3.31. Un argument similaire
peut être trouvé pour le cas où les ensembles P0, P1, . . . , Pm−1 dans la somme de Min-
kowski sont tous égaux (c’est un cas naturel à étudier vu le résultat du théorème 3.34,
qui montre qu’il est suffisant de traiter seulement les sommes de puissances pour
obtenir une borne inférieure pour le permanent). Plus précisément, posons M ′m(t)
la cardinalité maximale d’un sous-ensemble extrémal d’une somme de Minkowski
P + P + · · ·+ P de taille m où P est une ensemble d’au plus m points. Par défini-
tion, nous savons que M ′m(t) ≥ Mm(dt/me) : il suffit de remplacer les m ensembles
de taille dt/me par leur union. Donc nous avons M ′m(t) ≥ dt/mem/3 − 1.
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Chapitre 5
Approche de la τ -conjecture réelle à
l’aide du wronskien
Dans le chapitre 3, nous avons vu que prouver une des versions de la τ -conjecture
réelle impliquerait une borne inférieure superpolynomiale sur la taille des circuits
calculant le permanent. Nous étudierons dans ce chapitre des pistes pour attaquer
cette τ -conjecture réelle. Nous rappellons la forme la plus faible (et donc potentiel-
lement la plus facile à prouver).
Conjecture (Rappel de la conjecture 3.24). Il existe un polynôme p tel que pour
tout polynôme f(x) ∈ R[x] univarié et de la forme P ki=1
V m fi (x) où les polynômes
fi sont des polynômes t-creux, le nombre de racines réelles distinctes de f est au
plus p(kt2m).
Un premier pas a été fait pour résoudre cette conjecture par Grenet, Koiran,
Portier et Strozecki [38]. Ils ont considéré en fait une famille un peu plus générale :
les sommes de produits de puissances de polynômes creux.
kX
i=1
mY
j =1
f
 i,j
j . (5.1)
La borne supérieure sur le nombre de racines rélles obtenue dans [38] est poly-
nomiale en t, mais exponentielle en m et doublement exponentielle en k.
Les bornes sur le nombre de zéros réels pour les systèmes de polynômes creux
ont été abondamment étudié par Khovanskˇı [59]. Ses travaux ont débouché sur une
théorie très générale, communément appelée “Théorie des fewnomials”. Un peu plus
de détails sur cette théorie seront donné au prochain chapitre. Les résultats issus
de cette théorie impliquent une borne supérieure exponentielle en k, m et t sur
le nombre de racines réelles des polynômes de la forme (5.1). Dans ce chapitre,
nous allons montrer une borne de l’ordre de tO(k2m) , c’est-à-dire sans la double
exponentielle de [38], mais tout en restant polynomial en t. Cette borne ainsi que
les autres résultats dans ce chapitre ont été obtenu dans l’article [64] coécrit avec
Koiran et Portier.
En outre, les résultats s’étendent à d’autres familles de fonctions. En particulier,
Avendaño [8] a étudié le nombre d’intersections dans le plan réel entre une courbe
creuse et une droite. Il prouve une borne linéaire sur le nombre de racines réelles des
polynômes de la forme
P k
i=1 x
 i(ax+ b) i où αi et βi sont des entiers. Cependant, il
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donne aussi un contre-exemple à sa borne dans le cas d’exposants non entiers. Nous
obtenons une borne polynomiale pour la famille plus générale de type (5.1) où les
polynômes fj sont de degrés bornés et les αi,j sont des exposants réels.
En plus de borner le nombre de racines réelles, nous établirons à la section 3
des algorithmes déterministes pour le problème du test de l’identité de polynômes
(en anglais “Polynomial Identity Testing”, et que l’on notera “PIT”) dans le cas des
polynômes de la forme (5.1). Le temps d’exécution de l’algorithme est polynomial
en t et en la taille en bits des coefficients et des puissances (αi,j) et exponentiel en
k et m.
Présentons maintenant le principal outil technique. Trouver les racines d’un pro-
duit de polynômes est facile : il s’agit de la réunion des racines des différents facteurs.
Mais trouver les racines d’une somme est nettement plus difficile : par exemple com-
ment borner le nombre de racines rélles de fg + 1 lorsque f et g sont t-creux ? La
question de savoir si la borne est ou non linéaire en t est ouverte. L’outil princi-
pal pour outrepasser la difficulté des sommes est le wronskien. Rappelons que le
wronskien d’une famille de fonctions f1, . . . , fk est le déterminant de la matrice des
dérivées d’ordre 0 jusqu’à k − 1. Plus formellement,
W (f1, . . . , fk) = det
((
f
(i−1)
j
)
1≤i,j≤k
)
.
Un autre outil classique et très utile est la règle des signes de Descartes (lemme 3.5)
qui a été donnée au chapitre 3. Nous utiliserons surtout l’estimation qu’elle implique
(nous rappelons cette borne qui a déjà été donnée au chapitre 3, lemme 3.4) :
Lemme 5.1 (Estimation de Descartes). Soit f =
∑t
i=1 aix
αi un polynôme tel que
α1 < α2 < . . . < αt et ai sont des réels non nuls. Alors le nombre de racines réelles
strictement positives de f , compté avec multiplicité, est borné par t− 1. De plus, le
résultat tient encore dans le cas où les exposants sont réels.
Dans leur livre [85], Pólya et Szegő utilisent déjà le wronskien pour généraliser
la règle des signes à d’autres familles. Dans notre cas, nous aurons seulement be-
soin de l’estimation originale concernant les polynômes creux (présentée ci-dessus).
D’autres liens étaient déjà connus entre les wronskiens et les polynômes creux (cf.
par exemple [42], [43] et [41]). Nous montrons dans le théorème 5.6 que borner le
nombre de racines du wronskien implique une borne supérieure sur le nombre de
racines de la somme correspondante. En général, le wronskien semble plus compli-
qué que la somme des fonctions, mais pour les familles étudiées ici, la structure du
déterminant permet de les factoriser (cf. théorèmes 5.14 et 5.16).
Commençons donc, dès la prochaine section, à nous occuper des liens entre les
wronskiens et les sommes de fonctions avant de pouvoir utiliser ces résultats pour
borner le nombre de racines réelles de certaines familles en section 2, puis pour
élaborer des algorithmes pour certains cas du PIT en section 3.
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1 Zéros des wronskiens
Rappelons que pour une famille finie de fonctions réelles f1, . . . , fk suffisamment
dérivables, le wronskien est défini par
W (f1, . . . , fk) = det
((
f
(i−1)
j
)
1≤i,j≤k
)
.
Nous utiliserons les propriétés suivantes du wronskien.
Lemme 5.2. Soient f1, . . . , fk et g des fonctions réelles k−1 fois dérivables. Alors,
W (gf1, . . . , gfk) = g
kW (f1, . . . , fk).
Et le corollaire :
Lemme 5.3. Soient f1, . . . , fk des fonctions réelles k − 1 fois dérivables et I un
intervalle où aucune de ces fonctions ne s’annule. Alors, sur I, nous avons
W (f1, . . . , fk) = (f1)
kW
((
f2
f1
)′
, . . . ,
(
fk
f1
)′)
.
Ces résultats peuvent être trouvés dans [85] (ex. 57, 58 en Partie 7). Notons que le
wronskien d’une famille de fonctions linéairement dépendantes est identiquement nul
(si une famille est dépendante, alors la famille des dérivées est aussi dépendante avec
les mêmes coefficients). Mais la réciproque n’est pas systématiquement vraie. Peano
puis Bôcher trouvèrent des contrexemples [16,80,81] (cf. [28] pour un historique de
ces résultats). Toutefois, Bôcher [17] a prouvé que la réciproque est vérifiée lorsque
les fonctions sont analytiques [50].
Lemme 5.4. Si f1, . . . , fk sont des fonctions analytiques, alors la famille (fi) est
linéairement dépendante si et seulement si W (f1, . . . , fk) = 0.
Définition 5.5. Pour toute fonction g et tout intervalle I, nous noterons ZI(g) le
nombre de racines réelles distinctes de g sur I. Nous écrirons juste Z(g) quand le
choix de l’intervalle considéré est clair d’après le contexte.
Dans la suite de ce chapitre, nous considérerons seulement des intervalles non
triviaux, c’est-à-dire ceux qui ne sont pas réduits à des points (et nous autorise-
rons les intervalles non-bornées). Le prochain théorème est presque impliqué par les
résultats de Voorhoeve et Van der Porten (cf. le théorème 5.8 plus bas).
Théorème 5.6. Soit k un entier non-nul. Soit (fi) une famille de k fonctions
(k − 1) fois dérivables sur un intervalle I et telle que pour tout i ≤ k, le wronskien
W (f1, . . . , fi) ne s’annule pas sur I.
Si les constantes réelles a1, . . . , ak ne sont pas toutes égales à 0, alors
a1f1 + a2f2 + . . .+ akfk
a au plus k − 1 zéros réels sur I comptés avec multiplicité.
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Démonstration. Nous allons montrer ce résultat par récurrence sur k.
Si k = 1, alors f1 = W (f1) n’a aucun zéro. De plus, a1 n’est pas la constante
nulle. Donc a1f1 n’a pas de zéro.
Soit k ≥ 2 et supposons que la propriété est vraie pour toutes les combinaisons
linéaires de taille k − 1. Appellons z le nombre de zéros de a1f1 + . . . + akfk. Si
a2 = a3 = . . . = ak = 0, alors a1 6= 0 et a1f1 + a2f2 + . . .+ akfk = a1f1 n’ont aucun
zéro, et la conclusion du théorème est vérifiée. Autrement, a1 + a2f2f1 + . . .+
akfk
f1
a z
zéros (car f1 = W (f1) n’a pas de racine par hypothèse). En appliquant le théorème
de Rolle, a2
(
f2
f1
)′
+ . . .+ ak
(
fk
f1
)′
a au moins z − 1 zéros sur I.
La fonction f1 ne s’annule pas sur I, donc les fonctions
(
f2
f1
)′
, . . . ,
(
fk
f1
)′
sont
k − 2 fois dérivables. De plus, pour tout 2 ≤ i ≤ k,
W ((f2/f1)
′, . . . , (fi/f1)′) = W (f1, . . . , fi)/f i1
ne s’annule pas non plus sur I. Comme les coefficients a2, . . . , ak ne sont pas tous
nuls, on obtient avec l’hypothèse de récurrence que
a2
(
f2
f1
)′
+ . . .+ ak
(
fk
f1
)′
a au plus k − 2 zéros. Donc a1f1 + a2f2 + . . .+ akfk a au plus k − 1 racines selon le
théorème de Rolle.
1.1 Borner les zéros des sommes par les zéros des wronskiens
Nous pouvons directement déduire du théorème 5.6 un premier résultat. Le théo-
rème suivant nous donne une méthode pour trouver des bornes supérieures sur le
nombre de racines. Nous montrerons dans la section 4 que cette borne et en quelque
sorte optimale.
Théorème 5.7. Soient f1, . . . , fk des fonctions analytiques définies sur un inter-
valle I. Si les constantes réelles a1, . . . , ak ne sont pas toutes nulles,
Z(a1f1 + . . .+ akfk) ≤
(
1 +
k∑
i=1
Z(W (f1, . . . , fi))
)
k − 1. (5.2)
Plus précisément, si Υ = {x ∈ I | ∃i ≤ k,W (f1, . . . , fi)(x) = 0} est fini, alors
Z(a1f1 + . . .+ akfk) ≤ (1 + |Υ|)k − 1. (5.3)
De plus, les inégalités restent vérifiées si, du côté gauche des inégalités, les zéros
qui ne sont pas des zéros de l’un des wronskiens W (f1, . . . , fi) sont comptés avec
multiplicité.
Démonstration. Si a1f1 + . . . + akfk est le polynôme nul, alors la famille est li-
néairement dépendante et donc le wronskien W (f1, . . . , fk) est aussi le polynôme
identiquement nul. Cela signifie que Υ = I est infini et que l’inégalité est vérifiée.
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Autrement, a1f1 + . . .+ akfk a un nombre fini de zéros. Nous avons
Υ =
k⋃
i=1
Z(W (f1, . . . , fi)).
Donc, |Υ| ≤ ∑ki=1|Z(W (f1, . . . , fi))|. L’ensemble I \ Υ est une union de |Υ| + 1
intervalles. Soit J un de ces intervalles. D’après le théorème 5.6, on a ZJ(a1f1 +
. . .+ akfk) ≤ k− 1. D’où a1f1 + . . .+ akfk a au plus (1 + |Υ|)(k− 1) zéros sur I \Υ
et au plus (1 + |Υ|)(k − 1) + |Υ| zéros sur I.
Remarquons que Voorhoeve et van der Poorten [102] ont prouvé un résultat
similaire au théorème 5.7, excepté que dans leur cas, les zéros sont comptés avec
multiplicité.
Théorème 5.8 (Voorhoeve et van der Poorten, 1975). Soient f1, . . . , fk des fonc-
tions réelles analytiques sur un intervalle I. Alors,
N(f1 + . . .+ fk) ≤ k − 1 +
k−2∑
j=1
N(Wj) +
k∑
j=1
N(Wj)
où N(f) désigne le nombre de racine de f sur I comptées avec multiplicité.
Ce résultat implique immédiatement le théorème 5.6 dans le cas analytique.
Cependant dans nos applications, les wronskiens auront des racines de grandes mul-
tiplicité. Nous aimerions donc ne pas compter la multiplicité pour éviter que la borne
obtenue par la partie droite de l’inégalité soit trop large. Toutefois en réutilisant des
idées de la preuve de leur théorème, nous pouvons prouver la variation suivante du
théorème 5.7. La preuve sera donnée en sous-section 1.2.
Théorème 5.9. Soit f1, . . . , fk des fonctions analytiques linéairement indépendantes
sur un intervalle I. Alors,
Z(f1 + . . .+ fk) ≤ k − 1 + Z(Wk) + Z(Wk−1) + 2
k−2∑
j=1
Z(Wj).
Dans la plupart des applications, ce résultat implique une meilleure borne que
les précédents théorèmes 5.6 et 5.7. Plus précisément, le théorème 5.6 sera plus fort
si les W (f1, . . . , fi) ont les mêmes zéros, car ils ne seront pas recomptés. Sinon,
la borne du théorème 5.9 sera plus précise. Nous conjecturons d’ailleurs la borne
suivante qui généraliserait les deux bornes :
Conjecture 5.10. Soit f1, . . . , fk des fonctions analytiques linéairement indépen-
dantes sur un intervalle I. Alors,
Z(f1 + . . .+ fk) ≤ k − 1 +
k∑
j=1
Z(Wj).
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1.2 Seconde version de la borne supérieure
Dans cette section, nous allons donner une preuve du thØorŁme5.9.
Nous noteronsWi = W (f 1; f 2; : : : ; f i ) pour i  1 quand la famille(f 1; : : : ; f i ) est
explicite d’aprŁs le contexte. Finalement, nous poseronsW0 = 1 .
En plus du lemme5.4, plusieurs liens entre le wronskien et les combinaisons
linØaires des fonctions sont connus. Nous utiliserons d’ailleurs un rØsultat de Frobe-
nius [32,77,84] :
Lemme 5.11. Soit (f i ) une famille de fonctions analytiques. Soit(R i ) la famille de
fonctions dØnie par :
R0 = f 1 + : : : + f k
Ri+1 =
W 2i+1
Wi
(
Ri
Wi+1
)′
:
Alors les fonctionsRi sont analytiques etRk−1 = Wk .
Nous pouvons maintenant donner une preuve du thØorŁme5.9.
Si la famille (f i ) est linØairement dØpendante, alors le membre droit de l’inØgalitØ
est inni. Ainsi, le rØsultat est avØrØ. Nous supposerons donc dans la suite que la
famille est linØairement indØpendante.
Soit (R i ) la famille des fonctions analytiques dØnie par :
R0 = f 1 + : : : + f k
Ri+1 =
W 2i+1
Wi
(
Ri
Wi+1
)′
:
Nous allons prouver par rØcurrence suri, que pour tout 0  i  k   1, la fonction
analytique Ri a au moins
Z (f 1 + : : : + f k)   i   Z (Wi )   2
i−1∑
j =1
Z (Wj )
racines surI . Ceci implique le thØorŁme lorsquei = k   1 d’aprŁs le lemme5.11.
Si i = 0 , alors R0 = f 1 + : : : + f k et R0 a exactement (et donc au moins)
Z (f 1 + : : : + f k) zØros.
Supposons que la propriØtØ soit vØriØe pour une valeur particuliŁre dei t lle
que i  k   2. Nous noteronsmx (F ) la multiplicitØ de F en x pour tout x 2 R et
toute fraction de fonctions analytiquesF . Nous dØnissons enn quatre valeurs :
 Z +i est le nombre dex 2 R tels quemx (R i ) > m x (Wi+1 ) > 0.
 Z =i est le nombre dex 2 R tels quemx (R i ) = mx (Wi+1 ) > 0.
 Z−>i est le nombre dex 2 R tels quemx (Wi+1 ) > m x (R i ) > 0.
 Z−0i est le nombre dex 2 R tels quemx (Wi+1 ) > 0 = mx (R i ).
Nous avons :Z (Wi+1 ) = Z +i + Z =i + Z−0i + Z−>i .
Nous savons d’aprŁs le lemme5.11 que Ri est en fait analytique. Alors par
hypothŁse de rØcurrence, la fractionR iW i+1 a au moins
Z (f 1 + : : : + f k)   i   Z (Wi )   2
( i−1∑
j =1
Z (Wj )
)
  Z =i   Z−>i
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racines et au plus Z−>i +Z
−0
i pôles. D’après le théorème de Rolle, le nombre de zéros
de
(
Ri
Wi+1
)′
est au moins[
Z(f1 + . . . fk)− i− Z(Wi)− 2
(
i=1∑
j=1
Z(Wj)
)
− Z=i − Z−>i
]
− Z−>i − Z−0i − 1.
Donc le nombre de zéros de Ri+1 =
W 2i+1
Wi
(
Ri
Wi+1
)′
est au moins[
Z(f1 + . . .+ fk)− i− Z(Wi)− 2
(
i+1∑
j=1
Z(Wj)
)
− Z=i − Z−>i
]
− [Z−>i + Z−0i + 1]+ Z−>i −Z(Wi).
Nous utilisons pour la dernière borne le fait que si x est tel que
0 < mx(Ri) < mx(Wi+1),
alors
−mx(Wi+1) < mx (Ri)−mx(Wi+1) < 0
et donc
mx
(
W 2i+1
(
Ri
Wi+1
)′)
> mx(Wi+1)− 1 > 0.
D’où
Z(Ri+1) ≥ Z(f1 + . . .+ fk)− (i+ 1)− Z(Wi+1)− 2
(
i∑
j=1
Z(Wj)
)
.
Ce qui prouve le théorème.
2 Retour aux sommes de produits de polynômes
Dans cette section, nous prouvons le théorème 5.14 qui borne le nombre de zéros
des polynômes de la forme (5.1). La borne donnée améliore à la fois le résultat
de Grenet, Koiran, Portier et Strozecki [38] et la borne obtenue par la théorie des
“fewnomials” développée par Khovanskiˇı [59]. À la fin de cette section, nous étendons
aussi le résultat d’Avendaño aux exposants réels. Nous avons vu précédemment (dans
la section 1) que le nombre de zéros d’une combinaison linéaire de fonctions réelles
peut être bornée par une fonction du nombre de zéros du wronskien de ces fonctions.
Ainsi, pour montrer notre résultat nous avons juste à borner le nombre de racines
des wronskiens des polynômes de la forme
∏m
j=1 f
αi,j
j . On va pouvoir montrer qu’un
tel wronskien a peu de zéro distincts grâce au fait qu’un tel déterminant se factorise
beaucoup : après avoir factorisé les grandes puissances, il ne nous restera plus qu’un
déterminant dont les entrées sont des polynômes de petit degré (ou des polynômes
creux, selon le modèle que l’on considèrera). Il sera alors immédiat de borner le
nombre de racines du déterminant.
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2.1 Dérivées d’une puissance
Nous allons utiliser les suites presque nulles d’entiers, c’est-à-dire des suites infi-
nies d’entiers qui ont seulement un nombre fini d’éléments non-nuls. Nous noterons
cet ensemble N(N) . Pour tout entier strictement positif p, posonsS p = {(s1; s2; : : :) ∈
N(N) |∑∞i=1 is i = p} (donc pour tout p, cet ensemble est infini). Alors si s est dans
S p, nous pouvons observer que pour tout i ≥ p+1 , nous avons si = 0 . De plus, pour
tout p et pour tout s = ( s1; s2; : : :) ∈ N(N) , nous noterons |s| = ∑∞i=1 si (la somme a
un sens car elle est finie).
Lemme 5.12. Soient p un entier strictement positif et  ≥ p un nombre réel. Alors
(f  )(p) =
∑
s∈S p
[

;s f −|s|
p∏
k=1
(
f (k )
)sk]
où (
;s ) sont des constantes.
Nous définissons l’ordre total de dérivation d’un polynôme différentiel d’une
fonction avec un exemple : si f est une fonction, l’ordre total de dérivation de
f 3(f ′)2 (f (4))3 + 3 f f ′ est max(3∗ 0 + 2 ∗ 1 + 3 ∗ 4;0 ∗ 1 + 1 ∗ 1) = 14.
Le lemme 5.12 signifie juste que la pième dérivée d’une puissance  d’une fonction
f est une combinaison linéaire de termes tels que chacun de ces termes est un produit
de dérivées de f de degré total  et d’ordre total de dérivation p.
Démonstration. Dans la suite, ei correspond à la suite infinie (0; 0; : : : ;0;1;0;0; : : :)
où le seul 1 apparaît au niveau de la i ème coordonnée. Nous montrons ce lemme par
récurrence sur p. Si p = 1, alors (f  )′ = f ′f −1 . Il s’agit du cas de base puisque
S 1 = {(1; 0;0; : : :)}. Remarquons que  ;(1;0;:::) =  . Supposons que le lemme est
avéré pour un p fixé. Par hypothèse de récurrence, nous avons
(f  )(p+1) =
∑
s∈S p

;s f −|s|
p∏
k=1
(
f (k )
)sk′
= g1 + g2
où
g1 =
∑
s∈S p

;s
(
f −|s|
)′( p∏
k=1
(
f (k )
)sk)
et g2 =
∑
s∈S p

;s f −|s|
( p∏
k=1
(
f (k )
)sk)′
:
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En réécrivant chaque terme nous obtenons
g1 =
X
s2S p

;s ( − |s|)f 0f  jsj 1
pY
k=1
 
f (k )
 sk
=
X
s2S p
s′=s+e 1

;s ( − |s0| + 1)f  js ′j
pY
k=1
 
f (k )
 s′k
g2 =
X
s2S p

;s f  jsj
pX
j =1
sj f (j +1)
 
f (j )
 sj  1 Y
k6=j
 
f (k )
 sk
=
pX
j =1
2
666664
X
s2S p
sj 6=0
s′=s e j +e j +1

;s ′+e j  e j +1f  js
′j(s0j + 1)
p+1Y
k=1
 
f (k )
 s′k
3
777775
:
Si s est dans S p, alors s+ e1 ∈ S p+1 et si de plus sj 6= 0 alors s−ej + ej +1 ∈ S p+1 .
Ce qui prouve le théorème. Les constantes  sont définies par : 
;(1 ;0;0;:::) =  ; et si
s ∈ S p avec p > 1, alors

;s =1 s16=0( − |s| + 1) ;(s 1  1;s 2;s3;:::)
+
X
2j p
sj 6=0
(sj  1 + 1) ;(s 1;:::;s j −1;sj −1+1;s j  1;s j +1;:::) :
2.2 Application aux
P Q V P Q
Dans [38], les auteurs donnèrent une borne en tO(m2 k ) sur le nombre de racines
réelles distinctes des polynômes de la forme f =
kP
i=1
ai
mQ
j =1
f  i;jj , où les f j sont des poly-
nômes avec au plus t monômes. Nous améliorons leur résultat avec le théorème 5.14
dont la preuve est basée sur propriétés du wronskien développées dans la section 1.
Lemme 5.13. Soient M un ensemble deT monômes et f 1; : : : ; f s des polynômes
dont les monômes sont dansM . Pour tout polynôme formel P en less2 variables
f 1; f 01; : : : ; f s 11 ; f 2; f 02; : : : ; f s 1s de degrØd et d’ordre de dØrivatione, le nombre de
monômes dans x de P (f 1; f 01; : : : ; f s 1s )(x) est bornØ par
  d+T  1
T  1

. Plus prØcisØment,
l’ensemble de ces monômes est inclus dans un ensembleEd;e de taille au plus
  d+T  1
T  1

qui ne dØpend pas deP .
DØmonstration.Soit M d l’ensemble des monômes qui sont des produits de d mo-
nômes de M non nécessairement distincts. Le cardinal de cet ensemble est borné
par le cardinal de l’ensemble des multi-ensembles de taille d d’éléments dans M ,
c’est-à-dire
  T +d 1
T  1

. Il est alors aisé de voir que nous pouvons choisir l’ensemble
Ed;e défini comme l’ensemble des monômes de x  e M d. Son cardinal est borné par la
cardinalité de M d.
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Théorème 5.14. Soit f =
kP
i=1
ai
mQ
j =1
f  i;jj une fonction non identiquement nulle telle
que f j est un polynôme avec au plust monômes et telle que ai 2 R et  i;j 2 N.
Alors, ZR(f )  4ktm + 4 (e(1 + t)) mk
2
2 = O(t mk 22 ).
De plus, si I est un intervalle rØel tel que pour toutj , f j (I ) ]0; +1[ (ce qui
assure quef est dØnie sur I ), alors le rØsultat est encore vrai pour des exposants
rØels (possiblement nØgatifs) i;j , c’est-à-dire Z I (f )  4ktm + 4 (e(1 + t)) mk
2
2
.
DØmonstration.Soit N un entier tel que pour tout i et tout j nous ayons i;j +
N > 0. ConsidØrons~f = P ki=1 ai gi oø gi =
Q m
j =1 f
 i;j +N +k
j . Remarquons que~f =
f 
Q m
j =1 f N +kj . Nous allons borner le nombre de zØros de~f . Dans les deux cas (si les
 i;j sont entiers ou des nombres rØels) les fonctionsgi ont analytiques surI . De plus,
nous pouvons supposer sans perdre de gØnØralitØ que la famille(gi ) st linØairement
indØpendante. Eectivement, si ce n’est pas le cas, nous pouvons considØrer une
base de la famille(gi ) et Øcrire ~f dans cette base. Ensuite, nous pouvons aussi
supposer que tous lesai sont non nuls, sinon, nous pouvons juste enlever ces termes
de la somme. Nous voulons borner le nombre de zØros deW (g1; : : : ; gs) pour tout
s  k pour pouvoir conclure en utilisant le thØorŁme5.9. Nous savons que pour
1  u; v  s
g(v  1)u =
X
r 1 ;r 2 ;:::;r m
r 1+:::+r m =v  1
mY
j =1

f  u;j +N +kj
 (r j )
:
Utilisons maintenant le lemme5.12et simplions les notations en Øcrivant u;j;s au
lieu de 
 u;j +N +k;s .
g(v  1)u =
X
r 1 ;r 2 ;:::;r m
r 1+:::+r m =v  1
mY
j =1
2
4
X
s2S r j
 u;j;s f  u;j +N +k  jsjj
r jY
k=1

f (k )j
 sk
3
5 (5.4)
=
 
mY
j =1
f  u;j +Nj
!  
mY
j =1
f k  v +1j
!
Tu;v
  (f (q  1)p )1p;q s

:
avec :
Tu;v
  (f (q  1)p )1p;q s

=
X
r 1 ;r 2 ;:::;r m
r 1+:::+r m =v  1
mY
j =1
2
4
X
s2S r j
 u;j;s f v  1 jsjj
r jY
k=1

f (k )j
 sk
3
5 :
Le polynôme Tu;v est homogŁne de degrØ total(v   1)m par rapport aux s2 variables

f (q  1)p

1p;q s
et chacun de ses termes est d’ordre de dØrivationv   1.
Alors, nous remarquons que dans (5.4), la premiŁre parenthŁse ne dØpend pas de
v et que la seconde ne dØpend pas deu. Nous obtenons :
W (g1; : : : ; gs) =
 
sY
i=1
mY
j =1
f  i;j +N +k  i+1j
!
det

 
Tu;v
  (f (q  1)p )1p;q s

u;v s

:
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Donc,
Z(W (g1, . . . , gs)) ≤
(
m∑
j=1
Z(fj)
)
+ Z
(
det
(
Tu,v
(
(f (q−1)p )1≤p,q≤s
)))
. (5.5)
Bornons maintenant le nombre de monômes en x de det(Tu,v). Nous avons vu
que Tu,v est un polynôme homogène de degré (v− 1)m par rapport aux s2 variables(
f
(q−1)
p
)
1≤p,q≤s
et d’ordre de dérivation v − 1. De plus, comme la famille (gi) est
linéairement indépendante et comme ces fonctions sont analytiques, le wronskien
n’est pas identiquement nul (lemme 5.4). D’où det(Tu,v) est une combinaison linéaire,
par rapport aux variables
(
f
(q−1)
p
)
1≤p,q≤s
, de monômes de degré exactement
s∑
v=1
(v−
1)m = m
(
s
2
)
et d’ordre de dérivation
(
s
2
)
. D’après le lemme 5.13, les monômes
en x sont dans l’ensemble E(s2)m,(s2). Par conséquent le nombre de monômes en x
de det(Tu,v) est borné par le cardinal de E(s2)m,(s2), c’est-à-dire par
(m(s2)+mt−1
mt−1
)
.
L’estimation de la règle de Descartes (Lemma 5.1) donne
Z
(
det
u,v≤s
(Tu,v)
)
≤ 2
(
m
(
s
2
)
+mt− 1
mt− 1
)
− 1. (5.6)
Nous avons maintenant tous les outils nécessaires pour prouver le théorème. Nous
savons :
Z(f) ≤ Z(
k∑
i=1
aigi).
Par le théorème 5.9 :
Z(f) ≤ k − 1 + 2
k∑
s=1
Z(W (g1, . . . , gs)).
Utilisant la formule (5.5) :
Z(f) ≤ k − 1 + 2k
(
m∑
j=1
Z(fj)
)
+ 2
k∑
s=1
Z
(
det
u,v≤s
(
Tu,v
(
(f (q−1)p )p,q≤s
)))
.
Puis par la règle de Descartes
∑m
j=1 Z(fj) ≤ (2t − 1)m. Nous pouvons alors appli-
quer (5.6) pour obtenir l’inégalité
Z(f) ≤ k − 1 + 2k(2t− 1)m+ 2
k∑
s=1
(
2
(
m
(
s
2
)
+mt− 1
mt− 1
)
− 1
)
.
Finalement, nous utilisons la borne classique :
(
n
k
) ≤ (en/k)k
Z(f) ≤ k − 1 + 4ktm− 2km− 2k + 4 + 4
k∑
s=2
(
e
(
1 +
mt− 1
m
(
s
2
) ))m(s2)
≤ 4ktm+ 4 (e(1 + t))mk
2
2 .
75
CHAPITRE 5. APPROCHE PAR LE WRONSKIEN
En particulier nous avons déjà évoqué au chapitre 2 que dans le cas des cir-
cuits de profondeur bornée, des bornes inférieures exponentielles sont connues pour
les circuits homogènes. Mais si on autorise les portes intermédiaires à calculer des
polynômes de haut degrés, alors, à la connaissance de l’auteur, plus aucune borne
non triviale n’est connue. Toutefois dans le cas du théorème précédent, si on choisit
m = 1 , on remarque que la borne obtenue ne dépend pas du degré entrant des portes
d’exponentiation du niveau 3. En utilisant le corollaire 3.37, on obtient le résultat
suivant :
ThØorŁme 5.15. Si Perm n est calculØ par un circuit de profondeur4 de la forme
[kn ]∑∧ [2n o(1) ]∑ ∏
alors kn ≥ n 
(1) .
DØmonstration.D’après le corollaire 3.37, il existe un polynôme q et une projection
Dn du circuit
[kq(n) ]∑ ∧ [2n o(1) ]∑ ∏
tel que le polynôme Vn (X ) (défini au lemme 3.36) soit calculé par un circuit Dn (Y1; : : : ; Yp)
où les Yi sont des puissances de X . Donc Vn (X ) est calculé par un circuit
[kq(n) ]∑ ∧ [2n o(1) ]∑ ∏
Par le théorème 5.14,
ZR(Vn ) = O
(
2
n o(1)k 2q(n)
2
)
:
Or d’après le lemme 3.36, ZR(Vn ) = 2 n . D’où, kn = n 
(1) .
2.3 Applications à d’autres modŁles
En utilisant des polynômes de petit degré au lieu des polynômes creux, le même
argument implique une borne polynomiale.
ThØorŁme 5.16. Soit f = ∑ki=1 ai ∏mj =1 f  i;jj oø f est non nulle, lesf j sont de
degrØ bornØ pard et telle que lesai sont rØels et les i;j sont des entiers. Alors
ZR(f ) ≤ 13k3md + 2kmd + k ∼ k
3md
3 .
De plus, siI est un intervalle rØel tel que pour toutj , f j (I ) ⊆ R+? (ce qui assure
que f soit dØnie sur I ), alors le rØsultat est encore avØrØ pour les exposants rØels
 i;j , i.e. Z I (f ) ≤ 13k3md + 2kmd + k ∼ k
3md
3 .
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Démonstration. Dans la preuve du thØorŁme5.14, nous avons vu quedet (Tu;v ) est
un polynôme homogŁne de degrØm
  s
2

en less2 variables f 1; f 01; : : : ; f
(s 1)
s . Donc, il
est de degrØmd
  s
2

en la variablex. De plus, comme la famille(gi ) est linØairement
indØpendante et comme ces fonctions sont analytiques, le wronskien n’est pas identi-
quement nul (lemme5.4). Dans l’Øquation (5.5), le premier terme est bornØ parmd
et le second parmd
  s
2

. D’aprŁs le thØorŁme5.91, le nombre de zØros deP ki=1 ai gi
est bornØ par
  1
3k3md + 2kmd + k

.
Avendaæo a ØtudiØ le casf = P ki=1 x  i(ax + b) i oø  i et  i sont des entiers [8]. Il
a trouvØ une borne supØrieure linØaire enk pour le nombre de racines. Mais il a aussi
montrØ que sa borne Øtait fausse dans le cas des exposants rØels. Nous obtenons ici
une borne polynomiale qui marche aussi pour les puissances rØelles.
Corollaire 5.17. Soient f =
P k
i=1 ci x
 i(ax + b) i et I l’intervalle {x ∈ R | x >
0∧ ax + b > 0}. Alors Z I (f ) ≤ 23k3 + 5k.
Li, Rojas et Wang [70] (Lemme 2) ont montrØ que les polynômes
f =
kX
i=1
ai
mY
j =1
(cj X + dj )  i,j
oø les coecients ai , bj , cj et les exposants i;j sont rØels, ont au plusm + m2 +
: : : + mk  1 zØros. Notre rØsultat amØliore cette borne :
Corollaire 5.18. Soit f =
P k
i=1 ai
Q m
j =1 (cj x + dj )  i,j où les coefficients ai ,cj , dj et
les exposants  i;j sont des nombres réels. Sur l’intervalle I = {x ∈ R | ∀j; c j x + dj >
0} nous avons Z I (f ) = O(mk 3).
Un autre corollaire a ØtØ suggØrØ par Maurice Rojas. Dans [70], Li, Rojas et Wang
bornent, quand il est ni, le nombre d’intersections entre une courbe trinomiale et
une courbet-creuse par2t − 2. Nous amØliorons ici leur rØsultat. L’idØe principale
est d’eectuer un changement de variables et de se ramener au cas oøf est ane.
Cela pourrait introduire des exposants rationnels, mŒme si le systŁme original n’a
que des coecients entiers.
Corollaire 5.19. Soient f un trinôme bivarié non nul et g un polynôme bivarié
t-creux. Alors le nombre d’intersections dans le quadrant strictement positif entre
ces deux courbes est infini ou borné par 23 t
3 + 5 t.
Finalement, le résultat tient encore si les exposants de f et de g sont réels.
Démonstration. Soient f (X; Y ) = c1X  1 Y  1 + c2X  2 Y  2 + c3X  3 Y  3 (avec c3 6= 0 )
et g(X; Y ) = P ti=1 ai X  iY  i. Sur (R+? )2, les zØros def sont les mŒmes que les zØros
de c1 + c2X  2   1 Y  2   1 + c3X  3   1 Y  3   1 . Alors, nous pouvons et nous supposerons
que  1 =  1 = 0 .
 Premier cas : il existe r ∈ R? tel que ( 3;  3) = r · ( 2;  2). Dans ce cas, nous
pouvons dØnir A = X  2 Y  2 . Alors sur R+? :
f = 0 ⇔ c1 + c2A + c3A r = 0 :
1. Utiliser le thØorŁme5.7 au lieu du thØorŁme5.9 multiplierait notre borne par un facteur
O(k ).
77
CHAPITRE 5. APPROCHE PAR LE WRONSKIEN
Par la règle des signes de Descartes (lemme 5.1) : la dernière équation a au
plus deux racines réelles strictement positives que l’on notera s1 et s2. Donc
le système est équivalent au système suivant :
(
Y =
 
s1
X  2

1
 2 ou Y =
 
s2
X  2

1
 2
g(X; Y ) = 0 :
Nous obtenons
g(X; Y ) =
tX
i=1
ai s
 i
 2
1 X
 i  
 i  2
 2 ou
tX
i=1
ai s
 i
 2
2 X
 i  
 i  2
 2 :
De nouveau par le lemme 5.1, le nombre de solutions strictement positives
est infini ou borné par 2t− 2≤ 23 t3 + 5 t.
— Second cas : la famille (( 2;  2); ( 3;  3)) est linéairement indépendante.
Nous pouvons définir A = X  2 Y  2 et B = X  3 Y  3 , alors sur R+? :
f = 0 ⇔ c1 + c2A + c3B = 0
⇔ B = −c1
c3
− c2
c3
A:
Définissons  = det




 2  3
 2  3




6= 0. Alors X = A  3 B    2 et Y = A    3 B  2 .
Donc,
g(X; Y ) = 0 ⇔
tX
i=1
ai A
 i  3   i  3
 B
  i  2+ i  2
 = 0 :
Le nombre de solutions correspond au nombre de racines du polynôme :
tX
i=1
ai A
 i  3   i  3


−c1
c3
− c2
c3
A

  i  2+ i  2

= 0 :
Par le corollaire 5.17, le nombre de racines strictement positives est infini (si
le polynôme est identiquement nul) ou borné par 23 t
3 + 5 t.
3 Algorithmes pour le test d’identitØ polynomiale
Un algorithme PIT (en anglais “Polynomial Identity Testing”) prend un polynôme
en entrée et décide si le polynôme est identiquement nul ou non. Il existe deux formes
classiques de ces algorithmes : “à boîte noire” ou “à boîte blanche”. Pour la première,
l’entrée est donnée par une boîte noire, ie. un oracle d’évaluation du polynôme. Si on
interroge l’oracle en un point x, l’oracle renvoie l’évaluation du polynôme en ce point
x. Pour la deuxième version, l’entrée est donnée sous la forme d’un circuit calculant
ce polynôme. Ces deux types d’algorithmes sont non comparables dans notre cas,
car si nous avons un circuit, il n’est pas toujours possible d’évaluer facilement la
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valeur du polynôme en un point puisque le circuit pourrait nécessiter des calculs
d’évaluation de polynômes de très haut degré.
Le problème du PIT est un problème qui a été très étudié. Le lemme de Schwartz-
Zippel [105] assure un algorithme probabiliste pour ce problème, mais l’existence
d’un algorithme déterministe efficace est un problème ouvert célèbre. De nombreux
liens entre les bornes inférieures pour les circuits et les algorithmes déterministes
pour le PIT ont été découverts. Ce fut tout d’abord grâce aux travaux d’Heintz et
Schnorr en 1980 [47], puis plus récemment par ceux de Kabanets et Impagliazzo [52],
d’Aaronson et van Melkebeek [1] et d’Agrawal [2]. Aujourd’hui, de nombreux algo-
rithmes ont été trouvé pour des familles particulières (cf. par exemple, les deux
articles de synthèse [3, 90]). En particulier, un algorithme déterministe pour le PIT
pour les polynômes de la forme (5.1) a déjà été donné dans [38]. Leur algorithme est
polynomial en t, exponentiel en m et double-exponentiel en k tandis notre nouvel
algorithme est seulement exponentiel en k.
3.1 Algorithmes PIT à boîte noire
En fait pour cette version du problème, la complexité des algorithmes est tra-
ditionnellement mesurée en nombre d’appels à l’oracle. L’idée étant que lorsqu’au
cours de l’exécution, l’oracle retourne une valeur non nulle, celà signifie que le po-
lynôme est non identiquement nul et l’algorithme principal peut terminer. De plus,
tant que cela ne s’est pas passé, l’algorithme déterministe n’aura aucune informa-
tion et effectuera les mêmes appels à toutes ses exécutions. L’algorithme se réduit
alors à une liste de points pour lesquels il interroge l’oracle. L’algorithme retourne
alors “vrai” (polynôme identiquement nul) si et seulement si l’oracle répond toujours
“zéro” (l’évaluation du polynôme en chacun des points de la liste est nulle).
Les bornes sur les racines réelles du théorème 5.15 donnent immédiatement un
algorithme PIT à boîte noire pour certaines familles de polynômes.
Corollaire 5.20. Soit f = P ki=1 ai
Q m
j =1 f
 i,j
j une fonction telle quef j est un po-
lynôme avec au plus t monômes et telle que ai ∈ R et  i;j ∈ N. Alors, il existe un
algorithme PIT à boîte noire utilisant seulement 1+4ktm +4 ( e(1 + t)) mk
2
2 requŒtes.
DØmonstration.Nous considérons l’algorithme qui teste si le polynôme retourne zéro
sur les 1+4ktm +4 ( e(1 + t)) mk
2
2 premiers entiers. Par le théorème 5.14, cet ensemble
est un “hitting set”, c’est-à-dire que si le polynôme est non nul, alors au moins un
de ces entiers ne sera pas une racine du polynôme.
Corollaire 5.21. Soit f = P ki=1 ai
Q m
j =1 f
 i,j
j tel que lesf j sont de degrØ bornØ
par d, les ai sont des rØels et tel que les i;j sont des entiers. Alors, il existe un
algorithme PIT à boîte noire qui eectue seulement 1 + 13k3md + 2kmd + k appels à
l’oracle.
DØmonstration.Le théorème 5.16 implique que tout ensemble de points de taille
au moins 1 + 13k3md + 2kmd + k est un “hitting set” pour tout polynôme du typeP k
i=1 ai
Q m
j =1 f
 i,j
j .
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3.2 Un algorithme PIT à boîte blanche
Les résultats pour les boîtes blanches sont plus compliqués. Ils sont basés sur le
lien entre les wronskiens et la dépendance linéaire. Dans cette section, nous allons
prouver la proposition suivante :
Proposition 5.22. Soit f =
∑k
i=1 ai
∏m
j=1 f
αi,j
j où fj est un polynôme avec au plus
t monômes, les ai sont des entiers et les αi,j sont des entiers positifs. Soit C une
borne supérieure sur les degrés des fj, sur la taille en bits de leurs coefficients aussi
bien que sur la taille en bits des coefficients ai et des exposants αi,j. Alors, il existe
un algorithme PIT à boîte blanche qui décide si f est nulle en temps O˜
(
C24mk
2 log t
)
.
Nous utiliserons effectivement dans la suite de cette section la notation f(n) =
O˜(g(n)). C’est un raccourci pour f(n) = O(g(n) logk g(n)) avec k une constante.
Tout d’abord, nous aurons besoin d’un algorithme pour tester si des wronskiens
sont identiquement nuls ou pas. Décrivons un algorithme qui prend comme entrée les
fonctions h1 =
∏m
j=1(fj)
α1,j , . . . , hl =
∏m
j=1(fj)
αl,j (données par les suites (fj)1≤j≤m
et (αi,j)1≤i≤l,1≤j≤m) et qui renvoie le coefficient dominant du wronskienW (h1, . . . , hl)
si le déterminant n’est pas identiquement nul, et qui renvoie zéro sinon.
Proposition 5.23. Il existe un algorithme qui sur l’entrée (fj)j≤m, (αi,j)i≤l,j≤m
renvoie le coefficient dominant du wronskien des fonctions(
m∏
j=1
(fj)
α1,j , . . . ,
m∏
j=1
(fj)
αl,j
)
si le wronskien est non identiquement nul et qui renvoie zéro sinon. De plus, cet
algorithme s’exécute en temps O˜
(
C24ml
2 log t
)
.
Démonstration. Comme dans la preuve du théorème 5.14, nous calculons en fait le
wronskien de (g1, . . . , gl) où gi =
∏m
j=1 (fj)
αi,j+l. Pour obtenir le coefficient dominant
correct, il suffit de remarquer que
W (g1, . . . , gl) = W (h1, . . . , hl)
m∏
j=1
(fj)
l2 .
Ainsi, nous voulons calculer le wronskien de (g1, . . . , gl). De nouveau comme dans
la preuve du théorème 5.14, nous factorisons chaque colonne u par
∏m
j=1 (fj)
αu,j et
chaque ligne v par
∏m
j=1 (fj)
l−v+1. Nous noterons la matrice obtenue M . Les entrées
de cette matrice sont des polynômes.
Selon le lemme 5.26 à la sous-section 3.3, nous pouvons calculer les polynômes
développés dans une case (u, v) de la matrice M en temps O˜ (2vmtmvvmC log l).
Alors, calculer toutes les entrées de la matrice, qui est de taille (l × l) néces-
site O˜
(
2lmtmllmC
)
opérations. Ensuite, nous calculons le déterminant de cette ma-
trice. Nous allons le calculer directement en le développant comme une somme de
l! produits. Ce calcul dure O˜
(
C24ml
2 log t
)
d’après le lemme 5.27 toujours en sous-
section 3.3.
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Si le déterminant est zéro, cela signifie que le déterminant est nul, et l’algorithme
doit retourner zéro. Autrement, pour calculer le coefficient dominant, il suffit de
multiplier le coefficient obtenu par le coefficient dominant de
 Q l
u=1
Q m
j =1 (f j )  u;j
  Q l
v=1
Q m
j =1 (f j ) l  v +1

Q m
j =1 (f j ) l2
:
Cette opération requiert seulement ~O (Cml (C + l)) opérations puisqu’il est possible
de calculer le produit de n entiers de taille s en temps ~O(ns).
Ensuite, nous aurons aussi besoin de l’algorithme suivant : si W (h1; : : : ; hl ) 6= 0
et W (h1; : : : ; hl+1 ) = 0 alors l’algorithme trouve a1; : : : ; al+1 tels que a1h1 + : : : +
alhl = hl+1 (ces constantes existent d’après le lemme 5.4). Donc pour tout i ∈ N,
a1h(i)1 + : : : + alh
(i)
l = h
(i)
l+1 . Nous pouvons calculer les aj en utilisant la formule de
Cramer. Comme résultat, pour chaque 1≤ j ≤ l nous avons :
aj =









h1 · · · hj  1 hl+1 hj +1 · · · hl
h01 · · · h0j  1 h0l+1 h0j +1 · · · h0l
... . . .
...
...
... . . .
...
h(l  1)1 · · · h(l  1)j  1 h(l  1)l+1 h(l  1)j +1 · · · h(l  1)l









W (h1; : : : ; hl )
=
lc (W (h1; : : : ; hj  1 ; hl+1 ; hj +1 ; : : : ; hl ))
lc (W (h1; : : : ; hl ))
où lc(W (h1; : : : ; hl )) est le coefficient dominant du polynôme obtenu par le wronskien
de la famille (h1; : : : ; hl ). Le précédent algorithme (Proposition 5.23) calcule ces
coefficients, donc nous pouvons calculer les (aj ) en temps ~O

C24ml 2 log t

.
Finalement, à l’aide ces algorithmes, il suffit de considérer les fonctions allant
de a1h1 jusqu’à a1h1 + : : : + akhk . À chaque fois que l’on rajoute un hi , soit il est
linéairement indépendant et on l’ajoute à la base courante, soit il est linéairement
dépendant, et nous pouvons l’exprimer dans la base actuelle. À la fin, a1h1+ : : :+ akhk
est exprimé comme une combinaison linéaire de fonctions de la base. Il suffit alors
de vérifier si tous les coefficients sont identiquement nuls ou non. Cela complète la
preuve de la proposition 5.22.
3.3 Deux lemmes techniques
Dans cette section, nous prouvons les deux lemmes (5.26 et 5.27) utilisés dans
la preuve de la proposition 5.23. Ces preuves sont élémentaires mais quelque peu
techniques.
Dans la suite, nous calculerons les additions de n entiers de taille s en temps
O(n(s + log n)) et les produits de n entiers de taille s en temps ~O(ns).
Commençons par borner la complexité du développement des produits de poly-
nômes creux.
Lemme 5.24. ConsidØrons un produit de polynômes  -creux P1; : : : ; P oø les
degrØs ainsi que la taille des coecients en bits sont bornØs par . Ce produit peut
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être développé en temps O˜ (τµγ). De plus, la taille des nouveaux coefficients est borné
par µγ + µ log τ .
Démonstration. Pour développer un tel produit, nous allons calculer un par un,
chaque monôme de la somme puis nous conserverons les coefficients des ces τµ nou-
veaux monômes. Pour calculer un coefficient, il y a trois choses à faire. Premièrement,
il faut calculer son degré (somme de µ entiers de taille γ) en temps O (µ(γ + log µ)),
puis son coefficient (produit de µ entiers de taille γ) en temps O˜ (µγ) et enfin ad-
ditioner le nouveau coefficient à la somme, enregistrée, de ceux correspondant aux
monômes du même exposant. À la fin, au plus τµ coefficients seront ajoutés en-
semble pour former un monôme particulier, donc la taille du coefficient est bornée
par µγ + µ log τ . Donc, comme nous ajoutons les coefficients un par un, à chaque
étape, il faut additioner un entier de taille µγ avec un de taille au plus µγ + µ log τ .
Chaque terme de la somme nécessite un temps
O˜ (µ(γ + log µ) + µγ + (µγ + µ log τ))
= O˜ (µγ + µ log(µτ)) .
Donc, calculer tous les coefficients dure
O˜ (τµ(µγ + µ log(µτ)))
= O˜ (τµγ) .
Le théorème 5.14 utilise certaines constantes βα,s qui ont été définies dans le
lemme 5.12. Nous aurons besoin de les calculer.
Lemme 5.25. Pour tout p dans N, nous avons jS pj  2p−1. Pour tout α, p dans N
et pour tout s dans S p, 0  βα,s  (p2 + α)p.
De plus, pour tous α, p dans N nous pouvons calculer tous les βα,s où s 2 S q et
q  p en temps O˜(2p logα).
Démonstration. Nous avons montré dans la preuve du lemme 5.12 que βα,(1,0,0,... ) = α
et si s 2 S p avec p 6= 1, alors
βα,s = 1s1 6=0(α   jsj + 1)βα,(s1−1,s2,s3,...)
+
∑
j : 2≤j≤p
sj 6=0
(sj−1 + 1)βα,(s1,...,sj−1,sj−1+1,sj−1,sj+1,...). (5.7)
Toutefois, dans la formule ci-dessus, les suites
(s1   1, s2, s3, . . .) et (s1, . . . , sj−1, sj−1 + 1, sj   1, sj+1, . . .)
tombent dans S p−1. Notons Mα,p = max
s∈S p
jβα,sj. Donc, si p 6= 1, (5.7) implique,
Mα,p  (p
2 + α)Mα,p−1.
Comme, Mα,1 = α, nous obtenons par récurrence βα,s  (p2 + α)p−1α.
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Pour calculer ces constantes, remarquons que
|Sp+1| = |{s ∈ Sp+1 | s1 6= 0}|+ |{s ∈ Sp+1 | s1 = 0}|
≤ 2|Sp|.
L’inégalité provient des deux fonctions surjectives :
Sp → {s ∈ Sp+1 | s1 6= 0} et Sp → {s ∈ Sp+1 | s1 = 0}
s 7→ (s1 + 1, s2, . . .) s 7→ (0, s2, . . . , ss1 , s1+s1 + 1, s2+s1 , . . .).
Ainsi, par récurrence, |Sp| ≤ 2p−1 et |
⋃
pSp| = O(2p). Alors, si s ∈ Sp est fixé,
pour calculer βα,s avec (5.7), il nous faut calculer p produits d’un entier de taille
p log(p2 + α) par un entier de taille log p ou logα (en temps O˜ (p log(p2 + α))) ainsi
qu’une somme de tous ces produits en temps O˜ (p2 log(p2 + α)). Finalement calculer
toutes ces constantes en temps βα,s avec s ∈ Sq et q ≤ p nécessite un temps
O˜(2pp2 log(p2 + α)). Ceci prouve le lemme.
Nous pouvons désormais prouver les deux lemmes intermédiaires de la proposi-
tion 5.23. Pour la suite, nous conserverons les notations de la proposition 5.23.
Lemme 5.26. Calculer le polynôme développé d’une case (v, u) de la matrice M
nécessite un temps O˜ (2vmtmvvmC log l). La taille des coefficients est bornée par
O˜ (mvC log tl) et celle des degrés est bornée par Cmv.
Démonstration. Nous utiliserons aussi les notations du théorème 5.14. Chaque case
(v, u) correspond au polynôme
Tu,v
(
(f (q−1)p )1≤p,q≤l
)
=
∑
r1,r2,...,rm
r1+...+rm=v−1
m∏
j=1
∑
s∈Srj
βu,j,sf
v−1−|s|
j
rj∏
k=1
(
f
(k)
j
)sk
=
∑
r1,r2,...,rm
r1+...+rm=v−1
∑
s1,s2,...,sm
si∈Sri
[(
m∏
j=1
βu,j,sj
)(
m∏
j=1
f
v−1−|sj |
j
rj∏
k=1
(
f
(k)
j
)(sj)k)]
.
La première somme est de taille au plus vm et la seconde est de taille bornée
par 2vm (lemme 5.25). Pour calculer un terme, nous devons tout d’abord calcu-
ler
∏m
j=1 βu,j,sj =
∏m
j=1 βαu,j+l,sj qui est un produit de m entiers, chacun de taille
v log(v2 + 2C + l) (car α ≤ 2C). Cela peut être effectué en temps O˜(mvC log l).
Maintenant il ne reste plus qu’à développer la formule par rapport à x. Nous
avons vu dans la preuve du théorème 5.14 que chaque monôme par rapport aux l2
variables
(
f
(q−1)
p
)
1≤p,q≤l
est de degré total m(v − 1). Considérons un monôme par
rapport à
(
f
(q−1)
p
)
1≤p,q≤l
. Il s’agit d’un produit de m(v − 1) polynômes t-creux par
rapport à la variable x. D’après le lemme 5.24, ce produit (la seconde parenthèse
dans la formule) peut être développé en temps O˜
(
tm(v−1)C
)
et les coefficients sont de
taille Cm(v−1)+m(v−1) log t. Alors chaque coefficient est premièrement, multiplié
par le coefficient correspondant
∏m
j=1 βu,j,sj en temps
O˜
(
max{Cm(v − 1) +m(v − 1) log t,mv log(v2 + 2C + l)})
= O˜ (mvC log tl) ,
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ce qui donne un entier de taille au plus O˜ (mvC log tl). Puis, il est additionné au
coefficient préalablement enregistré correspondant au même monôme en temps
O˜ (mvC log tl + log(vm2vm))
= O˜ (mvC log tl) .
Pour conclure, calculer la case prend un temps
O˜
(
vm2vm
(
mvC log l +
(
tm(v−1)C + tm(v−1)(mvC log tl +mvC log tl)
)))
= O˜
(
2vmvmtm(v−1)C log l)
)
.
Ce qui complète la preuve du lemme.
Lemme 5.27. Supposons que les entrées de M sont données de manière développée
(ie, comme une liste de monômes). Calculer le déterminant de M peut se faire en
temps O˜
(
C24ml
2 log t
)
.
Démonstration. Pour chacune des (l!) permutations, nous développerons le poly-
nôme correspondant. Chaque case a au plus 2mllmtml monômes. Donc chaque per-
mutation correspond à un produit de taille l de polynômes
(
2mllmtml
)
-creux. Les ex-
posants sont bornés par Cml et la taille des coefficients est bornée par O˜(mlC log t).
D’après le lemme 5.24, chaque permutation peut être calculée en temps
O˜
(
2ml
2
lmltml
2
mlC log t
)
= O˜
(
23ml
2 log tC
)
et la taille des coefficients est bornée par
O˜
(
ml2C log t+ l log
(
2mllmtml
))
= O˜
(
ml2C log t
)
.
Pour calculer le déterminant en entier, nous allons calculer les permutations une
par une, rajoutant à chaque fois les nouveaux coefficients à celle calculée précédem-
ment. Ce qui est fait en temps
O˜
(
ll
(
23ml
2 log tC + 2ml
2
lmltml
2
ml2C log t
))
= O˜
(
24ml
2 log tC
)
.
4 Optimalité de la borne obtenue par les wronskiens
Rappelons que dans le théorème 5.7, il a été prouvé que
Z(a1f1 + . . .+ akfk) ≤ (1 + |Υ|)k
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avec Υ =
⋃
1≤i≤k
Z (W (f1, . . . , fi)). Il sera montré dans le théorème 5.31 que ce théo-
rème est presque optimal dans le sens que pour des valeurs arbitrairement grandes de
|Υ| et k, nous pouvons trouver des fonctions f1, . . . , fk et des coefficients a1, . . . , ak
tels que
Z(a1f1 + . . .+ akfk) ≥ (1 + |Υ|)(k − 1).
Commençons avec un lemme technique.
Lemme 5.28. Soit f un polynôme non-constant. Il existe pour 0 ≤ i ≤ q, des
fonctions rationnelles Fi,q telles qu’en notant hp,i les fonctions p!(p−i)! (f
′)i fp−i les
propriétés suivantes sont vérifiées.
1. Pour tout q ≥ 0, nous avons Fq,q = 1.
2. Pour tout 0 ≤ i ≤ q, la fonction rationnelle [(f ′)q Fi,q] est un polynôme.
3. Pour tout q ≥ 0 et pour tout p ≥ 1 nous avons (fp)(q) = ∑qi=0 hp,iFi,q.
Le point principal est que les Fi,q ne dépendent pas de p.
Démonstration. Nous définissons Fi,q par récurrence sur q. Si q = 0, posons F0,0 = 1.
Alors, nous avons bien fp = hp,0 et
[
(f ′)0 F0,0
]
= 1. Supposons maintenant que les
Fi,q′ sont définis pour tous i, q′ tels que 0 ≤ i ≤ q′ ≤ q. Posons Fi,q+1. Ainsi :
(hp,i)
′ =
[
p!
(p− i)!(f
′)ifp−i
]′
=
p!
(p− i)!
[
(p− i)(f ′)i+1fp−i−1 + if ′′(f ′)i−1fp−i]
= hp,i+1 +
(
i
f ′′
f ′
)
hp,i.
Donc,
(fp)(q+1) =
(
q∑
i=0
hp,iFi,q
)′
=
q∑
i=0
[
hp,i(Fi,q)
′ +
(
hp,i+1 +
(
i
f ′′
f ′
)
hp,i
)
Fi,q
]
= hp,0(F0,q)
′ +
[
q∑
i=1
hp,i
(
(Fi,q)
′ + Fi,q
(
i
f ′′
f ′
)
+ Fi−1,q
)]
+ hp,q+1Fq,q.
Nous pouvons alors définir
F0,q+1 = (F0,q)
′
pour 1 ≤ i ≤ q, Fi,q+1 = (Fi,q)′ + Fi,q
(
i
f ′′
f ′
)
+ Fi−1,q
et Fq+1,q+1 = Fq,q = 1.
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Par conséquent les propriétés (1) et (3) sont obtenues par construction. De plus,
(2) est vérifiée car par hypothèse de récurrence :
(f 0)q+1 F 0i;q = [ f 0((f 0)qFi;q )]0   (q + 1)f 0((f 0)qFi;q )
est un polynôme.
Nous allons montrer maintenant que les zéros de W
 
f  1+k ; : : : ; f  s+k (x)  sont
soit les zéros de f , ou soit les zéros de f 0.
Lemme 5.29. Soient f une fonction analytique non constante sur un intervalle I
et  0; : : : ;  k k entiers deux-à-deux distincts (avec k  1). Alors

x 2 I j 9s  k; W   f  1+k ; : : : ; f  s+k  (x) = 0 	  fx 2 I j (f f 0)(x) = 0 g :
Démonstration. Considérons f  1+k ; : : : ; f  k+k . Pour commencer, nous pouvons sup-
poser que cette famille est linéairement dépendante. Cela signifie qu’il existe des
constantes
(a1; : : : ; ak) 2 Rk n f(0; 0; : : : ;0)g
telles que
kX
i=1
ai f  i+k = 0 sur I: (5.8)
Mais les entiers ( i + k) sont tous distincts donc le polynôme P (Y ) = P ki=1 ai Y  i+k
n’est pas nul. Donc P (Y ) a un nombre fini de racines. Par (5.8), Im(f) est inclus
dans l’ensemble (fini) de racines de P . Cependant, comme f est continue, par le
théorème des valeurs intermédiaires, Im(f) est un intervalle réel. D’où Im(f) est un
singleton. Ce qui contredit l’hypothèse que f n’est pas constante. Ainsi, la famille
est en fait linéairement indépendante.
Soit  la matrice définie par  i;j =
 
f  i+k
 (j  1) . D’après le lemme 5.28, nous
savons que  i;j =
P j  1
l=0 h  i+k;l Fl;j  1 , ce qui donne en terme de produit de matrices :
 = [h
 i+k;l  1 ]1i;l s [Fl  1;j  1 1l j ]1l;j s :
La deuxième matrice dans le produit est une matrice triangulaire supérieure dont
les entrées sur la diagonale principale sont 1. Son déterminant vaut donc 1. Alors,
det

( i;j )1i;j s

= det

(h
 i+k;j  1 )1i;j s

:
Finalement, h
 i+k;j  1 =
( i+k )!
( i+k  j +1)! [f  i]
h
(f 0) j  1 f k  j +1
i
. La première parenthèse ne
dépend pas de j et la seconde ne dépend pas de i. Par conséquent,
det (h
 i+k;j  1 ) =
"
f
sP
l=1
 l
# h
(f 0)(s2) f (k  s+1)s+ (s2)
i
det
 ( i + k)!
( i + k   j + 1)!

:
Alors, pour tout x dans I :
W
 
f  1+k ; : : : ; f  s+k
 (x) = 0 , det (h
 i+k;j  1 ) (x) = 0 (5.9)
)

f (x) = 0 ou f 0(x) = 0 ou det
 ( i + k)!
( i + k   j + 1)!

= 0

:
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Si det

( i +k )!
( i +k  j +1)!

= 0 , comme cela ne dépend pas de x, la fonction det (h
 i +k;j  1 )
s’annule pour tout x et ainsi le wronskien est zéro sur tout I . Mais comme les fonc-
tions f  i +k sont analytiques, elles pourraient être linéairement dépendantes d’après
le lemme 5.4. Ce qui contredit l’hypothèse. Par conséquent,

x 2 I j 9s  k; W   f  1+k ; : : : ; f  s +k  = 0 	  fx 2 I j (f f 0)(x) = 0 g :
Comme corollaire, cela permet de reprouver l’estimation de Descartes (lemme 5.1).
Soit g = P ki=1 ai x  ii . Nous avons besoin de montrer que le nombre de racines réelles
distinctes est borné par 2k   1. Nous pouvons utiliser le résultat du lemme 5.29 avec
f (x) = x. Dans ce cas g = P ki=1 ai x  i . Nous obtenons
 =

x 2 I j 9s  k; W   f  1+k ; : : : ; f  s +k  = f0g 	  fx 2 I j (f f 0)(x) = 0 g
 f0g
Le théorème 5.7 implique Z (f )  2k   1. Une preuve similaire du lemme 3.5 apparaît
dans [85] (Partie V, exercice 90).
Au sujet du lemme 5.29, il est possible de remarquer que la réciproque de
l’implication (5.9) est avérée dès que f 0 apparaît réellement comme un facteur
de det

(h
 i +k;j  1 )1i;j s

. C’est le cas quand
  s
2

est différent de zéro, c’est-à-dire
quand s  2. Cela implique le résultat suivant.
Lemme 5.30. Soient f une fonction analytique non constante sur un intervalle I
et  0; : : : ;  k k entiers deux à deux distincts où k  2. Alors,

x 2 I j 9s  k; W   f  1+k ; : : : ; f  s +k  (x) = 0 	 = fx 2 I j (f f 0)(x) = 0 g :
Nous avons maintenant tous les outils nécessaires pour nous attaquer au principal
résultat de cette section, l’optimalité du théorème 5.7. Nous sommes en train de
montrer l’optimalité du théorème 5.7 alors que nous avons remarqué à la fin de la
sous-section 1.1 que la borne du théorème 5.9 est généralement meilleure et que la
conjecture 5.10 est aussi plus générale. En fait, le théorème 5.7 est optimal dans
le cas où les W (f 1; : : : ; f i ) ont les mêmes zéros. Effectivement, dans la preuve du
théorème 5.31, les racines de tous les W (f 1; : : : ; f i ) sont incluses dans les zéros de
W (f 1; : : : ; f k).
Théorème 5.31. Soit  = fx 2 I j 9i  k; W (f 1; : : : ; f i )(x) = 0 g défini comme
dans le théorème 5.7. Pour tout k et tout p, il existe une fonction g = P ki=1 ai f  i telle
que les  i sont des entiers strictement positifs, f est un polynôme tel que jj  p et
telle que g a au moins (1 + jj) ( k   1) + Z (f ) zéros.
Démonstration. Soit h = x
Q k  1
i=1 (x2   i 2). Ce polynôme est k-creux et a au plus
2k   1 racines réelles distinctes :  k + 1 < : : : <  1 < 0 < 1 < k   1.
Soit f = k
1+ dp+12 eQ
i=1
(x   2i). Alors, il suffit de vérifier que g = h  f possède les
propriétés désirées.
Or g(x) = 0 si et seulement si f (x) 2 [ k + 1 ; k   1] \ Z. Mais quand y est
impair, nous obtenons jf (y)j > k   1, et quand y est un entier pair compris entre 2
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Wronskian
def g(x): return 0.15*(x-2)*(x-4)*(x-6)*(x-8)*(x-10) 
       
plot(g(x),xmin=0,xmax=20,ymin=-1.5*g(3),ymax=1.5*g(3)) 
       
 
       
Wronskian -- Sage http://localhost:8000/home/admin/5/print
1 sur 1 04/05/12 11:14
Figure 5.1 – racines de g = h ◦ f dans la preuve du théorème 5.31
et 2 + 2
⌈
p+1
2
⌉
, nous obtenons f(y) = 0. Par le théorème des valeurs intermédiaires,
g a au moins k − 1 zéros sur chaque intervalle (n, n + 1) avec 1 ≤ n ≤ 2 + 2 ⌈p+1
2
⌉
.
Donc
Z(g) = 2
(
1 +
⌈
p+ 1
2
⌉)
(k − 1) +
(
1 +
⌈
p+ 1
2
⌉)
= (2k − 1)
(
1 +
⌈
p+ 1
2
⌉)
. (5.10)
Le théorème de Rolle assure que pour deux racines de f , il existe une racine de
f ′ qui soit strictement comprise entre les deux racines de f . Donc
Z(ff ′) ≥ 2Z(f)− 1 = 1 + 2
⌈
p+ 1
2
⌉
.
Considérant le degré de ff ′, nous trouvons Z(ff ′) = 1 + 2
⌈
p+1
2
⌉
.
De plus, f n’est pas constante et donc par le lemme 5.30, |Υ| = Z(ff ′). D’où
|Υ| = Z(ff ′) = 1 + 2
⌈
p+ 1
2
⌉
. (5.11)
Nous pouvons vérifier que l’hypothèse |Υ| ≥ p est vraie. Finalement, les équa-
tions (5.10) et (5.11) montrent que Z(g) ≥ (|Υ|+ 1)(k − 1) + Z(f).
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Chapitre 6
Intersections entre une courbe creuse
et une courbe de petit degré : le
problème de Sevostyanov
La règle des signes de Descartes (lemme 3.5) assure que tout polynôme univarié
réel avec t ≥ 1 monômes a au plus t− 1 racines réelles. En 1980, A. Khovanskiˇı [59]
obtint une généralisation d’une portée considérable. Il montra qu’un système de n
polynômes en n variables utilisant l + n+ 1 monômes distincts a moins que
2(
l+n
2 )(n+ 1)l+n (6.1)
solutions non-dégénérées strictement positives. Comme celle de Descartes, cette
borne ne dépend que du nombre de monômes des polynômes et pas de leurs de-
grés.
Dans cette théorie des “fewnomials” (l’expression a été introduite par Kushni-
renko), Khovanskiˇı [59] obtint plusieurs résultats similaires, certains marchant pour
des fonctions non-polynômiales. Dans le cas des polynômes, la borne de Khovanskií
a été améliorée par Bihan et Sottile [10]. Leur borne est
e2 + 3
4
2(
l
2)nl. (6.2)
Nous allons borner dans cette section (les résultats sont directement tirés de
l’article [65]) le nombre de solutions réelles d’un système
F (X, Y ) = G(X, Y ) = 0 (6.3)
de deux équations polynomiales en deux variables, où F est un polynôme de degré
d et G a t monômes. Ce problème a une histoire intéressante [11, 69, 94]. Sevostya-
nov montra en 1978 que le nombre de solutions non-dégénérées peut être borné par
une fonction N(d, t) dépendant seulement de d et de t. Selon [94], ce résultat inspira
Khovanskiˇı pour développer sa théorie des “fewnomials”. Malheureusement Sevostya-
nov mourut jeune, et son résultat n’a jamais été publié. Aujourd’hui, il semblerait
que la preuve de Sevostyanov ainsi même que la forme spécifique de sa borne aient
disparues.
Les résultats de Khovanskií (6.1), ou ceux de Bihan et Sottile (6.2), fournissent
une borne sur N(d, t) qui est exponentielle en d et t. La borne de Khovanskiˇı (6.1)
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provient d’un résultat plus général sur des systèmes mixes (polynômes-exponentiels)
(voir Section 1.2 de [59]). Ce dernier résultat permet d’obtenir une borne sur N (d; t)
qui est seulement exponentielle en t. Comme nous allons le voir, cette borne est loin
d’être optimale.
Nous avons déjà évoqué au chapitre 5 que Li, Rojas et Wang [70] ont montré
que le nombre de racines réelles est borné supérieurement par 2t   2 quand F est
un trinôme. Quand F est linéaire, Avendaño [8] obtint une meilleure borne 6t   4.
Le résultat de Li, Rojas et Wang [70] est en fait plus général : ils montrèrent que le
nombre de solutions non-dégénérées strictement positives d’un système
F1(X 1; : : : ; X n ) = F2(X 1; : : : ; X n ) = : : : = Fn (X 1; : : : ; X n ) = 0
est au plus n + n2 + : : : + nt 1 lorsque chacun des polynômes F1; : : : ; Fn 1 est un
trinôme et que Fn a t termes.
Revenant au cas d’un système F (X; Y ) = G(X; Y ) = 0 où F est un trinôme et
G a t termes, nous avons montré au corollaire 5.19 une borne supérieure en O(t 3)
pour le nombre de racines réelles.
Dans ce chapitre tiré de l’article coécrit avec Koiran et Portier [65], nous allons
nous intéresser au système de Sevostyanov (6.3). Le nombre de solutions réelles (s’il
est fini) pour un tel système est borné par un polynôme en d et t. Plus précisément
nous obtenons le théorème suivant :
ThØorŁme 6.1. Soit F 2 R[X; Y ] un polynôme bivariØ non nul de degrØd et soit
G 2 R[X; Y ] un polynôme bivariØ t-creux. L’ensemble des solutions rØelles du sys-
tŁme (
F (X; Y ) = 0
G(X; Y ) = 0
a un nombre de composantes connexes qui estO(d3t + d2t3).
Remarquons que notre borne fonctionne uniquement quand F est non nul. Comme
mentionné à la section 2, le cas ou F est le polynôme nul est difficile. La raison est
qu’un système de deux équations creuses peut être encodé dans un système à une
seule équation creuse ! La question de savoir si, dans ce cas, le nombre de racines
réelles peut être borné polynomialement est toujours ouverte.
IdØe de la preuve
La preuve du théorème 6.1 est basée sur ce qui a été fait au chapitre 5. Il pourrait
être utile de rappeler comment nous avons traité le cas d = 1 (le corollaire 5.19 borne
le nombre d’intersections réelles entre une courbe creuse et une ligne d’équation
Y = aX + b). Pour cela, nous avons mis notre système sous la forme
tX
i=1
ci X  i (aX + b) i ;
puis nous avons montré que pour borner le nombre de racines réelles d’une somme
de fonctions analytiques, il suffisait de borner le nombre de racines des wronskiens
de ces fonctions. Il s’agit du théorème 5.9 :
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Théorème (Rappel du thØorŁme5.9). Soit I un intervalle ouvert deR et soient
f 1; : : : ; f t : I ! R une famille de fonctions analytiques qui sont linØairement
indØpendantes surI . Pour 1  i  t, nous ØcrironsWi : I ! R pour dØsigner le
wronskien def 1; : : : ; f i . Alors,
Z (f 1 + : : : + f t )  t   1 + Z (Wt ) + Z (Wt−1) + 2
t−2∑
j =1
Z (Wj )
oø Z (g) correspond au nombre de racines rØelles distinctes d’une fonctiong : I !
R.
Supposons que pour un systŁmeF (X; Y ) = G(X; Y ) = 0 , nous pouvons utiliser
l’ØquationF (X; Y ) = 0 pour exprimer Y comme une fonction (algØbrique) deX .
Alors, il sut de borner le nombre de racines rØelles d’un polynôme univariØ de la
forme
t∑
i=1
ci X  i (X )  i;
ce qui correspond à une situation oø l’on peut appliquer le thØorŁme5.9. Bien Øvi-
demment, transformer cette idØe informelle en une vØritable preuve nØcessite un peu
de soin. En particulier, la fonction algØbrique n’est pas nØcessairement dØnie sur
la droite rØelle entiŁre et n’est pas non plus dØnie de maniŁre unique. Pour rØsoudre
ces problŁmes, nous nous appuyerons sur la dØcomposition cylindrique algØbrique
introduite par Collins (voir Section 1.4). Nous aurons aussi besoin d’estimations
quantitatives sur les dØrivØes de grand ordre d’une fonction algØbrique car elles
vont apparaître dans les wronskiens du thØorŁme5.9. Pour ces raisons, nous expri-
mons dans la section1.2 les dØrivØes de en termes de et des dØrivØes partielles
de F . Utilisant le thØorŁme5.9, nous pouvons nalement rØduire le problŁme de Se-
vostyanov au cas d’un systŁme oø les deux polynômes ont un degrØ bornØ. Tous les
ingrØdients sont ensuite mis ensemble en section2 pour obtenir la borneO(d3t+ d2t3)
sur le nombre de composantes connexes.
1 Outils techniques
Dans cette section, nous allons obtenir quelques rØsultats prØliminaires nØces-
saires pour prouver le thØorŁme6.1.
1.1 Les dérivées d’une puissance
Nous rappelons briŁvement, dans cette section, les rØsultats de la sous-section2.1
du chapitre 5. Notons encoreN(N) l’ensemble des suites presque nulles d’entiers. Pour
tout entier strictement positif p, posonsSp = f(s 1; s2; : : :) 2 N(N) j ∑∞i=1 is i = pg. De
plus, pour tout p et tout s = ( s1; s2; : : :) 2 N(N) , notons jsj = ∑∞i=1 si . RemØmorrons-
nous enn le lemme 5.12.
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Lemme 6.2 (Rappel du lemme5.12). Soit p un entier strictement positif et   p
un nombre rØel. Alors
(f  )(p) =
X
s∈Sp
"

;s f −|s|
pY
k=1
(f (k ))sk
#
oø les(
;s ) sont des constantes.
Ce lemme signie juste que la dØrivØep-iŁme d’une puissance d’une fonction f
est une combinaison linØaire de termes tels que chacun soit un produit de dØrivØes
de f de degrØ total et d’ordre total de dØrivationp.
1.2 Les dérivées d’une fonction algébrique
ConsidØrons un polynôme bivariØ non-nulF (X; Y ) 2 R[X; Y ] et un point (x0; y0)
oø F (x0; y0) = 0 et oø la dØrivØe partielleFY = @F@Y ne s’annule pas. Par le thØorŁme
des fonctions implicites, dans un voisinage de(x0; y0), l’ØquationF (X; Y ) = 0 est
Øquivalente à une condition de la formey = (x). La fonction implicite  est dØnie
sur un intervalle ouvert I contenantx0, et estC∞ (et mŒme analytique). Dans cette
section, nous exprimons les dØrivØes de n termes de et des dØrivØes partielles
de F . Pour tous entiersa; b, nous noteronsFX aY b = @
a+b
@Xa@YbF (X; Y ).
Lemme 6.3. Pour tout k  1, il existe un polynôme Sk de degrØ au plus2k   1 en
  k+2
2

  1 variables tel que

(k )(x) = Sk(FX (x; (x)); : : : ; F X aY b(x; (x)); : : :)(FY (x; (x))) 2k−1 (6.4)
avec1  a + b  k. Par consØquent le numØrateur est un polynôme de degrØ total
au plus (2k   1)d en x et (x). De plus, Sk dØpend seulement dek et F .
DØmonstration.Pour tout k, posonsDk(x) = @k@xkF (x; (x)). Nous utiliserons un
peu plus loin, le fait queDk(x) est la fonction identiquement nulle. Commençons
par montrer par rØcurrence que pour toutk  1,
Dk(x) =  (k )FY + Rk( ′(x); : : : ;  (k−1)(x); : : : ; F X aY b; : : :)
oø Rk est de degrØ total au plus1 en (FX aY b)1≤a+b≤k et d’ordre de dØrivation au
plus k en les variables( (i) )1≤i≤k .
Pour k = 1 , nous obtenons immØdiatement :D1 =  ′FY + FX . Supposons main-
tenant que le rØsultat est vrai pour une certaine valeur dek, alors
Dk+1 =  (k +1) FY +  (k )(FXY + FY 2  ′) + @@xRk
 

′; : : : ;  (k−1); FX aY b

= 
(k +1) FY + Rk+1
 

′; : : : ;  (k ) ; FX aY b

:
De plus, Rk+1 est de degrØ total au plus1 en les variables(FX aY b)1≤a+b≤k+1
et d’ordre de dØrivation au plusk + 1 en
 

(i) 
1≤i≤k (puisque Rk est d’ordre de
dØrivation au plusk en
 

(i) 
1≤i≤k−1).
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Comme F (x, φ(x)) est la fonction nulle, on en déduit, pour tout k ≥ 1, l’égalité
Dk(x) =
∂kF (x,φ(x))
∂xk
= 0. Donc
φ(k) =
−Rk
FY
.
Montrons maintenant pas récurrence sur k que pour tout k ≥ 1, il existe un
polynôme Sk de degré au plus 2k−1 en
((
k+2
2
)− 1) variables tel que l’équation (6.4)
est vérifiée.
Le résultat est vrai pour k = 1 car φ′ = −FX
FY
. Soit k ≥ 1 et supposons que
le résultat est avéré pour tout i de sorte que 1 ≤ i ≤ k. Nous savons Dk+1(x) =
φ(k+1)FY +Rk+1(φ
′(x), . . . , φ(k)(x), . . . , FXaY b , . . .) = 0. Donc,
φ(k+1) =
−1
FY
Rk+1(φ
′(x), . . . , φ(k)(x), . . . , FXaY b , . . .).
Et, par hypothèse de récurrrence,
φ(k+1) =
−1
FY
Rk+1
(
S1
FY
, . . . ,
Sk
F 2k−1Y
, . . . , FXaY b , . . .
)
.
Comme Rk+1(φ′(x), . . . , φ(k)(x), . . . , FXaY b , . . .) est d’ordre de dérivation k + 1 sur
ses k premières variables et est d’ordre total 1 sur ses
((
k+2
2
)− 1) dernières variables,
chaque monôme de la forme :
FXaY b
Si1
F 2i1−1Y
. . .
Sip
F
2ip−1
Y
où i1 + . . .+ ip ≤ k + 1 et p ≥ 0. Ainsi, nous obtenons :
FXaY bSi1 . . . Sip
F 2i1−1Y . . . F
2ip−1
Y
=
FXaY bSi1 . . . SipF
2k−2i+p
Y
F
2(k+1)−2
Y
où i = i1 + . . .+ ip ≤ k + 1. Assurément, l’exposant 2k− 2i+ p est un entier positif
car si p = 1, alors 2i = 2i1 ≤ 2k et sinon, dans les autres cas 2i ≤ 2(k+ 1) ≤ 2k+ p.
Le numérateur est un polynôme en les variables FXaY b de degré
≤ 1 + d◦(Si1) + . . .+ d◦(Sip) + 2k − 2i+ p
≤ 1 + 2i1 − 1 + . . .+ 2ip − 1 + 2k − 2i+ p
≤ 1 + 2i− p+ 2k − 2i+ p
≤ 2(k + 1)− 1.
D’où, φ(k+1) est de la forme :
Sk+1
(
(FXaY b)1≤a+b≤k+1
)
F
2(k+1)−1
Y
avec Sk+1 polynôme de degré au plus 2(k + 1)− 1.
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1.3 Versions réelles pour le théorème de Bézout
Le thØorŁme de BØzout est un rØsultat fondamental en gØomØtrie algØbrique. On
peut exprimer une version de ce rØsultat comme suit.
ThØorŁme 6.4. ConsidØrons un corps algØbriquement closK et n polynômes f 1; : : : ; f n 2
K [X 1; : : : ; X n ] de degrØsd1; : : : ; dn . Si le systŁme polynomial
f 1 = f 2 =    = f n = 0
a un nombre ni de solutions dans K n , ce nombre est bornØ supØrieurement par
n∏
i=1
di .
La borne supØrieure∏ni=1 di peut ne pas marcher siK n’est pas algØbriquement
clos. En particulier, elle est incorrecte dans le cas du corps des nombres rØels (voir
e.g. chapitre 16 de [14] pour un contrexemple). Cependant, il existe beaucoup de
travaux Øtablissant des bornes similaires pourK = R (voir e.g. [9,14] et les rØfØrences
prØsentes). Par exemple, on peut trouver le rØsultat classique suivant.
ThØorŁme 6.5 (Oleinik-Petrovski-Thom-Milnor) . Soit V  Rn dØni par un sys-
tŁme f 1 = 0 ; : : : ; f p = 0 , oø lesf i sont des polynômes rØels de degrØ au plusd. Alors
le nombre de composantes connexes deV est au plusd(2d   1)n 1 .
Une preuve du thØorŁme6.5 peut Œtre trouvØe par exemple au chapitre 16 de
l’article [14]. Dans la suite, nous utiliserons ce rØsultat aussi bien qu’une variation
pour le casn = p = 2 (voir le lemme6.9 à la n de cette sous-section). Le lemme 6.6
ci-dessous sera aussi utile dans la section2. Voyons tout d’abord les preuves de ces
deux lemmes.
Lemme 6.6. Soit g 2 R[X; Y ] un polynôme non-nul de degrØd. L’ensemble des
zØros rØels deg est l’union d’un ensemble d’au plusd2=4 points et des ensembles des
zØros des polynômesg1; : : : ; gk 2 R[X; Y ] qui divisentg et qui sont irrØductibles dans
C[X; Y ].
DØmonstration.Factorisonsg comme produit d’irrØductibles dansC[X; Y ]. Ainsi
g = g  11    g kk h  11    h  ll h1
 1
   hl
 l
oø les polynômes gj sont les facteurs dansR[X; Y ], les polynômes hj ; hj sont des
conjuguØs complexes et est une constante rØelle. Nous pouvons supposer qu’aucun
deshj n’est de la formehj =  j r j avec  j 2 C et r j 2 R[X; Y ] : sinon, nous pouvons
remplacer la paire(h j ; hj ) par r 2j et la constante  j  j est absorbØe par.
La supposition ci-dessus implique que leshj (et leurs conjuguØs) ont un nombre
ni de zØros. En fait, nommonspj ; qj les parties rØelles et imaginaires dehj . Les
solutions rØelles de l’Øquationhj = 0 sont les mŒmes que celles du systŁmepj = qj =
0. Ce systŁme a un nombre ni de solutions carpj et qj sont non nuls et ne possŁdent
pas de facteur commun. ConsidØrons un facteur prØsumØf j 2 C[X; Y ] divisant pj et
qj , de degrØdeg(f j )  1. Commef j divisehj et comme ce polynôme est irrØductible,
nous devons avoirdeg(f j ) = deg(hj ). Il en rØsulte quedeg(pj ) = deg(qj ) = deg(f j ) et
les deux premiers polynômes sont des multiples constants du troisiŁme. En conlusion,
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pj ne diŁre de qj que d’un facteur multiplicatif constant, ce qui contredit notre
supposition.
Par le thØorŁme de BØzout, le systŁmepj = qj = 0 a au plusdeg(hj )2 solutions
complexes. Ce qui est aussi une borne supØrieure pour le nombre de racines rØelles
du polynôme hj . Le polynôme hj a les mŒmes racines rØelles. Mis tous ensembles,
les polynômes hj et hj ont au plus
P l
j =1 deg(hj )2  (d/2)2 racines rØelles.
Un intØrŒt de cette proposition est que comme chaquegj est irrØductible, l’en-
semble des solutions singuliŁres (ie., des solutions complexes du systŁmeg = ∂g/∂x =
∂g/∂y = 0 ) est ni et petit. ConsidØrons en premier, le cas plus gØnØral obtenu par
le systŁmeg = ∂g/∂x = 0 .
Lemme 6.7. Si g 2 C[X, Y ] est un polynôme irrØductible de degrØd  1, alors
soit g(X, Y ) est de la formeaY + b ou soit le nombre de solutions dansC2 de
g = ∂g/∂x = 0 est au plusd(d   1).
DØmonstration.Nous considØrons deux cas.
(i) Si le systŁmeg = ∂g/∂x = 0 a un nombre ni de solutions, il en a au plus
d(d   1) d’aprŁs le thØorŁme de BØzout.
(ii) Sinon, ce systŁme a un nombre inni de solutions. Le polynôme∂g/∂x doit
s’annuler en tout point de l’ensemble des zØros deg commeg est irrØductible.
Pour la mŒme raison, il en rØsulte queg divise ∂g/∂x. Or ceci est impossible
par les contraintes sur le degrØ à moins que∂g/∂x  0 sur C2. Doncg dØpend
seulement de la variableY , et doit Œtre de la formeg(X, Y ) = aY + b (encore
par l’irrØductibilitØ).
Comme la condition supplØmentaire∂g/∂y = 0 implique a = 0 dans le lemme
prØcØdent, nous avons :
Corollaire 6.8. Si g 2 C[X, Y ] est un polynôme irrØductible de degrØd  1, il a au
plus d(d   1) zØros singuliers dansC2.
Nous allons maintenant borner les nombre de racines d’un systŁme rØel de deux
Øquations denses.
Lemme 6.9. Soientf, g 2 R[X, Y ] deux polynômes non-nuls de degrØs respectifsδ et
d. Soit U un sous-ensemble ouvert deR2. ConsidØrons le systŁme suivant d’Øquations
polynomiales : (
f (X, Y ) = 0
g(X, Y ) = 0. (6.5)
Si le nombre de solutions dansU est ni, il est bornØ supØrieurement pard2/4 + dδ.
De plus, si f est le polynôme nul, le nombre de solutions dansU de ce mŒme
systŁme est inni ou bornØ pard24 + d(d   1).
DØmonstration.Supposons que le systŁme a un nombre ni de solutions dansU.
Par le lemme6.6, l’ensemble des racines deg est l’union d’un ensemble de taille
au plus d2/4 et de l’ensemble des racines des polynômesg1, . . . , gk . Donc le nombre
de solutions du systŁme (6.5) est bornØ pard2/4 plus la somme des nombres de
solutions de chaque systŁmegi (X, Y ) = f (X, Y ) = 0 . Posonsdi le degrØ de chaque
gi . Pour chaquei, il y a deux cas :
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(i) Si gi divise f alors soit le nombre de racines réelles de gi est infini sur U et
alors toutes ces racines sont des solutions du système (6.5) ou soit le nombre
de ces racines est fini, et dans ce cas, chacune de ces racine est une racine
singulière de gi. Par le corollaire 6.8, le nombre de racines réelles est borné
par di(di − 1), et donc par diδ si f n’est pas identiquement nul car gi divise
f .
(ii) Autrement, gi ne divise pas f et par conséquent, le système a un nombre
fini de solutions dans C2 et ce nombre est borné par diδ selon le théorème de
Bézout.
Ainsi, pour chaque i, le nombre de solutions du système gi(X, Y ) = f(X, Y ) = 0 est
au plus diδ.
On pourra remarquer que l’on peut obtenir la borne légèrement moins précise
max(d, δ).(2 max(d, δ)− 1)
directement à partir du théorème 6.5.
1.4 DØcomposition cylindrique algØbrique pour un polynôme
bivariØ
Dans son article, Collins [25] a introduit la décomposition cylindrique algébrique.
Le but était d’obtenir une preuve algorithmique de l’élimination des quantificateurs
pour les corps réels clos. Plus de détails sur la décomposition cylindrique algébrique
peuvent être trouvés dans [9]. Ici, nous utiliserons une décomposition similaire de R
pour séparer les différents comportements des racines de notre système. Toutefois,
dans notre cas la dimension est seulement deux, et nous souhaitons caractériser un
seul polynôme. Pour ces raisons, nous utiliserons une décomposition un peu plus
basique. Rappelons quelques définitions et propriétés tirées de [25].
DØnition 6.10. Soient A(X, Y ) un polynôme réel et S un sous-ensemble de R.
Nous dirons que les polynômes f1, . . . , fm (où m ≥ 1) décrivent les racines de A sur
S si les conditions suivantes sont toutes vérifiées :
1. f1, . . . , fm sont des fonctions continues distinctes de S vers C.
2. Pour tout 1 ≤ i ≤ m, il existe un entier strictement positif ei tel que pour
tout a dans S, fi(a) est une racine de A(a, Y ) de multiplicité ei.
3. Si a ∈ S, b ∈ C et A(a, b) = 0 alors il existe i ≤ m tel que b = fi(a).
4. Il existe k où 0 ≤ k ≤ m et tel que les fonctions f1, . . . , fk sont à valeurs
réelles avec f1 < f2 < . . . < fk alors que les valeurs de fk+1 , . . . , fm sont
toutes non-réelles.
La valeur ei sera appelée la multiplicité de fi. Si k ≥ 1, nous dirons que f1, . . . , fk
décrivent les racines réelles de A sur S. Les racines de A sont descriptibles sur S
s’il existe des fonctions f1, . . . , fm qui décrivent les racines de A sur S.
Collins prouva le théorème suivant.
ThØorŁme 6.11 (Cas particulier du théorème 1 dans [25]). Soit A(X, Y ) un poly-
nôme de R[X][Y ]. Soit S un sous-ensemble connexe de R. Si le coefficient dominant
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de A vu comme un polynôme en Y ne s’annule pas sur S, et si le nombre de racines
distinctes de A(X) sur C est invariant sur S alors les racines de A sont descriptibles
sur S.
Des critŁres sont donnØs dans la suite de l’article de Collins pour caractØriser
l’invariance du nombre de racines. En particulier, il utilise le rØsultant de deux
polynômes.
Soit A et B deux polynômes dans R[X][Y ] avec degY (A) = m et degY (B) =
n. La matrice de Sylvester deA et B est la matrice M de dimensionsm + n
par m + n dont les lignes successives contiennent les coecients des polynômes
Y n 1 A(Y ), . . . , Y A(Y ), A(Y ), Y m 1 B(Y ), . . . , B(Y ), oø le coecient de Y i appa-
rait dans la colonnem + n   i. Le polynôme Res(A,B), rØsultant deA et B, est
det(M), le dØterminant deM . Si le coecient dominant de A s’annule en un point
particulier x0, alors le rØsultantRes(A,AY ) s’annule aussi enx0. Nous remarquons,
pour des applications prochaines, que siA 2 R[X, Y ], degX (A)  d et degY (A)  d,
alors Res(A,AY ) est un polynôme de R[X] de degrØ bornØ par2d2   d.
Un corollaire immØdiat des thØorŁmes 1, 2 et 3 dans [25] est
Corollaire 6.12. Soit A(X, Y ) un polynôme de R[X][Y ]. Soit S un sous-ensemble
connexe de R. Si Res(A,AY )(X) n’a pas de racines sur S, alors les racines de A
sont descriptibles sur S.
Ainsi, dans la suite, nous considØrerons des sous-ensembles deR oø le polynôme
Res(A,AY ) n’a pas de racines. En particulier, nous voulons que ce polynôme soit
non nul. Nous montrons que c’est le cas lorsqueA est irrØductible dansR[X, Y ].
Lemme 6.13. Soit A(X, Y ) un polynôme irréductible de R[X][Y ] avec degY (A)  1.
Alors Res(A,AY ) n’est pas le polynôme nul.
Démonstration. Par un rØsultat bien connu, l’irrØductibilitØ deA dansR[X][Y ] et la
condition degY (A)  1 impliquent queA est irrØductible dansR(X)[Y ]. Supposons
queR(X) = Res(A,AY )(X) = 0. Cela implique queA et AY ont un facteur commun
B 2 R(X)[Y ] de degrØdegY (B)  1. CommeA est irrØductible dansR(X)[Y ], il
existe C dans R(X) tel que A = CB. Nous avons doncdegY (A) = degY (B) 
degY (AY ). Ce qui est impossible cardegY (A)  1.
Remarque 6.14. Si (x0, y0) est une racine de A et de AY alors Y   y0 divise les po-
lynômes A(x0, Y ) et AY (x0, Y ). Ainsi Res(A,AY )(x0) = 0. Donc, si Res(A,AY ) n’a
aucun zéro sur le sous-ensemble S de R, alors le système A(X, Y ) = AY (X, Y ) = 0
n’a aucune solution sur S  R. Cette remarque sera utile pour la preuve du lemme6.18
dans la section suivante, et pour une application du théorème des fonctions implicites
analytiques avant le lemme 6.17.
2 Intersection d’une courbe creuse et d’une courbe
de petit degré
Rappelons qu’un polynome est appelØt-creux s’il a au plust monômes. Dans
cette section, nous allons prouver le thØorŁme6.1 mentionnØ au dØbut du chapitre.
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Théorème (Rappel du théorème 6.1). Soit F ∈ R[X, Y ] un polynôme bivarié non
nul de degré d et soit G ∈ R[X, Y ] un polynôme bivarié t-creux. L’ensemble des
solutions réelles du système
(
F (X, Y ) = 0
G(X, Y ) = 0 (6.6)
a un nombre de composantes connexes qui est O(d3t + d2t3).
Nous allons prouver le résultat par réduction au cas où F est irréductible et où
le système n’a qu’un nombre fini de solutions.
Proposition 6.15. Considérons de nouveau un polynôme bivarié F de degré d ainsi
qu’un polynôme bivarié G t-creux. Supposons de plus que F est irréductible dans
C[X, Y ] et que (6.6) n’a qu’un nombre fini de solutions réelles. Alors, ce système a
O(d3t + d2t3) solutions réelles distinctes.
Nous expliquerons tout d’abord pourquoi cette proposition implique le théo-
rème 6.1. Commençons par enlever l’hypothèse que le système n’a qu’un nombre fini
de solutions.
Corollaire 6.16 (Corollaire de la proposition 6.15). Considérons encore un poly-
nôme bivarié F de degré d ainsi qu’un polynôme bivarié G t-creux. Supposons que F
est irréductible dans C[X, Y ]. L’ensemble des solutions réelles de (6.6) a un nombre
de composantes connexes borné par O(d3t + d2t3).
Démonstration. Il y a deux cas :
1. Le système a un ensemble fini de solutions réelles. Dans ce cas, par la propo-
sition 6.15, il y a au plus O(d3t + d2t3) solutions.
2. L’ensemble des solutions est infini. Cela implique que F et G partagent un
facteur commun. Comme F est irréductible dans C, F doit être un facteur
de G. Mais dans ce cas, l’ensemble des solutions de (6.6) est exactement
l’ensemble des zéros de F . Par le théorème 6.4, cet ensemble a au plus 2d(d−1)
composantes connexes.
Preuve du théorème 6.1 à partir du corollaire 6.16. D’après le lemme 6.6, l’ensemble
des zéros réels de F est l’union de l’ensemble des racines réelles des facteurs irré-
ductibles réels F1, . . . , Fk de F et d’un ensemble U de cardinalité au plus d2/4. Par
conséquent, le nombre de composantes connexes de l’ensemble des solutions de (6.6)
est borné par la somme du nombre de composantes connexes des solutions des sys-
tèmes Fi(x, y) = G(x, y) = 0 pour i ≤ k et du système
(
(X, Y ) ∈ U
G(X, Y ) = 0 .
Le dernier système a au plus d2/4 solutions. Par le corollaire 6.16, chaque système
Fi(x, y) = G(x, y) = 0 a au plus O((degFi)3t + (deg Fi)2t3) composantes connexes.
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Pour conclure, observons que
k∑
i=1
(
(degFi)
3t+ (degFi)
2t3
) ≤ ( k∑
i=1
degFi
)3
t+
(
k∑
i=1
degFi
)2
t3
≤ d3t+ d2t3.
Remarquons que la condition de non nullité pour F dans le théorème 6.1 et
la proposition 6.15 est primordiale. Effectivement, l’existence d’un polynôme P (t)
qui borne supérieurement le nombre de solutions réelles de tout système de deux
polynômes t-creux G et H quand ce nombre est fini, est un problème ouvert. Ainsi,
si nous autorisons le polynôme F à être le polynôme nul dans le théorème 6.1, nous
serions capable d’encoder le système de deux équations creuses dans le système
suivant : {
F = 0
G(X, Y )2 +H(X, Y )2 = 0.
Il reste à prouver maintenant la proposition 6.15. Dans la suite, nous supposerons
que le système n’a qu’un nombre fini de solutions réelles. Nous commençons avec
deux cas de base.
1. Si F (X, Y ) = cY , alors comme G(X, 0) 6= 0 (sinon (x, 0) est une solution
de (6.6) pour tout x dans R), par la règle de Descartes, le nombre de racines
de la forme (x, 0) est borné par 2t− 1.
2. Si FY (X, Y ) = 0, alors F ne dépend pas de Y et il y a au plus d valeurs
x1, . . . , xp de X telles que F (xl, Y ) = 0. Pour chacune de ces valeurs, G(xl, Y )
est un polynôme univarié t-creux donc a au plus 2t − 1 racines réelles dis-
tinctes. Dans ce cas, le système (6.6) a au plus 2td− d solutions.
Nous avons vérifié les bornes de la proposition 6.15 dans ces deux cas particuliers.
Nous supposerons dans la suite que nous ne serons pas dans ces deux cas.
Considérons le polynôme univarié Res(F,FY), qui est de degré au plus 2d2 − d
et qui est non nul d’après le lemme 6.13. Soit x1 < . . . < xq les racines réelles de ce
polynôme où q ≤ 2d2 − d et soient I = {(xi, xi+1)|0 ≤ i ≤ q} les intervalles ouverts
correspondants où x0 = −∞ et xq+1 = +∞. Nous remarquons que |I| ≤ 2d2−d+1.
Si I est dans I, les racines de F sont descriptibles sur I par le corollaire 6.12.
Ainsi, pour chaque intervalle I dans I, il y amI ≤ d fonctions continues à valeurs
réelles φI,1 < . . . < φI,mI : I → R telles que F (x, y) = 0 sur I × R si et seulement
s’il existe i ≤ mI tel que y = φI,i(x). De plus, FY (x, φI,i(x)) 6= 0 car Res(F,FY)
ne s’annule pas sur I (cf. Remarque 6.14). La version analytique du théorème des
fonctions implicites montre que les fonctions φI,i sont analytiques sur I.
Nous noterons Ω =
⋃
I∈I I. Bornons séparément le nombre s de solutions du
système (6.6) sur Ω× R et le nombre s′ de solutions sur (R\ Ω)× R.
Lemme 6.17. Si FY (X, Y ) est un polynôme non nul, le nombre s′ de solutions sur
(R\ Ω)× R du système (6.6) est au plus 2d3 − d2.
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Démonstration. Rappelons que (Rn Ω)  R = fx 1; : : : ; xqg est un ensemble fini de
cardinalité au plus 2d2   d. Pour chaque i  q, X   x i ne divise pas F car F est
irréductible et FY 6= 0. Donc le nombre de racines de F sur fx i g  R est fini et borné
par d. Par conséquent, s0  2d3   d2.
Bornons maintenant le nombre s de solutions du système sur Ω  R. Pour faire
cela, nous allons borner le nombre sIj (avec j  mI ) de solutions du système suivant
sur I  R : {
Y =  j (X )
G(X; Y ) = 0:
(6.7)
Ainsi,
∑
I
∑
0j m I s
Ij = s et en particulier tous les sIj sont finis.
Le polynôme g est t-creux, d’où G(X; Y ) = ∑tj =1 aj X  jY  j . Alors, si (x; y) est
une racine de (6.7), nous avons G(x;  i (x)) =
∑t
j =1 aj x
 j( i (x))  j = 0.
Supposons qu’il existe des constantes réelles c1; : : : ; ct (non toutes nulles) telles
que H (X; Y ) =
∑t
j =1 cj X  jY  j est un multiple de F . Dans ce cas, nous pouvons
considérer le polynôme G˜(X; Y ) = G   aucu H qui est t   1-creux (où cu est un coefficient
non nul de H ). Alors, les racines de (6.6) sont exactement les racines du système
suivant : {
F (X; Y ) = 0
G˜(X; Y ) = 0:
(6.8)
Dans ce système, le premier polynôme n’a pas changé et le nombre de termes
du second polynôme a diminué. Nous pouvons donc supposer (par récurrence sur t)
que la borne supérieure voulue, O(d3t + d2t3), sur le nombre de solutions réelles
s’applique à (6.8). Par conséquent, nous supposerons dans la suite de la preuve que
si H (X; Y ) =
∑t
j =1 cj X  jY  j est un multiple de F alors toutes les constantes cj
sont nulles.
Avant d’énoncer le prochain lemme, nous rappelons que I est une liste finie
d’intervalles ouverts définie avant le lemme 6.17.
Lemme 6.18. Pour s  t, il existe un polynôme non nul Ts(X; Y ) 2 R[X; Y ] de
degré au plus (1 + 2d)
(s
2
)
en chaque variable tel que pour tout intervalle I dans
I et tout 0  i  mI , le wronskien des s fonctions x  1( i (x))  1; : : : ; x  s( i (x))  s
satisfait :
W (x  1( i (x))  1; : : : ; x  s( i (x))  s) =
x   (
s
2)

   (s2)
i
F s(s 1)Y (x;  i )
Ts(x;  i )
où  =
∑s
j =1  j et  =
∑s
j =1  j . En outre, ce wronskien n’est pas identiquement nul
sur I .
Démonstration. Soit I un intervalle de I et i un entier entre 0 et mI . Si
t∑
j =1
cj x  j 
 j
i = H (x;  i (x))
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est le polynôme nul, alors F divise H par l’irréductibilité de F . Il en découle alors
que H ≡ 0 par l’hypothèse précédent le lemme. La famille x 7→ xαj(φi(x))βj est donc
linéairement indépendante. Comme les fonctions sont analytiques sur I, le wronskien
W (xα1(φi(x))
β1 , . . . , xαs(φi(x))
βs) n’est pas identiquement nul. Par la remarque 6.14,
FY (x, φi(x)) n’a pas de zéro sur I. Alors en utilisant les lemmes 5.12 et 6.3,
(
xαj(φi(x))
βj
)(p)
=
p∑
k=0
(
p
k
)
(xαj)(k)
(
φi(x)
βj
)(p−k)
=
p∑
k=0
(
p
k
)
(xαj)(k)
∑
s∈Sp−k
[
cβj ,sφ
βj−|s|
i
p−k∏
l=1
(
φ
(l)
i
)sl]
= xαj−pφβj−pi
p∑
k=0
∑
s∈Sp−k
[
c′αj ,βj ,p,sx
p−kφp−|s|i
p−k∏
l=1
(
Sl
F 2l−1Y
)sl]
=
xαj−pφβj−pi
F 2pY
p∑
k=0
∑
s∈Sp−k
[
c′αj ,βj ,p,sx
p−kφp−|s|i F
2k+|s|
Y
p−k∏
l=1
Ssll
]
=
xαj−pφβj−pi
F 2pY
Tj,p(x, φi)
où Tj,p(X, Y ) est un polynôme de degré en X borné par
degX(Tj,p) ≤ max
k,s
(
p− k + (2k + |s|)d+
p−k∑
l=1
sl(2l − 1)d
)
≤ max
k,s
(p− k + 2kd+ |s|d+ 2d(p− k)− d|s|)
≤ 2dp+ p
et de degré en Y borné par
degY (Tj,p) ≤ max
k,s
(
p− |s|+ (2k + |s|)(d− 1) +
p−k∑
l=1
sl(2l − 1)d
)
≤ max
k,s
(p− |s|+ 2kd− 2k + |s|d− |s|+ 2dp− 2dk − d|s|)
≤ max
k,s
(p− 2|s| − 2k + 2dp)
≤ p+ 2dp.
De plus, Tj,p ne dépend pas de φi par le lemme 6.3. Ainsi, le wronskien est une
fonction rationnelle bivariée :
W
(
xα1(φi(x))
β1 , . . . , xαs(φi(x))
βs
)
=
xα−(
s
2)φ
β−(s2)
i
F
s(s−1)
Y (x, φi)
Ts(x, φi)
où α =
∑s
j=1 αj, β =
∑s
j=1 βj et Ts(X, Y ) est un polynôme de degré borné par
(1 + 2d)
(
s
2
)
en chaque variable et qui ne dépend ni de I, ni de i.
101
CHAPITRE 6. PROBL¨ME DE SEVOSTYANOV
Comptons le nombre vI,i de racines de φi sur I. Nous avons supposé que Y ne
divise pas F , donc le polynôme univarié F (X, 0) est non nul et est de degré au plus
d. Si vi désigne le nombre de racines de F (X, 0) sur I, nous avons
(∑
I∈I vI
) ≤ d.
Comme chaque racine de φi est par définition une racine de F (X, 0), cela implique
que φi a au plus vI racines sur I.
Pour tout I et tout i, comptons le nombre rsI,i de racines de Ts(x, φi(x)). Ce
nombre est fini car sinon le wronskien du lemme 6.18 serait identiquement nul.
Enfin, appelons rs le nombre de solutions sur Ω× R du système{
Ts (X, Y ) = 0
F (X, Y ) = 0.
(6.9)
Donc, rs =
(∑
I
∑
i r
s
I,i
)
est fini.
Finalement, grâce au lemme 6.9 et comme le degré total de Ts est borné par
2(1 + 2d)
(
s
2
)
, le nombre rs de racines de (6.9) est borné par d2/4 + 2d(1 + 2d)
(
s
2
)
.
Alors, en utilisant le lemme 6.18, pour tous I et i,W
(
xα1(φi(x))
β1 , . . . , xαs(φi(x))
βs
)
a au plus 1I(0) + vI + rsI,i racines réelles et le théorème 5.9 implique que le nombre
sI,i de racines réelles distinctes de G(x, φi(x)) est borné par
t− 1 + 2
t∑
s=1
(
1I(0) + vI + rsI,i
)
= t− 1 + 2t1I(0) + 2tvI + 2
t∑
s=1
rsI,i.
D’où,
s =
∑
I∈I
∑
i≤mI
sI,i
≤ (2d2 − d+ 1)d(t− 1) + 2dt+ 2td2 + 2
t∑
s=1
rs
≤ (2d2 − d+ 1)d(t− 1) + 2dt+ 2td2 + 2
t∑
s=1
[
d2/4 + 2(1 + 2d)
(
s
2
)
d
]
= (2d3t+ 4d2t3)(1 + o(1)).
Ceci complète la preuve de la proposition 6.15 et du théorème principal.
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