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Resumo
A segmentac¸a˜o de cenas naturais e´ uma tarefa importante em processamento de imagens
e visa˜o computacional, com aplicac¸o˜es em diversas a´reas, tais como navegac¸a˜o robo´tica e
reconhecimento de objetos. Entretanto, a etapa de segmentac¸a˜o pode se tornar extremamente
complicada devido a` imensa variabilidade de cor, iluminac¸a˜o e texturas que se manifestam
em uma imagem. Ou seja, e´ muito difı´cil desenvolver uma abordagem que consiga segmentar
satisfatoriamente todas as nuances de uma cena projetada numa imagem.
Esta Tese propo˜e um novo me´todo na˜o supervisionado e automa´tico para detecc¸a˜o de
contornos em imagens naturais coloridas, consistindo de dois nı´veis de integrac¸a˜o, ou pro-
cessos sequenciais de dois esta´gios. No primeiro esta´gio, duas diferentes te´cnicas para me-
dir a homogeneidade cor-textura em um me´todo de crescimento de regio˜es sa˜o combinadas
por dois diferentes algoritmos de controle. Um algoritmo de controle e´ baseado em uma
func¸a˜o local e outro e´ baseado em uma propriedade estatı´stica global (a forma do espec-
tro de poteˆncia da imagem que esta´ sendo analisada). Uma medida de homogeneidade e´
o J-value (fornecido pelo algoritmo JSEG) e a segunda medida e´ o descritor multifractal.
O primeiro esta´gio fornece a extrac¸a˜o de regio˜es. Na segunda integrac¸a˜o, a informac¸a˜o de
bordas e´ extraı´da por um me´todo cla´ssico, e integrada com a informac¸a˜o de regia˜o. Este
processo elimina os contornos falsos do mapa de regio˜es, guiado pelo mapa de bordas, e re-
duz o ruı´do do mapa de bordas, agora guiado pelo mapa de regio˜es, tirando, assim, proveito
da natureza complementar de cada me´todo. Ale´m disso, integram-se os dois mapas em um
u´nico resultado final, reforc¸ando as informac¸o˜es coincidentes de ambas as entradas.
Cada fase de integrac¸a˜o melhora, progressivamente, a detecc¸a˜o de contornos. Experi-
mentos com imagens retiradas de um banco de dados extenso e consolidado de cenas naturais
coloridas (“The Berkeley Segmentation Dataset and Benchmark”) sugerem que os resulta-
dos da abordagem deste trabalho sa˜o mais pro´ximos da percepc¸a˜o humana que os me´todos
individuais, tanto quantitativamente quanto qualitativamente falando.
Abstract
Segmentation of natural scenes is an important task in image processing and computer
vision, with applications in several areas such as robot navigation and object recognition.
However, the segmentation can become extremely complex due to the huge variability of
color, lighting and textures found in an image. In other words, it is very difficult to develop
an approach that can successfully segment all changes in a scene.
This Thesis proposes a new unsupervised and fully automatic method for boundary detec-
tion in natural color images, consisting of two levels of integration, or two-stage sequential
processes. In the first stage, two different techniques to measure color-texture homogeneity
in a region-growing method are combined by two different control algorithms. One control
algorithm is based on a local function and the other is based on a global statistical property
(the shape of the power spectrum of the image being analyzed). One homogeneity measure
is the J-value (provided by the JSEG algorithm) and the second measure is a multifractal
descriptor. This first stage performs region extraction. In the second integration, edge in-
formation is extracted by a classical method, and integrated with region information. This
process eliminates false boundaries in the region map, guided by the edge map, and reduces
the noise in the edge map as well, now guided by the region map, thus taking advantage of
their complementary nature. Furthermore, it integrates the two maps into a single final result,
enhancing the coincident information of both maps.
Each phase of integration improves, progressively, the detection of the boundaries. Ex-
periments on a large and consolidated dataset of natural color images (“The Berkeley Seg-
mentation Dataset and Benchmark”) suggest that the results for the approach here proposed




O reconhecimento automa´tico de objetos em imagens digitais por sistemas computaci-
onais possui inu´meras aplicac¸o˜es, tais como indexac¸a˜o e recuperac¸a˜o automa´ticas de fotos
e vı´deos, uso em sistemas de navegac¸a˜o de roboˆs, monitoramento de poluic¸a˜o, sistemas de
seguranc¸a e sistemas de inspec¸a˜o de qualidade de produtos (Jain, 1989).
Uma etapa pre´via ao reconhecimento de objetos e´ a segmentac¸a˜o de regio˜es, que consiste
em prover uma decomposic¸a˜o da imagem em diversas sub-regio˜es, que guardam, cada uma
delas, alguma descric¸a˜o comum. O objetivo da segmentac¸a˜o e´ simplificar e/ou alterar a
representac¸a˜o da imagem para algo que seja mais significativo e fa´cil de se analisar. A
“detecc¸a˜o de fronteiras” e´ a identificac¸a˜o das curvas diviso´rias entre as diversas sub-regio˜es
da imagem (Gonzalez e Woods, 2001).
Um sistema de segmentac¸a˜o pode ser classificado como manual, semiautoma´tico ou au-
toma´tico, dependendo do grau de intervenc¸a˜o humana (Ventura, 2009). A segmentac¸a˜o e´
dita manual quando um indivı´duo humano define todas as fronteiras das regio˜es da imagem.
Nos algoritmos de segmentac¸a˜o semiautoma´ticos, a intervenc¸a˜o manual e´ utilizada para for-
necer pontos caracterı´sticos da estrutura a ser segmentada, ou para delimitar uma regia˜o onde
ela e´ encontrada, ou ainda para indicar a quantidade de regio˜es a serem segmentadas. Ja´ na
segmentac¸a˜o automa´tica na˜o ha´ qualquer intervenc¸a˜o humana.
A segmentac¸a˜o pode ainda ser classificada como supervisionada ou na˜o-supervisionada
(Jain et al., 2000). A diferenc¸a e´ que os sistemas de segmentac¸a˜o supervisionados passam por
uma fase de treinamento, recebendo imagens previamente analisadas e rotuladas, definindo-
se um padra˜o e um conhecimento a priori daquilo que vai ser segmentado na fase de testes.
Portanto, na fase de treinamento o sistema deve ajustar seus paraˆmetros e se adaptar a ima-
gens com caracterı´sticas similares e na fase de testes, a entrada e´ identificada como um mem-
bro de uma das classes pre´-definidas do treinamento. Na abordagem na˜o-supervisionada na˜o
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ha´ classes definidas a priori, as classes sa˜o aprendidas com base na similaridade dos padro˜es
durante a fase de testes. De acordo com a entrada, os limites de decisa˜o sa˜o construı´dos e o
padra˜o de entrada e´ associado a uma classe ate´ enta˜o desconhecida. Resumindo, o objetivo
da classificac¸a˜o na˜o-supervisionada e´ encontrar agrupamentos naturais, ou “clusters”, em
dados multidimensionais com base nas semelhanc¸as entre os padro˜es.
A segmentac¸a˜o automa´tica e na˜o-supervisionada de cenas naturais e´ um problema com-
plexo, pois na˜o se conhece, a priori, quais tipos de regio˜es existem em uma imagem, nem
quantas sa˜o as regio˜es. Ou seja, na˜o ha´ nenhuma informac¸a˜o ale´m da pro´pria imagem digital.
A imagem pode conter regio˜es uniformes (apresentando uma u´nica cor), regio˜es sombreadas
com gradac¸a˜o suave de cor e regio˜es com texturas (Tu e Zhu, 2002). As texturas podem
ser as mais variadas, podendo ser sinte´ticas, apresentando uma repetic¸a˜o de padro˜es estrutu-
rais, ou aleato´rias com informac¸a˜o estatı´stica na˜o-aleato´ria, e cada textura pode apresentar
diferentes granularidades.
A estrate´gia de um sistema de segmentac¸a˜o automa´tica e na˜o-supervisionada de cenas
naturais coloridas se resume a uma forma de distinguir quando duas regio˜es adjacentes sa˜o
diferentes em uma imagem digital, que e´ a sua u´nica informac¸a˜o. Um ser vivo recebe outras
informac¸o˜es obtidas atrave´s de outros sensores para efetuar a segmentac¸a˜o. Por exemplo, o
ser humano possui dois olhos, duas imagens, que adicionam informac¸o˜es sobre a distaˆncia
dos elementos da cena e o ser humano.
Atrave´s de cinco exemplos, mostram-se, a seguir, algumas dificuldades inerentes a seg-
mentac¸a˜o de imagens. Na Figura 1.1, a coluna esquerda apresenta alguns exemplos de ima-
gens retiradas do “The Berkeley Segmentation Dataset and Benchmark” (BSDS) (Martin
et al., 2001), e a coluna direita mostra as suas respectivas imagens de segmentac¸o˜es feitas
por anotadores humanos. As imagens da coluna direita apresentam segmentac¸o˜es sobrepos-
tas de no mı´nimo cinco anotadores humanos, assim, quanto mais evidente a curva, maior foi
a coincideˆncia de marcac¸a˜o entre os anotadores. Cada linha desta Figura 1.1 apresenta um
aspecto diferente a ser analisado:
1. a primeira linha apresenta uma mudanc¸a suave de iluminac¸a˜o em seus quatro cantos,
caracterı´stica que na˜o seria segmentada por nenhum anotador humano;
2. a segunda linha mostra uma onc¸a em um galho. Deve-se notar a complexidade da
textura de seu pelo: embora exista repetic¸a˜o de padra˜o, esta repetic¸a˜o se apresenta em
tamanhos e orientac¸o˜es diferentes. Apesar desta complexidade, a percepc¸a˜o humana a
entende como um u´nico elemento na foto, e na˜o segmenta cada detalhe de sua textura
(pode-se conjecturar que quando ha´ muita informac¸a˜o numa imagem, o ser humano








Figura 1.1: Exemplos de imagens do BSDS (a,c,e,g,i) e suas respectivas segmentac¸o˜es feitas
por anotadores humanos (b,d,f,h,j).
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3. a terceira linha mostra uma cobra no deserto. Observa-se que o elemento central e o
fundo apresentam quase a mesma cor, uma camuflagem da natureza. Essa imprecisa˜o
da definic¸a˜o das bordas e´ um obsta´culo para a segmentac¸a˜o;
4. na quarta linha, tem-se uma mistura de texturas artificias e naturais, apresentando
caracterı´sticas diferentes. O pre´dio e a ponte apresentam texturas artificiais, isto e´,
possuem padro˜es estruturais determinı´sticos, repetitivos e perio´dicos, ao contra´rio da
textura natural da folhagem, que e´ aleato´ria;
5. o u´ltimo exemplo mostra treˆs cavalos no campo. Note-se que os anotadores humanos
na˜o segmentam a regia˜o das sombras dos cavalos, principalmente a sombra do cavalo
mais a` esquerda, que ocupa um bom espac¸o do cha˜o. Sistemas automa´ticos tendera˜o
a segmentar esta sombra, dado que a regia˜o de sombra e a regia˜o de grama possuem
caracterı´sticas diferentes de cor.
Seres humanos usam informac¸o˜es cognitivas superiores, como o reconhecimento de ob-
jetos e texturas, e tambe´m conhecimento pre´vio quanto a` forma de objetos e seres. Na
segmentac¸a˜o manual da imagem da cobra (Figura 1.1f), quatro seres humanos reconhece-
ram o que era a cabec¸a da cobra e na˜o segmentaram a sombra, e apenas um ser humano
segmentou o contorno da cobra e a sombra.
Mesmo se tendo um sistema que processe a segmentac¸a˜o, surge outra questa˜o: como ava-
liar a qualidade da segmentac¸a˜o proposta, dada uma imagem segmentada? Ate´ o momento, o
instrumento mais eficiente para detectar e discriminar regio˜es e´ o olho humano, servindo, na
maioria das vezes, como refereˆncia para comparac¸a˜o dos algoritmos utilizados. No entanto,
uma caracterı´stica da percepc¸a˜o visual humana e´ que ela e´ ambı´gua e imprecisa. Imagens
naturais possuem tantos elementos que muitas vezes, mesmo entre seres humanos, na˜o ha´
consenso na definic¸a˜o de quais sa˜o as regio˜es de uma imagem.
Um exemplo de segmentac¸a˜o na˜o consensual e´ mostrado na Figura 1.2, o qual tambe´m
e´ retirado da base de dados BSDS. A Figura 1.2a e´ uma cena natural contendo treˆs passari-
nhos num ninho, e as Figuras 1.2b a 1.2h sa˜o as segmentac¸o˜es manuais feitas por diferentes
anotadores humanos, cada uma sobreposta na imagem original.
Pode-se constatar pelos resultados das segmentac¸o˜es que mesmo entre os anotadores hu-
manos na˜o ha´ consenso, embora exista consisteˆncia entre as verso˜es. As verso˜es do quarto
e se´timo anotadores (Figuras 1.2e e 1.2h) identificam os bicos e os olhos dos passarinhos,
pore´m na˜o sa˜o contornos ideˆnticos. O quarto anotador e´ bem detalhista ao dividir as penu-
gens de cada passarinho em duas partes, uma relativa a` textura das penas do corpo, que apa-





Figura 1.2: Um exemplo do BSDS (a) Imagem original 163085, (b-h) sete segmentac¸o˜es
manuais feitas por diferentes anotadores humanos sobrepostos a` imagem original.
mais fina. Ha´ dois anotadores (Figuras 1.2c e 1.2g) menos detalhistas, que na˜o apresentam
linhas de distinc¸a˜o entre os corpos de cada passarinho. Os outros cinco anotadores (Figuras
1.2b, 1.2d, 1.2e, 1.2f e 1.2h) distinguem cada passarinho, pore´m cada contorno e´ desenhado
diferentemente.
Nas segmentac¸o˜es, os resultados comuns foram as identificac¸o˜es da divisa˜o do ninho e do
contorno geral dos passarinhos. No entanto, e´ possı´vel verificar que cada anotador desenha
uma linha de contorno, cobrindo os treˆs passarinhos, de uma forma diferente. Ha´ anotadores,
como os das Figuras 1.2b e 1.2c, que desenham esta divisa˜o de forma mais irregular, bem
diferente do contorno suave do anotador da Figura 1.2h. Da mesma forma, a linha diviso´ria
entre o ninho e os passarinhos apresenta diferenc¸as em cada anotac¸a˜o.
Estas diferenc¸as entre os resultados das segmentac¸o˜es humanas podem ser devido a` com-
plexidade das texturas (penugem dos passarinhos, vegetac¸a˜o ao fundo e ninho), a` forma com-
plexa dos componentes da cena (na˜o ha´ uma clara fronteira entre estas diferentes componen-
tes), ou ao desconhecimento pre´vio da forma dos objetos. Assim, a segmentac¸a˜o manual de
uma imagem na˜o e´ u´nica: diferentes indivı´duos ira˜o gerar diferentes resultados, um mesmo
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indivı´duo pode gerar resultados diferentes em tempos diferentes, e um mesmo indivı´duo
pode gerar resultados diferentes dependendo da aplicac¸a˜o.
Um ser humano faz uma interpretac¸a˜o semaˆntica da cena de acordo com a aplicac¸a˜o.
Assim, um especialista em observac¸a˜o de passarinhos pode estar interessado apenas nos
animais e na˜o estar interessado no restante da imagem, enquanto outro especialista pode estar
interessado apenas no ninho e na˜o nos outros componentes da imagem. Esta ambiguidade
da semaˆntica torna impossı´vel (ainda) que o computador automaticamente agrupe as va´rias
regio˜es homogeˆneas em um u´nico objeto semaˆntico significativo. Por outro lado, mesmo
que o ser humano seja responsa´vel pela definic¸a˜o semaˆntica, um sistema de segmentac¸a˜o
automa´tico fornecera´ uma primeira aproximac¸a˜o que auxiliara´ o ser humano a encontrar as
fronteiras entre as regio˜es, que, em geral, e´ um trabalho manual mac¸ante.
Devido a` variedade de dificuldades, o estudo de segmentac¸a˜o de cenas naturais continua
sendo to´pico de grande interesse. Embora ja´ se estenda por mais de treˆs de´cadas, e apesar da
quantidade de trabalhos propostos, ainda na˜o ha´ uma te´cnica que resolva todos os desafios
de forma eficiente (Gonzalez e Woods, 2001; Fauzi e Lewis, 2003; Cheng et al., 2001; Conci
e Nunes, 2007).
1.1 Objetivo
O objetivo principal deste trabalho e´ propor uma soluc¸a˜o para o problema de segmentac¸a˜o
automa´tica e na˜o-supervisionada de cenas naturais coloridas. Esta proposta compreende
esta´gios sequenciais em que cada esta´gio aborda a integrac¸a˜o de informac¸o˜es complementa-
res.
A u´nica entrada do sistema sera´ a imagem digital colorida, e a u´nica saı´da sera´ uma ima-
gem indicando as fronteiras das regio˜es, conforme a Figura 1.3, onde a imagem de entrada





Automática e  
Não-supervisionada 
Figura 1.3: Entrada e saı´da do sistema de segmentac¸a˜o automa´tica e na˜o-supervisionada.
1.2 A Abordagem Proposta
Uma possı´vel forma de encurtar o caminho do desenvolvimento de sistemas de segmenta-
c¸a˜o de imagens naturais e´ aprender com o sistema biolo´gico humano de visa˜o (Komati et al.,
2003), sobre o comportamento dos seus neuroˆnios e sobre como se da´ a percepc¸a˜o visual
a partir do comportamento destes neuroˆnios. Visa˜o e´ o mais poderoso e complicado dos
sentidos do ser humano, e o conhecimento acerca da visa˜o biolo´gica humana na˜o e´ completo
e detalhado (Olshausen e Field, 2005). Isto tem motivado muitos pesquisadores a propor
teorias sobre como se da´ o processo de visa˜o biolo´gica, para posterior comparac¸a˜o com o
comportamento visual biolo´gico observa´vel. Tais teorias teˆm evoluı´do ao longo dos anos,
baseadas na crescente compreensa˜o do sistema visual humano (SVH), atrave´s do qual se
“percebem” as posic¸o˜es e propriedades dos objetos, assim como as relac¸o˜es entre si e as leis
fı´sicas do ambiente que os cerca.
1.2.1 O Sistema Visual Humano
Inicia-se esta sec¸a˜o com uma descric¸a˜o sucinta do conhecimento estabelecido acerca do
fluxo da informac¸a˜o visual (Kandel et al., 2000). O sistema tem inı´cio com a captac¸a˜o das
imagens atrave´s dos olhos, por meio da retina, localizada no fundo do olho, transformando a
informac¸a˜o visual em sinais ele´tricos. Na Figura 1.4 observam-se as fibras do nervo o´ptico
chegando ao ta´lamo (thalamus) num primeiro esta´gio, e se encaminhando para o co´rtex
visual, num segundo esta´gio. Ale´m disso, ha´ cruzamento de informac¸o˜es da retina esquerda
e direita no ta´lamo.
Dentro do ta´lamo encontra-se o nu´cleo geniculado lateral (NGL), onde os sinais cana-
lizados atrave´s do nervo o´ptico sa˜o divididos em duas vias visuais distintas: o caminho
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magnocelular (M) e o caminho parvocelular (P). Do NGL, os axoˆnios seguem em direc¸a˜o
ao co´rtex visual, onde ocorre o processamento das informac¸o˜es visuais, ou seja, as carac-
terı´sticas de forma, profundidade, movimento e cor sa˜o analisadas. Ele e´ dividido em a´reas:
V1, V2, V3, V4 e V5 (tambe´m conhecido como MT), conforme se pode ver na Figura 1.5.
Figura 1.4: Vista 3D de corte horizontal do ce´rebro mostrando o fluxo de informac¸o˜es visu-
ais. Fonte: (Gunther, 2005).
Figura 1.5: Caminhos dorsal e ventral do processamento visual. Fonte: (Basso, 2005).
No caminho magnocelular as informac¸o˜es saem das ce´lulas do tipo M do NGL, entram
em V1, depois va˜o para V2, de V2 va˜o para V3 e V5, e, finalmente, seguem para o lobo pa-
rietal (caminho dorsal). Ce´lulas em MT respondem a movimentos de rotac¸a˜o de cenas, tais
como os que sa˜o causados pelos movimentos de cabec¸a. No geral, este caminho apresenta
alta sensibilidade para contraste, baixa resoluc¸a˜o espacial, baixa sensibilidade a cores e alta
resoluc¸a˜o temporal, tornando-o capaz de detectar movimentos e permitindo habilidades de
respostas ra´pidas e adaptativas, embora transientes, a determinados estı´mulos, mas e´ pobre
no que se refere a` compreensa˜o de contornos ou discernimento de bordas. Schiller e cole-
gas (Schiller et al., 1980) descobriram que este caminho tambe´m apresenta capacidade para
percepc¸a˜o de profundidade, mas na˜o para objetos estaciona´rios. Uma lesa˜o neste caminho
leva a` deficieˆncia de percepc¸a˜o de movimentos e perseguic¸a˜o suave de alvos.
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No caminho parvocelular as informac¸o˜es saem das ce´lulas P do NGL, va˜o para os neuroˆ-
nios de V1, seguem para V2, depois para V4 e, finalmente, para o co´rtex temporal inferior
(caminho ventral). Este caminho e´ composto por neuroˆnios com caracterı´sticas de baixa
sensibilidade ao contraste, alta resoluc¸a˜o espacial, baixa resoluc¸a˜o temporal e alta sensibili-
dade a cantos e bordas, o que o torna capaz de analisar detalhes estaciona´rios do mundo real
e de detectar formas. Ele e´ sensı´vel a` cor e a detalhes finos. Os neuroˆnios que compo˜em
este caminho tambe´m contribuem para a percepc¸a˜o de profundidade. Leso˜es neste caminho
causam dificuldades de reconhecimento de objetos e pessoas.
Ainda na˜o existe teoria estabelecida sobre como as informac¸o˜es sobre movimento, cor,
profundidade e forma sa˜o organizadas de forma perceptualmente coesa. Uma possı´vel expli-
cac¸a˜o e´ que as imagens visuais sa˜o processadas em vias paralelas, onde cada via e´ formada
por grupos independentes de ce´lulas com func¸o˜es diferentes, e depois ha´ uma combinac¸a˜o
destas caracterı´sticas (movimento, profundidade, forma e cor). O mecanismo pelo qual o
ce´rebro coordena a associac¸a˜o da informac¸a˜o processada de forma independente ainda e´
indefinido, e e´ chamado de “binding mechanism” (Kandel et al., 2000). Qualquer caso do
ce´rebro associar duas ou mais caracterı´sticas extraı´das separadamente do mesmo objeto pode
ser chamada de “binding” (Holcombe, 2009).
Um possı´vel mapeamento de caracterı´sticas nos caminhos visuais e´ mostrado na Fi-
gura 1.6. Esta imagem foi extraı´da de forma verbatim, e, logo, os termos esta˜o em ingleˆs.
Supo˜e-se que o caminho magnocelular processa caracterı´sticas de movimento, profundidade
e informac¸a˜o espacial, e o caminho parvocelular processa informac¸o˜es de forma e cor.
Figura 1.6: Possı´veis func¸o˜es processadas pelos caminhos visuais. Fonte: extraı´do verbatim
de (Kandel et al., 2000).
Traduc¸a˜o dos ı´cones: color=cor, motion=movimento, depth=profundidade e form=forma.
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Outra teoria e´ a de Treisman e colegas (Treisman et al., 1977), que sugere que ha´ dois
processos distintos e sequenciais envolvidos na percepc¸a˜o visual. Primeiro, o processo “pre-
attentive” (pre´-atencional), que esta´ preocupado apenas com a detecc¸a˜o de objetos. Este
processo rapidamente examina a textura global de uma imagem e concentra-se na distinc¸a˜o
entre figura e fundo atrave´s da codificac¸a˜o em paralelo das propriedades elementares: cor,
orientac¸a˜o, tamanho, direc¸a˜o ou movimento. Neste ponto, a variac¸a˜o em uma propriedade
simples pode ser percebida como um contorno, mas combinac¸o˜es complexas de propriedades
elementares na˜o sa˜o detectadas. Este agrupamento inicial de itens e´ seguido por um processo
de “atenc¸a˜o” que seleciona e destaca as caracterı´sticas consideradas mais importantes de um
objeto, integrando-os em uma “mapa de salieˆncia” (saliency map), e com isso desviando e
direcionando a atenc¸a˜o para as a´reas mais evidentes.
Uma outra teoria bem extensa e´ a do pesquisador Grossberg (Grossberg e Mingolla,
1985; Grossberg, 2000a,b, 2006), fruto de uma ampla pesquisa, iniciada na de´cada de 1960.
O modelo do SVH proposto por Grossberg e´ bem completo, e envolve explicac¸o˜es acerca
da percepc¸a˜o humana, sugerindo soluc¸o˜es para a percepc¸a˜o 3D, visa˜o binocular, dominaˆncia
ocular, oclusa˜o de bordas, aprendizado e memo´ria, dentre outros desafios. A seguir se resu-
mem algumas das hipo´teses do modelo de Grossberg, com foco nas caracterı´sticas associadas
a` detecc¸a˜o de contornos:
1. segmentac¸o˜es de imagens geradas pelo modelo na˜o sa˜o resultados de treinamento em
exemplares de imagens;
2. teoria “Hierarchical Resolution of Uncertainty”, onde incertezas devem ser superadas
usando mais de uma fase de transformac¸a˜o para cada caminho, como, por exemplo, no
processamento dos caminhos P ou M. As incertezas podem ser interpretadas tendo em
conta o fato de que o resultado de cada esta´gio, ou unidade funcional do sistema, pode
gerar resultados com falhas ou com graus diferentes de confiabilidade, que podem ser
corrigidos gradativamente, esta´gio a esta´gio;
3. o ce´rebro possui uma organizac¸a˜o de processamentos paralelos e de naturezas comple-
mentares, teoria de nome “Complementary Computing”. A ide´ia e´ que existem “pares
de processamento de fluxos complementares”, onde cada caminho exibe vantagens
e desvantagens. Por causa dessa complementariedade, acredita-se que as interac¸o˜es
entre estes caminhos sobrepujem suas deficieˆncias complementares;
4. Grossberg insere em seu modelo o conceito “The Two Streams Hypothesis”, original-
mente proposto por Mishkin e Ungerleider (1982). A hipo´tese considera que cada
um dos caminhos das informac¸o˜es visuais se projeta para a´reas diferentes, e, logo,
processam atributos distintos. Simplificadamente, o caminho M e´ especializado em
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responder a` pergunta “Onde” (stream “Where”), sendo usado para localizac¸a˜o de ob-
jetos, enquanto o caminho P e´ especializado em responder a` pergunta “O que” (stream
“What”), sendo usado para identificac¸a˜o de objetos;
5. a teoria neural, conhecida como FACADE (Form-And-Color-And-Depth), propo˜e que
no caminho P uma das ramificac¸o˜es dentro do co´rtex visual faz o processamento de
borda e a outra o de superfı´cie (Figura 1.7). Seguindo a teoria “Complementary Com-
puting”, as interac¸o˜es entre o processamento de borda e de superfı´cie selecionam o
melhor agrupamento de bordas entre as va´rias possibilidades de interpretac¸a˜o da cena.
Atrave´s de suas propriedades complementares, o processamento de um caminho guia
os sinais do outro caminho. A Figura 1.7 e´ apenas uma interpretac¸a˜o simplificada e
esquema´tica dos caminhos paralelos. A simplificac¸a˜o e´ tal que na˜o mostra a troca de
informac¸o˜es entre os dois caminhos (embora se deva registrar que na˜o ha´ conheci-
mento estabelecido de como e´ feita esta comunicac¸a˜o entre os caminhos).
Figura 1.7: Esquema simplificado dos caminhos P e M.
1.2.2 A Arquitetura Proposta
Dar-se-a´, nesta sec¸a˜o, uma visa˜o geral da abordagem proposta, as escolhas feitas e as
suposic¸o˜es assumidas. Inicia-se listando as seguintes pressuposic¸o˜es:
1. cada imagem de entrada conte´m um conjunto finito de regio˜es homogeˆneas, definidas
com base nas suas cores e texturas;
1. Introduc¸a˜o 27
2. segmentac¸o˜es de imagens de cenas naturais coloridas na˜o sa˜o resultados do treina-
mento com exemplares de imagens. Abordagens na˜o-supervisionadas sa˜o mais robus-
tas ao dilema “polarizac¸a˜o” × variaˆncia (Duda et al., 2001), uma vez que na˜o depen-
dem de uma sintonia de paraˆmetros. Sistemas que necessitam de fase de treinamento
podem apresentar underfitting, ou seja, podem ficar polarizados para um determinado
tipo de resposta, apresentando pouca ou nenhuma variaˆncia. Ou podem apresentar
overfitting, ou seja, tender a ter maior variabilidade nas respostas, mas na˜o generalizar
a resposta. Dessa maneira, essas duas caracterı´sticas sa˜o tipicamente conflitantes, ou
seja, a diminuic¸a˜o da polarizac¸a˜o implica em aumento da variaˆncia e a diminuic¸a˜o da
variaˆncia implica em aumento da polarizac¸a˜o. O problema do treinamento e´ encon-
trar um equilı´brio entre as duas. Se o sistema for supervisionado, enta˜o necessitara´ de
treinamento para ajuste de paraˆmetros, de maneira que qualquer mudanc¸a do banco de
imagens de teste implicara´ em retreinamento do sistema. Devido a` imensa variabili-
dade de cor, iluminac¸a˜o e texturas que se manifestam em imagens ao ar livre, sugere-se
que um sistema de segmentac¸a˜o deve ser flexı´vel e na˜o ter uma fase de treinamento.
Neste caso, o sistema fica tambe´m independente das imagens de teste;
3. sa˜o necessa´rios mais de um esta´gio para resoluc¸a˜o do problema, tal como a hipo´tese
do “Hierarchical Resolution of Uncertainty”; e
4. a extrac¸a˜o de caracterı´sticas e´ feita de forma paralela e separada. Mais ainda, trabalhar
com a combinac¸a˜o de duas informac¸o˜es complementares provenientes da mesma ima-
gem de entrada e´ uma boa abordagem para melhoria de resultados, tal qual expressa
no “Complementary Computing”.
Com isso, a arquitetura geral da abordagem proposta pode ser resumida como na Figura
1.8, onde ha´ mais de um esta´gio (pressuposic¸a˜o 3), e em cada esta´gio ha´ a integrac¸a˜o de
informac¸o˜es complementares (pressuposic¸a˜o 4).
Para testar a arquitetura proposta, desenvolveu-se uma instaˆncia da mesma, que foi tes-
tada tanto quantitativamente quanto qualitativamente. Neste sistema, para a primeira fase
de integrac¸a˜o, optou-se por usar um me´todo de crescimento de regio˜es baseado em crite´rio
de homogeneidade de cor-textura. Apo´s estudo de va´rios sistemas, citam-se Carson et al.
(1999); Ozden e Polat (2007); Comaniciu e Meer (2002), optou-se por usar como ponto de
partida a te´cnica de segmentac¸a˜o ja´ bem conhecida chamada JSEG (JSegmentation) (Deng
e Manjunath, 2001), pois ela apresenta algumas caracterı´sticas pretendidas pelo sistema: e´
totalmente automa´tica, na˜o-supervisionada e baseada em um crite´rio de homogeneidade de
cor-textura. Em linhas gerais, o JSEG avalia quantitativamente a homogeneidade local de
uma regia˜o, criando um mapa 3D onde as regio˜es sa˜o vales e as fronteiras sa˜o montanhas.
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Figura 1.8: Arquitetura gene´rica da abordagem proposta.
para que o crite´rio seja robusto a` granularidade das texturas, o me´todo e´ multiescalar (ver
detalhes sobre o me´todo JSEG no Apeˆndice A).
A ide´ia aqui explorada e´ que e´ possı´vel melhorar os resultados de segmentac¸a˜o do JSEG
integrando outro crite´rio de homogeneidade. E´ comum usar crite´rios baseados em forma,
modelo, nı´vel de cinza, ou cor-textura (Chandran et al., 2010). Na˜o obstante, o descritor mul-
tifractal se encaixa bem na definic¸a˜o de um crite´rio de homogeneidade (Backes, 2010). Tra-
balhos anteriores (Coˆco et al., 2009; Coˆco et al., 2007) motivam a usar uma medida baseada
no descritor multifractal como crite´rio de homogeneidade para a melhoria da segmentac¸a˜o
de imagens. Para mais detalhes sobre multifractais, ver Apeˆndice D.
Dois diferentes controles de integrac¸a˜o para a primeira fase foram desenvolvidos, um
considerando apenas as informac¸o˜es locais e outro baseado em informac¸a˜o global. Esta
informac¸a˜o global sera´ baseada em um exame das texturas da imagem de forma global,
seguindo o trabalho de Treisman e seus colegas (1977).
Para resolver problemas advindos do, e inerentes ao, me´todo baseado em regio˜es, foi
feita a integrac¸a˜o com um me´todo complementar, baseado em descontinuidade. Tal qual o
FACADE, teremos uma caminho tratando de superfı´cie e outro de borda. A estrate´gia de
integrac¸a˜o seguira´ a teoria do FACADE, que, atrave´s de suas propriedades complementares,
o processamento de um caminho guia os sinais do outro caminho. Desta forma, utiliza-
se a ide´ia do “The Two Streams Hypothesis”, onde se modela apenas o caminho P. Com
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Figura 1.9: Uma instaˆncia da arquitetura geral.
1.3 Metodologia de Avaliac¸a˜o dos Resultados
Para a primeira fase de integrac¸a˜o, sa˜o desenvolvidos quatro diferentes sistemas com-
putacionais. Em cada um deles e´ usado o sistema JSEG como arcabouc¸o, e as arquiteturas
implementadas teˆm as seguintes caracterı´sticas:
1. Arquitetura 1, que usa apenas o descritor multifractal, sem o crite´rio original do JSEG;
2. Arquitetura 2, que e´ uma extensa˜o da arquitetura 1, baseando-se na integrac¸a˜o local
entre o descritor multifractal e o crite´rio original do JSEG;
3. Arquitetura 3, que usa apenas o descritor multifractal, mas com forma diferente de
combinar os canais do espac¸o de cores;
4. Arquitetura 4, que e´ uma extensa˜o da arquitetura 3, onde o descritor multifractal e o
crite´rio original do JSEG sa˜o integrados por um controle baseado em medida global.
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Assim, duas arquiteturas utilizam como crite´rio de homogeneidade apenas o descritor
multifractal, e as outras duas integram o descritor multifractal e o crite´rio de homogeneidade
original do JSEG. Ale´m disso, implementam-se dois diferentes controles de integrac¸a˜o, um
baseado em informac¸a˜o local e outro em informac¸a˜o global. Considera-se que a arquitetura
zero e´ o sistema original do JSEG.
A comparac¸a˜o entre me´todos e´ complexa. Ha´ va´rios requisitos para se efetuar uma
comparac¸a˜o: utilizac¸a˜o do mesmo banco de dados de imagens, gerac¸a˜o dos resultados de
segmentac¸a˜o em formatos compatı´veis, comparac¸a˜o com o mesmo benchmark e ca´lculo das
mesmas me´tricas. Neste ponto, o que se deseja e´ comparar os me´todos contra a percepc¸a˜o de
um ser humano comum, e na˜o um especialista de uma determinada a´rea. Para tanto, utiliza-
se o banco de dados BSDS (ver Apeˆndice C). Neste banco de imagens ha´ uma base de teste
composta por 100 imagens coloridas. Para cada imagem do banco de dados, ha´ pelo menos
cinco resultados de segmentac¸a˜o de anotadores humanos diferentes, compondo, assim, uma
refereˆncia para comparac¸a˜o.
Para cada uma das cinco arquiteturas sera˜o feitos os testes usando as imagens da base
de testes do banco de dados BSDS, seguindo o modo de utilizac¸a˜o descrito em seu manual
de uso. A Figura 1.10 ilustra o mecanismo de uso do BSDS. Executa-se cada algoritmo de
segmentac¸a˜o usando as 100 imagens da base de testes como entrada, e os resultados, as 100
imagens segmentadas, sera˜o a entrada do processo de ca´lculo de me´tricas fornecido pelo
pro´prio BSDS (Martin et al., 2004). Ao final, obteˆm-se os valores das me´tricas precision
(precisa˜o), recall (sensibilidade) e F-measure (medida-F). Ver definic¸o˜es e detalhes sobre as
me´tricas no Apeˆndice B.
Figura 1.10: Processo de uso do BSDS.
A primeira avaliac¸a˜o e´ analisar a possı´vel melhoria da segmentac¸a˜o com relac¸a˜o aos
me´todos individuais - apenas com o JSEG e apenas com o descritor multifractal, tanto qua-
litativamente quanto quantitativamente. O objetivo e´ saber se os resultados da arquitetura 2
sa˜o melhores que os das arquiteturas 0 e 1, e se a arquitetura 4 e´ melhor que as arquiteturas
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1 e 3. Caso exista evideˆncia de melhoria, enta˜o pode-se dizer que a integrac¸a˜o destes dois
crite´rios de homogeneidade e´ melhor que os crite´rios individuais. A segunda avaliac¸a˜o sera´
analisar se o controle global, da arquitetura 4, foi melhor ou na˜o que o controle local, da
arquitetura 2, e com isso verificar qual o melhor controle de integrac¸a˜o.
Mesmo usando um banco de dados com as imagens e as refereˆncias humanas, ainda ha´
controve´rsia nas me´tricas de qualidade de segmentac¸a˜o. Ha´ artigos que discutem qual seria
o melhor me´todo quantitativo, como Wolf e Jolion (Wolf e Jolion, 2006) e Zhang e colegas
(Zhang et al., 2008). Nesta fase, as imagens resultantes sa˜o todas bina´rias e, portanto, na˜o
ha´ construc¸a˜o de gra´ficos precision × recall nem curva ROC (Fawcett, 2006), pois ter-se-ia
apenas um u´nico ponto neste gra´ficos.
Na segunda fase de integrac¸a˜o, utiliza-se a arquitetura de maior me´trica da primeira fase
de integrac¸a˜o, que e´ integrada com o resultado de um cla´ssico detector de bordas. Para
escolher o detector de bordas mais adequado, foram selecionados alguns detectores cla´ssicos
e aplica-se o mesmo procedimento do fluxo de trabalho da Figura 1.10. Utiliza-se o me´todo
de detecc¸a˜o de bordas cujos resultados obtiveram a maior me´trica. Como os resultados dos
me´todos de detecc¸a˜o de bordas utilizados geram imagens em escala de cinza, sera´ possı´vel
plotar os gra´ficos precision × recall para ana´lise.
Foram desenvolvidos dois controles de integrac¸a˜o para a segunda fase. No entanto, o
segundo e´ uma extensa˜o do primeiro, onde na˜o houve diferenc¸a de concepc¸a˜o, e, sim, ape-
nas uma melhoria. Para ambos os sistemas, utilizou-se o procedimento do BSDS. O obje-
tivo e´ avaliar se o resultado das integrac¸o˜es promoveu melhoria do resultado com relac¸a˜o
aos me´todos individuais de entrada, tanto qualitativamente quanto quantitativamente. Nesta
segunda fase de integrac¸a˜o, como os resultados geram imagens em escala de cinza, sera´
possı´vel plotar gra´ficos precision × recall e curva ROC para ana´lise dos me´todos.
1.4 Contribuic¸o˜es
Listam-se as contribuic¸o˜es desta tese:
1. a proposta de um “framework”, uma arquitetura gene´rica, como mostrado na Figura
1.8;
2. uso de um descritor multifractal como crite´rio de homogeneidade de um me´todo de
crescimento de regio˜es;
3. integrac¸a˜o do descritor multifractal com o descritor de homogeneidade do JSEG;
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4. avaliac¸a˜o quantitativa de me´todos detectores de borda segundo me´tricas calculadas
comparada a` percepc¸a˜o humana;
5. desenvolvimento de um novo algoritmo de integrac¸a˜o de resultados de detecc¸a˜o de
bordas com resultados de crescimento de regia˜o.
1.5 Limitac¸o˜es
Todas as imagens testadas sa˜o imagens com grande variac¸a˜o em cor e textura. Na˜o e´
objetivo deste trabalho tratar imagens com pouca diversificac¸a˜o de cores, que na˜o apresentem
variac¸o˜es de texturas e que possuam regio˜es muito pequenas ou finas. Por exemplo, ha´
poucas cores em imagens me´dicas, como as imagens da retina humana encontradas na base
de dados DRIVE (Staal et al., 2004). Um exemplo e´ mostrado na Figura 1.11, onde a imagem
a` esquerda e´ a imagem de entrada e a imagem a` direita e´ a imagem segmentada por um
especialista. A abordagem deste trabalho identificaria as regio˜es circulares do globo ocular e
da ma´cula, (que e´ a regia˜o de colorac¸a˜o mais clara na parte direita do globo), e na˜o os vasos
sanguı´neos como a imagem de refereˆncia feita pelo especialista.
(a) imagem de entrada (b) imagem segmentada por especialista
Figura 1.11: Exemplo de imagem de entrada e seu referencial humano da base de dados
DRIVE.
Embora a arquitetura proposta tenha como base algumas hipo´teses de teorias sobre como
se processa o SHV, provar que estas teorias realmente modelam o SHV foge ao escopo desta
tese.
Tambe´m na˜o e´ objetivo desta Tese estudar oclusa˜o parcial de objetos, ruı´do, imagens
este´reo, movimento de objetos, a ana´lise de complexidade dos algoritmos ou comparac¸a˜o de
tempos computacionais dos sistemas, uma vez que o foco e´ a proposic¸a˜o de uma metodolo-
gia.
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Considera-se que a estrutura da segmentac¸a˜o e´ do tipo “bottom-up”. Comec¸a-se com
a segmentac¸a˜o e o resultado deste processo e´ que podera´ ser usado posteriormente. Por
exemplo, os resultados da segmentac¸a˜o sera˜o a entrada de um sistema de reconhecimento de
objetos. Assim, desconsideram-se contribuic¸o˜es “top-down”, isto e´, na˜o se considera que
ha´ camadas superiores a` da segmentac¸a˜o que possam fornecer informac¸o˜es de alto nı´vel que
auxiliem o processo de segmentac¸a˜o.
1.6 Organizac¸a˜o do Texto
Neste capı´tulo define-se o problema tratado, quais sa˜o as dificuldades envolvidas, a
motivac¸a˜o, os objetivos, a metodologia, as limitac¸o˜es da proposta, e as contribuic¸o˜es deste
trabalho.
O restante do texto foi dividido em quatro capı´tulos. O segundo capı´tulo descreve como
usar informac¸o˜es suplementares e paralelas em um me´todo de crescimento de regio˜es, en-
quanto o capı´tulo 3 descreve como usar o resultado do crescimento de regio˜es junto com
o resultado de um detector de bordas, isto e´, como integrar informac¸o˜es complementares
e paralelas. A ordem e divisa˜o dos capı´tulos 2 e 3 sa˜o similares. Inicia-se explicando a
fundamentac¸a˜o teo´rica dos me´todos e como foram criadas as arquiteturas baseadas nos mes-
mos, evidenciando as diferenc¸as entre as va´rias arquiteturas. Listam-se trabalhos correlatos,
apresentam-se os testes e resultados experimentais de forma qualitativa e quantitativa, fina-
lizando com uma discussa˜o destes resultados.
Finalmente, no Capı´tulo 4 destacam-se as concluso˜es obtidas deste trabalho e indicam-se
as direc¸o˜es futuras para continuac¸a˜o da pesquisa.
Ao final, apresentam-se os apeˆndices sobre detalhes do me´todo JSEG, as me´tricas Preci-
sion-Recall × ROC, da base de dados BSDS e da teoria de Multifractal.
Capı´tulo 2
Crite´rio de Homogeneidade Integrando
Descritor Multifractal e J-image
O que se propo˜e neste trabalho e´ uma abordagem na˜o-supervisionada e automa´tica para
segmentac¸a˜o de cenas naturais coloridas. A proposta e´ dividida em duas fases de integrac¸a˜o.
Na primeira fase, o propo´sito e´ usar duas diferentes medidas como crite´rio de homogenei-
dade no processo de crescimento de regio˜es. Para atingir tal objetivo, comparam-se os dife-
rentes crite´rios de homogeneidade individualmente e depois em conjunto. Nas arquiteturas
propostas, trabalha-se com a J-image, (crite´rio original do JSEG), e o descritor multifractal
separadamente, e depois integram-se as duas medidas.
O capı´tulo inicia descrevendo as caracterı´sticas essenciais do JSEG (para detalhes ver o
Apeˆndice A), explica-se como a imagem 3D associada ao descritor multifractal e´ gerada, e
depois detalham-se quatro diferentes arquiteturas propostas, chamadas Fractal-only (Komati
et al., 2009, 2010b), Fractal-JSEG (Komati et al., 2009, 2010b), I-Frac (Komati et al., 2010a)
e MM-Frac (Komati et al., 2011c).
2.1 O me´todo JSEG
Para segmentac¸a˜o de imagens coloridas, um dos me´todos mais populares e´ o me´todo
proposto por Deng e Manjunath (2001), o algoritmo JSEG (J-SEGmentation). Um dos prin-
cipais objetivos do JSEG e´ criar uma abordagem na˜o supervisionada e automa´tica onde na˜o
seja necessa´rio estimar um modelo especı´fico de texturas e regio˜es. A proposta dos autores e´
avaliar a homogeneidade local de uma regia˜o, caracterizada por cor e textura, e assim reali-
zar a segmentac¸a˜o. O JSEG e´ um me´todo multi-escala de crescimento de regio˜es, e e´ muito
2. Crite´rio de Homogeneidade Integrando Descritor Multifractal e J-image 35
usado como padra˜o de comparac¸a˜o por novas propostas (Haindl e Mikes, 2008; Liu et al.,
2007; Celebi et al., 2010).
Na esseˆncia, o me´todo JSEG tem dois esta´gios sequenciais: a quantizac¸a˜o de cores e a
segmentac¸a˜o espacial. No primeiro esta´gio, o me´todo trata apenas as cores, independente
de sua localizac¸a˜o na imagem, gerando uma imagem simplificada que e´ a entrada para o
segundo esta´gio. O segundo esta´gio analisa apenas a localizac¸a˜o espacial dos elementos,
na˜o mais tratando as cores.
O objetivo do primeiro esta´gio e´ diminuir a quantidade de cores sem degradar significan-
temente a qualidade das mesmas. O resultado deste esta´gio diminui a quantidade de cores,
tipicamente entre 10 (dez) a 20 (vinte) cores (Deng et al., 1999a). Cada cor e´ rotulada como
uma classe e, a partir de enta˜o, trabalha-se apenas com este mapa-de-classes, e na˜o mais
com as cores. Desta forma, a imagem colorida original, que tem treˆs matrizes, e´ reduzida a
apenas uma matriz, que segue como entrada para o esta´gio de segmentac¸a˜o espacial.
No esta´gio de segmentac¸a˜o espacial calcula-se a medida J, que e´ o crite´rio que quan-
tifica a distribuic¸a˜o de classes. Essencialmente, mede a distaˆncia entre diferentes classes,
dividindo-a pela distaˆncia entre os membros de cada classe, conceito similar ao discrimi-
nante linear multi-classes de Fisher. O valor J e´ calculado para cada pixel, usando uma
janela local, gerando assim uma imagem, a J-image. A multi-escala e´ feita alterando-se o
tamanho da janela local, criando uma J-image para cada escala. Na J-image, quanto maior o
valor de J local maior e´ a probabilidade do pixel estar pro´ximo a uma fronteira entre regio˜es.
A J-image e´ como um mapa 3-D contendo vales e montanhas, que representam o centro e as
fronteiras das regio˜es, respectivamente. As caracterı´sticas da J-image permitem utilizar um
me´todo de crescimento de regio˜es para a segmentac¸a˜o da imagem. Finalmente, para dimi-
nuir o problema de supersegmentac¸a˜o, as regio˜es sa˜o mescladas (region merge), com base
em semelhanc¸a de cores. Apo´s a junc¸a˜o de regio˜es, a segmentac¸a˜o final e´ obtida.
Mostram-se as imagens intermedia´rias do algoritmo na Figura 2.1. Tem-se em (a) a
imagem de entrada, que e´ a imagem 101085 do BSDS, pore´m com as dimenso˜es alteradas
para que ficasse quadrada, (esta alterac¸a˜o so´ foi feita para melhorar a disposic¸a˜o das imagens
no texto). Na sequeˆncia da Figura 2.1, em (b) apresenta-se a imagem apo´s o processo de
quantizac¸a˜o de cores, em (c) a J-image na escala 3, em (d) a imagem segmentada associada
a (c), em (e) a J-image na escala 2, em (f) a imagem segmentada associada a (e), em (g) tem-
se a refereˆncia humana do BSDS e em (h) apresenta-se a segmentac¸a˜o final apo´s o region
merge das escalas 2 e 3. As imagens (d), (f) e (h) esta˜o sobrepostas sobre a imagem de
entrada. O nu´mero das escalas, 2 e 3, referem-se aos tamanhos das janelas locais da Tabela
A.1. Nesta figura, observa-se que:
• a imagem quantizada realmente possui uma quantidade menor de cores. Neste caso,
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(a) 101085 (b) apo´s quantizac¸a˜o
(c) J-image na escala 3 (d) segmentac¸a˜o da escala 3
(e) J-image na escala 2 (f) segmentac¸a˜o da escala 2
(g) refereˆncia humana (h) segmentac¸a˜o final
Figura 2.1: Resultados intermedia´rios do me´todo JSEG para a imagem 101085 do BSDS.
2. Crite´rio de Homogeneidade Integrando Descritor Multifractal e J-image 37
apo´s a quantizac¸a˜o, ha´ apenas 8 (oito) cores;
• a imagem J-image da escala 2 apresenta mais detalhes do que a imagem J-image da
escala 3. Este fato e´ esperado, pois a escala 2 possui uma janela local menor, e o
tamanho da janela e´ que determina o tamanho de regio˜es que podem ser detectadas;
• o processo de region merge (resultado mostrado na Figura 2.1h) diminuiu a quantidade
de regio˜es da escala 2, e apresenta maior quantidade de regio˜es que o resultado da
escala 3. Este processo seleciona as regio˜es, na˜o criando novas regio˜es ou mesmo
alterando a localizac¸a˜o das fronteiras entre as regio˜es.
O me´todo JSEG, assim como os me´todos de crescimento de regio˜es, apresenta resultados
com fronteiras finas e conectadas, e e´ esta´vel com relac¸a˜o ao ruı´do. Alguns bons resultados
de segmentac¸a˜o do JSEG sa˜o mostrados na Figura 2.2a, b e c (os nu´meros identificam as ima-
gens dentro da base de dados BSDS). Uma constatac¸a˜o importante e´ que melhores resultados
do JSEG surgem quando os elementos das cenas naturais possuem cores bem distintas.
(a) 46076 (b) 80099 (c) 35070
(d) 101085 (e) 311068 (f) 148026
Figura 2.2: Resultados de segmentac¸a˜o do me´todo JSEG.
No entanto, em alguns casos, os resultados de segmentac¸a˜o do JSEG apresentam o pro-
blema de supersegmentac¸a˜o, que consiste em caracterizar um nu´mero de regio˜es muito
grande, separando regio˜es que um ser humano na˜o separaria. Observa-se que o me´todo
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JSEG apresenta muita segmentac¸a˜o quando ha´ textura fina, como pode ser visto na Figura
2.2d, onde cada totem esta´ sendo subdividido em va´rias partes, ou como na Figura 2.2e,
onde a vegetac¸a˜o esta´ sendo segmentada em va´rias partes. O me´todo tambe´m segmenta cada
janela da Figura 2.2f, numa imagem onde os anotadores humanos indicam o pre´dio com
contorno u´nico.
Assim, acredita-se que e´ possı´vel melhorar os seus resultados de segmentac¸a˜o adotando
um crite´rio mais adequado para distinguir informac¸o˜es de caracterı´sticas intra e inter-regio˜es.
Considera-se que operadores de detecc¸a˜o de bordas na˜o sa˜o compatı´veis com tal tarefa, pois
sa˜o muito sensı´veis a quaisquer bordas e na˜o seriam bons crite´rios de homogeneidade de
regio˜es.
A Figura 2.3 mostra, em sua parte (a), um mosaico com treˆs texturas, em (b) o resultado
da imagem apo´s o filtro de Marr-Hildreth, em (c) o resultado apo´s filtro de Canny e em
(d) o resultado invertido da imagem do descritor multifractal para tamanho de janela 3×
3. Observe como os resultados dos detectores de borda se comportam: o filtro de Marr-
Hildreth e´ ta˜o sensı´vel que responde a qualquer alterac¸a˜o na intensidade dos valores de cinza.
Mesmo o filtro de Canny, sendo menos sensı´vel do que o de Marr-Hildreth, indica cada reta
do entrelac¸ado da regia˜o superior direita. Ja´ a imagem associado ao descritor multifractal
enfatiza as fronteiras entre as regio˜es e responde menos forte para as bordas dentro das
regio˜es. Se aumentarmos o tamanho da janela, a resposta a`s informac¸o˜es dentro das regio˜es
se torna mais fraca ainda, pois o tamanho da janela esta´ associado a granularidade da textura
a ser reconhecida.
(a) Imagem de entrada (b) Resultado do filtro Marr-Hildreth
(c) Resultado do filtro de Canny (d) Resultado do descritor multifractal
Figura 2.3: Aplicac¸a˜o de diferentes filtros em um mosaico de texturas.
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Trabalhos anteriores (Coˆco et al., 2009; Coˆco et al., 2007) motivam o uso de uma medida
baseada no descritor multifractal como um crite´rio de homogeneidade de regio˜es baseado no
padra˜o cor-textura. Conforme Coˆco (2007), o descritor multifractal na˜o se resume apenas
a um simples detector de bordas. Backes (2010) afirma que a dimensa˜o fractal atua como
uma medida de homogeneidade da textura, tornando possı´vel a sua quantificac¸a˜o e a sua
comparac¸a˜o com outras texturas. O Apeˆndice D conte´m informac¸o˜es e refereˆncias sobre o
assunto.
2.2 A imagem do descritor multifractal
Desde o trabalho de Pentland (1984), a ide´ia de visualizar os valores da dimensa˜o fractal
como uma imagem ja´ existia. Pore´m, ele na˜o gerava um valor por pixel, mas sim por bloco
de pixels. Ve´hel e Mignot tambe´m usam esta ideia de visualizac¸a˜o em seu artigo de 1994
(Ve´hel e Mignot, 1994). Os resultados destes trabalhos e´ que motivam, nesta Tese, tratar o
ca´lculo da dimensa˜o fractal como se fosse um filtro espacial de processamento de imagens
de detecc¸a˜o de fronteiras entre regio˜es homogeˆneas. Ao inve´s de usar a equac¸a˜o D.6, usou-se
a equac¸a˜o
(q−1)Dq(i, j) = τ(q) =
ln
[






A alterac¸a˜o feita, a retirada do limite, significa que ao inve´s de fazer a relac¸a˜o linear
no gra´fico ln/ln usou-se o valor computado diretamente como indicac¸a˜o de borda no mapa
3D. Segundo Ve´hel e Mignot (1994) isso e´ possı´vel, pois a ide´ia principal na˜o e´ calcular os
valores “reais” do espectro multifractal, mas sim, informar quando se esta´ ou na˜o perto de
uma fronteira entre regio˜es. Em outros termos, o objetivo na˜o e´ o ca´lculo exato dos valores,
mas sim evidenciar diferenc¸as entre os valores estimados. Logo, o interesse e´ que os valores
calculados representem apenas a indicac¸a˜o de fronteiras. Com isso, tem-se uma diminuic¸a˜o
significativa do tempo de computac¸a˜o, pois na˜o sera´ necessa´rio efetuar a regressa˜o linear em
cada pixel da imagem.
Em geral, calcula-se o valor da dimensa˜o para va´rios valores de q. Pore´m, Teng e colegas
(Teng et al., 2010) mostram que os valores para q > 2 podem ser representados pelo resul-
tado correspondente ao valor q= 2 e valores q <−1 podem ser representados pelo resultado
de q=−1. Isto e´, apenas os resultados de q no conjunto−1,0,1,2 conteˆm informac¸o˜es rele-
vantes, e fora dessa faixa os valores sa˜o redundantes. Theiler (1990) afirma que o me´todo de
Box-Counting para o ca´lculo da dimensa˜o multifractal, quando q < 1, na˜o e´ adequado, e que
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se tem melhor estimativa para q > 1. (Teng et al., 2010) ainda afirma que para q= 2, regio˜es
regulares apresentara˜o alto valor para D2 (equac¸a˜o 2.1 para q = 2) e, consequentemente,
valores baixos para regio˜es na˜o-regulares.
Assim, ao se gerar uma imagem 3D com a informac¸a˜o do descritor multifractal local, as
fronteiras sera˜o vales estreitos e profundos confinados entre paredes abruptas, quase verti-
cais. Na Figura 2.4, apresenta-se em (a) a imagem 101085 da base de dados do BSDS, com
as dimenso˜es alteradas para que a imagem fique quadrada. As imagens (b), (e) e (f) apresen-
tam as imagens dos descritores multifractais respectivamente para as janelas 9×9, 17×17 e
33×33. Nas imagens (a), (b), (e) e (f) esta´ representada a linha 200 (duzentos) na cor branca,
para ressaltar qual foi a linha utilizada para mostrar o gra´fico 2D, respectivamente em (c),
(d), (g) e (h).
E´ interessante observar que a imagem do descritor multifractal segue o que foi explicado,
isto e´, regio˜es regulares apresentara˜o valores elevados (pixels mais claros) e, consequente-
mente, regio˜es na˜o-regulares apresentara˜o valores baixos (pixels mais escuros). As fronteiras
entre regio˜es sa˜o regio˜es na˜o-regulares, e, portanto, sa˜o apresentadas como um contorno es-
curo. A` medida que a janela aumenta, as bordas da imagem do descritor multifractal tambe´m
va˜o se tornando mais grossas.
Os valores J, no me´todo JSEG, formam uma imagem 3D, a J-image, onde os vales repre-
sentam a´reas de regio˜es homogeˆneas e as montanhas representam as fronteiras entre regio˜es.
Portanto, tem-se uma representac¸a˜o inversa nas duas imagens, a J-image e a imagem gerada
pelo descritor multifractal. Efetua-se uma inversa˜o dos valores nas imagens do descritor
multifractal, para que ambas as representac¸o˜es tenham a mesma semaˆntica. Tambe´m e´ feita
uma normalizac¸a˜o dos valores para que ambas as representac¸o˜es tenham os mesmos limites
de valores, sendo que o valor do J-value varia entre 0 e 2. A Figura 2.5 mostra, na coluna
da esquerda, as imagens dos descritores fractais normalizados para as janelas 9×9 (parte a),
17×17 (parte c) e 33×33 (parte e). Nota-se que estas imagens sa˜o mais parecidas com as
imagens do J-image apresentadas nas Figuras 2.1c e 2.1e. Na coluna direita da Figura 2.5
apresentam-se os gra´ficos 2D da linha 200 da imagem a` esquerda.
Para facilitar a comparac¸a˜o da localizac¸a˜o das fronteiras entre regio˜es da refereˆncia hu-
mana com relac¸a˜o a` imagem do descritor multifractal, mostram-se dois gra´ficos na Figura
2.6. O primeiro gra´fico, em (b), apresenta duas curvas: a curva em azul e´ a linha 200 da
imagem de entrada 101085 e a curva em vermelho e´ a linha 200 da imagem de refereˆncia
humana, mostrada em (a). Embora exista uma indefinic¸a˜o logo no inı´cio do gra´fico, perto
da origem, a curva em vermelho mostra basicamente 6 (seis) picos, que sa˜o exatamente as
fronteiras dos treˆs totens. Pela curva em azul, sa˜o os pontos onde ha´ uma singularidade no
gra´fico como um degrau. No segundo gra´fico, em (c), a curva em vermelho e´ a mesma de (b)





Figura 2.4: (a) Imagem 101085 da base de dados do BSDS; (b) Imagem do descritor fractal
para janela de tamanho 9×9; (c) gra´fico 2D da linha 200 da imagem (a); (d) gra´fico em 2D
da linha 200 da imagem (b); (e) Imagem do descritor fractal para janela de tamanho 17×17;
(f) Imagem do descritor fractal para janela de tamanho 33×33; (g) gra´fico 2D da linha 200
da imagem (e); (h) gra´fico em 2D da linha 200 da imagem (f).




Figura 2.5: A` esquerda apresentam-se as imagens dos descritores fractais normalizados, (o
tamanho da janela associada se encontra abaixo de cada imagem). A` direita, apresentam-se
os gra´ficos 2D da linha 200 da imagem a` esquerda.




Figura 2.6: (a) Refereˆncia Humana de 101085. (b) Gra´fico 2D com as curvas da linha 200
da imagem em escala de cinza 101085 em azul (c) Gra´fico 2D com as curvas da linha 200
da imagem do descritor multifractal com janela 9×9 em azul. A curva em vermelho de (b) e
(c) corresponde a` linha 200 da imagem da refereˆncia humana.
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e a curva em azul e´ a linha 200 da imagem do descritor multifractal com janela 9×9, ja´ com
os valores invertidos, mas na˜o normalizados. Os picos das curva em azul abrangem os picos
da curva em vermelho. O fato da localizac¸a˜o na˜o ser exata sera´ resolvido pelo algoritmo de
crescimento de regio˜es, que ira´ aglutinando os vales ate´ chegar a`s montanhas.
2.3 Trabalhos Relacionados
Ha´ poucos trabalhos propondo melhorias no me´todo JSEG, dentre os quais dois sa˜o aqui
apresentados. Nos trabalhos de Chang e colegas (Chang et al., 2007a,b) se propo˜e um me´todo
de melhoria de contraste, chamado IC-JSEG. Este me´todo altera o espac¸o de cores e altera
o contraste da imagem, gerando um mapa de contraste. Aplicam-se dois filtros nesse mapa,
um para retirada de ruı´do e outro para enfatizar as bordas. Testes em treˆs imagens me´dicas e
em treˆs imagens de cenas naturais sa˜o realizados, e os autores mostram que houve melhoria
no problema de supersegmentac¸a˜o do JSEG.
No trabalho de Wang e colegas (Wang et al., 2006), os autores propo˜em uma abordagem
para solucionar o problema de supersegmentac¸a˜o de a´reas com gradac¸a˜o suave de cores que
o JSEG apresenta. Para tanto, embute-se uma medida de operadores direcionais de Frei e
Chung-Ching (1977) para identificar a similaridade de cores. Testes com imagens do BSDS
sa˜o realizados, mas os resultados quantitativos na˜o sa˜o baseadas nas me´tricas padra˜o atuais
do BSDS, impossibilitando a comparac¸a˜o quantitativa com este me´todo.
A dimensa˜o multifractal e´ amplamente utilizada para segmentac¸a˜o de imagens ou textu-
ras. A comec¸ar pelo trabalho de Pentland (1984), cuja te´cnica consiste em dividir a imagem
em blocos e, para cada bloco, calcular a dimensa˜o fractal. Depois, constro´i-se um histo-
grama com os valores da dimensa˜o fractal, que e´ enta˜o dividido em seus vales ou mı´nimos
locais. Cada divisa˜o do histograma representa uma a´rea homogeˆnea da imagem. Ha´ treˆs
exemplos de imagens de cenas naturais em escala de cinza, e Pentland relata outros testes
mostrando bons resultados, pore´m lamenta que na˜o ha´ como comparar seus resultados com
outras te´cnicas.
Ve´hel possui va´rios artigos nesta a´rea, escritos com colegas variados, onde se destaca
seu trabalho de 1994 (Ve´hel e Mignot, 1994). Neste trabalho, ele demonstra que e´ possı´vel
usar caracterı´sticas multifractais de cada pixel da imagem para solucionar o problema de
segmentac¸a˜o. Estes valores sa˜o as entradas de um modelo de otimizac¸a˜o Bayesiana, que
classificara´ os pontos em pixels de borda ou na˜o. Os experimentos, em imagens em escala
de cinza, mostraram que esta abordagem e´ melhor, quando comparada com o detector de
bordas Canny. Ja´ Chaudhuri e Sarkar (1995) utilizam um vetor de caracterı´sticas, tendo-se
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dimensa˜o fractal local e dimensa˜o multifractal, entre outros valores, como entrada para o
me´todo de clustering, o K-means. Bons resultados foram alcanc¸ados ao segmentar mosaicos
de texturas em escala de cinza.
Maeda e colegas (Maeda et al., 2000), apresentam um algoritmo para estimar a dimensa˜o
fractal local (DFL) de imagens, com base no Blanket Method (Peleg et al., 1984). Depois,
unem caracterı´sticas de diferenc¸a de intensidade de cores, gradiente de cores e DFL de cada
pixel e aplicam um procedimento chamado Fuzzy Region-Growing. O teste e´ feito em ape-
nas uma imagem de cena natural colorida. Kasparis e colegas (Kasparis et al., 2001) usam
um vetor de caracterı´sticas composto por medidas fractais, e um algoritmo iterativo base-
ado em K-means para a segmentac¸a˜o. O algoritmo de agrupamento inicia em uma janela
local grande, que a cada iterac¸a˜o e´ reduzida. Comparac¸o˜es com caracterı´sticas baseadas em
energia sa˜o feitas em testes com imagens de mosaicos de Brodatz.
Nunes e Conci (2003) propuseram o uso de fractais para segmentac¸a˜o de texturas em
imagens multi-bandas. Ale´m da gerac¸a˜o da dimensa˜o multifractal local de cada banda, e´
feito um exame do inter-relacionamento entre a representac¸a˜o da imagem em cada banda.
Apo´s uma fase de treinamento supervisionado, e´ feita a classificac¸a˜o automa´tica dos valores.
Os testes de segmentac¸a˜o foram feitos com mosaicos de texturas naturais coloridas e imagens
reais de sate´lites, e atrave´s deles os autores mostram a eficieˆncia do me´todo.
Xia e colegas (Xia et al., 2006) propuseram o LMME (Local Morphology-based Multi-
fractal Estimation), que e´ um novo algoritmo para ca´lculo da dimensa˜o multifractal usando
te´cnicas de morfologia matema´tica. As caracterı´sticas sa˜o computadas atrave´s de uma janela
deslizante de 11×11 pixels, centrada no ponto. A segmentac¸a˜o e´ feita com base no algoritmo
de agrupamento fuzzy C-means. Ao final, o trabalho afirma, atrave´s de resultados de testes,
que o LMME diferencia melhor texturas que duas outras te´cnicas de estimativas de dimensa˜o
multifractal, MDBC (Houqiang et al., 2001) e MRDBC (Du e Yeo, 2002) em mosaicos de
texturas e cenas naturais.
Coˆco, Salles e Sarcinelli-Filho (Coˆco et al., 2009) apresentaram um novo crite´rio to-
pogra´fico para o me´todo TICA (Topographic Independent Component Analysis), uma combi-
nac¸a˜o da energia mais o descritor LMME. Os vetores de caracterı´sticas sa˜o submetidos ao
me´todo K-means. Resultados em mosaicos de texturas mostram que a nova abordagem com
o descritor multifractal e´ melhor que a tradicional, que usa apenas energia.
Portanto, uma abordagem comumente utilizada e´ criar um vetor de caracterı´sticas, que
depois e´ analisado por um me´todo de agrupamento, como o K-means. Trabalhos anterio-
res, inclusive, ja´ haviam utilizado descritores multifractais como um elemento num vetor de
caracterı´sticas. Nesta Tese, diferentemente, sera´ usado um descritor multifractal local para
criar uma representac¸a˜o de uma imagem 3D com vales e montanhas, indicando o quanto
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o pixel esta´ ou na˜o numa regia˜o de borda. Assim, ao inve´s de se criar um vetor de carac-
terı´sticas utilizado como entrada para um algoritmo de agrupamento, propo˜e-se uma nova
abordagem, que consiste em integrar diferentes medidas em um u´nico mapa, diminuindo o
esforc¸o do algoritmo de agrupamento.
2.4 Arquiteturas Implementadas
A partir do JSEG foram desenvolvidos quatro diferentes sistemas, ja´ mencionados na
sec¸a˜o 1.3, sumarizadas na Tabela 2.1.
Tabela 2.1: Caracterı´sticas das Arquiteturas Implementadas.





1 Fractal-only Func¸a˜o de ma´ximo Mapa de Classes Na˜o
2 Fractal-JSEG Func¸a˜o de ma´ximo Mapa de Classes Sim Local
3 I-Frac Func¸o˜es de ma´ximo
e me´dia
Imagem de Entrada Na˜o
4 MM-Frac Func¸o˜es de ma´ximo
e me´dia
Imagem de Entrada Sim Global
Deve ser enfatizado que duas arquiteturas utilizam como crite´rio de homogeneidade de
regio˜es apenas o descritor multifractal (arquiteturas 1 e 3), e as outras duas integram o
descritor multifractal com o crite´rio de homogeneidade original do JSEG (arquiteturas 2
e 4). Foram implementados dois diferentes tipos de controle de integrac¸a˜o, um baseado em
informac¸a˜o local e outro em informac¸a˜o global (no caso das arquiteturas 2 e 4). As arquitetu-
ras 1 e 2 usam o mapa de classes, isto e´, o resultado apo´s o processo de quantizac¸a˜o de cores
como entrada para o processo de ca´lculo das imagens do descritor multifractal, enquanto as
arquiteturas 3 e 4 usam a imagem colorida original. As arquiteturas 1 e 2 usam a func¸a˜o
de ma´ximo para combinar as imagens do descritor multifractal de cada canal de cor, e as
arquiteturas 3 e 4 combinam os canais de cores atrave´s de func¸o˜es de ma´ximo e me´dia.
Durante os testes preliminares foram utilizados os espac¸os de cores: o RGB, LUV e o
Lab. Os melhores resultados foi no espac¸o de cores LUV, que ja´ era utilizado pelo JSEG.
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2.4.1 Fractal-only
A arquitetura chamada Fractal-only usa somente as imagens de dimensa˜o multifractal
como crite´rio de homogeneidade do algoritmo de crescimento de regio˜es, conforme pode ser
visto na Figura 2.7. Os elementos que esta˜o sombreados mostram as incluso˜es feitas, em
relac¸a˜o ao sistema original JSEG. E´ importante salientar que se mantiveram os processos de
quantizac¸a˜o de cores e crescimento de regio˜es do me´todo original. Conforme explicado, o
ca´lculo da dimensa˜o multifractal local e´ executado pelo me´todo DBC, e o tamanho do cubo
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Figura 2.7: Arquitetura do Fractal-only.
Os resultados produzidos pelo me´todo JSEG sa˜o baseados principalmente no mapa de
classes produzido pela primeira etapa, onde se tem o processo de quantizac¸a˜o de cores. O
mapa de classes e´ formado por nu´meros na faixa de valores entre 1 (um) e C, onde C e´ o
nu´mero de classes. Por exemplo, se a quantizac¸a˜o reduz a quantidade de cores para dez
cores, enta˜o o mapa de classes possui valores entre 1 (um) e 10 (dez).
Entretanto, observa-se que a medida J e´ definida sobre a variaˆncia deste mapa de classes,
que descreve a distribuic¸a˜o das classes, mas acaba desconsiderando a informac¸a˜o de cor.
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Assim, para o ca´lculo do descritor multifractal, ao inve´s de se usar o mapa de classes, usa-se
o valor da cor me´dia de cada classe. Continuou-se a usar o espac¸o de cores perceptualmente
uniforme LUV, tambe´m conhecido como CIELUV, que ja´ era usado pelo me´todo JSEG.
Por exemplo, ao inve´s de tratar a informac¸a˜o do pixel como classe de valor 1, tratou-se a
informac¸a˜o do pixel como cor azul (com 3 valores, um para luminosidade e dois relativos a`
cor). Com isso, obte´m-se maior sensibilidade a`s variac¸o˜es de cor que no me´todo original.
Os ca´lculos das treˆs imagens de dimensa˜o multifractal dos componentes do espac¸o de
cores sa˜o executados separadamente. Todos os mapas 3D sa˜o combinados por uma func¸a˜o
de ma´ximo. Esta abordagem, de tratar cada canal do espac¸o de cores de forma independente,
prove´m de Cheng e colegas (Cheng et al., 2001). Esta ide´ia tambe´m e´ usada em Conci e
Proenca (1997), pore´m no espac¸o de cores RGB.
Usando a func¸a˜o de ma´ximo, cada pixel do mapa resultante tem valor maior ou igual aos
valores dos mapas de entrada, na mesma posic¸a˜o do pixel. Se o descritor multifractal de um
pixel no componente U e´ maior que a dimensa˜o do mesmo pixel no componente L, significa
que ha´ uma informac¸a˜o de borda mais perceptı´vel na cor (U) que na luminosidade (em L).
Associando sempre o valor ma´ximo de cada pixel, aumenta-se a quantidade de montanhas,
isto e´, define-se melhor a localizac¸a˜o das fronteiras entre regio˜es.
2.4.2 Fractal-JSEG
O objetivo desta arquitetura e´ analisar se o resultado dos crite´rios de homogeneidade,
(J-image e o descritor multifractal), combinados apresentam resultados melhores ou piores
que os crite´rios isoladamente.
A Figura 2.8 mostra a arquitetura do sistema Fractal-JSEG. Os elementos que esta˜o som-
breados mostram as incluso˜es feitas, em relac¸a˜o ao sistema original JSEG.
A diferenc¸a entre o Fractal-JSEG e o Fractal-only foi o uso do mapa 3D J-image como
entrada da func¸a˜o de ma´ximo, ale´m dos mapas 3D dos descritores multifractais. O ca´lculo
das treˆs imagens do descritor multifractal dos componentes do espac¸o de cores e do J-image
sa˜o executados separadamente.
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Figura 2.8: Arquitetura do Fractal-JSEG.
2.4.3 I-Frac
Nesta terceira arquitetura, mostrada na Figura 2.9, ha´ treˆs pontos que a diferenciam do
Fractal-only:
1. uso da imagem original para o ca´lculo da imagem da dimensa˜o multifractal. A di-
mensa˜o fractal fornece uma informac¸a˜o quantitativa da rugosidade da superfı´cie. Ao
se quantizar a imagem, isto e´, diminuir a quantidade de cores da imagem, altera-se a
informac¸a˜o original. Essa diminuic¸a˜o da informac¸a˜o afeta o ca´lculo de rugosidade.
Assim, ao usar a imagem original como entrada para o ca´lculo da imagem do descritor
multifractal tem-se uma informac¸a˜o mais precisa sobre a rugosidade da superfı´cie, tal
qual no trabalho de Kasparis e colegas (Kasparis et al., 2001);
2. combinac¸a˜o das imagens de dimensa˜o multifractal. No Fractal-only todos os mapas
3D sa˜o combinados atrave´s de uma func¸a˜o de ma´ximo. Isto e´, supo˜e-se que cada
componente do LUV tem a mesma importaˆncia para a definic¸a˜o de bordas. Testes pre-
liminares mostraram que os componentes de cores, U e V, teˆm informac¸o˜es similares,
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Figura 2.9: Arquitetura do I-Frac.
e que uma combinac¸a˜o diferente pode fornecer uma imagem de bordas mais descritiva.
Nestes testes, a melhor combinac¸a˜o foi o uso da func¸a˜o de ma´ximo entre os compo-
nentes de cores e o uso da func¸a˜o de me´dia entre os resultados da luminaˆncia e da
combinac¸a˜o de cores;
3. alterac¸a˜o da janela local. Reduziu-se a` metade os tamanhos originais das janelas locais
do JSEG, com isso reduzindo o tamanho dos cubos. Ale´m disso, na˜o ha´ a necessidade
de se diminuir a amostragem. A janela local utilizada no JSEG possui um esquema
de subamostragem, isto e´, diminui a quantidade de informac¸o˜es da janela (veja Tabela
A.1 do Apeˆndice A). No artigo original que propo˜e o me´todo do JSEG (Deng e Manju-
nath, 2001) esta subamostragem e´ feita por motivos computacionais. Entretanto, para
os computadores atuais pode-se relaxar esta restric¸a˜o, de forma que nesta arquitetura
na˜o ha´ mais esta subamostragem. Logo, todos os pixels da janela local (cubo) sa˜o
considerados. Assim, a tabela de escalas adotadas e´ a Tabela 2.2.
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Tabela 2.2: Tamanho das janelas para cada escala do I-Frac.
escala janela amostragem tamanho da regia˜o tamanho mı´nimo da semente
(pixels) (1/pixels) (pixels) (pixels)
1 5×5 1/(1×1) 32×32 16
2 9×9 1/(1×1) 64×64 32
3 17×17 1/(1×1) 128×128 128
4 33×33 1/(1×1) 256×256 512
2.4.4 MM-Frac
A arquitetura MM-Frac utiliza o mapa 3D J-image, ale´m dos mapas 3D dos descritores
multifractais, para compor a entrada para o processo de crescimento de regio˜es. O ca´lculo
das treˆs imagens do descritor multifractal dos componentes do espac¸o de cores e do J-image
sa˜o executados separadamente. A Figura 2.10 mostra a arquitetura do sistema MM-Frac,
onde todos os retaˆngulos representam os processos que recebem imagens como entrada e
retornam uma imagem como saı´da. O processo de estimativa de α e´ representado como uma
elipse, pois e´ o u´nico processo que recebe uma imagem como entrada e retorna um nu´mero
real como saı´da.
Diferente da arquitetura do Fractal-JSEG, o controle de mistura dos mapas agora se ba-
seia em uma propriedade estatı´stica global da imagem: o valor α, que e´ a declividade da
curva do espectro de poteˆncia da imagem de entrada. Esta medida se mostrou muito efi-
ciente na classificac¸a˜o de imagens de cenas naturais em diferentes categorias semaˆnticas
(objetos simples, coˆmodos, cenas panoraˆmicas, dentre outros), conforme trabalho de Tor-
ralba e Oliva (2003), e tambe´m na segmentac¸a˜o de imagens, como no trabalho de Coˆco,
Salles e Sarcinelli-Filho (Coˆco et al., 2009). Eles observaram que a declividade do perfil da
curva dada pelo espectro de poteˆncia das imagens (log(magnitude) × log(frequeˆncia)) recai,
na me´dia, na forma 1/ f α com α∼ 2.
A curva e´ dada pelos valores decrescentes do espectro de energia, da frequeˆncia mais
baixa para a mais alta. A Figura 2.11 exemplifica o espectro de poteˆncia em 3D, onde o
perfil da curva e´ enfatizado em vermelho. A Figura 2.12 mostra o perfil (em vermelho), no
gra´fico 2D, e a interpolac¸a˜o linear (linha preta pontilhada). No exemplo, o valor estimado e´
dado por −α=−2,31 (ou α=+2,31).
Estatı´sticas de imagens naturais parecem seguir um padra˜o de regularidade. Pentland
(1984) mostrou que superfı´cies naturais fractais (como montanhas e florestas) produzem uma
imagem com espectro de energia na forma 1/ f α, onde α esta´ relacionado com a dimensa˜o
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Figura 2.10: Arquitetura de MM-Frac.
fractal de superfı´cies 3D (isto e´, a sua rugosidade). Caracterı´sticas de declividade podem ser
agrupadas em duas famı´lias: declividade suave (α ∼ 1), para cenas rugosas e com objetos
detalhados, e declividade acentuada (α ∼ 3), para cenas com objetos de pouca rugosidade
(mais lisos). Logo, quanto mais suave e´ a declividade, mais rugosa e´ a imagem ou a imagem
possui mais informac¸a˜o de alta frequeˆncia.
Alguns exemplos de imagens com muita rugosidade sa˜o apresentados na coluna esquerda
da Figura 2.13, enquanto que na sua coluna direita sa˜o apresentados os respectivos gra´ficos
da interpolac¸a˜o de α. Nestes gra´ficos mostra-se, tambe´m, a reta com declividade -2, apenas
para facilitar a comparac¸a˜o visual. A estimativa de α foi feita apenas no componente de
luminaˆncia, por isso as imagens esta˜o em escala de cinza. Na Figura 2.14 sa˜o mostrados
alguns exemplos de imagens com α∼ 3. Da mesma forma que na figura anterior, na coluna
esquerda esta˜o as imagens de entrada e na coluna direita esta˜o os gra´ficos associados a seus
respectivos α. Na figura com baixo valor de α tem-se muitas rugosidade, como a areia e a
vegetac¸a˜o com galhos. Ja´ na outra figura, as imagens apresentam regio˜es extensas com as
mesmas cores ou de pouca rugosidade, como nuvens.
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Figura 2.11: Espectro de poteˆncia de uma imagem em 3D.
Figura 2.12: Espectro de poteˆncia de uma imagem em 2D.
Para integrar as duas medidas, utilizou-se uma me´dia ponderada baseada em α. Quanto
menor o valor de α, maior o peso da medida multifractal. Assim, cada pixel no mapa 3D
final e´ dado por
mapi j = J-value×αnorm+(1−αnorm)× valor-Fractal, (2.2)
onde αnorm = (α− 1,0)/2,0. Esta normalizac¸a˜o foi feita considerando a faixa de valores
[1,3] citado no trabalho de Pentland (1984), de tal forma que αnorm esteja na faixa [0,1].
Um valor baixo de α, significa que a imagem apresenta muita rugosidade, e o peso da
parcela relativa ao mapa do descritor multifractal e´ privilegiado com relac¸a˜o a` parcela do
J-image. Para valores altos de α, os pesos se invertem.





Figura 2.13: Exemplos de imagens com valores de α pro´ximos de 1.





Figura 2.14: Exemplos de imagens com valores de α pro´ximos de 3.
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2.5 Resultados Experimentais e Discussa˜o
Nesta sec¸a˜o sa˜o mostrados e analisados os resultados de cada uma das quatro arquite-
turas descritas na sec¸a˜o anterior, de forma qualitativa e quantitativa. Os experimentos na˜o
incluı´ram qualquer tipo de calibrac¸a˜o de paraˆmetros para alguma imagem especı´fica. Isto e´,
todos os paraˆmetros foram configurados para valores padra˜o, e na˜o houve modificac¸a˜o destes
valores durante as baterias de testes. O limiar para quantizac¸a˜o de cores e a quantidade de
escalas sa˜o calculados de forma automa´tica. Para o limiar do region merge foi utilizado o
valor padra˜o do JSEG, o qual e´ 0,4.
2.5.1 Comparac¸a˜o entre JSEG e Fractal-only
Os resultados e a ana´lise sera˜o apresentados na seguinte sequeˆncia:
1. Figura 2.15, mostrando os resultados onde o me´todo Fractal-only obteve me´tricas de
F-measure maiores que o me´todo JSEG;
2. Figura 2.16, mostrando os resultados onde o me´todo Fractal-only obteve me´tricas de
F-measure menores que o me´todo JSEG;
3. Figura 2.17, mostrando os resultados onde o me´todo JSEG obteve me´tricas de F-
measure maiores que o me´todo Fractal-only;
4. Figura 2.18, mostrando os resultados onde o me´todo JSEG obteve me´tricas de F-
measure menores que o me´todo Fractal-only.
A ordem em todas as figuras e´ a mesma. Ha´ quatro colunas, sendo que a primeira mostra
a imagem original da base de dados de testes (BSDS), seguida pela sua imagem de refereˆncia
composta pelas anotac¸o˜es humanas (benchmark), seguida pelos resultados das segmentac¸o˜es
usando o me´todo JSEG e os resultados das segmentac¸o˜es pelo me´todo Fractal-only.
Analisando os resultados das segmentac¸o˜es do me´todo Fractal-only, nos quais o valor de
F-measure foram maiores que os valores de F-measure dos resultados do JSEG, verificou-
se que ha´ uma caracterı´stica comum nestas imagens: texturas complexas sa˜o identificadas
como uma regia˜o u´nica. Destacam-se alguns exemplos desta caracterı´stica na Figura 2.15.
Observa-se, na primeira linha, que o ser humano na˜o segmenta cada janela, e sim o contorno
do pre´dio como um todo, e que a segmentac¸a˜o resultante do Fractal-only e´ mais parecida
com a percepc¸a˜o humana que o resultado do JSEG. Na segunda linha da figura, nota-se que
no resultado do JSEG, os totens foram divididos em mais sub-regio˜es que no resultado do
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Fractal-only. Assim, nestas imagens, usando apenas o crite´rio de homogeneidade baseado
no descritor multifractal, diminui-se a quantidade de regio˜es.
148026 F-measure=0,69 F-measure=0,57 F-measure=0,64
101085 F-measure=0,92 F-measure=0,69 F-measure=0,78
160068 F-measure=0,91 F-measure=0,49 F-measure=0,67
(a) Imagem de entrada (b) Anotac¸a˜o humana (c) JSEG (d) Fractal-only
Figura 2.15: Exemplos caracterı´sticos com texturas complexas nos quais o Fractal-only apre-
sentou valores de F-measure maiores que o JSEG.
A terceira linha da Figura 2.15 apresenta me´trica melhor que o JSEG, e realiza uma tarefa
extremamente difı´cil de agregar a textura complexa da onc¸a numa u´nica regia˜o. No entanto,
a generalizac¸a˜o foi tal que abarcou, inclusive, o galho da a´rvore.
Embora a generalizac¸a˜o do descritor multifractal tenha fornecido bons resultados em
algumas imagens, em outras os resultados pioraram, conforme pode ser visto na Figura 2.16.
A primeira linha da figura mostra o pior resultado, que na˜o apresenta sequer um pixel de
borda. Considerando-se que o resultado da segmentac¸a˜o sera´ a entrada de um processo
de alto nı´vel (por exemplo, reconhecimento de objetos), seria necessa´rio que existisse pelo
menos algum indı´cio de que ha´ algum elemento central (embora supersegmentac¸a˜o na˜o seja
deseja´vel, ela e´ melhor que nenhuma segmentac¸a˜o). Este resultado prove´m principalmente
do processo de quantizac¸a˜o que diminui para apenas duas cores diferentes. Outro exemplo
deste problema aparece na figura do bode nas pedras, na segunda linha da figura, onde o
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resultado do Fractal-only na˜o consegue isolar o contorno do bode das rochas.
196073 F-measure=0,85 F-measure=0,54 F-measure=0,0
304074 F-measure=0,92 F-measure=0,50 F-measure=0,44
(a) Imagem de entrada (b) Anotac¸a˜o humana (c) JSEG (d) Fractal-only
Figura 2.16: Exemplos caracterı´sticos com similaridade de cor-textura de diferentes compo-
nentes, nos quais o Fractal-only apresentou valores de F-measure menores que o JSEG.
Verificando todos os piores resultados do Fractal-only, notou-se que ha´ tambe´m uma ca-
racterı´stica comum. As imagens apresentam cores do elemento central e cores do fundo
muito similares. No geral, o me´todo Fractal-only se mostra insta´vel, apresentando alguns
poucos resultados surpreendentes, mas com a desvantagem de na˜o conseguir distinguir ele-
mentos de cores muito similares.
Ja´ se pode observar que o me´todo JSEG tende a supersegmentar as imagens. Ha´ imagens
em que esta caracterı´stica e´ bem-vinda, como no caso da primeira linha da Figura 2.17. A
folhagem da parte inferior esquerda da imagem e´ bem detalhada pela anotac¸a˜o humana: o
ser humano percebeu as folhas e na˜o uma regia˜o de folhagem, e com isso, o resultado do
JSEG apresenta me´trica maior que o me´todo Fractal-only. Da mesma forma, na segunda
linha a imagem de refereˆncia humana foi bem detalhista quanto a`s vestimentas dos homens,
e obteve maior F-measure que o Fractal-only.
Ale´m das imagens com grande complexidade de textura nas quais a percepc¸a˜o humana
compreende como uma u´nica regia˜o, como mostrado na Figura 2.15, onde o JSEG apresen-
tou desvantagens, mostra-se ainda mais um caso em que ele apresenta me´trica menor que o
Fractal-only. No caso da Figura 2.18, imagem de entrada na˜o apresenta tanta complexidade
de textura, mas ha´ regio˜es de texturas com pouca rugosidade ao fundo, que o JSEG segmenta,
embora o mesmo na˜o seja segmentado na refereˆncia humana. Por sua vez, o Fractal-only na˜o
segmenta o fundo, mas tambe´m na˜o consegue uma boa definic¸a˜o no contorno do lobo.
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69015 F-measure=0,74 F-measure=0,74 F-measure=0,58
229036 F-measure=0,85 F-measure=0,74 F-measure=0,60
(a) Imagem de entrada (b) Anotac¸a˜o humana (c) JSEG (d) Fractal-only
Figura 2.17: Exemplos caracterı´sticos onde as anotac¸o˜es humanas foram detalhadas e nos
quais o JSEG apresentou valores de F-measure maiores que o Fractal-only.
167062 F-measure=0,94 F-measure=0,62 F-measure=0,75
(a) Imagem de entrada (b) Anotac¸a˜o humana (c) JSEG (d) Fractal-only
Figura 2.18: Imagens associadas a imagem 167062.
2.5.2 Comparac¸a˜o Fractal-JSEG x (JSEG e Fractal-only)
Conforme ja´ comentado, dependendo das caracterı´sticas dos va´rios componentes das
imagens, um dos crite´rios de homogeneidade pode ter desempenho melhor ou pior que o
outro. Para analisar o seu funcionamento em conjunto, uma das contribuic¸o˜es desta Tese,
foi a proposta da arquitetura Fractal-JSEG. Exemplos de imagens nos quais os resultados do
Fractal-JSEG foram melhores, em termos de F-measure, que os resultados do JSEG e do
Fractal-only sa˜o apresentados na Figura 2.19.
O resultado do Fractal-JSEG, em geral, mostra uma mistura entre os dois crite´rios, como
na primeira linha da Figura 2.19. O resultado do Fractal-JSEG na˜o apresenta as regio˜es ao
fundo, como no resultado do Fractal-only, e consegue definir melhor o contorno do lobo,
como no resultado do JSEG. O mesmo ocorre com relac¸a˜o ao canguru da segunda linha e
aos totens da terceira linha: os componentes apresentam os contornos tal qual os resultados
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do JSEG, mas conteˆm menos regio˜es, como nos resultados do Fractal-only.
As imagens resultantes das segmentac¸o˜es de todos os me´todos sa˜o do tipo hard edge
maps, isto e´, sa˜o imagens bina´rias onde a informac¸a˜o e´ simplesmente se um pixel e´ ou na˜o
pixel de fronteira entre regio˜es. Por esta raza˜o, na˜o ha´ um gra´fico tradicional de precision ×
recall para cada imagem, onde cada ponto no gra´fico representaria um limiar de binarizac¸a˜o
numa imagem do tipo soft-edge-map.
Os gra´ficos apresentados nas Figuras 2.20a, 2.20b e 2.20c sa˜o histogramas. A leitura se
da´ da seguinte forma: na Figura 2.20b, cada ponto representa a quantidade de imagens que
tiveram o recall na faixa de valores do eixo x. Logo, pode-se ver que o JSEG apresentou 27
imagens (de um total de 100 imagens de teste da base BSDS) com recall = 0,6. As leituras
para os histogramas das me´tricas precision e F-measure tambe´m ocorrem da mesma forma.
Analisando os gra´ficos de precision e recall, vemos que o JSEG apresenta melhor recall,
mas tem os piores resultados de precision. O me´todo Fractal-only apresenta melhor resultado
em termos de precision, mas falha em termos de recall. O me´todo Fractal-JSEG apresenta
resultado entre JSEG e Fractal-only nas me´tricas de recall e precision. Considerando que
existe um conflito entre os valores de precision-recall, isto e´, a melhora de uma me´trica,
em geral, tem como consequeˆncia a piora da outra me´trica (Gordon e Kochen, 1989), e´
normal que as curvas para F-measure para todos os me´todos fiquem similares, como ocorre
no gra´fico da Figura 2.20c.
Quanto maior for o ma´ximo valor da curva, e quanto mais a` direita for esse ma´ximo,
melhor e´ o desempenho do algoritmo. No gra´fico de F-measure, e´ fa´cil observar que o
me´todo Fractal-only apresenta um desempenho pior que os outros dois me´todos, e que quase
na˜o ha´ diferenc¸a entre as curvas dos me´todos Fractal-JSEG e JSEG.
Considerando todas as 100 imagens de testes da base BSDS, o Fractal-JSEG apresentou
maior valor de F-measure em 57, o Fractal-only foi melhor em 17 e o JSEG em 26.
E´ importante lembrar que a combinac¸a˜o (func¸a˜o de ma´ximo) na˜o e´ uma func¸a˜o linear, e
nem o me´todo de crescimento de regio˜es e´ linear. Assim, e´ possı´vel que se tenha resultados
com F-measure com valores menores que ambas as entradas (foram 7 casos), assim como e´
possı´vel se ter resultados com valor de F-measure maiores que ambas as entradas (num total
de 10 casos).

















































































































































































































































































































































(c) Histograma da me´trica F-measure.
Figura 2.20: Histogramas das me´tricas dos me´todos JSEG × Fractal-only × Fractal-JSEG.
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2.5.3 Comparac¸a˜o I-Frac x Fractal-only
O me´todo I-Frac foi proposto devido ao problema do me´todo Fractal-only na˜o distinguir
componentes das imagens com cores similares, como visto na Figura 2.16. As mesmas
imagens de entrada da Figura Figura 2.16 sa˜o repetidas na Figura 2.21(a), em (b) esta˜o a
anotac¸a˜o humana associada, em (c) o resultado do Fractal-only e em (d) o resultado do I-
Frac.
304074 F-measure=0,92 F-measure=0,44 F-measure=0,54
196073 F-measure=0,85 F-measure=0,0 F-measure=0,68
(a) Imagem de entrada (b) Anotac¸a˜o humana (c) Fractal-only (d) I-Frac
Figura 2.21: Exemplos com similaridade de cor-textura dos componentes nos quais o I-Frac
obteve maiores valores de F-measure que Fractal-only.
Na primeira linha da Figura 2.21, a imagem do bode nas pedras possui elemento principal
e fundo de cores similares e o Fractal-only na˜o consegue distinguir o bode. No I-Frac esse
resultado melhorou, pois ja´ e´ possı´vel se distinguir a cabec¸a e os chifres do animal.
A segunda linha da Figura 2.21, que foi o pior resultado do Fractal-only, mostra a imagem
da cobra no deserto, onde animal e ambiente sa˜o de cores similares. No Fractal-only, na˜o
houve sequer um pixel de fronteira. No I-Frac o resultado melhorou, e e´ melhor que o
resultado do JSEG. Estes dois resultados sa˜o sobrepostos a` imagem original e mostrados na
Figura 2.22, para melhor visualizac¸a˜o. O me´todo JSEG segmenta mais a sombra do animal,
e na˜o propriamente seu corpo. Ja´ o I-Frac consegue definir bem o contorno do animal, ale´m
de segmentar a sombra.
O I-Frac, sendo mais sensı´vel a`s cores, na˜o pode perder a generalizac¸a˜o de texturas
complexas que ha´ no Fractal-only. Na Figura 2.23 mostra-se os resultados para imagens de
entrada com estas caracterı´sticas. Na imagem do pre´dio refletido na a´gua, o resultado do
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(a) F-measure=0,54 (b) F-measure=0,68
Figura 2.22: Resultados para a imagem 196073 (a) Resultado do Fractal-JSEG sobreposto a`
imagem original (b) Resultado do I-Frac sobreposto a` imagem original
I-Frac apresentou algumas regio˜es a mais (algumas janelas na sombra das folhagens). Em
compensac¸a˜o, a segmentac¸a˜o da folhagem na parte superior da imagem ficou mais parecida
com a refereˆncia humana. No resultado da onc¸a, o I-Frac continua identificando a textura,
embora o contorno da onc¸a apresente falhas, em compensac¸a˜o, o I-Frac consegue distinguir
a onc¸a do galho. Em termos semaˆnticos, este resultado e´ mais parecido com a refereˆncia
humana. Pore´m, devido a`s falhas no contorno, o valor de F-measure diminuiu com relac¸a˜o
ao Fractal-only.
148026 F-measure=0,69 F-measure=0,64 F-measure=0,68
160068 F-measure=0,91 F-measure=0,67 F-measure=0,58
(a) Imagem de entrada (b) Anotac¸a˜o humana (c) Fractal-only (d) I-Frac
Figura 2.23: Exemplos de imagens com texturas complexas.
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2.5.4 Comparac¸a˜o I-Frac x (JSEG, Fractal-JSEG e Fractal-only)
Os resultados do I-Frac sa˜o bem interessantes, pois manteve-se a generalizac¸a˜o e melho-
rou-se a sensibilidade a`s cores. I-Frac tambe´m apresenta menos regio˜es que o JSEG e o
Fractal-JSEG. Mostra-se mais um bom resultado do I-Frac a seguir, na Figura 2.24, onde o
resultado final ficou bem pro´ximo da refereˆncia humana. Houve a identificac¸a˜o da fronteira
entre as regio˜es de floresta e a neve, ale´m do contorno do lobo e, ao mesmo tempo, a floresta
foi reconhecida como uma regia˜o u´nica, na˜o segmentando as a´rvores que a compo˜em. Ale´m
disso, os contornos sa˜o mais precisos quando comparados ao referencial humano. Pore´m,
perdeu-se o contorno do graveto na neve, na parte esquerda da imagem, que aparecia no
resultado do JSEG.
A segunda imagem da Figura 2.24 e´ uma cena complexa, a ponto de apresentar um F-
measure baixo, inclusive para a refereˆncia humana. Este baixo valor significa que houve
muita diferenc¸a nas segmentac¸o˜es manuais entre os pro´prios seres humanos. O elemento
principal da imagem, a onc¸a, foi o u´nico componente em comum de todas as anotac¸o˜es. As-
sim, pode-se ver que o resultado do I-Frac e´ mais pro´ximo ao referencial humano qualitativa-
mente, embora quantitativamente, apresente um valor de F-measure menor que o resultado
do JSEG.
Analisando os gra´ficos de precision (Figura 2.25a) e recall (Figura 2.25b), veˆ-se que o
JSEG apresenta melhor recall, mas tem os piores resultados de precision. O me´todo Fractal-
only apresenta melhor resultado em termos de precision, mas falha em termos de recall. Os
me´todos Fractal-JSEG e I-Frac apresentam resultados entre JSEG e Fractal-only nas me´tricas
de recall e precision. I-Frac e´ melhor que Fractal-JSEG porque o ma´ximo global do I-Frac
nestes dois gra´ficos e´ maior que o ma´ximo global do Fractal-JSEG, que por coincideˆncia
ocorrem para o valor 0,7 no eixo x, em ambos os gra´ficos.
Quanto maior for o ma´ximo valor da curva e quanto mais a` direita for esse ma´ximo,
melhor e´ o algoritmo. No gra´fico de F-measure (Figura 2.25c), I-Frac e´ melhor que todos os
outros, e com uma pequena diferenc¸a do segundo melhor, o Fractal-JSEG.
Fazendo-se uma comparac¸a˜o par a par de me´todos, com o I-Frac, e considerando-se
apenas a me´trica F-measure das imagens da base de testes, tem-se que:
• I-Frac foi melhor que o JSEG em 66% das imagens;
• I-Frac foi melhor que o me´todo Fractal-only em 81% das imagens, e
• I-Frac foi melhor que o Fractal-JSEG em 57% dos casos.
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(a) 167062 (b) F-measure=0,94 (c) F-measure=0,62
(d) F-measure=0,75 (e) F-measure=0,78 (f) F-measure=0,88
(a) 134035 (b) F-measure=0,54 (c) F-measure=0,61
(d) F-measure=0,45 (e) F-measure=0,59 (f) F-measure=0,59
Figura 2.24: Exemplos em que o me´todo I-Frac aumentou os valores de F-measure. (a)
Imagem de entrada (b) Anotac¸a˜o humana (c) JSEG (d) Fractal-only (e) Fractal-JSEG (f)
I-Frac.
2.5.5 Comparac¸a˜o MM-Frac x (JSEG, I-Frac e Fractal-JSEG)
A arquitetura MM-Frac utiliza duas medidas de homogeneidade de regio˜es: J-value e um
descritor multifractal. Ambas as medidas recebem a imagem original e retornam imagens
que podem ser interpretadas como mapas 3D. Para integrar as duas medidas, utilizou-se uma
me´dia ponderada baseada na propriedade estatı´stica global: o valor α. O resultado desta
integrac¸a˜o e´ um mapa 3D final, o qual e´ passado como entrada do me´todo de crescimento de
regio˜es.
Alguns resultados sa˜o mostrados na Figura 2.26. Foram escolhidas treˆs imagens: uma
com valor de α pro´ximo de 3, outra com o valor 2 e outra com valor mais pro´ximo de 1.
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(a) Histograma da me´trica precision.
(b) Histograma da me´trica recall.
(c) Histograma da me´trica F-measure.
Figura 2.25: Histogramas das me´tricas dos me´todos JSEG × Fractal-only × Fractal-JSEG
× I-Frac.
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(a) 45096 α=2,85 (b) F-measure=0,76 (c) F-measure=0,67
(d) F-measure=0,66 (e) F-measure=0,66 (f) F-measure=0,70
(a) 182053 α=2,0 (b) F-measure=0,74 (c) F-measure=0,61
(d) F-measure=0,58 (e) F-measure=0,66 (f) F-measure=0,72
(a) 196073 α=1,45 (b) F-measure=0,85 (c) F-measure=0,55
(d) F-measure=0,55 (e) F-measure=0,69 (f) F-measure=0,74
Figura 2.26: Exemplos de resultados do me´todo MM-Frac, na ordem: (a) Imagem de entrada
(b) Refereˆncia humana e as imagens resultados dos me´todos (c) JSEG (d) Fractal-JSEG (e)
I-Frac (f) MM-Frac.
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Para estas imagens da abordagem MM-Frac, o resultado da me´trica F-measure do me´todo
MM-Frac e´ maior com relac¸a˜o aos demais me´todos. E´ difı´cil identificar qualitativamente
que houve melhoria de segmentac¸a˜o na primeira imagem, pois os resultados visualmente
sa˜o muito similares. Pelo valor alto de α, o mapa 3D final tende a ser mais parecido com o
resultado do mapa do J-image, e com isso, e´ esperado que o resultado final do MM-Frac seja
mais pro´ximo do resultado do JSEG do que o do I-Frac. Para a terceira imagem, o resultado
do MM-Frac e´ mais parecido com o resultado do I-Frac do que com o do JSEG.
No entanto, e´ importante frisar que o resultado na˜o e´ ideˆntico, pois α na˜o e´ igual a 3 (ou
exatamente igual a 1) e, portanto, o mapa final apresenta componentes de ambas as medidas.
Ale´m disso, o me´todo de crescimento de regio˜es e´ um me´todo na˜o-linear e pode ter resulta-
dos que na˜o sa˜o simplesmente a soma linear dos resultados dos crite´rios independentes.
Na segunda imagem, a 182053, o resultado do MM-Frac teve melhorias com relac¸a˜o aos
arcos da ponte (caracterı´stica similar ao resultado do I-Frac) e o contorno da fumac¸a do trem
ficou mais suave (como o resultado do JSEG), e com isso, ao final se obteve resultado de
F-measure pro´ximo ao do ser humano. Qualitativamente, o resultado geral do MM-Frac foi
melhor que o dos outros sistemas.
Os histogramas das me´tricas sa˜o apresentados na Figura 2.27. O me´todo MM-Frac acaba
apresentando a curva de F-measure um pouco melhor que os outros me´todos, pois sua curva
possui o pico um pouco mais alto, ale´m de estar um pouco mais inclinado a` direita que os
outros me´todos.
Para mais uma comparac¸a˜o, os resultados das me´tricas dos sistemas foram tabulados
na Tabela 2.3. Apesar da diferenc¸a quantitativa ser pequena, houve melhoria nume´rica em
relac¸a˜o ao F-measure para os sistemas I-Frac e MM-Frac.
Tabela 2.3: Me´tricas calculadas pelo BSDS: refereˆncia humana, JSEG, Fractal-only, Fractal-
JSEG, I-Frac e MM-Frac.
Recall Precision F-measure
JSEG 0,61 0,56 0,58
Fractal-only 0,46 0,61 0,52
Fractal-JSEG 0,58 0,59 0,58
I-Frac 0,58 0,61 0,59
MM-Frac 0,63 0,56 0,59
Refereˆncia humana 0,70 0,89 0,79
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(a) Histograma da me´trica precision.
(b) Histograma da me´trica recall.
(c) Histograma da me´trica F-measure.
Figura 2.27: Histogramas das me´tricas dos me´todos JSEG× Fractal-JSEG× I-Frac×MM-
Frac.
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Fazendo-se uma comparac¸a˜o por par de me´todos, o resultado e´ que:
• MM-Frac foi melhor que o JSEG em 67% das imagens.
• MM-Frac foi melhor que o me´todo I-Frac em 68% das imagens; e
• MM-Frac foi melhor que o Fractal-JSEG em 75% dos casos.
Houve apenas 7 entradas nos quais os resultados do MM-Frac tiveram valores de F-
measure menores que ambas as entradas, e 39 casos nos quais os valores de F-measure
foram maiores que ambas as entradas.
2.5.6 Problemas em Aberto do MM-Frac
Um problema que permanece em todos os me´todos e´ mostrado nos resultados da imagem
42049, na Figura 2.28a: nos cantos da imagem ha´ uma gradac¸a˜o suave de cores sem uma
fronteira o´bvia. A percepc¸a˜o dos anotadores humanos na˜o fragmenta a imagem em regio˜es
distintas (Figura 2.28b). No entanto, os resultados dos me´todos automa´ticos vistos ate´ o
momento nesta Tese (JSEG, Fractal-only, Fractal-JSEG, I-Frac e MM-Frac) apresentam uma
regia˜o quase circular na imagem (Figura 2.28c, d, e, f , g). Esta caracterı´stica nas imagens ja´
havia sido observada nos resultados do JSEG e reportado por Deng e Manjunath (2001).
(a) 42049 (b) F-measure=0,95 (c) F-measure=0,75
(d) F-measure=0,54 (e) F-measure=0,70 (f) F-measure=0,57 (g) F-measure=0,64
Figura 2.28: Exemplo caracterı´stico do problema em aberto do MM-Frac. (a) Imagem de
entrada (b) Refereˆncia humana e as imagens resultados dos me´todos (c) JSEG (d) Fractal-
only (e) Fractal-JSEG (f) I-Frac (g) MM-Frac.
Outro problema e´ a perda de componentes mais finos das imagens, como as partes do
galho na parte inferior direita da imagem 42049, por exemplo. Neste exemplo, a perda e´
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vista nos resultados dos quatro me´todos: Fractal-only, Fractal-JSEG, I-Frac e MM-Frac,
sendo mais grave no resultado do I-Frac, que acaba por influenciar o resultado do MM-Frac.
Nota-se que na˜o existe este problema no me´todo JSEG. Este problema e´ a principal causa de
imagens resultantes do MM-Frac terem valores de F-measure menores que o JSEG. Essa ca-
racterı´stica, de generalizar texturas complexas, e´ uma desvantagem do descritor multifractal
na imagem da a´guia, mas e´ uma vantagem na segmentac¸a˜o dos galhos da a´rvore da Figura
2.29.
(a) 134035 (b) resultado do I-Frac
Figura 2.29: Exemplo de generalizac¸a˜o de textura complexa do I-Frac.
2.6 Considerac¸o˜es Finais
Ao longo deste capı´tulo, foram propostas quatro estrate´gias, Fractal-JSEG, Fractal-only,
I-Frac e MM-Frac, que embutem um descritor multifractal em um me´todo cla´ssico de cres-
cimento de regio˜es, multiescala, chamado JSEG.
A motivac¸a˜o do Fractal-only foi analisar o comportamento do sistema apenas com o
crite´rio multifractal, fornecendo dados para ana´lise de qual e´ a sua influeˆncia quando utili-
zado sozinho como crite´rio de homogeneidade. Como se pode observar, Fractal-only pode
fornecer resultados muito bons para algumas imagens, principalmente para segmentar tex-
turas complexas em apenas uma u´nica regia˜o, mas seu desempenho global e´ pior que o do
JSEG.
A combinac¸a˜o de informac¸o˜es na arquitetura Fractal-JSEG mostrou que os resultados
apresentam menos regio˜es que o JSEG, e sa˜o mais esta´veis que o Fractal-only, no geral,
melhorando o resultado quanto a` refereˆncia humana.
A generalizac¸a˜o do Fractal-only, de na˜o perceber muito bem regio˜es de cores similares,
motivou a criac¸a˜o de uma abordagem que fosse mais sensı´vel a cores, o I-Frac. E´ bem ver-
dade que toda quantizac¸a˜o perde informac¸a˜o. Na imagem da cobra no deserto, por exemplo,
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o resultado da quantizac¸a˜o apresenta apenas duas cores diferentes. Logo, o uso da ima-
gem original como entrada do me´todo de ca´lculo do descritor multifractal foi de extrema
importaˆncia para a melhoria da sensibilidade de cores. Com este novo crite´rio de homoge-
neidade, se obteve mais sensibilidade a` variac¸o˜es de cor, sem perder o entendimento sobre
texturas complexas, e o caso relativo a`s imagens com cores similares entre componentes da
imagem melhorou muito quando comparado a` refereˆncia humana.
Uma nova mistura das duas medidas, desta vez baseada em uma informac¸a˜o global, o
MM-Frac, mostrou que os resultados, no geral, sa˜o melhores que os me´todos anteriores.
Diminuiu-se a supersegmentac¸a˜o existente em a´reas de mesma textura, tais como a´reas de
vegetac¸a˜o, distinguiu-se melhor texturas complexas, identificaram-se texturas de granulari-
dade grossa e localizaram-se melhor as fronteiras entre regio˜es. No entanto, ainda persistem
problemas, como a segmentac¸a˜o de a´reas com gradac¸a˜o suave e a perda de contorno de
informac¸o˜es finas.
A contribuic¸a˜o desta parte do trabalho foi o estudo empı´rico de diferentes medidas, o des-
critor baseado em medida multifractal e o J-image, como crite´rios de homogeneidade para
um algoritmo de crescimento de regio˜es. Outra contribuic¸a˜o foi o estudo da combinac¸a˜o
destes diferentes crite´rios de homogeneidade. Ao final, observou-se que o uso combinado
do descritor multifractal com o J-image atrave´s de um controle de combinac¸a˜o local base-
ado em informac¸a˜o global da imagem (a arquitetura MM-Frac) melhorou os resultados da
segmentac¸a˜o, tanto qualitativamente quanto quantitativamente, tornando-os mais pro´ximos
a` percepc¸a˜o humana que os resultados dos me´todos individuais. Esta, sem du´vida, e´ uma
contribuic¸a˜o significativa desta Tese.
Capı´tulo 3
Integrando Crescimento de Regio˜es e
Detecc¸a˜o de Bordas
Segundo a abordagem adotada por Gonzalez e Woods (2001), os me´todos de segmenta-
c¸a˜o sa˜o classificados em treˆs categorias ba´sicas: limiarizac¸a˜o, segmentac¸a˜o baseada em
detecc¸a˜o de descontinuidades e segmentac¸a˜o baseada em regio˜es. A limiarizac¸a˜o esta´ in-
timamente relacionada ao conceito de histograma. Basicamente, e´ estabelecido um limiar
(ou limiares) que divide(m) o histograma, separando os pixels em regia˜o(o˜es). A dificuldade
deste me´todo e´ a escolha do(s) limiar(es).
A segmentac¸a˜o baseada em detecc¸a˜o de descontinuidades envolve a localizac¸a˜o de re-
gio˜es da imagem onde a variac¸a˜o dos tons de cinza ocorre de maneira relativamente a-
brupta. Enquanto os me´todos de limiarizac¸a˜o e de detecc¸a˜o de bordas resolvem o problema
de segmentac¸a˜o encontrando diferenc¸as nas tonalidades dos pixels ou conjuntos de pixels,
os me´todos baseados em regio˜es abordam a procura de similaridades entre elas. Neste caso,
a segmentac¸a˜o e´ realizada unindo-se regio˜es adjacentes, se as mesmas forem similares, ou
dividindo uma regia˜o em regio˜es menores, se a mesma na˜o e´ homogeˆnea (Ventura, 2009).
Os resultados de detectores de borda apresentam lacunas e informac¸o˜es ruidosas, en-
quanto os resultados de me´todos de crescimento de regio˜es tendem a apresentar super-
segmentac¸a˜o, ale´m de gerar contornos imprecisos e falsos (Mun˜oz et al., 2003). A estrate´gia
do me´todo de integrac¸a˜o proposto neste capı´tulo e´ tirar proveito da natureza complementar
destes dois me´todos, isto e´, retirar os contornos falsos das regio˜es atrave´s da informac¸a˜o de
bordas do resultado do detector de borda, e retirar o ruı´do da informac¸a˜o de bordas guiado
pelos contornos do resultado do algoritmo de crescimento de regio˜es, integrando as duas
entradas em um u´nico resultado como saı´da.
Inicia-se o capı´tulo com uma subsec¸a˜o listando trabalhos correlatos, seguida de outra
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subsec¸a˜o explicando como foi a escolha do me´todo de detecc¸a˜o de bordas. Em seguida, sa˜o
descritas duas propostas de estrate´gias automa´ticas e na˜o-supervisionadas de integrac¸a˜o dos
resultados da arquitetura MM-Frac (apresentado no capı´tulo anterior) com os resultados de
um me´todo cla´ssico de detecc¸a˜o de bordas. As estrate´gias se chamam: KSS (referente aos
nomes Komati, Salles e Sarcinelli) (Komati et al., 2011b,c,a), e KoSS (agora Komati, Salles
e Sarcinelli) (Komati et al., 2011d). Sa˜o apresentados va´rios experimentos, e os resultados
sa˜o discutidos ao final do capı´tulo.
3.1 Trabalhos Relacionados
Existem va´rias propostas combinando os resultados de detecc¸a˜o de bordas e me´todos
orientados a regio˜es. Muno˜z e colegas (Mun˜oz et al., 2003) fazem uma revisa˜o de va´rios
me´todos e os classificam em duas classes: embedded integration e post-processing integra-
tion. Embedded integration produz, em geral, um u´nico algoritmo complexo que evita erros
no resultado final. A estrate´gia post-processing integration trabalha com um conjunto de al-
goritmos, e aceita falhas nos resultados dos mesmos. E´ o mo´dulo de integrac¸a˜o a posteriori
que sera´ responsa´vel por corrigir estes erros. A estrate´gia proposta neste capı´tulo e´ classi-
ficada, segundo esta o´tica como post-processing integration. As informac¸o˜es de regio˜es e
de bordas sa˜o extraı´das separadamente e depois integradas. Muno˜z e colegas (Mun˜oz et al.,
2003) identificaram treˆs diferentes objetivos de integrac¸a˜o:
1. refinamento de contornos: o resultado da segmentac¸a˜o por regio˜es e´ considerado como
ponto de partida, e a informac¸a˜o do resultado do me´todo de detecc¸a˜o de bordas e´ usado
para alterar a forma dos contornos das regio˜es;
2. selec¸a˜o do melhor: a informac¸a˜o de borda e´ usada para avaliar a qualidade de va´rios
resultados de segmentac¸a˜o de regio˜es; e
3. over-segmentation: esta abordagem consiste em eliminar contornos falsos.
No refinamento de contornos ha´ duas te´cnicas: multi-resoluc¸a˜o e snakes. Na te´cnica de
multi-resoluc¸a˜o, o resultado da segmentac¸a˜o por regio˜es e´ considerado como uma segmenta-
c¸a˜o grosseira (coarse), e e´ refinado aumentando a resoluc¸a˜o em diferentes escalas, usando
uma estrutura piramidal ou quadtree. Para cada nova escala, refina-se a localizac¸a˜o dos
contornos, guiados pela informac¸a˜o do resultado da detecc¸a˜o de bordas. Depois, faz-se o
processo inverso, diminuindo a resoluc¸a˜o, e gera-se a imagem segmentada final. Destacam-
se os trabalhos de Spann e Wilson (1985, 1988, 1990) e Hsu e colegas (Hsu et al., 2000).
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O me´todo snakes, ou active contour, e´ um modelo para delinear o contorno externo de
objetos numa imagem. Snakes e´ um me´todo de minimizac¸a˜o de energia, onde cada contorno
e´ um spline deforma´vel, influenciado por forc¸as que puxam/empurram, como esticar/puxar
ela´sticos. O resultado do crescimento de regio˜es e´ considerado como ponto de partida e
o resultado da detecc¸a˜o de bordas e´ utilizado para o ca´lculo de energia. Listam-se alguns
trabalhos nesta linha: Saeed e Dugelay (2010), Sclaroff e Liu (2001) e Chan et al. (1996).
Um me´todo na˜o abordado pelo trabalho de Muno˜z e colegas (Mun˜oz et al., 2003), e´ o re-
finamento de contornos usando o me´todo multi-label graph-cut (como mostrado em Komati
et al. 2011d).
A selec¸a˜o do melhor ocorre quando o algoritmo de segmentac¸a˜o por regio˜es gera diferen-
tes resultados atrave´s da mudanc¸a de paraˆmetros. Uma func¸a˜o de avaliac¸a˜o mede a qualidade
destes va´rios resultados, de acordo com a consisteˆncia do resultado da detecc¸a˜o de bordas.
De forma simplificada, a melhor segmentac¸a˜o e´ aquela na qual os contornos das regio˜es
sa˜o mais pro´ximas das bordas resultantes do algoritmo de detecc¸a˜o de bordas. Um trabalho
pioneiro foi o de Fua e Hanson (1987), e um trabalho mais recente e´ o de Revol-Muller e
colegas (Revol-Muller et al., 2000).
A abordagem over-segmentation (Fjørtoft et al., 1997; Gagalowicz e Monga, 1986) sur-
giu como resultado da dificuldade em estabelecer um crite´rio de homogeneidade “perfeito”
para o algoritmo de crescimento de regio˜es. Como Pavlidis e Liow (1990) sugeriram, a
principal raza˜o do algoritmo de crescimento de regio˜es produzir contornos falsos e´ que a
definic¸a˜o de uniformidade de uma regia˜o e´ muito rigorosa. Um exemplo e´ a iluminac¸a˜o
de uma imagem, onde o brilho pode variar linearmente dentro de uma regia˜o, e, em geral,
crite´rios de homogeneidade enxergam estas variac¸o˜es como na˜o similares. Assim, e´ muito
difı´cil encontrar crite´rios de uniformidade que correspondam exatamente a essas condic¸o˜es
e na˜o gerem fronteiras falsas. Eles concluı´ram que os resultados poderiam ser significati-
vamente melhorados, verificando se as fronteiras de todas as regio˜es tambe´m sa˜o bordas no
resultado do me´todo de detecc¸a˜o de bordas, ao inve´s de refinar os crite´rios de homogenei-
dade.
No trabalho de Pavlidis e Liow (1990), e´ utilizado o me´todo split-and-merge, e para
cada fronteira entre regio˜es deste resultado calculou-se uma “func¸a˜o de me´rito”. A func¸a˜o
de me´rito e´ uma soma de duas parcelas: uma e´ a soma do contraste dos pixels (que esta˜o
na mesma posic¸a˜o dos pixels de fronteira do resultado do split-and-merge) do resultado da
detecc¸a˜o de bordas, e outra e´ uma soma de mudanc¸as de direc¸o˜es ao longo da fronteira.
De acordo com o trabalho, o resultado do split-and-merge apresentado tem um aspecto bem
“quadriculado” (blocking), e, em geral, as fronteiras falsas eram linhas retas. Utiliza-se um
algoritmo exaustivo, em que cada iterac¸a˜o elimina a fronteira de menor valor da func¸a˜o de
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me´rito, ate´ que se chegue a um paraˆmetro definido pelo programador. Assim, quanto menor
a func¸a˜o de me´rito, (isto e´, na˜o ha´ muitos pixels de borda no resultado do detector de bordas
e as fronteiras sa˜o linhas retas), maior a probabilidade desta fronteira ser eliminada. Ale´m
da eliminac¸a˜o das bordas falsas, tambe´m e´ feita uma modificac¸a˜o da forma do contorno das
regio˜es.
Neste contexto, parte da proposta desta segunda integrac¸a˜o se baseou em parte do tra-
balho de Pavlidis e Liow (1990), a parte a qual o objetivo e´ o de retirar contornos falsos.
Pore´m, adotou-se outra func¸a˜o de me´rito, utilizando informac¸a˜o global e local.
3.2 Arquiteturas Implementadas
Nesta proposta, os resultados dos me´todos de detecc¸a˜o de bordas e crescimento de
regio˜es sa˜o extraı´dos independentemente, a partir da imagem de entrada, como mostrado
na Figura 3.1. Mais ainda, as estrate´gias a serem apresentadas sa˜o independentes de qual foi
o me´todo baseado em regia˜o ou o detector de borda. No entanto, e´ necessa´rio que a imagem
fornecida pelo me´todo orientado a regia˜o seja uma imagem bina´ria, e que a imagem forne-
cida pelo me´todo de detecc¸a˜o de borda seja uma imagem em escala de cinza. Esta imagem
em escala de cinza pode ser interpretada da seguinte forma: quanto maior o valor do pixel
na escala, maior a confianc¸a de que aquele pixel e´ um pixel de borda.
Figura 3.1: Arquitetura geral da estrate´gia de integrac¸a˜o.
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3.2.1 A Escolha do Detector de Bordas
O processo de detecc¸a˜o de bordas consiste na verificac¸a˜o da variac¸a˜o dos valores de lumi-
nosidade de uma imagem, visando localizar e realc¸ar os pixels de borda atrave´s da ampliac¸a˜o
do contraste entre uma regia˜o e outra regia˜o vizinha.
Foram escolhidos como potenciais candidatos para detecc¸a˜o de bordas alguns me´todos
tradicionais (Gonzalez e Woods, 2001), que resultam em imagens em escala de cinza: Sobel,
Laplace, Prewitt, LoG e gradiente morfolo´gico. Reitera-se que na˜o foram usados me´todos
como o filtro de Canny, pois o resultado e´ uma imagem bina´ria. Em todos os filtros espaciais
utilizou-se o tamanho 3 × 3. O paraˆmetro alpha do filtro de Laplace foi configurado para
0,2.
O gradiente morfolo´gico e´ definido pela diferenc¸a aritme´tica entre a dilatac¸a˜o e a erosa˜o
de uma imagem por um elemento estruturante. Como a dilatac¸a˜o e a erosa˜o representam,
respectivamente, o ma´ximo e o mı´nimo, enta˜o cada ponto do gradiente morfolo´gico e´ a
diferenc¸a entre os valores ma´ximo e mı´nimo do ponto central do elemento estruturante.
Como toda operac¸a˜o morfolo´gica, o gradiente depende da forma e tamanho do elemento
estruturante. Foi escolhido um elemento estruturante de tamanho 3 × 3 em formato de cruz
(ou 4-conectado) com valores 1.
No experimento simplesmente foram aplicados os detectores de borda diretamente nas
imagens em escala de cinza da base de teste do BSDS e calcularam-se as me´tricas recall,
precision e F-measure. Conforme processo de uso do BSDS, descrito na Introduc¸a˜o (Figura
1.10).
Todos os resultados dos cinco me´todos sa˜o imagens em escala de cinza, gerando uma
imagem “soft edge map”, que e´ um tipo de imagem aceito pelo BSDS como imagem de
segmentac¸a˜o. E´ o algoritmo do BSDS que efetua a binarizac¸a˜o da imagem antes do ca´lculo
das me´tricas. Se o paraˆmetro de binarizac¸a˜o passado for 30, significa que o BSDS ira´
usar 30 diferentes valores de limiares para a binarizac¸a˜o, gerando 30 diferentes imagens
de segmentac¸a˜o. Indica-se, como resultado final, o limiar que gerou o maior valor de F-
measure. As me´tricas calculadas pelo BSDS sa˜o apresentadas na Tabela 3.1. Nota-se que os
valores sa˜o muito parecidos, e e´ difı´cil tomar uma decisa˜o baseada apenas nesta tabela.
Outro resultado comparativo e´ apresentado na Tabela 3.2. Cada ce´lula nume´rica da ta-
bela representa a quantidade de imagens da base de testes do BSDS que teve o maior valor
da me´trica da coluna com relac¸a˜o ao me´todo da linha. Assim, o gradiente morfolo´gico apre-
sentou maior valor de recall em 34 das 100 imagens e maior valor de precision em 63 das
100 imagens. Observa-se que, no que tange a F-measure, o gradiente morfolo´gico obteve
resultados muito acima dos demais.
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Tabela 3.1: Tabela comparativa das me´tricas calculadas pelo BSDS nos me´todos de detecc¸a˜o
de bordas testados.
Recall Precision F-measure
Sobel 0,58 0,35 0,44
Laplace 0,64 0,32 0,43
Prewitt 0,58 0,35 0,44
LoG 0,63 0,32 0,42
Gradiente Morfolo´gico 0,59 0,36 0,45
Tabela 3.2: Tabela comparativa entre os me´todos de detecc¸a˜o de bordas, mostrando a quan-
tidade de imagens em que cada me´todo (linha) obteve o maior valor da me´trica (coluna).
Recall Precision F-measure
#imagens #imagens #imagens
Sobel 13 11 7
Laplace 22 6 1
Prewitt 5 16 9
LoG 23 4 9
Gradiente Morfolo´gico 34 63 74
Uma comparac¸a˜o gra´fica pode ser vista na Figura 3.2. Os algoritmos de Laplace (Figura
3.2a) e LoG (Figura 3.2b) possuem comportamento bem similares, assim como os me´todos
de Prewitt (Figura 3.2c) e Sobel (Figura 3.2d). Na Figura 3.2e apresenta-se o resultado do
gradiente morfolo´gico.
A comparac¸a˜o entre treˆs me´todos (Sobel × Laplace × Gradiente Morfolo´gico) e´ mos-
trada na Figura 3.2f, onde e´ possı´vel verificar que a curva do gradiente morfolo´gico esta´
sempre acima das outras, indicando que ele possui me´tricas melhores. O melhor resultado
do gradiente morfolo´gico e´ devido a`s suas caracterı´sticas de remoc¸a˜o de pequenos artefatos
escuros e claros e de depender menos das direc¸o˜es das bordas quando se usa um elemento es-
truturante sime´trico (Gonzalez e Woods, 2001). Assim, optou-se pelo gradiente morfolo´gico
como me´todo de detecc¸a˜o de bordas.
E´ comum usar um me´todo de suavizac¸a˜o como pre´-processamento do detector de bor-
das, e com isso retirar parte do ruı´do. Aqui foi escolhido um me´todo cla´ssico na˜o-linear do
tipo “edge-preserving smoothing” (EPS), o filtro de Kuwahara (Kuwahara et al., 1976), com
ma´scara de tamanho 5 × 5. Para tratar imagens coloridas foram processados separadamente
os canais de cores do espac¸o RGB, e os resultados dos treˆs canais foram somados. Para mos-
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(a) Laplace (b) LoG
(c) Prewitt (d) Sobel
(e) Gradiente Morfolo´gico (f) Prewitt × Laplace
× Gradiente Morfolo´gico
Figura 3.2: Gra´ficos de Precision × Recall dos detectores de borda.
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trar que houve melhoria com estes processamentos extra, o gra´fico comparativo de me´tricas
e´ apresentado na Figura 3.3.
Figura 3.3: Gra´ficos de Precision × Recall do Gradiente Morfolo´gico aplicado em imagem
em escala de cinza e aplicado em imagem colorida com pre´-processamento via filtro de
Kuwahara.
3.2.2 KSS
Para a integrac¸a˜o dos resultados de bordas e regio˜es, o primeiro algoritmo a ser apresen-
tado e´ o KSS (Komati et al., 2011b,c). A arquitetura geral do me´todo esta´ na Figura 3.4,
e o pseudoco´digo no Algoritmo 1. No passo 1 do algoritmo sa˜o definidos os nomes dos
paraˆmetros de entrada. No passo 2, a soma ira´ enfatizar todos os pixels de fronteira que
ocupam as mesmas posic¸o˜es nos dois mapas de entrada. A lo´gica do resto do algoritmo e´
eliminar ou reduzir as informac¸o˜es falsas.
No passo 3 e´ construı´do um mapa de bordas fracas baseado na informac¸a˜o do mapa
de bordas. Note-se que o controle do KSS e´ baseado no resultado do detector de bordas.
Quanto menos informac¸a˜o tiver este resultado, maior e´ o seu grau de confianc¸a no me´todo
de detecc¸a˜o e menor e´ a confianc¸a no resultado do me´todo baseado em regio˜es. Neste ponto,
usou-se a conjectura de que quando ha´ muita informac¸a˜o numa imagem o ser humano tende
a usar apenas as informac¸o˜es mais “grosseiras” de sua percepc¸a˜o, na˜o se atendo aos deta-
lhes. Da mesma forma, quando o detector de bordas tem muita resposta (apresenta muitos
pixels com valores pro´ximos da cor branca), confia-se mais na resposta menos detalhada do
crescimento de regio˜es.







Figura 3.4: Arquitetura do KSS.
Algorithm 1 KSS
1: Imagens de entrada: mapa-de-bordas e mapa-de-regio˜es
2: Fac¸a a imagem-resultado = mapa-de-bordas + mapa-de-regio˜es
3: Construa um mapa-de-bordas-fracas a partir do mapa-de-bordas
4: for cada pixel da imagem-resultado do
5: if ((se a mesma posic¸a˜o do pixel no mapa-de-regio˜es e´ um pixel de fronteira) E (a
maior parte da vizinhanc¸a da posic¸a˜o do pixel esta´ no mapa-de-bordas-fracas) then
6: apague este pixel da imagem-resultado
7: end if
8: if (se a mesma posic¸a˜o do pixel e´ marcada como na˜o-fronteira no mapa-de-regio˜es) E
(a mesma posic¸a˜o do pixel esta´ no mapa-de-bordas-fracas) then
9: apague este pixel da imagem-resultado
10: end if
11: end for
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Para automatizar o ca´lculo da quantidade de informac¸a˜o, utiliza-se o formato do histo-
grama da imagem resultante do detector de bordas. Assim, estima-se a quantidade de pixels
que indicam que na˜o ha´ borda (maior quantidade de pixels escuros, ou seja, valores pro´ximos
de zero - entre 0 e 50), relativo a` informac¸a˜o de certeza me´dia de existeˆncia de borda (valores
existentes no meio do histograma, entre 50 e 200 na escala de cinza), ide´ia similar a`quela
encontrada em (Rotem et al., 2007). O valor do limiar e´ dado por




onde i = [0,255] e´ o valor do pixel na imagem em escala de cinza, e hi e´ a frequeˆncia (em y)
de i (em x).
Todos os pixels de valores menores que o limiarborda f raca sa˜o considerados de borda
fraca. Quanto menos informac¸a˜o tiver esta imagem, maior e´ o valor de limiar e se tem mais
pixels de borda fraca. Assim, este passo e´ basicamente a criac¸a˜o de uma outra imagem
atrave´s de um processo de binarizac¸a˜o a partir da informac¸a˜o global do resultado do detector
de bordas.
A Figura 3.5 mostra dois exemplos de valores de limiares opostos. Na primeira linha
tem-se a imagem de entrada, na segunda linha o resultado do detector de bordas, na terceira
linha o histograma da imagem resultante do detector de bordas e, por u´ltimo, e´ mostrado o
mapa-de-bordas-fracas. A coluna esquerda mostra um exemplo em que o limiar e´ bem alto
e, logo, existem muitos pixels que sa˜o considerados como bordas fracas. Bordas fracas sa˜o
pixels brancos, e logo quase toda a imagem fica em branco. A coluna direita mostra um
exemplo oposto, com um valor bem mais baixo de limiar e, assim, quase na˜o existem pixels
considerados de borda fraca.
Nos passos 4-11, trabalha-se com duas imagens bina´rias: o mapa-de-bordas-fracas (re-
sultado do passo 3) e o mapa-de-regio˜es (fornecido pelo MM-Frac). O comando de condic¸a˜o
(passos 5, 6 e 7) elimina fronteiras falsas provenientes do mapa de regio˜es. O comando de
condic¸a˜o das linhas 8, 9 e 10 elimina a informac¸a˜o inerente da rugosidade da textura (que na˜o
sa˜o fronteiras entre regio˜es) proveniente da imagem de entrada, o mapa-de-bordas. Quando
maior o limiar, mais se confia no resultado do detector de bordas e, com isso, eliminam-se
mais informac¸o˜es provenientes das imagens de entrada.
Quanto menor o limiarborda f raca, como no caso do coala (a coluna direita da Figura
3.6), os passos 4-11 do algoritmo praticamente na˜o sa˜o executados. Neste caso, o resultado
melhora devido ao comando do passo 2, que enfatiza todos os pixels de borda que esta˜o na
mesma posic¸a˜o em ambas as imagens de entrada e ao mesmo tempo diminui a relevaˆncia dos
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(a) 42049 (b) 69015
(c) (d)
(e) limiarborda f raca=24,2 (f) limiarborda f raca=2,9
(g) (h)
Figura 3.5: Exemplos de imagens para um baixo e alto valor de limiarborda f raca. (a) e (b)
imagens de entrada; (c) e (d) imagens provenientes do detector de bordas; (e) e (f) histo-
gramas das imagens (c) e (d), respectivamente, e (g) e (h) imagens referentes ao mapa-de-
bordas-fracas.
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(a) F-measure=0,90 (b) F-measure=0,75
(c) F-measure=0,57 (d) F-measure=0,76
(e) F-measure=0,92 (f) F-measure=0,83
(g) F-measure=0,95 (h) F-measure=0,74
Figura 3.6: Imagens de entrada e saı´da do KSS. Imagens (a) e (b) resultantes do detector de
bordas; (c) e (d) resultantes do MM-Frac; (e) e (f) resultantes do KSS e, (g) e (h) anotac¸o˜es
humanas.
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pixels fracos provenientes do mapa-de-bordas. Embora qualitativamente seja difı´cil verificar
a melhoria do resultado do KSS (Figura 3.6f) com relac¸a˜o ao me´todo MM-Frac (Figura
3.6d), e´ fa´cil verificar que o valor de F-measure melhorou. Tambe´m e´ fa´cil notar que o
resultado do KSS na˜o manteve o ruı´do do resultado da detecc¸a˜o de bordas (Figura 3.6b).
Na coluna esquerda da Figura 3.6), temos o exemplo no qual o limiarborda f raca e´ bem alto.
Neste caso, devido aos passos 5, 6 e 7, o contorno circular nos cantos do resultado do MM-
Frac (Figura 3.6c) sera˜o apagados do resultado do KSS (Figura 3.6e), pois se encontram na
a´rea considerada borda fraca pelo mapa-de-bordas-fracas (Figura 3.5g). Os pixels de ruı´do
dentro do contorno da a´guia do resultado da detecc¸a˜o de bordas (Figura 3.6a) sa˜o eliminados
no resultado do KSS, devido aos passos 8, 9 e 10. Devido ao passo 2, detalhes perdidos
no resultado de crescimento de regio˜es sa˜o resgatados pelo me´todo de detecc¸a˜o de bordas,
como os galhos da parte inferior direita.
E´ importante notar que, em ambos os casos, as imagens resultantes do KSS apresentaram
valor de F-measure maior que as imagens de entrada, e assim, sa˜o mais pro´ximas da anotac¸a˜o
humana.
3.2.3 KoSS
KoSS (Komati et al., 2011d) e´ uma extensa˜o do algoritmo KSS. No geral, a concepc¸a˜o do
algoritmo na˜o mudou: as entradas sa˜o as mesmas e a lo´gica continua sendo eliminar ou re-
duzir as informac¸o˜es de borda falsa provenientes do processo baseado em regio˜es, atrave´s da
quantificac¸a˜o da confianc¸a do resultado do detector de bordas e, ao mesmo tempo, enfatizar
e preservar as bordas fortes que coincidem em ambas as entradas.
A diferenc¸a principal e´ que o KSS faz o processamento de eliminac¸a˜o de bordas pixel-a-
pixel, enquanto o KoSS analisa cada segmento da fronteira do mapa de regio˜es. A melhoria
do KoSS sobre o KSS e´ a eliminac¸a˜o de alguns artefatos gerados pela entrada do mapa de
regio˜es. A Figura 3.7 apresenta resultados da segmentac¸a˜o de uma imagem do BSDS, em
que fica evidente a diferenc¸a do processamento. A figura mostra (a) a imagem de entrada,
(b) a refereˆncia humana, (c) o resultado do MM-Frac, (f) o resultado do KSS e (i) o resultado
do KoSS. A imagem 3.7d e´ a sobreposic¸a˜o da imagem (c) sobre a (a), assim como a (g) e´ a
sobreposic¸a˜o da imagem (f) sobre a (a), e a (j) e´ a sobreposic¸a˜o da imagem (i) sobre a (a).
A linha no ce´u sobre a fumac¸a do trem no resultado do MM-Frac (Figura 3.7e) e´ uma
borda falsa, e e´ totalmente eliminada no resultado do KoSS (Figura 3.7k). Como a eliminac¸a˜o
do KSS e´ feita pixel-a-pixel, a imagem resultante ainda apresenta alguns pixels perdidos no
ce´u, mais fa´ceis de visualizar na imagem ampliada (Figura 3.7h). A eliminac¸a˜o total da borda
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falsa torna o resultado mais pro´ximo da refereˆncia humana. Os nu´meros entre pareˆnteses sa˜o
os valores de F-measure associados a` imagem.
Na sequeˆncia, o algoritmo KoSS e´ apresentado como pseudo-co´didgo (ver o Algoritmo
2). A linhas 1, 2 e 3 do algoritmo KoSS teˆm a mesma func¸a˜o das linhas 1, 2 e 3 do algoritmo
KSS. A diferenc¸a se encontra entre as linhas 4 a` 15, Parte I do pseudoco´digo. Na linha 4, a
partir do mapa de regio˜es contro´i-se uma lista de segmentos de fronteira. O mapa de regia˜o e´
visto como um esqueleto, cujos pontos podem ser classificados como pontos finais, normais
e ramificac¸o˜es (Attali et al., 1997). Numa vizinhanc¸a 3 × 3, os pontos finais sa˜o definidos
como aqueles que so´ possuem um u´nico vizinho, os pontos normais teˆm exatamente dois
vizinhos, e pontos de ramificac¸o˜es teˆm mais que dois vizinhos. Um segmento-de-fronteira e´
um subconjunto de pixels que consiste totalmente de pontos normais, exceto pelos extremos,
que sa˜o pontos finais ou pontos de ramificac¸a˜o.
Algorithm 2 KoSS
1: Imagens de entrada: mapa-de-bordas e mapa-de-regio˜es
2: Fac¸a a imagem-resultado = mapa-de-bordas + mapa-de-regio˜es
3: Construa um mapa-de-bordas-fracas a partir do mapa-de-bordas
4: Construa uma lista-de-segmentos-de-fronteiras a partir do mapa-de-regio˜es
{Parte I}
5: for cada segmento-de-fronteira da lista-de-segmentos-de-fronteiras do
6: contador-de-bordas-fracas = 0
7: for cada pixel do segmento-de-fronteira do





12: if (contador-de-bordas-fracas > um terc¸o do comprimento total do segmento-de-
fronteira) then




16: for cada pixel marcado como na˜o-borda no mapa-de-regio˜es do
17: if (a mesma posic¸a˜o do pixel esta´ no mapa-de-bordas-fracas) then
18: apague este pixel da imagem-resultado
19: end if
20: end for
3. Integrando Crescimento de Regio˜es e Detecc¸a˜o de Bordas 88
(a) Imagem 182053. (b) Anotac¸a˜o humana (0,74).
(c) Resultado do MM-Frac (0,69). (d) MM-Frac + imagem de entrada.
(e) Ampliac¸a˜o da borda falsa de (c).
(f) Resultado do KSS (0,70). (g) KSS + imagem de entrada.
(h) Ampliac¸a˜o do artefato de (f).
(i) Resultado do KoSS (0,71). (j) KoSS + imagem de entrada.
(k) Ampliac¸a˜o do eliminac¸a˜o da borda falsa de (i).
Figura 3.7: KSS × KoSS: artefatos no resultado do KSS, mas na˜o no do KoSS.
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O Algoritmo 3 mostra o co´digo em Matlab correspondente a` criac¸a˜o desta lista de seg-
mentos de fronteiras. Neste co´digo, o objetivo da linha 1 e´ encontrar todos os pontos de
ramificac¸a˜o, enquanto que a linha 2 apaga estes pontos da imagem. Com isso, tem-se uma
imagem com va´rios segmentos de fronteira, isto e´, tem-se va´rios pontos normais conectados
entre pontos finais. Na linha 3, a func¸a˜o regionprops faz todo o trabalho e retorna uma lista
dos segmentos de fronteira existentes na imagem, na varia´vel lineStats.
Algorithm 3 Linha 4 do Algorithm KoSS em Matlab
1: Ipoints = bwmorph(MMFracImage, ’branchpoints’, 1);
2: MMFracImage(Ipoints) = 0;
3: lineStats = regionprops(MMFracImage, ’PixelList’, ’PixelIdxList’);
Continuando no Algoritmo 2, verifica-se a quantidade de bordas fracas presentes em cada
segmento. Se a contagem for maior que pelo menos um terc¸o do tamanho do segmento, todo
o segmento sera´ apagado do resultado final (o valor de um terc¸o foi alcanc¸ado atrave´s de
testes).
A Parte II (linhas 16 a 20) do pseudoco´digo do Algoritmo 2 e´ exatamente o comando de
condic¸a˜o das linhas 4 e 8 a 11 do Algoritmo 1. Isto e´, tenta-se eliminar parte da informac¸a˜o
proveniente do mapa-de-bordas, referente a` rugosidade da textura.
3.3 Resultados Experimentais e Discussa˜o
No ambiente de testes adotado e´ importante frisar que na˜o houve fase de treinamento
ou ajuste de paraˆmetros, e todos os me´todos foram executados de forma automa´tica, sem
intervenc¸a˜o humana ou parametrizac¸a˜o especı´fica para qualquer das imagens. Os paraˆmetros
do MM-Frac sa˜o os mesmos do me´todo JSEG, e portanto na˜o necessitam de definic¸a˜o de
valores pelo usua´rio. O gradiente morfolo´gico segue os paraˆmetros com os quais foi testado,
isto e´, utiliza vizinhanc¸a de 3 × 3, e o me´todo de Kuwahara usou janela de tamanho 5 × 5.
O me´todo KSS na˜o possui paraˆmetros.
3.3.1 BSDS
Resultados Qualitativos
O BSDS aceita imagens do tipo “soft edge map” como os resultados do KSS e do KoSS.
Para tanto, o BSDS binariza a imagem e depois a compara com as anotac¸o˜es humanas. A
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quantidade de limiares de binarizac¸a˜o e´ um paraˆmetro de entrada do BSDS para o ca´lculo
das me´tricas. O valor adotado nestes testes foi 10.
Para avaliar a detecc¸a˜o de fronteiras dos me´todos de integrac¸a˜o KSS e KoSS, mostram-se
alguns resultados nas Figuras 3.8, 3.9, 3.10 3.11 e 3.12. A disposic¸a˜o das imagens e´ mantida
em todas as figuras: (a) mostra a imagem de entrada, (b) a refereˆncia humana, e os resultados
dos me´todos (c) detecc¸a˜o de bordas, (d) MM-Frac, (e) KSS e (f) KoSS. As imagens destes
dois u´ltimos me´todos ja´ esta˜o binarizados em seu melhores limiares computados pelo BSDS.
Cada imagem resultante tem a sua me´trica F-measure listada logo abaixo.
Para todas as imagens mostradas e´ possı´vel verificar que os resultados dos me´todos KSS
e KoSS sa˜o bem similares. Apenas em algumas imagens e´ possı´vel notar a diferenc¸a de
alguns pixels perdidos nos resultados do KSS e que na˜o sa˜o visı´veis nos resultados do KoSS.
A diferenc¸a de pixels e´ ta˜o pequena, que as me´tricas praticamente na˜o se alteram.
Um problema em aberto do MM-Frac, que ja´ havia sido identificado por Deng e Man-
junath (2001), que e´ causado pelas variac¸o˜es suaves de tonalidade, comumente geradas por
uma fonte de iluminac¸a˜o, foi em parte resolvido pelos me´todos KSS/KoSS. Na Figura 3.6
observa-se que o KSS apaga o contorno circular dos cantos da imagem da a´guia ou o con-
torno no ce´u do exemplo da imagem do trem (Figura 3.7). Esta mesma funcionalidade pode
ser verificada no resultado da imagem 45096, mostrada na Figura 3.8. Observe-se que os
contornos da parte superior da imagem foram gerados no me´todo de crescimento de regio˜es
devido a` uma suave luminosidade nesta parte da imagem. Estes segmentos na˜o aparecem
nos resultados dos me´todos KSS e KoSS, pois o resultado do me´todo de detecc¸a˜o de bordas
na˜o gera respostas nessa mesma a´rea. E´ possı´vel notar que no resultado do KSS ainda restam
alguns pixels no canto superior esquerdo, que na˜o mais existem no resultado do KoSS.
Na segunda imagem, 229086, mostrada na Figura 3.8, tem-se uma leve variac¸a˜o de
iluminac¸a˜o no canto inferior esquerdo. Pore´m, essa regia˜o e´ areia, e o resultado do de-
tector de bordas gera muita informac¸a˜o e, portanto, pouco confia´vel. Assim, infelizmente,
os me´todos KSS/KoSS na˜o conseguem eliminar estes contornos, ja´ que a lo´gica de ambos
e´ retirar as informac¸o˜es falsas do mapa de regio˜es guiados pelas informac¸o˜es do mapa de
bordas. Se o mapa de bordas na˜o e´ confia´vel, na˜o e´ possı´vel eliminar informac¸o˜es.
O me´todo de detecc¸a˜o de bordas e´ responsa´vel por acentuar detalhes como a vara que
o ı´ndio segura na imagem 101087 da Figura 3.9, ou a folha (ou inseto) na frente da cobra
nos resultados da imagem 196073, ou o galho caı´do na neve da imagem 167062. Assim,
pequenos objetos que na˜o aparecem no resultado do me´todo de crescimento de regia˜o, mas
que respondem fortemente no me´todo de detecc¸a˜o de bordas, sa˜o mantidos, ao passo que
a informac¸a˜o excessiva gerada pelo me´todo de detecc¸a˜o de bordas e´ atenuada e desaparece
apo´s a binarizac¸a˜o do BSDS. Essa atenuac¸a˜o se deve a` soma das imagens dos resultados dos
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(a) 45096 (b) F-measure=0,77 (c) F-measure=0,70
(d) F-measure=0,69 (e) F-measure=0,73 (f) F-measure=0,73
(a) 229086 (b) F-measure=0,81 (c) F-measure=0,74
(d) F-measure=0,64 (e) F-measure=0,75 (f) F-measure=0,75
Figura 3.8: Exemplos comparativos (a) Imagem de entrada (b) Refereˆncia humana e as ima-
gens resultados dos me´todos (c) detecc¸a˜o de borda (d) MM-Frac (e) KSS (f) KoSS.
me´todos complementares, e, logo, os pixels de borda causados pela areia (imagem 196073)
ou pelas folhas das a´rvores (imagem 167062) na˜o aparecem no resultado final do KSS/KoSS.
Esse realce de detalhes pode ser mais extremo, como nos exemplos da Figura 3.10, onde
as linhas no cha˜o da imagem 37073 sa˜o intensas e fazem parte do resultado da integrac¸a˜o.
Efeito similar ocorre com a imagem 227092, onde os desenhos em alto relevo do vaso fazem
parte da anotac¸a˜o humana. Esta imagem e´ bem peculiar, pois apresenta figuras geome´tricas,
quase na˜o ha´ texturas naturais e, ale´m disso, a anotac¸a˜o humana segmentou esses elementos.
Neste caso, o resultado do me´todo de detecc¸a˜o de bordas e´ ta˜o melhor que seu resultado
sozinho ja´ resulta no mais alto valor de F-measure, dentre os sistemas comparados.
Um exemplo oposto e´ mostrado na terceira imagem da Figura 3.10 (148026). Apesar da
imagem conter figuras geome´tricas, como as janelas do reflexo do pre´dio na a´gua, as mesmas
na˜o foram segmentadas pelos anotadores humanos. Com isso, o resultado do detector de
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(a) 101087 (b) F-measure=0,86 (c) F-measure=0,74
(d) F-measure=0,67 (e) F-measure=0,79 (f) F-measure=0,79
(a) 196073 (b) F-measure=0,85 (c) F-measure=0,70
(d) F-measure=0,74 (e) F-measure=0,78 (f) F-measure=0,78
(a) 167062 (b) F-measure=0,95 (c) F-measure=0,92
(d) F-measure=0,88 (e) F-measure=0,94 (f) F-measure=0,94
Figura 3.9: Exemplos comparativos (a) Imagem de entrada (b) Refereˆncia humana e as ima-
gens resultados dos me´todos (c) detecc¸a˜o de borda (d) MM-Frac (e) KSS (f) KoSS.
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(a) 37073 (b) F-measure=0,78 (c) F-measure=0,81
(d) F-measure=0,67 (e) F-measure=0,81 (f) F-measure=0,81
(a) 227092 (b) F-measure=0,65 (c) F-measure=0,83
(d) F-measure=0,53 (e) F-measure=0,82 (f) F-measure=0,82
(a) 148026 (b) F-measure=0,70 (c) F-measure=0,47
(d) F-measure=0,70 (e) F-measure=0,67 (f) F-measure=0,67
Figura 3.10: Exemplos comparativos (a) Imagem de entrada (b) Refereˆncia humana e as
imagens resultados dos me´todos (c) detecc¸a˜o de borda (d) MM-Frac (e) KSS (f) KoSS.
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bordas tem valor bem menor de F-measure, quando comparado aos outros me´todos.
Um bom exemplo de quando a soma dos contornos de regia˜o e borda gera um resultado
mais pro´ximo ao do anotador humano pode ser visto nos resultados da imagem 54082 da
Figura 3.11. Nesta imagem, os anotadores humanos identificaram duas caracterı´sticas da
a´rvore: uma regia˜o cobrindo as folhas da a´rvore (como o resultado do MM-Frac) e outra
com os seus va´rios galhos (como o resultado da detecc¸a˜o de bordas). A integrac¸a˜o das duas
informac¸o˜es, regia˜o e borda, foi importante para que o resultado final ficasse mais pro´ximo
da anotac¸a˜o humana.
(a) 54082 (b) F-measure=0,85 (c) F-measure=0,70
(d) F-measure=0,74 (e) F-measure=0,78 (f) F-measure=0,78
Figura 3.11: (a) Imagem de entrada (b) Refereˆncia humana e as imagens resultados dos
me´todos (c) detecc¸a˜o de borda (d) MM-Frac (e) KSS (f) KoSS.
Todos os resultados do KSS/KoSS apresentados ate´ agora sa˜o mais similares a` anotac¸a˜o
humana, com maior valor da me´trica F-measure, que os me´todos individuais de entrada,
tanto a detecc¸a˜o de bordas quanto o MM-Frac. As duas u´nicas excec¸o˜es sa˜o mostradas na
Figura 3.12, onde a me´trica F-measure foi menor que as me´tricas de ambas as entradas.
Na imagem do bode nas pedras, 304074 da Figura 3.12, nota-se que os contornos finais
do resultado KSS/KoSS apresentam falhas. Ao somar os resultados do MM-Frac e detecc¸a˜o
de bordas, um mesmo segmento de fronteira fica com nı´veis diferentes de intensidade de
pixels. A binarizac¸a˜o da imagem e´ feita pixel-a-pixel e, com isso, os segmentos podem ficar
com lacunas, causando um valor de recall muito baixo, influenciando assim no valor de F-
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measure. No caso da imagem 219090 a soma dos resultados de regia˜o e borda aumentou a
quantidade de pixels de bordas, e o recall aumentou. Relembrando que, em geral, o aumento
de recall acarreta em diminuic¸a˜o de precision, e isto gerou um F-measure menor. Reitera-se
que, numa base de dados de 100 imagens, so´ ocorreu diminuic¸a˜o do F-measure nestes dois
casos.
(a) 304074 (b) F-measure=0,92 (c) F-measure=0,61
(d) F-measure=0,55 (e) F-measure=0,53 (f) F-measure=0,53
(a) 219090 (b) F-measure=0,90 (c) F-measure=0,58
(d) F-measure=0,62 (e) F-measure=0,56 (f) F-measure=0,56
Figura 3.12: Resultados do KSS/KoSS que apresentaram F-measure menor que que ambos
os me´todos MM-Frac e detecc¸a˜o de borda (a) Imagem de entrada (b) Refereˆncia humana e
as imagens resultados dos me´todos (c) detecc¸a˜o de borda (d) MM-Frac (e) KSS (f) KoSS.
Resultados Quantitativos
Em termos quantitativos, as me´tricas recall, precision e F-measure de cada me´todo, com-
putadas pelo BSDS, sa˜o mostradas na Tabela 3.3. Conforme previsto, as me´tricas do KSS e
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do KoSS sa˜o ideˆnticas, visto que a diferenc¸a entre os resultados dos algoritmos resume-se a
alguns pixels das imagens. A Figura 3.13 mostra o gra´fico precision × recall dos me´todos
de detecc¸a˜o de bordas (filtro de Kuwahara e gradiente morfolo´gico), KoSS, JSEG e MM-
Frac. Na˜o se apresenta tal gra´fico para o KSS porque ele e´ ideˆntico ao do me´todo KoSS.
Nas curvas de gradiente morfolo´gico e KoSS, acrescentou-se uma marcac¸a˜o diferente para o
ponto de maior F-measure. Nesta curva, quanto mais perto do ponto (1,1) melhor a me´trica
F-measure.
Tabela 3.3: Me´tricas precision, recall e F-measure calculadas pelo BSDS, comparac¸a˜o entre
refereˆncia humana, JSEG, MM-Frac, detecc¸a˜o de bordas, KSS e KoSS.
Recall Precision F-measure
JSEG 0,61 0,56 0,59
MM-Frac 0,63 0,56 0,59
Detecc¸a˜o de Bordas 0,65 0,49 0,56
KSS 0,69 0,54 0,61
KoSS 0,69 0,54 0,61
Refereˆncia Humana 0,70 0,89 0,79
Os me´todos KSS/KoSS apresentam valores de recall bem pro´ximos ao referencial hu-
mano, indicando que a quantidade de informac¸a˜o de fronteira e´ compatı´vel, mas falha em
acerta´-las, pois a me´trica precision e´ menor. O importante foi que a me´trica F-measure que
considera este “trade-off ” entre recall e precision aumentou, e foi melhor que as me´tricas
do MM-Frac e da detecc¸a˜o de bordas. Em outras palavras, a integrac¸a˜o po´s-processamento
de fato contribui para melhorar a segmentac¸a˜o, o que e´ outra contribuic¸a˜o importante desta
Tese.
Uma outra forma de visualizac¸a˜o destas me´tricas e´ pelo histograma, onde cada ponto do
gra´fico representa a quantidade de imagens (eixo y) que tiveram uma determinada me´trica
numa faixa de valores (eixo x). Na Figura 3.14 mostra-se uma comparac¸a˜o dos resultados
dos me´todos KoSS, MM-Frac e detecc¸a˜o de bordas, na legenda representado pela palavra
“Edge”. Pode-se observar no gra´fico de recall (Figura 3.14b) que o me´todo KoSS e´ melhor
que os outros dois me´todos, pois apresenta mais imagens com resultados de valores de recall
mais altos, e logo, a sua curva esta´ mais a` direita dos demais. No gra´fico da me´trica precision
(Figura 3.14a), o me´todo KoSS possui curva quase ideˆntico ao do MM-Frac, apresentando
apenas um pico um pouco mais elevado. Ja´ o detector de bordas possui curva bem mais baixa
que os demais, resultado esperado, pois o resultado do detector de bordas apresenta muito
mais pixels de borda que o referencial humano. No gra´fico de F-measure (Figura 3.14c), o
KoSS possui curva mais a` direita que os demais, mostrando melhor resultado nesta me´trica.
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Figura 3.13: Gra´fico precision × recall dos me´todos gradiente morfolo´gico, KoSS, JSEG e
MM-Frac.
Fazendo-se uma comparac¸a˜o par a par de me´todos, com o resultado do KSS/KoSS, e
considerando-se apenas a me´trica F-measure das imagens da base de testes, tem-se que:
• o resultado do KSS/KoSS foi melhor que o resultado do MM-Frac em 82% das ima-
gens;
• o resultado do KSS/KoSS foi melhor que o resultado da detecc¸a˜o de bordas em 81%
das imagens;
Conforme ja´ mostrado na Figura 3.12, ha´ apenas dois casos nos quais o resultado do
KSS/KoSS foi pior que ambas as entradas. E ha´ 58 casos em que o resultado do KSS/KoSS
apresentou me´trica F-measure maior que o maior valor de F-measure do MM-Frac ou do
detector de bordas.
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(a) Histograma da me´trica precision.
(b) Histograma da me´trica recall.
(c) Histograma da me´trica F-measure.
Figura 3.14: Histogramas das me´tricas dos me´todos KoSS×MM-Frac× detector de bordas
(na legenda dos gra´ficos como “Edge”).
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Discussa˜o sobre o referencial humano
O objetivo do BSDS, ao criar este referencial humano, e´ de capturar como se processa a
segmentac¸a˜o de indivı´duos “comuns” (Martin, 2002). Para o esforc¸o de criac¸a˜o do referen-
cial humano do BSDS, 30 (trinta) indivı´duos foram selecionados para a anotac¸a˜o humana.
Foram 17 do sexo masculino e 13 do feminino. Nove indivı´duos tinham formac¸a˜o artı´stica e
nenhum dos indivı´duos tinham conhecimento associados a` disciplinas de processamento de
imagens e reconhecimento de padro˜es. Todos receberam a mesma instruc¸a˜o:
“Voceˆ sera´ apresentado uma imagem. Divida a imagem em um certo nu´mero de elemen-
tos, onde os elementos representam ”coisas”ou ”partes das coisas”na cena. O nu´mero de
elementos e´ com voceˆ, pois depende da imagem. Algo entre 2 e 30 e´ razoavelmente apropri-
ado. E´ importante que todos os elementos tenham aproximadamente igual importaˆncia.”
Ale´m desta instruc¸a˜o, foi pedido para que fosse evitado o foco em um u´nico objeto (pelos
experimentos, eles perceberam que isto acontecia geralmente com rostos humanos), que em
geral gerava a exclusa˜o de outros objetos. Isto e´, pediu-se para que os indivı´duos tentassem
prestar igual atenc¸a˜o a todos os objetos na cena e na˜o se fixar em um u´nico objeto. Na˜o
foi transferido para os indivı´duos quaisquer preocupac¸o˜es de pesquisadores da a´rea de visa˜o
computacional quanto ao tratamento de sombras e reflexos.
Nota-se que o ser humano realiza a segmentac¸a˜o usando informac¸o˜es semaˆnticas, como
pode ser visto em alguns exemplos na Figura 3.15. A pele dos elefantes possui a mesma
cor-textura, mas o ser humano indica uma linha diviso´ria entre os dois animais, conforme
pode ser visto na primeira linha da figura. Isto sugere que os seres humanos reconheceram
os animais, e por isso distinguiram que haviam dois elefantes. Na segunda linha da Figura
3.15, os pro´prios pesquisadores descreveram este referencial humano como “Hallucinated
Boundaries” (Contornos Alucinados). A imagem possui sombras que tornam obscuro o
contorno dos ombros e do cabelo, pore´m, este contornos foram anotados por quatro dos
indivı´duos de testes, sugerindo que os indivı´duos utilizaram conhecimento pre´vio da forma
de pessoas.
Algumas imagens apresentam um nı´vel de dificuldade acima dos demais, ate´ mesmo para
os seres humanos, como e´ o caso mostrado na Figura 3.16. Nesta imagem, e´ um desafio de-
finir quantas “coisas” existem e quais sa˜o os seus limites. Ale´m da textura ser complexa,
acredita-se que a imagem na˜o apresenta elementos comuns ao dia-a-dia da maioria das pes-
soas, e, com isso, na˜o ha´ como utilizar o conhecimento pre´vio. O valor de F-measure=0,62
e´ um valor baixo para o padra˜o humano.
Na Figura 3.17, o desafio e´ compreender porque os indivı´duos de testes definiram os
contornos em alguns tenta´culos e em outros na˜o. Nota-se que na˜o ha´ muita coereˆncia mesmo
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(a) 296059 (b) referencial humano
(c) 302008 (d) referencial humano
Figura 3.15: Imagens 296059 e 302008 com seus referenciais humanos.
(a) 12084 (b) referencial humano
(F-measure=0,62)
Figura 3.16: Imagem 12084 com seus referencial humano.
entre os seres humanos, dado o seu baixo valor de F-measure.
Ja´ foram mostradas imagens de difı´cil reconhecimento devido a` camuflagem natural de
alguns animais e seu meio ambiente, tal qual a cobra nas areias do deserto. Um outro exem-
plo e´ mostrado na Figura 3.18, um canguru no meio de galhos secos, aprsentando baixo valor
de F-measure para o padra˜o humano.
A proposta desta Tese na˜o abrange os problemas citados nesta sec¸a˜o, pois necessitaria
de uma estrate´gia, tal qual um ser humano, para armazenamento e acesso a`s informac¸o˜es do
conhecimento pre´vio de objetos e suas formas.
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(a) 210088 (b) referencial humano
(F-measure=0,54)
Figura 3.17: Imagens 210088 com seu referencial humano.
(a) 69040 (b)referencial humano (F-measure=0,50)
Figura 3.18: Imagem 69040 com seu referencial humano.
3.3.2 LHI
De acordo com Estrada e Jepson (2009), ha´ duas escolas com relac¸a˜o a` avaliac¸a˜o de
algoritmos de visa˜o computacional em geral. Uma escola de pensamento que sustenta que os
algoritmos podem ser avaliados comparando-se o qua˜o pro´ximos os seus resultados esta˜o da
anotac¸a˜o humana, e outra escola que sustenta que algoritmos de visa˜o devem ser avaliados no
contexto da tarefa especı´fica. Nesta segunda linha, a qualidade da segmentac¸a˜o de imagens
e outras atividades de baixo nı´vel (low level task) se traduz em medir a sua contribuic¸a˜o para
o sucesso da tarefa de nı´vel superior (por exemplo, o reconhecimento de objetos).
Nesta Tese, e´ seguida a primeira escola, isto e´, considera-se uma comparac¸a˜o com o
referencial humano. Ha´ va´rios bancos de dados nesta linha. No entanto, desconsiderando os
bancos de dados de imagens me´dicas, mosaicos de texturas, imagens na˜o-coloridas, imagens
astronoˆmicas, imagens de faces humanas, o u´nico banco de dados de imagens de cenas
naturais coloridas cujo objetivo e´ segmentar regio˜es e´ o BSDS (Estrada e Jepson, 2009).
Assim, a maioria dos bancos de dados de cenas naturais coloridas trata o problema de
classificac¸a˜o de imagens ou de reconhecimentos de objetos. Com isso, o referencial com-
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parativo das anotac¸o˜es humanas incorpora as considerac¸o˜es semaˆnticas que esta˜o ale´m do
escopo desta Tese. Nestes casos, o referencial humano de banco de dados para classificac¸a˜o
de imagens ou de reconhecimentos de objetos sempre apresenta uma quantidade de regio˜es
menor que a do BSDS.
O banco de dados PASCAL VOC (Visual Object Classes Challenge) incluiu uma compe-
tic¸a˜o especı´fica de segmentac¸a˜o desde a sua versa˜o de 2007, (Everingham et al., 2007, 2008,
2009, 2010, 2011). Na Figura 3.19 mostram-se alguns exemplos que na˜o condizem com
o resultado de um algoritmo de segmentac¸a˜o de regio˜es. Na primeira linha desta figura, a
imagem possui uma casa e vegetac¸a˜o a` esquerda e a` direita. Pore´m, o benchmark do banco
de dados so´ segmenta uma pessoa ao fundo, um arbusto ao fundo e uma u´nica fronteira para
o vaso com a planta que esta´ a` frente da casa nesta imagem. Da mesma forma, nas outras
imagens, ha´ muito mais regio˜es nas cenas, mas o referencial se limita apenas a` identificac¸a˜o
dos contornos de elementos existentes no conjunto limitado de 20 (vinte) diferentes objetos.
Caracterı´stica parecida e´ encontrada no Microsoft Research in Cambridge Object Recog-
nition Database (MSRC) (Shotton et al., 2006), que possui 591 imagens contando com 23
classes de objetos. Em muitas imagens, a anotac¸a˜o humana trac¸a apenas o contorno ao redor
de um objeto, lanc¸ando todo o restante da imagem como pano de fundo, dificuldade discutida
em Rao e colegas (Rao et al., 2009). Artigos da equipe mostram resultados como na Figura
3.20, onde o importante na˜o e´ trac¸ar o contorno do objeto, e sim, reconhecer a classe do(s)
objeto(s) em evideˆncia, e o contorno se resume a um retaˆngulo em torno do objeto.
Um esforc¸o interessante esta´ sendo realizado por Russel e colegas (Russell et al., 2008),
com o objetivo de criar colec¸o˜es de referencial humano. O projeto usa a ferramenta on-
line “LabelME web” disponibilizando ao pu´blico a criac¸a˜o de segmentac¸o˜es e “nomeac¸o˜es”
(atribuic¸a˜o de uma palavra a cada elemento segmentado). As imagens sa˜o de cenas natu-
rais, mas as segmentac¸o˜es sa˜o definidas por polı´gonos em torno dos objetos. Assim, embora
as vantagens deste banco de dados sejam o seu tamanho e o grande volume de anotac¸a˜o
humana, na˜o ha´ ferramenta para se desenhar detalhamente os contornos das segmentac¸o˜es.
O banco de dados de imagens que mais se aproxima do propo´sito deste trabalho, ale´m do
BSDS, e´ o “Lotus Hill Research Institute” (LHI) (Yao et al., 2007). Este projeto durou dois
anos, contando com a colaborac¸a˜o de uma equipe de 23 pessoas em tempo integral, de duas
instituic¸o˜es, a “Lotus Hill Research Institute” da China, e o “UCLA Center for Image and Vi-
sion Sciences” (CIVS) dos EUA. O projeto fornece um ambiente de anotac¸a˜o para o usua´rio
humano com treˆs nı´veis: nı´vel de cena (classificac¸a˜o de cenas e descric¸a˜o de atividades, den-
tre outros), o nı´vel de objeto (tais como a decomposic¸a˜o hiera´rquica de objetos em partes,
anotac¸a˜o semaˆntica e sketching) e de nı´vel me´dio (contorno de objetos e complemento de
oclusa˜o e outras facilidades). O objetivo final do projeto e´ fornecer imagens e referencial
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(a) (b)
Figura 3.19: Exemplos do PASCAL VOC, onde a coluna esquerda (a) mostra as imagens de
testes do banco de dados e a coluna direita (b) mostra o referencial humano das imagens a`
sua esquerda.
Figura 3.20: Resultado desejado em pesquisas utilizando o MSRC.
para o nı´vel mais alto, que e´ o de cena. No nı´vel mais baixo, existe um referencial de con-
torno de objetos e na˜o de regio˜es. Mas, pelo menos, os referenciais humanos fornecidos
possuem um contorno mais preciso do que os dos bancos de dados citados anteriormente.
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A finalidade destes testes no LHI e´ para validar a arquitetura proposta em outro banco
de dados de imagens, que apresenta resoluc¸o˜es e tamanhos diferentes dos encontrados no
BSDS. Pore´m, o LHI apresenta como benchmark, imagens com bem menos regio˜es do que
o esperado, e, logo, sa˜o feitos apenas testes qualitativos e na˜o quantitativos.
Processamento de imagens apo´s resultado do KoSS
O sistema associado ao BSDS fornece uma facilidade de aceitar imagens em escala de
cinza como resultados de segmentac¸a˜o e um paraˆmetro de entrada, nu´mero inteiro maior que
um, que indica a quantidade de limiares para a binarizac¸a˜o destas imagens. Ja´ o LHI na˜o
possui esta facilidade. Assim, acrescentou-se uma fase a` saı´da do KoSS, de binarizac¸a˜o e
retirada de pequenas a´reas conectadas, descrita no co´digo do Algoritmo 4.
Algorithm 4 Processamento apo´s KoSS
1: Parametros de entrada: NomeArquivoEntrada, NomeArquivoSaida, Tamanho
2: Img = imread(NomeArquivoEntrada);
3: [x, y] = size(Img);
4: I2 = im2bw(Img);
5: I3 = bwareaopen(I2, Tamanho*x*y);
6: imwrite(I3, NomeArquivoSaida, ’png’);
Este algoritmo foi desenvolvido em Matlab, e para cada imagem, no passo 1, recebe treˆs
paraˆmetros de entrada: o nome do arquivo de entrada (NomeArquivoEntrada), o nome do
arquivo de saı´da (NomeArquivoSaida) e o tamanho (Tamanho).
Apo´s a leitura do arquivo de imagem (passo 2) e a extrac¸a˜o da altura e largura da imagem
(passo 3), chama-se a func¸a˜o ImagemPretoBranco = im2bw(ImagemEscalaCinza) (passo
4). Esta func¸a˜o do Matlab converte uma imagem em escala de cinza passada como paraˆmetro
para uma imagem bina´ria (preto e branco), usando o limiar calculado pelo me´todo de Otsu
(Otsu, 1979).
No passo 5, utiliza-se a func¸a˜o NovaImagem = bwareaopen(ImagemPretoBranco, Ta-
manhoDaArea), que remove da imagem bina´ria passada como paraˆmetro, todos os compo-
nentes conectados que teˆm menos pixels que o paraˆmetro TamanhoDaArea (que e´ o resul-
tado do parameˆtro Tamanho multiplicado pela largura e altura da imagem), produzindo uma
imagem bina´ria como saı´da. A conectividade padra˜o da a´rea e´ 8 (oito) para duas dimenso˜es.
O paraˆmetro de tamanho (Tamanho) passado para todas as imagens foi sempre de 0,05%.
O propo´sito deste paraˆmetro ser bem baixo e´ para retirar apenas regio˜es pequenas.
3. Integrando Crescimento de Regio˜es e Detecc¸a˜o de Bordas 105
Resultados Qualitativos
A base de dados LHI e´ bem vasta. No entanto, a maior parte sa˜o imagens de vı´deo
para sistemas de vigilaˆncia, imagens de rostos para sistemas de reconhecimento de faces,
documentos digitalizados em ingleˆs e chineˆs para sistemas de OCR e afins, e imagens com
um u´nico objeto, muitas vezes com fundo artificial, para sistemas de reconhecimento de
objetos e imagens de ambientes fechados (indoor).
Neste trabalho, foram tomadas 40 (quarenta) imagens para teste, das seguintes classifica-
c¸o˜es do LHI:
1. oito imagens de vistas ae´reas;
2. oito imagens de animais;
3. oito imagens de pessoas praticando esportes;
4. oito imagens de cenas naturais.
5. oito imagens de edificac¸o˜es e rodovias.
O tipo de imagem que mais difere do estilo de imagens do BSDS e´ a imagem ae´rea.
Apresentam-se nas Figuras 3.21, 3.22, 3.23 e 3.24, resultados de quatro das oito imagens,
que caracterizam bem como foi a resposta geral da arquitetura para este tipo de imagem.
Nestas figuras, a ordem de apresentac¸a˜o e´ (a) a imagem original, (b) o referencial humano,
seguindo-se os resultados dos me´todos (c) JSEG, (d) I-Frac (e) MM-Frac (f) detecc¸a˜o de
bordas (g) Koss e (h) KoSS com o po´s-processamento.
Infelizmente, para este tipo de imagem, com muita informac¸a˜o e com o referencial hu-
mano indicando um mı´nimo de contornos, o resultado do me´todo de detecc¸a˜o de bordas
retorna tanta borda que o KoSS na˜o confia em sua informac¸a˜o. Nas Figuras 3.21, 3.22 e
3.23, pode-se notar que o JSEG segmenta mais do que as saı´das I-Frac e MM-Frac. Ana-
lisando apenas qualitativamente, quase na˜o ha´ diferenc¸as entre os resultados do I-Frac e do
MM-Frac. Na Figura 3.24, o referencial humano faz uma espe´cie de loteamento, e na˜o seg-
menta, por exemplo, a pista de corrida oval que existe na parte central/inferior da imagem.
Na Figura 3.25, mostra-se o resultado final sobreposta (em branco) a` imagem original, faci-
litando a visualizac¸a˜o de que o resultado do KoSS com po´s-processamento delimitou a pista
de corrida.
Nestas imagens a´reas, o anotador humano foi orientado a identificar os seguintes obje-
tos: telhados de edifı´cios, a´reas de estacionamento (carros ou barcos), carros/conjunto de
3. Integrando Crescimento de Regio˜es e Detecc¸a˜o de Bordas 106
(a) imagem original (b) referencial humano
(c) JSEG (d) I-Frac
(e) MM-Frac (f) detecc¸a˜o de bordas
(g) KoSS (h) KoSS com po´s-processamento
Figura 3.21: Resultados para a imagem do LHI (tamanho 1400×838).
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(a) imagem original (b) referencial humano
(c) JSEG (d) I-Frac
(e) MM-Frac (f) detecc¸a˜o de bordas
(g) KoSS (h) KoSS com po´s-processamento
Figura 3.22: Resultados para a imagem do LHI (tamanho 1400×838).
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(a) imagem original (b) referencial humano
(c) JSEG (d) I-Frac
(e) MM-Frac (f) detecc¸a˜o de bordas
(g) KoSS (h) KoSS com po´s-processamento
Figura 3.23: Resultados para a imagem do LHI (tamanho 1400×838).
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(a) imagem original (b) referencial humano
(c) JSEG (d) I-Frac
(e) MM-Frac (f) detecc¸a˜o de bordas
(g) KoSS (h) KoSS com po´s-processamento
Figura 3.24: Resultados para a imagem do LHI (tamanho 1400×838).
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Figura 3.25: Exemplos do LHI, imagens resultante sobrepostas a` imagem original.
carros e superfı´cies de estrada, pois estes sa˜o os objetos a serem identificados na etapa de
reconhecimento. Pode-se afirmar que este referencial na˜o e´ compatı´vel com o propo´sito de
um sistema de segmentac¸a˜o de regio˜es de cenas naturais.
Alguns resultados com outros tipos de de imagem sa˜o mostrados nas Figuras 3.26 e
3.27. A ordem das imagens segue a ordem de apresentac¸a˜o: (a) e´ a imagem original, (b)
o referencial humano, seguindo-se os resultados dos me´todos (c) JSEG, (d) MM-Frac (e)
detecc¸a˜o de bordas (f) Koss e (g) KoSS com o po´s-processamento.
Nas quatro primeiras linhas da Figura 3.26 pode-se verificar que as imagens do referen-
cial humano (coluna b) identificam apenas o contorno do elemento que faz parte do conjunto
de objetos que devem ser reconhecidos por sistemas de classificac¸a˜o, logo, todo o restante
da imagem e´ desprezado pelo referencial humano. Note-se que na terceira imagem a borbo-
leta possui tamanho quase igual ao da flor, mas apenas o inseto foi definido no referencial.
Ja´ de antema˜o, sabe-se que o resultado final da arquitetura aqui proposta na˜o sera´ igual ao
referencial, provavelmente contendo muito mais segmentos de fronteiras.
Conforme esperado, o resultado do MM-Frac apresenta uma quantidade menor de regio˜es
que o resultado do JSEG. Alguns detalhes do resultado da detecc¸a˜o de bordas sa˜o repassados
ao resultado do KoSS, como os detalhes das asas das duas borboletas (terceira e quarta linhas
da Figura 3.26) e a ponta do bico do flamingo (segunda linha da Figura 3.26), que na˜o havia
sido detectado pelo MM-Frac.
De acordo com a concepc¸a˜o da proposta deste trabalho, sempre havera´ diviso˜es de re-
gio˜es, mesmo que fac¸a parte do segundo plano. Por exemplo, na primeira linha, a ima-
gem do gato, a definic¸a˜o do contorno da vegetac¸a˜o deve ser feita, pois ha´ uma diferenc¸a de
cor-textura desta a´rea com a imagem em volta. Da mesma forma, o sistema ira´ detectar o
contorno das folhas nas duas imagens de borboletas. Um bom resultado e´ que o sistema
foi capaz de identificar o contorno dos elementos definidos no referencial humano, mesmo
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tendo respondido com mais segmentac¸o˜es.
Alguns contornos falsos foram eliminados do MM-Frac, como as regio˜es da parte supe-
rior esquerda da segunda borboleta (quarta linha). O mesmo ocorre nas duas u´ltimas linhas
da Figura 3.26, onde ha´ uma linha diviso´ria no ce´u em cada uma das imagens, que tambe´m
foram eliminadas pela arquitetura proposta.
Outros contornos na˜o foram eliminados, pois a informac¸a˜o do resultado do detector de
bordas foi muita intensa, como o movimento da a´gua no lago onde esta´ o flamingo. O
resultado do detector de bordas preencheu a imagem inteira, e na˜o permitiu que o KoSS
pudesse eliminar as bordas falsas que o MM-Frac gerou na a´gua.
Na u´ltima linha da Figura 3.26 esta´ bem nı´tida a diferenc¸a de segmentac¸a˜o entre o resul-
tado do JSEG e o resultado do MM-Frac. O me´todo JSEG na˜o encontrou a linha diviso´ria
das montanhas ao fundo, e foi grac¸as ao me´todo de detecc¸a˜o de bordas que a divisa˜o entre o
mar e a areia foi encontrada. O resultado final das u´ltimas duas linhas da Figura 3.26 ficou
qualitativamente bem parecido com o resultado do referencial humano.
Na primeira linha da Figura 3.27, o resultado final tambe´m ficou pro´ximo ao referencial
humano. Ocorreram algumas diferenc¸as, como a espuma na onda que foi segmentada pelo
sistema e na˜o pelo ser humano, e o guarda-sol teve cada parte, cada cor, segmentada pelo
sistema, ao passo que o ser humano compreendeu o guarda-sol como um u´nico elemento.
Na segunda e terceira linhas, os resultados do MM-Frac detectaram mais regio˜es que o
me´todo JSEG. Em ambas as imagens, a vegetac¸a˜o composta pelas a´rvores apresenta mais
subdiviso˜es que o referencial humano. Na segunda linha, o po´s-processamento simplificado
acabou por retirar os carros da rodovia, que estavam presentes no resultado do KoSS e que
estavam no referencial humano, o mesmo ocorrendo com o contorno da bola vermelha da
terceira linha.
Na quarta linha da Figura 3.27, tem-se uma paisagem natural. Observa-se que a anotac¸a˜o
humana foi bem simplista, ao trac¸ar apenas duas fronteiras. Os resultados intermedia´rios
e final segmentam a espuma como uma regia˜o diferente e na˜o compreendem o pier como
uma regia˜o u´nica e sim as suas partes, o que parecem ser cubos de concreto. Para conseguir
abarcar a granularidade desta regia˜o de cubos, o tamanho da janela a ser utilizado deve ser ta˜o
grande quanto um dos elementos. Da mesma forma, devido a` grossa granularidade, ha´ muito
mais regio˜es na a´rea das rochas nos resultados (na parte esquerda da imagem) na penu´ltima
linha da Figura 3.27.
Na u´ltima linha da Figura 3.27, tem-se uma paisagem de construc¸o˜es. A anotac¸a˜o hu-
mana faz apenas o contorno externo de todos os pre´dios, ao passo que o resultado final
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identifica cada um dos pre´dios. A concepc¸a˜o do sistema e´ essa, de identificar cada regia˜o
que contenha uma textura diferente. Por isso, o resultado final diferira´ do esperado a partir
do referencial humano. Nota-se como o conjunto pre´-definido de classes direciona o grau
de refinamento e detalhamento da anotac¸a˜o humana. A Figura 3.28 mostra a imagem fi-
nal resultante da arquitetura (em vermelho) sobreposta a` imagem original, para facilitar a
visualizac¸a˜o da detecc¸a˜o dos contornos de cada pre´dio.
Figura 3.28: Exemplos do LHI, imagem resultante sobreposta a`s imagem original.
3.4 Considerac¸o˜es Finais
Este capı´tulo fez uma investigac¸a˜o de como integrar o resultado de dois me´todos base-
ados em diferentes abordagens, detecc¸a˜o de bordas e orientado a regio˜es, para o problema
de segmentac¸a˜o de imagens coloridas. Embora tenham sido desenvolvidos dois algoritmos,
KSS e KoSS, ambos possuem a mesma estrate´gia, que e´ eliminar informac¸a˜o incorreta do
resultado de um me´todo baseado no resultado do outro.
Consideram-se dois me´todos de segmentac¸a˜o: por um lado tem-se o gradiente mor-
folo´gico, que e´ um detector de bordas capaz de gerar altos valores de F-measure para de-
terminadas imagens, enquanto falha totalmente em outras. Bons resultados sa˜o encontrados
quando a imagem de entrada tem apenas elementos com contornos bem definidos, e na˜o ha´
texturas que provoquem um resultado “ruidoso” (com muita informac¸a˜o). A causa desse
comportamento e´ da natureza do me´todo, que se fia apenas na diferenc¸a de contraste da
informac¸a˜o da vizinhanc¸a. Por outro lado, tem-se o MM-Frac, que apresenta resultados
melhores quando a imagem apresenta muitas texturas de granularidades diferentes. Pore´m,
apresenta problemas como contornos falsos, (por exemplo, causada pela suave gradac¸a˜o de
iluminac¸a˜o), ale´m de na˜o detectar muitos dos pequenos componentes finos das imagens.
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A estrate´gia de integrac¸a˜o diminui duas informac¸o˜es: contornos falsos do mapa de re-
gio˜es, baseado na informac¸a˜o do mapa de bordas, e a informac¸a˜o excessiva do mapa de
bordas, baseado no mapa de regio˜es. Ao mesmo tempo, enfatizam-se: as bordas que coinci-
dem nos diferentes me´todos, e manteˆm-se informac¸o˜es de bordas, quando intensas no mapa
de bordas, mesmo quando na˜o coincidem nos dois resultados. Este realce de informac¸a˜o,
mesmo quando na˜o coincidente, faz com que alguns detalhes finos aparec¸am no resultado
final.
Assim, assume-se que os me´todos individuais de entrada possuem desvantagens e de-
feitos caracterı´sticos de sua natureza, e atrave´s deste po´s-processamento aproveita-se as
informac¸o˜es em que ambos concordam e reduz-se falhas que cada me´todo pode gerar. Pore´m,
as arquiteturas KSS/KoSS propostas apresentam segmentos com brechas, e os contornos na˜o
sa˜o mais fechados.
MM-Frac utiliza va´rias escalas, ou seja, va´rias janelas de diferentes tamanhos para abran-
ger diferentes granularidades de texturas. Com isso, os montes do mapa 3D ficam mais es-
pessos. Quando o me´todo de crescimento de regio˜es germina dos vales e vai aos montes,
e´ possı´vel que o contorno entre regio˜es possa variar na espessura dos montes e, com isso,
os contornos podem errar em alguns pixels. Assim, ao agrupar as informac¸o˜es de textura
e aglutina´-las como regio˜es, e´ possı´vel verificar que muitas vezes o contorno trac¸ado na˜o
e´ ta˜o bem localizado. Esta caracterı´stica e´ herdada pelo KSS/KoSS, pois a estrate´gia de
integrac¸a˜o, enfatiza informac¸o˜es coincidentes de ambas as entradas, mas na˜o altera a forma
e localizac¸a˜o dos contornos.
O controle do KSS e´ baseado em informac¸a˜o global, tal qual o controle do MM-Frac, e
segue a teoria de Treisman e colegas (Treisman et al., 1977) de que o ser humano processa
informac¸a˜o ra´pida, da imagem como um todo, e so´ depois analisa as partes das imagens de
acordo com a informac¸a˜o global inicial.
Toda a estrate´gia de integrac¸a˜o se fiou na quantificac¸a˜o da informac¸a˜o global, que pode
ser interpretada como a confianc¸a do resultado de detecc¸a˜o de bordas, que foi extremamente
importante para o bom resultado geral do KSS/KoSS. Esta quantificac¸a˜o, que faz parte do
“binding problem”, foi o diferencial que tornou possı´vel ponderar qual resultado de cada
me´todo individual deveria ter maior importaˆncia no resultado final.
O algoritmo de integrac¸a˜o, mesmo tendo sido implementado em Matlab, apresentou de-
sempenho computacional adequado (o processamento de cada imagem do BSDS dura apro-
ximadamente 0,5 segundos). Ale´m disso, os algoritmos KSS/KoSS sa˜o fa´ceis de serem
reproduzidos, sa˜o totalmente automa´ticos e na˜o necessitam de fase de treinamento.
Foram realizados testes em duas bases de dados, a LHI e o BSDS. O LHI possui pro´posito
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diferenciado daquele do BSDS, e seu referencial humano e´ bem mais resumido, mostrando
contornos de objetos e na˜o de regio˜es. Logo, foram realizados apenas testes qualitativos
no LHI. Estes testes mostraram que mesmo utilizando imagens em diferentes resoluc¸o˜es e
tamanhos, com grande variac¸a˜o da distaˆncia entre ma´quina fotogra´fica e a cena, os resultados
das arquiteturas propostas sa˜o coerentes e detectam as regio˜es dos va´rios elementos que
compo˜e a cena.
Resultados no BSDS confirmam que a integrac¸a˜o enfatiza a localizac¸a˜o de fronteiras
entre regio˜es, aumenta as me´tricas associadas e torna o resultado final mais pro´ximo a`
percepc¸a˜o humana que os resultados dos me´todos individuais utilizados para a gerac¸a˜o das
imagens de entrada da integrac¸a˜o.
Ainda permancem alguns desafios que fogem do escopo desta Tese, relativos a` melho-
ria da segmentac¸a˜o pelo conhecimento semaˆntico pre´vio, adentrando na compreensa˜o da
percepc¸a˜o humana.
Capı´tulo 4
Concluso˜es Finais e Trabalhos Futuros
Nesta Tese e´ proposta uma nova abordagem para o problema de segmentac¸a˜o automa´tica
e na˜o-supervisionada de cenas naturais coloridas. Esta abordagem pode ser visualizada como
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Figura 4.1: Arquitetura gene´rica da abordagem proposta.
A concepc¸a˜o desta arquitetura utilizou ide´ias provenientes de teorias do SHV. Assim, esta
proposta aborda o uso de duas informac¸o˜es complementares (“Complementary Computing”)
em esta´gios sequenciais (“Hierarchical Resolution of Uncertainty”).
Uma implementac¸a˜o deste “framework” foi testada tanto quantitativamente quanto qua-
litativamente. Neste sistema, a primeira fase analisa a imagem do ponto de vista de homo-
geneidade de cor-textura, integrando um descritor baseado em crite´rio multifractal com um
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crite´rio baseado no discriminante linear multi-classes de Fisher. O crite´rio de homogenei-
dade e´ usado como um mapa para o me´todo de crescimento de regio˜es. O segundo esta´gio
utiliza como informac¸o˜es complementares o resultado de homogeneidade (dado pela saı´da do
primeiro esta´gio) e o resultado de um me´todo de detecc¸a˜o de bordas. Desta forma, inspirou-
se na teoria FACADE para que um caminho refletisse o processamento por superfı´cie e o
outro por borda.
Para o primeiro esta´gio, foram apresentadas quatro diferentes arquiteturas, bem como os
resultados das segmentac¸o˜es em um banco de dados de imagens consolidado, discutindo-se
as vantagens e desvantagens de cada uma das arquiteturas. Dois tipos diferentes de controle
(“binding”) foram implementados, uma baseado em informac¸a˜o local e outro baseado em
informac¸a˜o global. Como crite´rio global, foi utilizado a medida de declividade da curva
1/ f α, seguindo a teoria de Treisman e colegas (Treisman et al., 1977).
Apo´s este esta´gio, observou-se que o uso combinado do descritor multifractal com o
J-image atrave´s de um controle baseado em informac¸a˜o global da imagem melhorou os re-
sultados da segmentac¸a˜o, tornando-os mais pro´ximos a` percepc¸a˜o humana que os resultados
do uso individual dos crite´rios de homogeneidade ou dos crite´rios combinados por controle
local.
Uma abordagem comumente utilizada e´ criar um vetor de caracterı´sticas, que depois e´
analisado por um me´todo de agrupamento, como o K-means. Trabalhos anteriores ja´ haviam
utilizado descritores multifractais como um elemento num vetor de caracterı´sticas, como
no trabalho de Chaudhuri e Sarkar (1995). Nesta Tese, ao inve´s de se criar um vetor de
caracterı´sticas e sobrecarregar o algoritmo de agrupamento, propo˜e-se uma nova abordagem
ao integrar diferentes medidas em um u´nico valor, diminuindo o esforc¸o do algoritmo de
agrupamento. Tambe´m, comprovou-se o uso da medida 1/ f α como indicador da importaˆncia
da medida multifractal comparada a` outra medida de homogeneidade.
A arquitetura da primeira fase de integrac¸a˜o que apresentou o maior valor de F-measure,
o me´todo MM-Frac, diminuiu a supersegmentac¸a˜o existente em a´reas de mesma textura, dis-
tinguiu melhor texturas complexas, identificou texturas de granularidade grossa e, de forma
geral, localizou melhor as fronteiras entre regio˜es. No entanto, ainda ha´ problemas, como a
segmentac¸a˜o de a´reas com gradac¸a˜o suave e a perda de contorno de informac¸o˜es pequenas e
finas.
Para o segundo esta´gio, apresentou-se o KSS/KoSS, uma nova forma de integrar os resul-
tados de dois me´todos baseados em diferentes abordagens: similaridade e descontinuidade.
A integrac¸a˜o da segunda fase mante´m a ide´ia do FACADE, de melhorar o resultado final
atrave´s do uso das propriedades complementares das entradas. Esta fase tambe´m usa uma
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informac¸a˜o global para controle da integrac¸a˜o, que e´ extraı´da do resultado do me´todo de
detecc¸a˜o de bordas.
Para a escolha do me´todo de descontinuidade, utilizou-se uma ana´lise quantitativa, ba-
seada nas me´tricas recall, precision e F-measure, comparada a percepc¸a˜o humana. Dentre
os detectores cla´ssicos com resposta na˜o-bina´ria: Laplace, LoG, Prewitt, Sobel e Gradi-
ente Morfolo´gico, o me´todo que apresentou melhores me´tricas foi o gradiente morfolo´gico.
Um pre´-processamento feito pelo filtro de Kuwahara melhorou ainda mais os valores das
me´tricas.
Ao final deste esta´gio, e´ possı´vel verificar que os problemas existentes ao final da pri-
meira fase, a segmentac¸a˜o de a´reas com gradac¸a˜o suave e a perda de contorno de informac¸o˜es
finas, foram sanados. Ainda observa-se melhoria quanto a diminuic¸a˜o dos contornos falsos
originados pelo me´todo de crescimento de regio˜es e da diminuic¸a˜o do ruı´do originado pelo
me´todo de detecc¸a˜o de bordas. Ao mesmo tempo, as bordas coincidentes em ambos os
resultados complementares foram enfatizadas.
Assim, os resultados finais tornaram-se mais pro´ximos a` percepc¸a˜o humana, comparados
com os resultados dos me´todos individuais utilizados como entradas da integrac¸a˜o. Infeliz-
mente, o KSS/KoSS apresentam segmentos com brechas, e, logo, os contornos na˜o sa˜o mais
fechados.
Comprovou-se, atrave´s desta implementac¸a˜o da arquitetura proposta, que e´ possı´vel de-
senvolver fases de integrac¸a˜o que melhoram progressivamente os resultados das detecc¸o˜es
das fronteiras em comparac¸a˜o com os me´todos individuais. Esta melhoria se baseia em uma
comparac¸a˜o com a percepc¸a˜o me´dia humana.
4.1 Trabalhos Futuros
A partir da estrutura gene´rica da soluc¸a˜o proposta, e´ possı´vel trocar cada processo da
Figura 4.1 representada pelos retaˆngulos, gerando as seguintes possibilidades de trabalhos
futuros:
• estudar e testar outros crite´rios de homogeneidade para serem usados como “Crite´rio
A” e “Crite´rio B”;
• testes com outros me´todos detectores de bordas como “Crite´rio C”;
• testes de outros filtros do tipo EPS, a serem usados como pre´-processamento do “Crite´-
rio C”;
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• transformar o “Crite´rio C” em multi-escala;
• testes com outros tipos de controle, como lo´gica Fuzzy ou redes neurais, no “Controle
de Integrac¸a˜o 1” e no “Controle de Integrac¸a˜o 2”.
Pode-se ampliar o tipo de entrada do sistema, como usar imagens este´reo ou vı´deo, per-
mitindo aprofundar-se nas teorias de SHV, abrangendo caracterı´sticas como movimento e
profundidade. Outra possibilidade seria estender a arquitetura, por exemplo estudando a
quantidade de esta´gios de integrac¸a˜o.
Mesmo considerando as escolhas feitas para a implementac¸a˜o especı´fica deste trabalho,
pode-se ainda:
• avaliar outras formas de ca´lculo do crite´rio multifractal;
• desenvolver variac¸o˜es para a escolha dos seeds do me´todo de crescimento de regio˜es;
• avaliar outros algoritmos baseados em crescimento de regia˜o, como o split-merge ou
watershed;
• avaliar outros espac¸os de cores;
• incluir um me´todo de “edge linking” para sanar o problema das brechas nos contornos;
• avaliar o resultado quantitativo utilizando outras me´tricas estatı´sticas (Demsˇar, 2006;
Japkowicz e Shah, 2011);
• otimizar os algoritmos para a melhoria do tempo computacional.
4.2 Trabalhos Publicados
A seguir esta˜o listadas as publicac¸o˜es decorrentes desta pesquisa, em ordem cronolo´gica:
1. Komati, K. S., Salles, E. O. T., e Sarcinelli-Filho, M. (2009). Fractal-JSEG: JSEG
using an homogeneity measurement based on local fractal descriptor. Em Nonato,
L. G. e Scharcanski, J., editors, Proceedings of the Brazilian Symposium on Computer
Graphics and Image Processing, 22nd SIBGRAPI, pa´ginas 253-260, Los Alamitos.
IEEE Computer Society.
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2. Komati, K. S., Salles, E. O. T., e Sarcinelli-Filho, M. (2010). Unsupervised color
image segmentation based on local fractal descriptor an J-images. Em Proceedings
of the IEEE ICIT 2010 International Conference on Industrial Technology, volume 1,
pa´ginas 303-308.
3. Komati, K. S., Salles, E. O. T., e Sarcinelli-Filho, M. (2010). Unsupervised color
image segmentation based on local fractal descriptor. Em Proceedings of the 17th
International Conference on Systems, Signals and Image Processing (IWSSIP 2010),
volume 1, pa´ginas 243-246, Los Alamitos. IEEE Computer Society.
4. Komati, K. S., Salles, E. O., e Sarcinelli-Filho, M. (2011). KSS: Using region and edge
maps to detect image boundaries. IEEE Computing in Science and Engineering,
13:46-52.
5. Komati, K. S., Salles, E. O., e Sarcinelli-Filho, M. (2011). Two-level strategy for
image boundary detection. in: International conference on computer vision the-
ory and applications. Em Proceedings of International Conference on Computer Vi-
sion Theory and Applications (VISAPP 2011), pa´ginas 181-186. INSTICC Press.
6. Komati, K. S., Samatelo, J. L. A., Salles, E. O. T., e Sarcinelli Filho, M. (2011).
A strategy for boundary detection combining region and edge information. Em
Lewiner, T. e Torres, R., editors, Proceedings of the 24th Brazilian Symposium on
Computer Graphics and Image Processing (SIBGRAPI 2011), Los Alamitos. Confe-
rence on Graphics, Patterns and Images, 24. (SIBGRAPI), IEEE Computer Society
Conference Publishing Services.
7. Komati, K., Salles, E. O. T., e Filho, M. S. (2011). Um sistema bio-inspirado para
detecc¸a˜o de contornos em imagens coloridas. Em Anais do X Simpo´sio Brasileiro
de Automac¸a˜o Inteligente, pa´ginas 791-796, Universidade Federal de Sa˜o Joa˜o del-
Rei, Sa˜o Joa˜o del- Rei, MG, Brasil.
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O me´todo JSEG (Deng e Manjunath, 2001; Deng et al., 1999b) tem como objetivo seg-
mentar imagens e vı´deos de cenas naturais em regio˜es homogeˆneas de cor-textura. Neste
apeˆndice se descreve detalhadamente como o me´todo funciona para imagens, mas na˜o se
descreve a parte do me´todo que trata vı´deo.
Esta abordagem na˜o tenta estimar paraˆmetros de um modelo de textura especı´fico, mas
sim, testar a homogeneidade de um dado padra˜o de acordo com a sua cor e textura. Para
identificar esta homogeneidade, pressupo˜e-se que:
• cada imagem conte´m um conjunto finito de regio˜es homogeˆneas baseadas nas suas
cores e texturas;
• as informac¸o˜es de cores em cada regia˜o da imagem podem ser representadas por um
conjunto de poucas cores quantizadas, e
• as cores entre duas regio˜es vizinhas sa˜o distinguı´veis.
A ide´ia ba´sica do me´todo JSEG e´ separar o processo de segmentac¸a˜o em dois esta´gios:
quantizac¸a˜o de cores e segmentac¸a˜o espacial. No primeiro esta´gio, as cores na imagem
sa˜o quantizadas em algumas classes representativas de cores que podem ser usadas para
diferenciar regio˜es em uma imagem. Esta quantizac¸a˜o e´ feita no espac¸o de cores, sem levar
em considerac¸a˜o a distribuic¸a˜o espacial das cores na imagem. Depois, cada pixel da imagem
e´ substituı´do pelo ro´tulo de sua classe de cores correspondente, formando um mapa-de-
classes da imagem. No segundo esta´gio, a segmentac¸a˜o espacial e´ processada diretamente
no mapa-de-classes, sem considerar a similaridade entre as cores dos pixels. Uma visa˜o geral


















































































































































































































































































Do ponto de vista dos autores, a separac¸a˜o em dois esta´gios tem um benefı´cio evidente,
que e´ simplificar a tarefa, primeiro analisando apenas a similaridade de cores e depois apenas
as suas distribuic¸o˜es, e na˜o as duas caracterı´sticas ao mesmo tempo. A dissociac¸a˜o dos
conceitos de similaridade de cores com a distribuic¸a˜o espacial permite o desenvolvimento
de algoritmos mais trata´veis para cada um dos dois esta´gios. Cada um destes esta´gios sera´
descrito a seguir, nas sec¸o˜es A.1 e A.2.
A.1 Quantizac¸a˜o de Cores
O objetivo desta etapa e´ diminuir a quantidade de cores sem degradar significantemente
a qualidade da percepc¸a˜o visual da imagem. Uma imagem colorida de 24 bits apresenta
tipicamente milhares de cores, que dificultam a manipulac¸a˜o. Logo, a ide´ia e´ extrair apenas
algumas poucas cores representativas que possam diferenciar as regio˜es vizinhas de uma
imagem. Os resultados dos testes do trabalho de Deng e Manjunath apresentaram quantidade
final de cores, tipicamente, entre 10 a 20 cores, para imagens de cenas naturais.
Antes do processo de quantizac¸a˜o propriamente dito, JSEG faz um pre´-processamento
usando o algoritmo “Peer Group Filtering” (PGF) (Deng et al., 1999a). PGF e´ um algoritmo
na˜o-linear para suavizac¸a˜o da imagem e retirada do ruı´do impulsivo. O algoritmo se carac-
teriza por ser mais sensı´vel a` mudanc¸as em a´reas mais lisas do que em a´reas texturizadas.
Assim, as cores podem ser quantizadas de forma mais grosseira em a´reas com texturas.
Os seguintes passos sa˜o executados sequencialmente, conforme pode ser visto na parte
superior da Figura A.1b:
1. O algoritmo PGF e´ aplicado a` imagem.
2. Como resultado do PGF, obte´m-se valores indicando a suavidade de a´reas locais. Estes
pesos sa˜o associados a cada pixel, tal que sa˜o menores em a´reas texturizadas do que
em superfı´cies lisas.
3. Uma versa˜o modificada do “General Lloyd algorithm” (GLA) (Gersho e Gray, 1992)
e´ usado para quantizar as cores. O espac¸o de cores CIE LUV foi o escolhido para o
processo de quantizac¸a˜o.
4. Depois do GLA, uma grande quantidade de pixels com aproximadamente a mesma
cor estara˜o em clusters diferentes. Logo, o algoritmo aglomerativo de clusters (Duda
e Hart, 1973) e´ executado para juntar clusters cujos centro´ides satisfac¸am um limiar
pre´-definido.
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Depois da quantizac¸a˜o, dividem-se as cores quantizadas em classes. Cada classe de cor
e´ formada pelo conjunto de pixels que foram quantizados para a mesma cor. Cada pixel da
imagem tem seu valor substituı´do pela informac¸a˜o da classe, formando o mapa-de-classes
da imagem. Este mapa pode ser visto como um tipo especial de composic¸a˜o de texturas.
Exemplos de mapas-de-classes sa˜o mostrados na Figura A.2, onde os ro´tulos das classes sa˜o
representados pelos sı´mbolos ’+’, ’*’ e ’o’. Na pra´tica, os ro´tulos sa˜o nu´meros inteiros.
(a) J=1,72 (b) J=0 (c) J=0,855
Figura A.2: Exemplos de treˆs mapas-de-classes. Fonte: Deng e Manjunath (2001)
A.2 Segmentac¸a˜o Espacial
O mapa-de-classes e´ a imagem de entrada da segmentac¸a˜o espacial. A segmentac¸a˜o
espacial tambe´m pode ser vista como uma sequeˆncia de dois passos: o ca´lculo do J-image
e o processo de crescimento de regio˜es, conforme pode ser visto no diagrama de blocos da
parte inferior da Figura A.1b.
A.2.1 J-image
Na segmentac¸a˜o, utiliza-se a medida J, que e´ o crite´rio para medir a distribuic¸a˜o das
classes de cores, definida da seguinte forma: seja Z o conjunto de todos os N pontos no
mapa de classes. Define-se um ponto z = (x,y), z ∈ Z, sendo m o ponto me´dio de todos os






Suponha que Z e´ classificado em C classes, Zi, i = 1, ...,C. Fac¸a mi ser o ponto me´dio de























Enta˜o, o valor J e´ definido como:
J = (ST −SW )/SW = SB/SW . (A.5)
O ı´ndice W indica o termo em ingleˆs “within” e B, “between”. Essencialmente, a equac¸a˜o
(A.5) mede as distaˆncias entre as diferentes classes, SB, dividido pelas distaˆncias entre os
membros de cada classe SW , uma ide´ia similar ao discriminante linear multi-classes de Fisher
(Duda et al., 2001). Um alto valor de J indica que as classes esta˜o mais separadas umas das
outras, e que os membros de cada classe esta˜o mais pro´ximos uns dos outros. Por outro lado,
se todas as classes esta˜o uniformemente distribuı´das sobre toda a imagem, o valor de J tende
a ser pequeno. Por exemplo, para a Figura A.2a, o valor de J e´ 1,72, para a Figura A.2b e´ 0
e para a Figura A.2c e´ 0,855. Note-se que todos os treˆs mapas possuem a mesma quantidade
de pontos em cada uma das treˆs classes.
Considere o mapa-de-classes 1 da Figura A.2. Uma “boa” segmentac¸a˜o para este caso
poderia ser uma divisa˜o em 3 regio˜es, cada uma contendo um ro´tulo u´nico. Como o mapa-
de-classes 2 e´ uniforme, nenhuma segmentac¸a˜o e´ necessa´ria. Para o mapa-de-classes 3, uma
“boa” segmentac¸a˜o seriam duas regio˜es, uma contendo a regia˜o com a classe ’+’ e outra
contendo as classes ’*’ e ’o’. A Figura A.3 mostra a segmentac¸a˜o manual descrita para os
mapas-de-classes 1 e 3. Recalculando o valor J sobre cada regia˜o segmentada ao inve´s de






onde Jk e´ o valor de J calculado sobre uma regia˜o k, Mk e´ o nu´mero de pontos na regia˜o
k, N e´ o nu´mero total de pontos no mapa-de-classes, e a soma e´ sobre todas as regio˜es no
mapa-de-classes.
Para um nu´mero fixo de regio˜es, uma “melhor” segmentac¸a˜o tende a ter um menor valor
de −J. Se a segmentac¸a˜o e´ boa, cada regia˜o conte´m poucas classes distribuı´das uniforme-
mente resultando em um baixo valor de J para a regia˜o, daı´, no geral −J tambe´m e´ menor. O
menor e melhor valor possı´vel seria 0 (zero). Os valores de −J e Jk para os mapas-de-classe
1 e 3 sa˜o mostrados na legenda da Figura A.3.
(a) mapa-de-classe 1 (b) mapa-de-classe 3
Figura A.3: “Melhor” segmentac¸a˜o dos mapas-de-classe 1 e 3. Fonte: Deng e Manjunath
(2001)
A minimizac¸a˜o global para toda a imagem na˜o e´ pra´tica, dado que existem milho˜es de
formas possı´veis para segmentar uma imagem. Contudo, observa-se que J aplicado a uma
a´rea local do mapa-de-classes tambe´m e´ um bom indicador para determinar se a a´rea esta´
no interior da regia˜o ou se esta´ pro´xima a` uma borda. Logo, pode-se criar uma imagem,
J-image, cujos pixels correspondem aos valores J calculados sobre uma janela local centra-
lizada em cada pixel, denominado por valores J-local. O tamanho da janela local determina
o tamanho das regio˜es que podem ser detectadas. A J-image de cada escala e´ calculada
alterando-se o tamanho da janela local.
Na J-image, quanto maior o valor de J-local maior e´ a probabilidade do pixel estar
pro´ximo a uma regia˜o de contorno. A J-image e´ como um mapa 3-D contendo vales e
montanhas, que representam o centro e as fronteiras das regio˜es, respectivamente.
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A.2.2 Crescimento de Regio˜es
As caracterı´sticas da J-image permitem utilizar um me´todo de crescimento de regio˜es
para a segmentac¸a˜o da imagem. O processo de crescimento de regio˜es consiste em determi-
nar as sementes e como e´ o crescimento em torno destas sementes. Considera-se a imagem
original como a regia˜o inicial.
A Tabela A.1 mostra os tamanhos das janelas locais em cada escala, bem como e´ feita a
sub-amostragem (downsampling) de cada janela para acelerar a performance computacional.
Por exemplo, para a escala 2, o tamanho da janela local e´ 17×17, onde a cada dois pixels
aproveita-se um, tanto na direc¸a˜o x quanto na direc¸a˜o y, diminuindo-se a quantidade de
informac¸o˜es a serem consideradas em cada janela. O algoritmo comec¸a com uma janela
local inicial grande, e repete a mesma transformac¸a˜o com a escala seguinte (uma janela
menor), ate´ que a escala mı´nima especificada seja atingida, conforme mostrado na Figura
A.1c.
Tabela A.1: Tamanho das janelas para cada escala.
escala janela amostragem tamanho da regia˜o tamanho mı´nimo da semente
(pixels) (1/pixels) (pixels) (pixels)
1 9×9 1/(1×1) 64×64 32
2 17×17 1/(2×2) 128×128 128
3 33×33 1/(4×4) 256×256 512
4 65×65 1/(8×8) 512×512 2048
Determinac¸a˜o das Sementes
As sementes que dara˜o inı´cio ao processo de crescimento de regio˜es correspondem a`s
a´reas de mı´nimo dos valores J. As seguinte heurı´stica foi seguida:
1. Calcula-se a me´dia e o desvio padra˜o dos valores de J numa determinada regia˜o, µJ e
σJ respectivamente.
2. Calcula-se um limiar TJ dado por:
TJ = µJ +aσJ. (A.7)
onde a e´ escolhido a partir de um conjunto pre´-definido de valores [-0,6; -0,4; -0,2; 0;
0,2; 0,4], como aquele que ira´ resultar na maior quantidade de sementes. Pixels com
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valores J menores que TJ sa˜o considerados como candidatos a sementes. Conectando-
se a quantidade de sementes baseados em sua 4-conectividade, obte´m-se as a´reas se-
mentes candidatas.
3. Se uma a´rea semente candidata tem um valor maior que o tamanho mı´nimo listado
na u´ltima coluna na Tabela A.1 em sua escala correspondente, enta˜o a a´rea e´ marcada
como semente.
O Processo de Crescimento
O processo de crescimento de regio˜es e´ feito em va´rias escalas. A cada escala, o tamanho
da janela local diminui, oferecendo maior precisa˜o na localizac¸a˜o de bordas. As regio˜es
crescem em torno das sementes, seguindo os passos:
1. Remova os “buracos” dentro das a´reas semente.
2. Calcule a me´dia dos valores J que ainda na˜o fazem parte de alguma regia˜o e conecte
os pixels abaixo desta me´dia para formar a´reas de crescimento. Se esta a´rea de cresci-
mento e´ adjacente a uma e apenas uma semente, enta˜o a a´rea de crescimento e´ associ-
ada a` semente em questa˜o.
3. Pixels na˜o classificados em alguma regia˜o sa˜o armazenados em um “buffer”. Entra-se
em um lac¸o onde, a cada vez, o pixel de menor J e´ associado a uma semente adjacente,
ate´ que todos os pixels sejam classificados.
Na menor escala, o crescimento de regio˜es e´ feito pixel por pixel, e na˜o por a´reas de
crescimento, como no passo 2.
Region Merge
Finalmente, para diminuir o problema de supersegmentac¸a˜o, as regio˜es sa˜o mescladas
(region merge), com base em semelhanc¸a de cores. Apo´s a junc¸a˜o de regio˜es, a segmentac¸a˜o
final e´ obtida.
A informac¸a˜o sobre as cores de uma regia˜o e´ caracterizada pelo seu histograma de cores.
Cada cor resultante da quantizac¸a˜o representa uma barra vertical do histograma. A partir do
histograma de cores de cada regia˜o, calcula-se a distaˆncia Euclidiana entre duas regio˜es vi-
zinhas. O par de regio˜es com a menor distaˆncia e´ mesclado e, com isso, um novo histograma
e´ calculado para essa nova regia˜o, e recalcula-se todas as distaˆncias. O processo continua ate´
que o limiar ma´ximo seja alcanc¸ado.
Apeˆndice B
Precision×Recall e ROC
A aprendizagem de ma´quina (Machine Learning) e´ um sub-campo da inteligeˆncia ar-
tificial dedicado ao desenvolvimento de algoritmos e te´cnicas que permitam ao computa-
dor aprender, isto e´, que permitam ao computador aperfeic¸oar seu desempenho em alguma
tarefa (Mitchell, 1997). Enquanto que na Inteligeˆncia Artificial existem dois tipos de ra-
ciocı´nio: indutivo, que extrai regras e padro˜es de grandes conjuntos de dados, e dedutivo,
que e´ constituı´do de axiomas e regras de infereˆncia que podem ser usadas para derivar os te-
oremas do sistema. A aprendizagem de ma´quina so´ se preocupa com o indutivo. Aplicac¸o˜es
pra´ticas incluem o processamento de linguagem natural, motores de busca (search engine),
diagno´sticos me´dicos, bioinforma´tica, reconhecimento de fala, reconhecimento de escrita,
visa˜o computacional e locomoc¸a˜o de roboˆs.
Uma tarefa importante de aprendizado de ma´quina e´ a classificac¸a˜o, que tambe´m e´ re-
ferida como reconhecimento de padro˜es, em que as ma´quinas “aprendem” a reconhecer au-
tomaticamente padro˜es complexos, e assim fazer previso˜es quanto a` qual classe pertencem
novos exemplares. Alguns classificadores geram como saı´da valores contı´nuos (por exem-
plo, um classificador que gera a probabilidade de uma instaˆncia pertencer a uma dada classe),
para os quais diferentes limiares podem ser aplicados para gerar diferentes conjuntos de saı´da
(em um classificador contı´nuo pode-se aplicar um limiar para binariza´-lo, isto e´, gerar duas
classes). Outros, geram resultados discretos indicando somente a classe.
Para avaliar o resultado de um classificador bina´rio, e´ comum usar gra´ficos de me´tricas
derivados da matriz de confusa˜o. A matriz de confusa˜o oferece uma medida efetiva do mo-
delo de classificac¸a˜o, ao mostrar o nu´mero de classificac¸o˜es corretas versus as classificac¸o˜es
preditas para cada classe. Considera-se que uma instaˆncia pode assumir valores p (‘positivo’)
e n (‘negativo’). Assim, ha´ quatro possibilidades:
1. se a instaˆncia e´ ‘positivo’ e e´ classificada como ‘positivo’, conta-se como ‘verdadeiro
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positivo’ (TP=true positive);
2. se a instaˆncia e´ ‘positivo’ e e´ classificada como ‘negativo’, conta-se como ‘falso nega-
tivo’ (FN=false negative);
3. se a instaˆncia e´ ‘negativo’ e e´ classificada como ‘negativo’, conta-se como ‘verdadeiro
negativo’ (TN=true negative) e
4. se a instaˆncia e´ ‘negativo’ e e´ classificada como ‘positivo’, conta-se como ‘falso posi-
tivo’ (FP=false positive).
Portanto, tendo um classificador e um conjunto de instaˆncias pode-se construir uma ma-
triz de confusa˜o de 2 por 2, conforme a Tabela B.1.
Tabela B.1: Matriz de confusa˜o para um classificador bina´rio.
Classe classe verdadeira (p) classe verdadeira (n)
resposta do classificador (p) TP FP
resposta do classificador (n) FN TN
Totais das colunas P (= TP + FN) N (= FP + TN)
O nu´mero de acertos, para cada classe, se localiza na diagonal principal da matriz (TP e
TN). Os demais elementos representam erros na classificac¸a˜o, FP e FN. A matriz de confusa˜o
de um classificador ideal possui FP e FN iguais a zero uma vez que ele na˜o comete erros. A
partir desta matriz pode-se derivar as seguintes me´tricas:






















onde TPR (TP rate) ou recall e´ a taxa de acerto do classificador e FPR (FP rate) e´ a taxa de
alarme falso, que sera˜o os eixos y e x, respectivamente, do espac¸o ROC (Receiver operating
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characteristic) (Fawcett, 2006). A me´trica precision e´ a taxa de acerto do algoritmo com
relac¸a˜o ao total que o pro´prio algoritmo retornou como p. A me´trica F-measure e´ a me´dia
harmoˆnica de precision e recall.
Veja que o gra´fico precision×recall, possui a me´trica recall em comum com a curva
ROC. Uma representac¸a˜o da matriz de confusa˜o que facilita esta me´trica em conjunto e´ dada
na Figura B.1.
Figura B.1: A matriz de confusa˜o e as me´tricas que compo˜e as curvas ROC e preci-
sion×recall. Fonte: Pres (2008).
Ha´ uma certa discussa˜o sobre qual destes espac¸os e´ o melhor. Davis e Goadrich (2006)
mostram que ambos possuem a mesma informac¸a˜o, e e´ possı´vel transformar uma curva
no espac¸o ROC numa curva no espac¸o Precision×Recall e vice-versa. Ale´m disso, mos-
tram tambe´m que a curva que e´ dominante em um espac¸o, sera´ dominante no outro espac¸o.
Transcreve-se, traduzidos, dois teoremas provados no artigo:
Teorema. Para um dado conjunto de instaˆncias de valores positivos e negativos, existe uma
correspondeˆncia de um-para-um entre a curva ROC e a curva Precision×Recall, tal que as
curvas conte´m exatamente a mesma matriz de confusa˜o, se Recall6=0.
Teorema. Para um nu´mero fixo de valores positivos e negativos, uma curva domina uma
segunda curva no espac¸o ROC se e apenas se esta curva domina a segunda curva no espac¸o
Precision×Recall.
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Embora exista uma relac¸a˜o profunda entre ambos os espac¸os, ROC e Precision×Recall,
com correspondeˆncia unı´voca, a curva ROC possui uma desvantagem em sua apresentac¸a˜o
de dados quando ha´ um grande desbalanceamento na distribuic¸a˜o de classes (Drummond e
Holte, 2004). Assim, quando o conjunto de dados e´ muito assime´trico quanto a` distribuic¸a˜o
das classes, sugere-se o uso de Precision×Recall (Davis e Goadrich, 2006; Fawcett, 2006),
pois suas curvas informam de forma mais adequada o desempenho dos algoritmos. Na Figura
B.2, mostra-se o exemplo de Davis e Goadrich (2006), onde temos os mesmos pontos de
dois algoritmos sendo comparados nos espac¸os ROC e Precision×Recall. O ponto ideal
numa curva ROC e´ o ponto (0,1) e na curva Precision×Recall e´ o ponto (1,1). A impressa˜o
erroˆnea dada pelo gra´fico no espac¸o ROC e´ que as curvas esta˜o bem pro´ximos do ponto
o´timo, enquanto o espac¸o Precision×Recall mostra que se pode melhorar a performance dos
algoritmos.
(a) Espac¸o ROC (b) Espac¸o Precision×Recall
Figura B.2: Dois algoritmos sendo comparados nos espac¸os ROC e Precision×Recall.
Fonte: Davis e Goadrich (2006)
Na Figura B.3, mostra-se o exemplo de Fawcett (2006), que compara dois algoritmos.
Nos gra´ficos (a) e (b), a distribuic¸a˜o das classes foi balanceada (1:1). Os gra´ficos (c) e (d)
mostram os mesmos dois classificadores no mesmo domı´nio, pore´m a distribuic¸a˜o de classes
mudou para (1:10). Observe que o gra´fico (c) ficou ideˆntico, enquanto o gra´fico (d) mudou
substancialmente.
No caso da aplicac¸a˜o de segmentac¸a˜o de imagens, o total P sa˜o todos os pixels marcados
como borda pelos anotadores humanos e N sa˜o os pixels restantes da imagem. Ha´ um grande
desbalanceamento da distribuic¸a˜o destas duas classes, pois a quantidade de pixels de borda
e´ bem menor que a quantidade de pixels na˜o-borda.
A Figura B.4 mostra visualmente os conjuntos que sa˜o usados para o ca´lculo das duas
me´tricas: Precision e Recall. O conjunto formado pela elipse a` esquerda e´ o conjunto dos
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Figura B.3: Curvas ROC e Precision×Recall em diferentes distribuic¸o˜es de classes (a) curvas
ROC 1:1 (b) curvas Precision×Recall 1:1 (c) curvas ROC 1:10 (d) curvas Precision×Recall
1:10 . Fonte: Fawcett (2006).
pixels considerados bordas “verdadeiras”, isto e´, sa˜o os pixels que os anotadores humanos
indicaram como borda. O conjunto formado pela elipse com padra˜o quadriculado (a` direita)
representa o conjunto dos pixels que o me´todo de segmentac¸a˜o indicou como pixels de borda.
A intersec¸a˜o destas duas elipses, o conjunto A, representa os pixels que o me´todo acertou.
O conjunto C representa todos os pixels que o me´todo indicou como bordas, mas que na˜o
foram indicados como borda pelos anotadores humanos. O conjunto B indica os pixels de
borda que os anotadores humanos indicaram como borda, mas que o me´todo na˜o indicou









A me´trica precision e´ a frac¸a˜o entre a quantidade de pixels de borda detectados corre-
tamente pelo algoritmo sobre a quantidade total de pixels de borda que o pro´prio algoritmo
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Figura B.4: Conjuntos dos pixels retornados pelo me´todo, que podem ser relevantes ou
irrelevantes.
rotulou como borda. Precision pode ser visto como uma medida de exatida˜o ou fidelidade, e
recall e´ uma medida de completude. Recall e´ a frac¸a˜o entre a quantidade de pixels de borda
que o algoritmo detectou corretamente sobre a quantidade de pixels de borda do benchmark.
Caso o me´todo indicasse todos os pixels de uma imagem como pixels de borda, o valor de
recall seria de 1, pore´m, o valor de precision baixo. No entanto, se o me´todo indica apenas
um u´nico pixel de borda correto, o valor de precision sera´ de 1, mas o valor de recall sera´
extremamente baixo. Assim, e´ comum que essas medidas sejam inversamente relacionadas.
E mais, de acordo com Estrada e Jepson (2009), precision e recall sa˜o particularmente
atraentes como medidas de qualidade de segmentac¸a˜o, porque elas na˜o sa˜o tendenciosos em
favor de sobre ou sub-segmentac¸a˜o de imagens. Recall e´ sensı´vel a` sobre-segmentac¸a˜o em
contrapartida precision e´ sensı´vel a` sub-segmentac¸a˜o.
Apeˆndice C
BSDS
Na introduc¸a˜o foi discutida a ambiguidade intrı´nseca da percepc¸a˜o visual humana. Para
resolver uma parte desta questa˜o, utilizou-se o banco de dados “The Berkeley Segmentation
Dataset and Benchmark” (BSDS) (Martin et al., 2001), pois este banco fornece um referen-
cial humano coerente e me´tricas-padra˜o que permitem uma comparac¸a˜o quantitativa entre a
performance de diferentes algoritmos e com o resultado humano.
No BSDS ha´ duas bases de dados contendo imagens coloridas: uma base de treina-
mento, composta por 200 imagens, e uma base de testes, composta por 100 imagens. To-
das as imagens possuem tamanho de 481×321 pixels. A base de treinamento foi proposta
para calibrac¸a˜o ou para a fase de aprendizado de algoritmos, e na˜o faz parte do coˆmputo
da me´trica F-measure de avaliac¸a˜o de me´todos. Como na˜o ha´ fase de aprendizado nem
calibrac¸a˜o nesta Tese, usou-se a base de dados de treino apenas para testes qualitativos, mas
na˜o para os testes quantitativos. Para cada imagem da base de testes ha´ pelo menos cinco
segmentac¸o˜es manuais feitas por anotadores humanos diferentes, compondo, assim, uma
refereˆncia de comparac¸a˜o.
Foi um trabalho que durou oito meses apenas para a aquisic¸a˜o das anotac¸o˜es humanas,
somando um total de 1.458 horas de trabalho de 30 anotadores. Ale´m desses meses, houve
tempo de desenvolvimento da ferramenta de segmentac¸a˜o para o anotador humano, tempo
de selec¸a˜o dos anotadores e desenvolvimento das ferramentas de ca´lculos de me´tricas.
O sistema de anotac¸a˜o humana escolhia aleatoriamente uma imagem para cada anota-
dor. Para cada imagem, o sistema tambe´m escolhia a forma da apresentac¸a˜o da imagem.
Conforme Figura C.1, a imagem poderia ser apresentada (a) em sua forma normal, (b) em
escala de cinza ou (c) invertida-negativa. Com isso, esperava-se diminuir o impacto que o
conhecimento pre´vio gera na segmentac¸a˜o do anotador humano.
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Figura C.1: Exemplo das diferentes formas de apresentac¸a˜o para o anotador humano. Fonte:
Martin (2002)
C.1 A Consisteˆncia das Anotac¸o˜es Humanas
Apo´s a produc¸a˜o de 11.559 anotac¸o˜es humanas de 1.020 imagens, a questa˜o que surge e´:
elas sa˜o consistentes entre elas?
Para responder a` esta questa˜o, o trabalho de construc¸a˜o do BSDS usou a teoria da a´rvore
de percepc¸a˜o de Palmer (Palmer, 1999) como modelo de organizac¸a˜o perceptiva de uma
cena. A Figura C.2 mostra em (a) a imagem de entrada a` esquerda e sua a´rvore de percepc¸a˜o
associada a` direita. Em (b), (c) e (d) mostra-se treˆs diferentes anotac¸o˜es humanas a` esquerda
e as suas correspondentes a´rvores de percepc¸a˜o a` direita. A consisteˆncia e´ verificada pela
estrutura da a´rvore ter-se mantido, com a supressa˜o de algumas ramificac¸o˜es, mas na˜o houve
mudanc¸a em sua semaˆntica.
Na Figura C.3 repete-se a imagem da sereia e ao lado, em sequeˆncia, mostra-se duas
anotac¸o˜es humanas. A segunda anotac¸a˜o humana e´ inconsistente com a primeira anotac¸a˜o
humana. Neste caso, as duas segmentac¸o˜es na˜o sa˜o consistentes entre si porque na˜o ha´ ne-
nhuma u´nica decomposic¸a˜o hiera´rquica da cena que pode explicar ambas ao mesmo tempo.
A inconsisteˆncia se manifesta pelo fato do segundo anotador ter segmentado uma a´rea de
sombra entre as duas pedras, mas na˜o indicando uma fronteira entre as duas pedras. Ale´m
disso, esta a´rea de sombra na˜o representa um elemento semaˆntico na cena.
O trabalho do BSDS analisou a consisteˆncia entre as va´rias anotac¸o˜es humanas e seleci-
onou as imagens em que todas as anotac¸o˜es humanas se adequassem ao crite´rio da a´rvore de
percepc¸a˜o.
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Figura C.2: Exemplos de segmentac¸o˜es a sua a´rvore de percepc¸a˜o associada. Fonte: Martin
(2002)
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Figura C.3: Exemplo de inconsisteˆncia entre anotac¸o˜es humanas. Fonte: Martin (2002)
C.2 O Ca´lculo das Me´tricas
Nesta sec¸a˜o, apresentamos o algoritmo usado para computar a correspondeˆncia entre um
mapa de fronteiras binarizado gerado por um sistema computacional e um mapa de fronteiras
humano. O problema e´ convertido para um problema de custo mı´nimo de um grafo bipartido,
onde o peso entre um pixel do mapa gerado por um sistema e um pixel anotado por um ser
humano e´ proporcional a` sua distaˆncia relativa no plano de imagem. O grafo de menor custo
e´ aquele que tiver a menor distaˆncia entre os dois mapas, isto e´, a soma das distaˆncias entre
dois pontos correspondentes e´ a menor.
No campo da matema´tica da teoria dos grafos, um grafo bipartido ou bigrafo e´ um grafo
cujos ve´rtices podem ser divididos em dois conjuntos disjuntos U e V tais que toda aresta
conecta um ve´rtice em U a um ve´rtice em V ; ou seja, U e V sa˜o conjuntos independentes,
veja um grafo bipartido simples na Figura C.4.
Figura C.4: Exemplo de um grafo bipartido simples.
De uma forma simplificada, a comparac¸a˜o entre duas segmentac¸o˜es S1 e S2 e´ feita como
considerando S1 sendo o conjunto U e S2 sendo o conjunto V . A Figura C.5 mostra na sua
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Figura C.5: Esquema simplificado dos passos para a comparac¸a˜o entre duas segmentac¸o˜es.
Fonte: Martin et al. (2004)
parte esquerda, a imagem original e duas segmentac¸o˜es a serem comparadas. Na parte supe-
rior da Figura C.5, temos as possı´veis combinac¸o˜es de emparelhamento entre os conjuntos
U e V . Sendo que e´ definida uma toleraˆncia ma´xima entre o emparelhamento, isto e´, ha´
um limite de distaˆncia entre um elemento do conjunto U e um elemento do conjunto V . A
escolha e´ feita pela representac¸a˜o de menor custo.
Na parte inferior da Figura C.5, mostra-se uma representac¸a˜o gra´fica da matriz de ad-
jaceˆncias. No exemplo da figura, S1 possui n1=3.664 no´s e S2 possui n2=4.124 no´s. A matriz
de adjaceˆncias e´ uma matriz n×n, onde n = n1+n2=7.788. A matriz de adjaceˆncias de um
grafo bipartido pode ser compreendido como um conjunto de quatro partes: A, B, C e D. A
teoria de grafos indica que apenas as diagonais das partes B e C sa˜o os elementos que re-
presentam unicamente o grafo. Para uma dada segmentac¸a˜o de uma imagem do BSDS, este
coˆmputo e´ feito para cada anotac¸a˜o humana. A matriz de confusa˜o acumula o resultado de
todas as comparac¸o˜es com a anotac¸a˜o humana, e com isso, gera apenas uma u´nica me´trica
de recall e precision.
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Mesmo as imagens das anotac¸o˜es humanas sa˜o comparadas desta forma, isto e´, se ha´ 5
anotac¸o˜es diferentes, e´ feita uma comparac¸a˜o par a par entre elas. E´ por isso que mesmo
a anotac¸a˜o humana na˜o possui um valor de F-measure igual ao ma´ximo (1). Quanto me-
nor e´ o valor F-measure, mais diferentes foram as anotac¸o˜es humanas entre elas. De outra
forma, quanto menor o valor de F-measure, significa que houve maior discordaˆncia entre o
entendimento dos anotadores humanos.
Quando a imagem de entrada e´ uma imagem em escala de cinza, o BSDS tem um
paraˆmetro que indica a quantidade de diferentes limiares a serem aplicados para a binarizac¸a˜o
da imagem. Para cada limiar, enta˜o calcula-se as me´tricas de recall, precision e F-measure,
gerando uma curva no espac¸o Precision-Recall. O valor de F-measure desta imagem e´ refe-
rente ao ponto mais pro´ximo do objetivo (1,1).
Para determinar o F-measure de um algoritmo, existe uma u´nica matriz de confusa˜o que
acumula o resultado das 100 imagens da base de testes. Gerando uma me´trica u´nica, que
corresponde ao seu resumo estatı´stico. Quanto maior o F-measure do algoritmo, mais seu
resultado se aproxima do benchmark humano.
Apeˆndice D
Multifractal
O termo fractal foi cunhado por Mandelbrot (1983) para descrever a estrutura irregular
de muitos objetos e fenoˆmenos naturais. Em termos bem simples, um fractal e´ um objeto
composto por partes que sa˜o auto-similares e invariantes a` escala.
Desde que Pentland (1984) apresentou evideˆncias de que a maioria das superfı´cies natu-
rais sa˜o fractais, e que a superfı´cie de imagens digitais de cenas naturais tambe´m sa˜o fractais,
a teoria de fractais foi aplicada com sucesso em va´rias a´reas de processamento de imagens
(Pesquet-Popescu e Le´vy Ve´hel, 2002). Em princı´pio, um fractal criado matematicamente e´
auto-similar sobre uma faixa infinita de escalas, enquanto imagens digitais fractais teˆm uma
faixa limitada de escalas (Pentland, 1984).
A base da teoria fractal esta´ no conceito de auto-similaridade que, no espac¸o Euclidiano,
pode ser formulado da seguinte maneira (Turner et al., 1998):
Conceito 1. Considere um conjunto limitado F em um n-espac¸o Euclidiano. O conjunto
F e´ dito ser auto-similar se F esta´ na unia˜o de K distintas (na˜o-sobrepostas) co´pias de si
mesmo, em que cada co´pia esta´ escalada para baixo por uma raza˜o menor que um em todas
as coordenadas.
O conceito de auto-similaridade no espac¸o Euclidiano foi estendido, a auto-similaridade
pode ser euclidiana ou estatı´stica. Isto significa que a forma e´ similar ao padra˜o de uma
pequena parte arbitra´ria de si mesma ou pode ser uma auto-similaridade estatı´stica, isto e´,
suas medidas estatı´sticas sa˜o invariantes a` escala.
1. Objeto Auto-Similar Determinı´stico: no qual o fractal (enta˜o denominado fractal Eucli-
diano) e´ composto de caracterı´sticas distintas que remontam cada outro objeto ideˆntico
em diferentes escalas.
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2. Objeto Auto-Similar Estatı´stico: no qual as caracterı´sticas do fractal podem mudar
em diferentes escalas, mas suas propriedades estatı´ticas em todas as escalas sa˜o as
mesmas.
A Figura D.1a mostra um exemplo de um fractal determinı´stico, a parte (b) mostra a parte
retangular da parte (a) ampliada 6 vezes e a parte (c) mostra a parte retangular da parte (b)
ampliada 100 vezes. A Figura D.2 mostra dois exemplos de fractais estatı´sticos.
(a) Fractal Determinı´stico (b) Ampliac¸a˜o de 6x (c) Ampliac¸a˜o de 100x
Figura D.1: Fractal de Mandelbrot.
(a) (b)
Figura D.2: Fractais estatı´sticos.
A dimensa˜o fractal e´ uma medida que reflete o grau de irregularidade sobre mu´ltiplas
escalas. E´ um nu´mero na˜o inteiro e, numa imagem, caracteriza a percepc¸a˜o humana de
rugosidade. Segundo Kasparis e colegas (Kasparis et al., 2001), existem vantagens em usar
a dimensa˜o fractal sobre outras caracterı´sticas de imagens, pois esta medida e´ insensı´vel a
transformac¸o˜es lineares nos nı´veis de cinza da imagem e ao ruı´do multiplicativo.
No entanto, a dimensa˜o fractal e´ uma medida estatı´stica da imagem como um todo. Ela
representa uma medida global, e quantifica as propriedades da imagem como se fosse um
u´nico fractal. Mas, uma cena natural pode conter informac¸o˜es diferentes em sua extensa˜o,
e daı´ a dimensa˜o fractal pode variar conforme a localizac¸a˜o (Revathy, 2007). A estrutura
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pode ser considerada como uma mistura de diferentes fractais, cada um com dimensa˜o dife-
rente. Em tal situac¸a˜o, e´ necessa´rio se definir um espectro que deˆ a informac¸a˜o de como e´ a
distribuic¸a˜o das dimenso˜es fractais da estrutrura. Este e´ o conceito de multifractal. O termo
foi inicialmente proposto por Frisch (1980), e depois este conceito foi utilizado em va´rios
outros artigos em diversas a´reas (Zharkova e Jain, 2007; Lam, 1998).
Conforme Chaudhuri e Sarkar (1995), a dimensa˜o mono-fractal caracteriza a auto-simila-
ridade em casos ideais, e muitas texturas reais na˜o sa˜o fractais ideais. No trabalho de Peleg
e colegas (Peleg et al., 1984), e´ mostrado que texturas reais sa˜o muitas vezes semi-fractais e
anisotro´picos. Um semi-fractal (Creutzburg e Ivanov, 1989) foi um termo cunhado para re-
ferenciar sistemas que possuı´am auto-similaridade, mas esta similaridade na˜o e´ exata. O
conceito de multifractal e´ bem mais gene´rico, conforme Stanley e Meakin (1988), pois
na˜o e´ necessa´rio se ter uma estrutura fractal para se encontrar um fenoˆmeno multifractal.
Pesquet-Popescu e Le´vy Ve´hel (2002) mostram que a ana´lise multifractal modela bem ca-
sos determinı´sticos e aleato´rios, fenoˆmenos anisotro´picos e na˜o-estaciona´rios. Multifractais
tambe´m foram usados com sucesso na detec¸a˜o de fronteiras entre regio˜es (Revathy, 2007;
Coˆco et al., 2007). Enfim, a teoria multifractal abrange diversos fenoˆmenos caracterizados
por correlac¸o˜es espaciais de uma forma quantitativa.
Mutifractais podem ser vistos como uma extensa˜o de fractais (Lopes e Betrouni, 2009).
O sistema fractal e´ caracterizado por uma lei de escala, com um expoente fractal, isto e´, um
expoente na˜o inteiro. Um sistema multifractal e´ uma generalizac¸a˜o de um sistema fractal em
que um u´nico expoente (dimensa˜o fractal) na˜o e´ bastante para descrever sua dinaˆmica; em
vez disso, um conjunto de expoentes e´ necessa´rio.
Sistemas multifractais sa˜o comuns na natureza, especialmente geofı´sica. Eles incluem a
turbuleˆncia, o estoque de se´ries temporais do mercado, as cenas do mundo real, a dinaˆmica
do campo magne´tico do Sol e a dinaˆmica de batimentos cardı´acos. Em um sistema de multi-
fractal, o comportamento ao redor de qualquer ponto e´ descrito por uma lei de poteˆncia local
(Lashermes et al., 2008):
|s(x+a)− s(x)| ∼ aq(x),onde|a| → 0. (D.1)
O expoente q(x) e´ chamado de expoente de singularidade, pois ele descreve o grau de
singularidade local ou regularidade em torno do ponto x.
O conjunto formado por todos os pontos que compartilham o mesmo expoente de singu-
laridade e´ um conjunto fractal de dimensa˜o multifractal Dq. A curva Dq versus q e´ chamado
de espectro de singularidade e descreve completamente a distribuic¸a˜o (estatı´stica) da varia´vel
s.
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Diferentes te´cnicas foram propostas para avaliar a dimensa˜o fractal, avaliando o qua˜o
ra´pido e´ o crescimento de seu comprimento, a´rea ou volume, com relac¸a˜o a`s escalas cada
vez menores. Existem va´rias abordagens (Lopes e Betrouni, 2009): Boxcounting methods,
Variogram methods, Triangular Prism method, Epsilon-Blanket method, Isarithm method
e Power Spectrum method. Para o ca´lculo da dimensa˜o multifractal (Lopes e Betrouni,
2009), ha´ basicamente duas classes de me´todos: extenso˜es do me´todo de Box-Counting e
os me´todos baseados em wavelets.
D.1 O Me´todo Differential Box-Couting
Box-Counting e´ o me´todo mais popular para o ca´lculo de dimensa˜o multifractal, e foi
originalmente desenvolvido por Voss (1986). Uma versa˜o muito eficiente e´ a versa˜o de
Sarkar e Chaudhuri (1994), chamada Differential Box-Counting (DBC). Neste trabalho, se
faz a estimativa da dimensa˜o fractal da imagem como um todo. Um ano depois, os mesmos
autores apresentaram um artigo no qual eles mostram como usar o DBC para o ca´lculo
da dimensa˜o multifractal (Chaudhuri e Sarkar, 1995; Sarkar e Chaudhuri, 1995). Nestes
trabalhos, define-se uma estimativa de forma local, isto e´, divide-se a imagem em janelas
locais, assim como nos trabalhos de (Ve´hel e Mignot, 1994; Maeda et al., 2000; Kasparis
et al., 2001). No DBC, a medida e´ obtida pela contagem da menor quantidade de cubos de
um determinado tamanho que podem cobrir inteiramente toda a superfı´cie. A cada alterac¸a˜o
do tamanho do cubo, refaz-se a contagem. O me´todo DBC e´ uma aproximac¸a˜o do valor
o´timo, mas e´ de simples implementac¸a˜o e computacionalmente eficiente.
O processo deve ser feito visualizando a imagem como uma superfı´cie 3D, onde (i, j)
denota a posic¸a˜o 2D e a terceira coordenada, z, e´ o valor em escala de cinza do pixel em
questa˜o. Considere-se uma imagem de tamanho M×M. Ha´ um cubo deslizante de aresta r,
um nu´mero inteiro tal que 1 < r≤M/2. Dependendo dos valores dos pixels, sera´ necessa´rio
empilhar cubos, fazendo uma coluna de cubos (Figura D.3).
Digamos que o ma´ximo e mı´nimo dos valores de nı´veis de cinza que se encontram na
posic¸a˜o (i, j) recaem no v-e´simo e no u-e´simo cubo, respectivamente. Enta˜o o nu´mero de
cubos, ηr, e´ calculado como
ηr(i, j) = v−u+1, (D.2)
Pode-se imaginar como se existisse uma superfı´cie de ma´ximo e uma outra superfı´cie de
mı´nimo e que ηr e´ a diferenc¸a entre estas superfı´cies ponto a ponto. O nu´mero total de cubos
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Figura D.3: Exemplo do algoritmo DBC. Fonte: Barros Filho e Sobreira (2008).
















O somato´rio dos valores µr se refere a` func¸a˜o de partic¸a˜o. O objetivo desta func¸a˜o e´
avaliar todas as possı´veis singularidades da distribuic¸a˜o, estudando todos os momentos de
ordem q. Chega-se a` dimensa˜o multifractal de ordem q, que e´ estimada como

















onde q 6= 1 e representa a ordem estatı´stica de auto-similaridade. Para um sistema monofrac-
tal, a equac¸a˜o D.6 apresenta sempre o mesmo valor, independente do valor de q.
Singularidades sa˜o formas do tipo degrau (step-like) ou cu´spide (cusp-like), (Cha´vez
et al., 2010; Ivanov et al., 1999; Plamen et al., 2001). A Figura D.4 mostradas estas singula-
ridades em um gra´fico 2D, de mais fa´cil visualizac¸a˜o.
Figura D.4: Singularidades do tipo degrau e cu´spide.
Para entender como o resultado diferencia as singularidades, considere dois pontos: p1
e p2 da Figura D.4. O ponto p1 e seu intervalo abrangem a parte do sinal que possui uma
variac¸a˜o em torno de seu valor me´dio que expressa uma rugosidade regular e o ponto p2 se
encontra exatamente no ponto de mudanc¸a de descontinuidade do degrau. Considerando um
intervalo de mesmo comprimento para cada ponto, avalia-se comparativamente os valores
das equac¸o˜es para cada ponto. O resultado da equac¸a˜o D.2 tem um maior para o ponto p2
que para o ponto p1, pois e´ maior a diferenc¸a entre o maior valor e o menor valor do eixo
y no intervalo x, consequentemente a equac¸a˜o D.3 tambe´m apresenta maior valor em p2 do
que em p1. O resultado da equac¸a˜o D.3 e´ o divisor na equac¸a˜o D.4, assim, a medida de
distribuic¸a˜o e a func¸a˜o de partic¸a˜o D.5 sa˜o menores no ponto p2 do que no ponto p1.
Significa que para os pontos de singularidades, a func¸a˜o de partic¸a˜o χq possui valor
menor. Logo, os degraus e os cu´spides tera˜o valores mais escuros numa imagem. Veja um
exemplo na Figura D.5, onde em (a) temos a imagem de entrada e em (b) a imagem resultante
da func¸a˜o de partic¸a˜o local. Nos pontos onde ha´ alterac¸a˜o de rugosidade e iluminac¸a˜o, isto
e´, as diviso˜es entre texturas, os pixels da imagem do descritor fractal local sa˜o mais escuros.
A imagem de entrada pode ser particionada em janelas locais de tamanho W ×W . As-
sim, a equac¸a˜o D.3 sera´ calculada sobre todos os elementos da janela local de tamanho W ,
obtendo-se a massa daquela janela local. Com este valor, a distribuic¸a˜o µr (equac¸a˜o D.4)
tambe´m sera´ uma informac¸a˜o sobre a janela. Na equac¸a˜o D.6, troca-se M por W , e se obte´m
a dimensa˜o da janela local.
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(a) Imagem de Entrada (b) q = 2, W = 3
Figura D.5: Imagem do descritor multifractal.
