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Abstract 
It is known that, if T is a disjoint preserving linear mapping on L(X, F, ), where 
(X, F, ) is a a-finite measure space and 1 < p < oo, there exist a positive linear 
mapping 'T and a measurable function h such that Tf = h4f for all f e L. 
This positive mapping 1 is induced by a a-endomorphism on (X, F, ji), has the 
property of sending characteristic functions to characteristic functions, and is 
itself disjoint preserving. 
In this thesis we discuss the analogue of this result when L is replaced by 
the von-Neumann Schatten ideal C, its non-commutative analogue. In this non-
commutative setting we look at two notions of disjointness, namely complete-
disjointness and Arazy-disjointness, introduce completely-disjoint and Arazy-dis 
joint preserving mappings on C,, spaces and prove the following: If 7 -C is a complex 
separable Hubert space and Y is a bounded completely-disjoint or Arazy-disjoint 
preserving mapping on C(7-1), 1 < p < oo, that is sequentially continuous with 
respect to the strong operator topology, then there exist a positive linear mapping 
and a linear operator H on 7-C such that T(K) = H(K) for all K in C. The 
mapping , which is first defined on finite rank projections and then extended 
to the whole of Ci,, has the property of sending projections to projections, and is 
completely-disjoint preserving. 
Next a complete characterisation of invertible completely-disjoint and Arazy-
disjoint preserving mappings on C (N) is obtained when 7-1 is finite dimensional. 
The same description is obtained for a certain class of completely-disjoint and 
Arazy-disjoint preserving mappings on C (7-1), when 7-1 is a separable infinite di-
mensional Hilbert space. We also examine how completely-disjoint/Arazy-disjoint 
preserving mappings and isometries on C spaces are related. We then move on 
to discuss briefly the characterisation of non-invertible completely-disjoint and 
Arazy-disjoint preserving mappings in the finite dimensional case. 
A standard result on L spaces is that, if we complexify a bounded linear 
operator on a real L space, its norm remains the same. In Chapter 4 we give 
an example which demonstrates that this result does not extend to the non-
commutative C setting when p 0 2. In a positive direction, we prove that if 
T is the complexification of a linear operator T on Cp,sa , the space of all self- 
adjoint operators in Ci,, then IITUc 	2TIjTIICpsa whenever 1 < p < 2 and 
HTH c :~ 2PITHp3a whenever 2 < p < 00. 
In the final chapter we examine the relationship between the Schur product 
of matrices of a specific form and isometries on C, spaces. Some properties of 
Schur products of matrices of this form are also given. We finish the thesis by 
discussing some open problems. 
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Introduction 
This thesis begins with a literature review of certain classes C (1 < p < oo) 
of linear operators on a Hilbert space 7 -1 which were introduced by von Neumann 
and Schatten [20]. It turns out that each of these classes is a two sided ideal in 
13(7-1), and consists of compact operators. When provided with a suitable norm, 
C, becomes a Banach space with properties closely analogous to those of the 
sequence space 1. The development of this theory involves difficulties arising 
from the non-commutativity of C, which has no parallel in the case of l. 
A Banach space X is said to be uniformly convex if to each e, 0 < e < 2, there 
corresponds a 8(e) > 0 such that the conditions I lxii = liIi = 1, lix - Y1  >_ € 
imply 1— 8(e). 
We remark that all Euclidean spaces of all dimensions and all Hubert spaces 
are uniformly convex. This follows, for example, from the identity 
lix 
+Y11 2 +I lx _Y112 = 2(1 lx112 + 11y11 2 ) 	 (1) 
which is known to be characteristic of such spaces [21]. 
In [12] J.A.Clarkson proves that the spaces L, 1 < p < oo, are uniformly 
convex by exhibiting a set of inequalities for these spaces which are in close 
analogy with identity (1). In the first chapter we state and prove McCarthy's 
inequalities which are the analogue of Clarkson's inequalities in C spaces and can 
be used to show that C is as uniformly convex a Banach space as L, 1 <p < 00, 
[19]. We then consider mappings on L spaces which send functions with disjoint 
supports to functions with disjoint supports, and provide a characterisation for 
them found in [18]. As we shall see a disjoint preserving mapping T on 
L(X, F, i), where (X, F, p) is a a-finite measure space and 1 < p < 00, is 
induced by a positive linear mapping 4 on L, called the support mapping of 
T, and a measurable function h [15]. More explicitly, 
T=h. 
This positive linear mapping D is the extension of a a-endomorphism which is 
first defined on characteristic functions and then on the space of all measurable 
functions. It maps characteristic functions to characteristic functions and is dis-
joint preserving. If X is a finite measure space, the function h is the image of the 
identity function under the disjoint preserving mapping T. If X is an arbitrary 
a-finite measure space and {X 2 i > 1} is a countable decomposition of X into 
subsets of finite measure, then h = T(X), where XE  is the characteristic 
i>1 
function of the set E. 
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Disjoint preserving mappings on L spaces include L isometries, 1 < p < 00, 
p 2 ([7], [26], [18]) as well as another category of operators found in [25]. Their 
general structure, in the context of L isometries, p 2, was investigated by 
J.Lamperti in 1958, but the idea goes back to Banach. 
The characterisation of disjoint preserving mappings on L spaces motivates 
us to introduce the analogous concept of 'disjoint' operators as well as 'disjoint 
preserving' mappings in the non-commutative setting of C spaces. In Chapter 2 
we see that the notion of disjointness, which is unique in L spaces, is not unique 
in C,, spaces. 
We first introduce completely-disjoint operators in C spaces and give 
the definition of Arazy-disjoint operators found in [4] and [5]. We give some 
different ways of describing completely-disjoint and Arazy-disjoint operators and 
then discuss the similarities and differences between them. After introducing 
completely-disjoint and Arazy-disjoint preserving mappings on C spaces 
some examples of such mappings are given and the analogue of the support 
mapping cJ  on L spaces is introduced in the non-commutative C, spaces. The 
support mapping , which is first defined on finite-rank projections, is gradually 
extended to a mapping on 13(7 -1), the space of all bounded linear mappings on R. 
Interestingly, it turns out that the support mapping 1 for a completely-disjoint 
or an Arazy-disjoint preserving mapping T on C spaces is positive, completely-
disjoint preserving and has properties closely analogous to the ones the support 
mapping for a disjoint preserving mapping on L has. 
In Chapter 2 we also show that when 7 -1 is finite dimensional and T is a 
completely-disjoint/Arazy-disjoint preserving mapping on C (7-1), then 
T = 
where 1 is the support mapping induced by T and I is the identity operator. 
In the infinite dimensional case the situation is, of course, much more compli-
cated, but fairly similar. More explicitly, we prove the following. 
Let 7-1 be a complex separable infinite dimensional Hilbert space and 1 p < 
oo. Let T be a bounded completely-disjoint/Arazy-disjoint preserving mapping 
on C(7-1) and suppose that it is sequentially continuous with respect to the strong 
operator topology. If {P1 } >1 is a partition of the identity (i.e a family {P}, 
of pairwise orthogonal projections on 7-1 such that din [Ui P(7-1)] = 7-1) with 





for all K E C(7- . The convergence is in the strong operator topology. 
In Chapter 3 we shall see how completely-disjoint and Arazy-disjoint preserv-
ing mappings on C spaces are related. First we prove the following theorem which 
gives a nice characterisation of invertible Arazy-disjoint preserving mappings on 
M (C), which is nothing else but the space C, (7-() when 7-1 is a finite dimensional 
Hilbert space over C. This description is very explicit and does not involve the 
support mapping 1 defined in Chapter 2. 
Let T be a linear mapping on M (C). The following are then equivalent: 
T is an invertible mapping which maps completely-disjoint to Arazy-disjoint 
matrices 
T is an invertible Arazy-disjoint preserving mapping 
there are unique, up to a scalar, unitary operators U, W and a unique scalar 
)' > 0 such that 
	
either T(K) = AUKW 	 (K E M (C)) 
or 	T(K) = AUKtW 	 (K E M ((C)). 
Such an operator on M (C) is completely-disjoint preserving if and only if U is 
a unimodular scalar multiple of W. 
As a corollary we then show that if T is an invertible completely-disjoint 
preserving mapping on M (C), then both T and T 1 are Arazy-disjoint pre-
serving. However, an Arazy-disjoint preserving mapping on M (C) need not be 
completely-disjoint preserving. 
Utilising the result we obtained in the finite dimensional case a description of 
a class of completely-disjoint preserving mappings on C, (7-1), 1 <p < oc, when 
7-1 is an infinite dimensional Hilbert space over the complex numbers, is obtained 
by considering operators on 7-1 as infinite dimensional matrices with respect to 
a fixed orthonormal basis and then approximating them by finitely supported 
matrices. More explicitly we prove the following theorem. 
Let 7-1 be a separable infinite dimensional Hilbert space. Let IT be a linear map-
ping on C (7-1), 1 < p < 00. The following are then equivalent: 
IT is an invertible element of B (C (N)) such that IT and Y map C-disjoint 
to A-disjoint operators and rank-one projections to rank-one projections; 
IT is an invertible element of B (C (N)) such that IT and IT' are C-disjoint 
preserving mappings and map rank-one projections to rank-one projections; 
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(iii) there is a unique, up to a scalar, unitary operator W such that 
	
either T(K) = W*KW 	 (K E C, (N)) 
or 	T(K) = W*KtW 	 (K e C, (N)). 
We also demonstrate that working over complex Hubert spaces does make a 
difference, and show how completely-disjoint/Arazy-disjoint preserving mappings 
and isometries on C spaces are related. We finish this chapter by proving that 
Arazy-disjoint preserving mappings on M2 (C) are either invertible or identically 
zero. We conjecture that the same holds for such mappings on M (C). 
In Chapter 4 we address a different topic, namely the complexification of a 
linear operator first on L and then on C spaces. It is well known that if we 
complexify a bounded linear operator on a real L space, its norm remains the 
same. However, as we shall see, that is not the case in C spaces. In other words, 
if T is a linear operator on Cp, 3a , the space of all self-adjoint operators in C,, 
X E C, with X = A + iB, where A = X±X and B = XX and an operator 2 	 2i 
T :Cp -* Ci,, called the complexification of T, is defined by TX = TA + iTB, 
then the norm of the complexified operator need not be equal to the norm of the 
operator T we start with. However, using McCarthy's inequalities, the following 
estimates can be obtained: 
- 
IITIIc < 2 p HTH Cp , sa when 1 <p < 2 
and 
ITH c :5 2ITHCpsa, when 2 <p < 00. 
In the last chapter of this thesis we demonstrate some properties of Schur 
products of two matrices when one of the matrices has a particular form and 
prove that the Schur product with a matrix of that form is an isometry on CP 
spaces. We conclude by discussing some questions for future work. 
Much of our notation and terminology is standard and is therefore not formally 
introduced in the text if the meaning is clear from the context. We have however 




It is better to be at the bottom of a ladder you want to climb than 
be half way up one you do not. 
In this chapter we shall first present some of the basic background material 
about von Neumann-Schatten classes of operators, or otherwise called C spaces, 
and then move on to state and prove Clarkson-McCarthy inequalities which shall 
be very useful in later chapters. 
Finally we present a rather interesting result about disjoint preserving map-
pings on the commutative L spaces which we shall refer to repeatedly in this 
thesis. 
1.1 Von Neumann- Schatten Classes 
Throughout this thesis N will denote a complex, separable, infinite dimensional 
Hilbert space with inner product (. , .), unless otherwise stated. We shall denote 
the space of all bounded linear operators on 7-1 by 8(7-1). If T E 8(7-1), the adjoint 
operator to T is the unique operator T*  e 8(N) for which (Tx, y) = (x, T*y)  for 
all x, y E H. An operator T in 8(N) is said to be normal if T*T = TT* and 
self-adjoint or Hermitian if T = T* . 
Let us now define the von Neumann- Schatten classes of operators. The proofs 
and more details on the following can be found in [231, Chapter 2. 
Definition 1.1.1. When 1 < p < 00, C is the set of all operators T in 8(7-1) 





We define C 00 to be the whole of 13(N). 
Throughout this section, and indeed the rest of this thesis, C, for 1 < p < 00 
is considered to be a space over the complex numbers unless otherwise stated in 
the text. 
It is well known that an operator T on 7-1 is compact if and only if there is 
a sequence (F) of operators on N, for which F has finite rank not more than 
n and lim JIT - FII = 0. The next theorem shows that membership of C is 
equivalent to a statement about the rapidity with which I IT - F I I can converge 
to 0. 
Theorem 1.1.2. Suppose T e 8(N) and 1 < p < oo. Then T E C if and only if 
there is a sequence (F) of operators on N, such that Fn has finite rank not more 
than n and 
00 
:IT — FniI 'P<oo. 
n=1 
The following theorem gives a description of the algebraic properties of C 
spaces. 
Theorem 1.1.3. If 1 < p < 00, C is a two sided ideal in 8(7-1) which contains 
each operator of finite rank on N and the adjoint of each of its members. If 
1 <p < oo, then each element of C is a compact operator. 
If N is an infinite dimensional Hilbert space, then there is no linear functional 
T on 8(7-1) such that 'r(AB) = 'r(BA) for all A and B in 5(N) and r(A*A) > 0 
if A=10. 
There is, however, a linear functional T on the ideal C1 of 8(N) which satisfies 
these conditions whenever A E C 1 and B e 8(N). 
Definition 1.1.4. The ideal C1 in 8(N) is called the trace class of operators on 
N. If T E C 1 and {ckj : j E J} is an orthonormal basis in N, then the trace of T, 
denoted by r(T), is defined by the equation r(T) = >2EJ(Tcbj, /j). 
r(T) depends only on T (not on the choice of the orthonormal basis), and it 
is the sum of the eigenvalues of T. One can show that a compact operator T is in 
Cp if and only if the sequeiee of the eigenvaiues of (T*T)l/2  is in 4. Sometimes 
this is used as the definition of Cp spaces. 
Definition 1.1.5. If 1 < p < 00 and T E C, then I ITI I p = [r (((T*T)h/2)I))] VP 
The norm on C00 is the operator norm. 
From the definition of the C, norm it follows that I TI IB(7-t) :~ JI T11p . It can 
also be shown that the C norm of T is equal to the 4 norm of the sequence of 
the eigenvalues of (T*T)h/2.  The following lemma gives a nice formula for the C 
norm in the case of a separable Hilbert space. 
Proposition 1.1.6. If 1 < p < oo and T E 8(N), then: 
1/p 
T e C if and only if there exists M such that 	I(T, /,3)1P 	<M 
j= 1 
for every pair (i,  ..., 	(, ..., '/) of orthonormal systems in N. When this is 
satisfied, the least such constant M is I ITI I. 
Corollary 1.1.7. If 7-1 is a separable Hubert space and T e C 1,, then 
JJTJJp = sup{e p norm of the diagonal of the matrix of T with respect to 
(), (,) : (j), () are orthonormal bases in N}. 
The next corollary gives an interesting relationship between the C,, norm of T 
and the 4 norm of the sequence of its own eigenvalues. 
Corollary 1.1.8. If 1 < p < oo, T E C, and (),) is the sequence of the non-zero 
eigenvalues of T, counted according to their multiplicities, then 
II(A)IIt :!~ IITII 
It is easy to show that if T is a normal operator in C,,, then the C norm of 
T is actually equal to the 4 norm of the sequence of its eigenvalues, counted 
according to their multiplicities. 
Lemma 1.1.9. If 1 <p oo, q is the index conjugate to p, and T E 8(N), then: 
T e C if and only if sup{IT(FT)I : F has finite rank and IFIIq 1} < 00. 
When this is so, JJTJJp is equal to the above supremum. 
Now using this lemma the following theorem can easily be derived. 
Theorem 1.1.10. If 1 < p < 00, then the equation in definition 1.1.5 defines 
a norm on C, and with this norm C is a Banach space. Also the set of all 
finite-rank operators on 7-1 is a dense subspace of C. 
The following generalization of Holder's inequality holds in C p spaces. 
Theorem 1.1.11. If 	r,s,t oo, = + , RE C, and Sc C3 , then: 
RS e Ct and IIRSIIt < IIRIIrIISII3 
In particular, if 1 < p oo, q is the index conjugate to p, S e C and R e Cq , 
then SR, RS cC 1 . Furthermore, 'r(SR) = T(RS). 
01 
The most important cases of the previous theorem are those in which p = 1 
and p = oo or p = q = 2. 
It is well known that if 1 < p < oo and 1 + = 1, then £q is isometrically 
isomorphic to ()*. The same holds in C spaces. 
Theorem 1.1.12. Suppose that 1 < p < oo and + = 1. Then for each T in 
Cq the equation fT(S) = 'r(ST) (S e C) defines a continuous linear functional 
on C. Furthermore, the mapping T -* fT is an isometric isomorphism from C q 
onto the dual space (C)* . 
It follows easily that the Banach space C is reflexive if 1 <p < oo. For (C)* 
can be identified with Cq and (Cq)*  can be identified with C, these identifications 
give rise to a canonical isometric isomorphism from C, onto (C)**. 
Definition 1.1.13. The ideal C2 in 8(7-1) is called the Schmidt class of operators 
on R. 
We know that C2 is a Banach space with the C2 norm. The following theorem 
says that C2 is in fact a Hubert space. 
Theorem 1.1.14. The Schmidt class C 2 is a Hilbert space with respect to the 
inner product [ , ] defined by [5, T] = r(T*S) for each S and T in C 2 . The norm 
derived from this inner product is H 112. If { j E J} and {'/ j j e J} 
are orthonormal bases in 7-1 and Fj,k = Oi ® ' I)k, then {F3 , k : j, k E J} is an 
orthonorrnal basis in C2 . 
Theorem 1.1.15. If T E 8(N), {q : j E J} and { j : j e J} are orthonormal 
bases in 7-1, and Fj,k = Oi 0 Ok, then the following are equivalent: 
(i)lIT112 <00 	(ii) E I (Tbk , j )I 2 < oo 	(iii)T E C2 . 
jEJ 	 j,kEJ 




the summation converging with respect to II 12. 
The next theorem gives us the additional information that in the Hilbert space 
C2 , if the £2 norm of the sequence of the eigenvalues of T is equal to the C2 norm 
of T, then T is normal. 
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Theorem 1.1.16. If T e C2 and ()) is the sequence of the non-zero eigenvalues 
of T, counted according to their multiplicities, then: 
I(A)II 2 ~ IITII. 
Equality occurs if and only if T is normal. 
1.2 Clarkson-McCarthy inequalities 
We now turn to the Clarkson-McCarthy inequalities which we shall use in Chapter 
2 to give a norm description for a class of operators defined therein. They will 
also play a vital role in Chapter 4 where we establish some estimates for the norm 
of the complexification of a linear operator on C, spaces. 
The proofs of the following two Lemmas as well as the proofs of the Theorems 
in this section can all be found in [19]. They are however sketched here as they 
are of some independent interest and so that one can see how the conditions for 
which these inequalities hold as equalities can be obtained. 
The trace of a linear operator can be defined on all positive self-adjoint oper-
ators as finite in C1 and oo otherwise. 
Lemma 1.2.1. Suppose A, B are operators on 7 -1 and —A < B <A. Then: 
if 0 < 'y < 1, r(A + B) + T(A - B) <2r(A); 
if 1 <y < oc, r(A + B) + r(A - B) 	2r(A'). 
If 'y 	1 and the quantities involved are finite, then equality holds if and only if 
AB=0. 
Lemma 1.2.2. Suppose A, B are operators on 7 -1 and A > 0, B 0. Then: 
if 0 <'y < 1, r(A + B) 	r(A'') + T(B); 
if i<y<oo, r(A+B)r(A')+(B') 
If 'y 4 1 and the quantities involved are finite, then equality holds if and only if 
AB=0. 
Before giving some concrete results from [19] we note the following rather 
elementary Lemma. 
Lemma 1.2.3. Let T, S be operators on a Hubert space R. If T*TS*S = 0, then 
ITIISI = SIITI = 0. 
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Proof. This is a simple application of the Weierstrass approximation theorem and 
the Riesz Functional Calculus. 	 LI 
The inequalities given in the next two Theorems are the so called Clarkson-
McCarthy inequalities. 
Theorem 1.2.4. Let T, S be operators on N. Then: 
if 2<p<oo, 
if 1 <p <2,  2 (ITII + HSH) ~ HT+ S + IT - S. 
If p 2, equality holds if and only if TS* = S*T = 0. If p = 2, equality always 
holds. 
Proof. We prove this for 2 < p < 00. In the same way, with the sense of all 
inequalities reversed, the statement can be proved for 1 <p < 2. 
Applying Lemma 1.2.1 with A = T*T + S*S ,  B = T*S + S*T and Lemma 
1.2.2 with A = T*T ,  B = S*S and 'y = p/2 > 1, we have the following: 
IT + S + HT - SI IP = r((T*T + S*S)  + (T-S  + S*T))2 
+ r((T*T + S-S) - (T-S + S*T))P/2 
2r(TT + S*S)P/2 
2 (T(T*T)P/2 + .l(S*S)P/2) 
= 2(IITII+IISII). 
If p 2, equality holds for T, S if and only if (T*T + S*S)(T*S  + S*T) = 0 and 
T*TS*S = 0 (see Lemma 1.2.1 and 1.2.2). So first suppose that equality holds 
for T, S. Then it also holds for T* ,  5* So T*TS*S = TT*SS* = 0. Thus by the 
previous Lemma, ITIISI = IT*IIS*I = 0. Polar decomposition now implies that 
TS* = S*T = 0. Conversely, if TS* = S*T = 0, then (T*T+S*S)(T*S+S*T) = 0 
and T*TS*S = 0 and consequently equality holds for T, S. LI 
Theorem 1.2.5. Let T, S be operators on N. Then: 
if 2 	p < 00, lIT + SII + IT - sII < 2 '(IITII + IISII), 
if 1< p:5 2,  IIT+ Sll + IT - SII ~ 21 (llTIl + IISlI) 
If p 2, equality holds if and only if (T + S)(T - S)* = (T - S)*(T + 8) = 0. If 
p = 2, equality always holds. 
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Proof. We prove this for 2 < p < 00. In the same way, with the sense of all 
inequalities reversed, the statement can be proved for 1 < p < 2. 
Applying Lemma 1. 2.2 with A = (T+S)*(T+S) 0, B = (T_S)*(T_S) > 0 
and Lemma 1.2.1 with 'y = 1, A = (T+S)*(T+S)+(T_ S)*(T_ S) and 
B = (T -i- S)*(T - S) + (T - S)*(T + S) we have the following: 
2 (IIT+ sU + IT - sI) = 
=2 (r ((T+s)*(T+s))P/2 +r ((T_ S)*(T_S))P1 2) 
<2T ((T + S)*(T  + 8) + (T - S)*(T - S)) 2 
+ ((T + S)*(T - S) + (T - S)*(T + S))} 12 
+ T {((T+S)*(T+S)+(T_S)*(T_S)) 
- ((T + S)*(T —8) + (T - S)*(T + S))} 12 
= T(4T*T)'2 + 
= 2" (r(T*T)P/2 + r(S*S)P/2) 
= 2"(IITII + IISH). 
If p 2 and equality holds for T, S, then (T + S)*(T  + S)(T - S)*(T - S) = 
(T+S)(T+S)*(T_S)(T_S)* = 0 by Lemma 1.2.2. Hence the same argument 
we used in the proof of the previous Theorem implies that (T + S) (T - S)* = 
(T_S)*(T+S) = 0. On the other hand, if (T+S)(T_S)* = (T_S)*(T+S) = 0, 
then the conditions for equality given by Lemma 1.2.1 and Lemma 1.2.2 are 
obviously satisfied. D 
Given an operator T in 8(71), by the Cartesian decomposition of T we 
mean the decomposition T = C + iD, where C, D are self-adjoint operators, 
called the real and imaginary parts of T, and defined as 
c= T+T* ,  D = T .T 
2 	 2z 
In later chapters the real and imaginary parts of T will be denoted by ReT 
and ImT respectively. 
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The following inequalities give estimates for the Cartesian decomposition of 
operators. 
Theorem 1.2.6. Let C, D be self-adjoint operators on N. Then: 
	
if 2<p<oo, IIC+iDII 	ICII+IIDII. 
If p 2, equality holds if and only if CD = 0. 
Proof Applying Lemma 1.2.1 with A = C2 + D2 , B = i(CD - DC) and Lemma 
1.2.2 with A = C2 , B = D2 and 'y = p/2 > 1, we have the following: 
C + iD + HG - iD = ((C + iD)*(C  + iD)) 2 + 
+ r ((C - iD)*(C - iD))"2 
= r ((C - iD)(C + iD))' 2 + 
+ r ((C + iD)(C - 
= T (C2 + D2 + i(CD - DC)) 2 + 
+7- (C 2 + D2 - i(CD - DC))" 2 
2T (C2 + D2 )""2 
2 (r (C 2 )'" 2 + 
2(IICI+ I IDII). 
Since IIC+iDI=lC — iDlI,weobtain: IIC+iDIICII+IIDII. 
If p 2, equality holds if (C 2 + D2 )(CD - DC) = 0 and C 2 D2 = 0. However, 
(C 2 + D2 )(CD - DC) = 0 and C 2 D2 = 0 if and only if CD = 0. Indeed, 
if C 2 D2 = 0, then IC11DI = IDIICI = 0 and so CD = 0. If CD = 0, then 
(C 2 +D  2)  (CD  - DC) = C2 D2 = 0 trivially. El
Remark 1.2.7. It is worth mentioning at this point that in the simple case of 
the C space M(C), where M(C) denotes the set of all n x n complex matrices, 
one can show that the inequality I ICII + IIDH ~ IC + iDII holds for p=2,4,6 
by simply doing some very elementary calculations. 
Indeed, let Mn, sa (C) be the set of all nxn self-adjoint complex matrices. In the 
proof of Proposition 4.2.5 in Chapter 4, we prove that for all C, D E M2,sa (C), 
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IIC+iDII = IICH+IIDII. Some calculations show that for all C,D E M4,sa(C), 
IC + iD = IICII + IIDII + T (2(CD)*(CD) + (CD - DC)*(CD - DC)) 
and since 2(CD) * (CD) + (CD - DC)*(CD - DC) ~! 0, it follows that 
7-(2(CD)*(CD) + (CD - DC)*(CD 
- DC)) > 0. 
Hence for all C,D E M4,sa (C), IICII + IIDII 	HC + iDII. In a similar way, we 
can show that for all C,D E M6,8a (C), IICII + IDI 	IIC + iDI.  16
Corollary 1.2.8. Let C, D be self-adjoint operators on R. Then: 
if 2 <p< 00, IIC+iDII 	22 (IICI+IIDI). 
If p 0 2, equality holds if and only if C 2 = D2 and CD = — DC. 
Proof. Since 1 1C + iDII = IC - iDII, we can simply use Theorem 1.2.5 with 
T = C and  = iD to obtain that 2 lIC+iDII ~ 2' (IICII + lID). Forp 2 
equality holds if and only if (C + iD)(C - iD)* = (C - iD)*(C + iD) = 0 or 
equivalently: C2 = D2 and CD = —DC. 	 D 
In the same way, with the sense of all inequalities reversed, using again Lemma 
1.2.1, Lemma 1.2.2 and Theorem 1.2.5, we obtain the following: 
Theorem 1.2.9. Let C, D be self-adjoint operators on N. Then: 
if 1 <p:!~ 2, IICII+IIDU 22 IIC+iDI' 'p 
Theorem 1.2.10. Let C, D be self-adjoint operators on 7-1. Then: 
if 1<p2, HC+iDIl 	IICII+HDH 
More on the Clarkson-McCarthy inequalities can be found in [12],[19], [16] 
and [24]. 
1.3 Disjoint preserving mappings on L spaces 
In this section we temporarily leave C spaces to look at disjoint preserving map-
pings on L(X, 
, ), where (X, .F, jt) is a a-finite measure space and 1 < p < 00. 
This kind of mappings have been well-studied in the literature and were first 
introduced in [18]. 
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From an intuitive point of view, these are simply operators which map func-
tions in L(X, F, ) which 'live' on different parts of the space X to functions 
again in LP(X, F, ji) with the same property. 
More formally, we shall say that two functions f, g in L(X, F, jt) have dis-
joint supports if and only if fg = 0 a.e with respect to the measure p. 
We are now in a position to define disjoint preserving mappings on L spaces. 
Definition 1.3.1. A bounded linear mapping T on an L space, 1 < p < 00, 
is called disjoint preserving if and only if fg = 0 implies T(f)T(g) = 0 for all 
functions f, g E L. 
In other words, a bounded linear mapping T on an L space, 1 < p < 00, 
is disjoint preserving if and only if it maps functions with disjoint supports to 
functions with disjoint supports. Disjoint preserving mappings on L spaces are 
also called Lamperti operators. 
In order to state the main Theorem in this section we need to explain what 
we mean by a cr-endomorphism. 
Definition 1.3.2. A a-endomorphism 4D of the a-finite measure space (X, F, ) 
is an endomorphism ofF modulo u-null sets as a Boolean or-algebra. This means: 
:F—+F, 
(U E) = UEn, for disjoint E E F, 
(X—E)=(X)—(E) , for all EeF, and 
. E e F, 1i(E) =0 = 1i(E) =0. 
A a-endomorphism I induces a positive linear mapping, also denoted by 1, 
on the space of (finite-valued or extended) measurable functions such that xE = 
XE' where XE 1S the characteristic function of the set E. This process is described 
in detail in [13]. 
Properties of the mapping 
Let f, g be any measurable functions, and p any positive number. Then: 
1(f) is '1(F) -measurable;  
supp((f)) = 4)(supp(f)) 
1 (D (f ) IP = 	(IfI) 
4)(f)-1P(g) = 
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5. f -* f a.e implies 	-+ 	a.e 
Obviously property 4 implies that separates supports. 
Disjoint preserving mappings 
Theorem 1.3.3. Let T be a disjoint preserving mapping on L(X, F, it), where 
(X, F, j) is a a-finite measure space and 1 < p < 00. 
If we define (D o (E) = supp (T(XE)), for E E F with p(E) <oo, then there exists 
• unique extension to a a-endomorphism '1 F - F and for that 4D there exists 
• unique measurable function h such that v(E) = / IhIPd1L defines a measure 
J(E) 
on (X,F) , ii < I ITIPL, supp(h) = (X) and 
Tf = hf for all f E L. 	 (1.1) 
We conclude that T is a disjoint preserving mapping on L, 1 <p < oo, if and 
only if it is induced by a a-endomorphism '1 and a measurable function h. From 
now on the mapping 4D will be called the support mapping for the disjoint 
preserving mapping T. For more details on the above see [18] and [15]. 
Before leaving this chapter we state a Proposition which gives a norm descrip-
tion of two disjoint elements in L, p 2 (see [11] and [12]). This automatically 
implies that any isometry on L spaces, p 4 2, is always disjoint preserving. 
Proposition 1.3.4. (Norm description) If p 2, 1 < p < oc and f, g E L, then 
if and only if fg=Oa.e 
The general structure of disjoint preserving mappings, in the context of L 




Completely- disjoint /Arazy- 
disjoint preserving mappings on 
C spaces and corresponding 
support mappings 
One does not discover new continents without consenting to lose sight 
of the shore for a very long time 
Motivated by the characterisation of disjoint preserving mappings on L spaces 
given in the last section of Chapter 1, we shall see that an analogue of the concept 
of two disjoint elements in L as well as of a disjoint preserving mapping on L 
can be found on C, spaces. What is interesting is that the analogous concept of 
disjointness, which is unique in L spaces, is not unique in C,L, spaces. 
We start this chapter by introducing completely-disjoint and Arazy-disjoint 
operators in C as well as completely-disjoint and Arazy-disjoint preserving map-
pings on C spaces. The second notion of disjointness which is very similar and 
yet different to the first one was first introduced in [4] and [5] by Jonathan Arazy. 
In this chapter we shall investigate both notions of disjointness and discuss the 
similarities and differences between completely-disjoint and Arazy-disjoint oper-
ators. However, one of our main aims in this chapter is to introduce the support 
rro 
mapping of a linear operator on C, and show that the support mapping for a 
completely-disjoint/Arazy-disjoint preserving mapping T on C, spaces has prop-
erties closely analogous to the ones the support mapping for a disjoint preserving 
mapping on L has, and it is always completely-disjoint preserving. Moreover, 
we prove that if T is a completely-disjoint/Arazy-disjoint preserving mapping on 
C2 , and it is sequentially continuous with respect to the strong operator topology, 
then T is given by a formula which is the exact analogue of (1.1). 
2.1 Completely- disjoint/ Arazy-disjoint operators 
We shall first introduce completely-disjoint and Arazy-disjoint operators in C 
spaces. 
Geometric description (completely-disjoint) 
Definition 2.1.1. Two operators A and B in C(H) are said to be completely-
disjoint, and we write A I B, if and only if there exists a closed subspace M of 
N such that A(M) 9 M , A = 0 on M', B(M -L ) 9 M' and B = 0 on M. 
From now on if two elements K, L in C are completely-disjoint we shall write 
K I L, and we shall often use the abbreviation C-disjoint for simplicity. 
Next we give an equivalent matrix description. 
Proposition 2.1.2. Two operators A and B in C(7 -() are completely-disjoint if 
and only if an orthonormal basis of N can be chosen so that the matrices corre- 
A0 	00 
sponding to A and B with respect to that basis will be: 	and 
00 	OB 
where A and B are the restrictions of A, B to appropriate subspaces of 7-1. 
Geometric description (Arazy-disjoint) 
Definition 2.1.3. [i] Two operators K and L in C(H) are said to have disjoint 
supports if and only if there exist closed subspaces M, Al of N such that K(M) c 
Al, K = 0 on M - , L(M -'- ) Al -'- and L = 0 on M. 
From now on if two elements K, L in C have disjoint supports, we will say that 
they are Arazy-disjoint or A-disjoint for simplicity, and we will write K 1A  L. 
An equivalent matrix description of two A-disjoint operators follows. 
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Proposition 2.1.4. /41 Two operators K and L on N are said to have disjoint 
supports if and only if two orthonorrnal bases {f2} and {gj} of N can be chosen 
so that the matrices of K , L as operators from N with basis {ft} into 7 -1 with 
basis {g2 } will be 
K= 	I,L= 	I , 
00) 	oZ) 
where K, L are the restrictions of K, L to appropriate subspaces of R. The 
matrix corresponding to an operator A with respect to the pair {f} and {g j } is 
defined by A ij = (Af3 ,g2 ), 1 < i,j < 00. 
Another concept which is relevant is that of support. 
Definition 2.1.5. [4] Let K be a bounded linear operator on a separable Hubert 
space N. The right supportr(K) of K is then the orthogonal projection of N onto 
(KerK)' = R(K) and the left support 1(K) of K is the orthogonal projection of 
N onto ranK = L(K). The subspaces R(K) and L(K) are called the right and 
left support subspaces of K respectively. If K = K* ,  then r(K) = 1(K) = s(K) 
is simply called the support of K. 
Intuitively, the following proposition states that the left support 1(K) of K is 
the 'smallest projection' P of N such that the equation PK = K is satisfied and 
similarly the right support r(K) of K is the 'smallest projection' P of N such 
that the equation KP = K is satisfied. 
Proposition 2.1.6. Let 7-I be a separable Hilbert space and K E C(7-I). Then: 
1. If P is an orthogonal projection of N such that PK = K, then l(K)K = K 
and L(K) c ranP. 
. If P is an orthogonal projection of N such that KP = K, then Kr(K) = K 
and R(K) c ranP. 
Proof. 1. Let h e N. Then l(K)Kh = Kh since 1(K) is the orthogonal projection 
of 7-I onto ranK. Thus 1(K) satisfies the equation PK = K trivially. Now let P 
be an orthogonal projection of N such that PK = K. Then 
ran(1(K)) = ranK = P(ranK) c ranP. 
2. To show Kr(K) = K, it suffices to show that r(K)K* = K* .  So let h E N. 
Since K*h E ranK* = (KerK)' and r(K) is the orthogonal projection onto 
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(KerK)-'-, we have r(K)K*h = K*h .  Now let P be an orthogonal projection of 
71 such that PK* = K* .  Then 
ran(r(K)) = (KerK)' = ranK* = P(ranK*) C rariP. 
U 
Algebraic description (completely-disjoint) 
The following proposition gives an algebraic description of the complete-disjointness 
of two operators in C(7-1). 
Proposition 2.1.7. Two operators A and B in C(R) are completely-disjoint if 
and only if AB = BA = AB* = B*A =0. 
In other words, A±B if and only if C*(A)C*(B) = 0, where C*(a)  is the C* 
algebra generated by a. 
Proof. If AB = BA = AB* = B*A =0, define 
M = clin{p(A, A*) (R), where p is a non - commutative polynomial}. 
Then, of course, A(M) c M and A*(M)  ç M. Also note that B = 0 on M and 
B*(M) = {0}, which means that M is invariant for B and B*  and so B(M -L ) ç 
M' . On the other hand, since M is invariant for A and A*,  A(M') 9 M'. But 
A(M - ) C M since A(71) C M trivially. Consequently A(M') c M - n M = { o}. 
So A is 0 on ML The converse is rather trivial by Proposition 2.1.2. 
In the special case that P, Q are self-adjoint orthogonal projections the nota-
tion P 1 Q will also mean that the ranges of the projections are orthogonal. 
Algebraic description (Arazy-disjoint) 
We shall now present an algebraic way of describing A-disjoint operators in C. 
Proposition 2.1.8. Two operators K and L in C,, (7-1) are A-disjoint if and only 
if KL* = L*K = 0. 
Proof. Let KLt = L*K = 0. Then ranL* c KerK and ranL c K erK* .  Define 
M = (ranL*)± = KerL and N = (KerK*)± .  Then 
K(M) ç ranK = (KerK*)± = N, K/MI = K/ ranL = 0 
and 
L(M - ) C ranL C KerK* = N', L/M = L/( ramL*)± = L/K erL = 0. 
Thus K A  L. The converse is trivial by Proposition 2.1.4. 	 El 
21 
An equivalent expression for A-disjoint operators in terms of the left and right 
support comes next. 
Proposition 2.1.9. Let K, L E C,, (fl) 
r(K)r(L) = l(K)l(L) = 0. 
Proof We have the following: 
Then KL* = L*K = 0 if and only if 
r(K)r(L) = 0 == P(KerK)IP(K erL)± = 0 == ranL* C KerP(ranK. )  4: 
== ranL C KerK 	KL =0. 
Similarly, 
l(K)l(L) = 0 	P()P() = 0 	ranL C KerK* 
K*L = 0 	L*K = 0 . 
LK 
For future reference it is worth mentioning at this point that if K 1A  L, then 
ranK I ranL in 7-1 trivially by Proposition 2.1.4. 
Norm description (completely-disjoint) 
In L spaces, two functions f, g have disjoint supports if and only if II! + g I IP + 
Hf - 	= 2(1 If + HII) whenever p 2 (see Proposition 1.3.4). 
However, in C spaces, p 2, this is not the case. In fact, although if T, S E CP 
and TI S, then HT + SH+ HT - S 	2 (ITl + lSII), the reverse need not 
hold as the following counterexample demonstrates. 
Counterexample 2.1.10. Define 
(00 	 01 
T=l 	and S= 
1 0 	 0 0 
Then TS 0 and thus T, S are not completely-disjoint by the algebraic descrip-
tion of completely-disjoint operators. However, for p = 4 and 'H = C 2 , since 
4 
a  
= (1a12 + c12)2 + (1b1 2  + d1 2 ) 2  + 2Iab + cdl2 , 
cd 
C4 
the equation I IT + SII + IT - SII = 2 (IITII + IISH) for T, S defined as above 
does hold. 
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However as in the case of L spaces the concept of complete-disjointness of 
two elements in C, spaces, p =A 2, does have an isometric formulation. 
Proposition 2.1.11. If p 2, 1 <p < oo and T, S E C, then T I S if and 
only if 
lIT + slI + lIT - slI = IIT+ sIl + IT - sII = 2 (lITlI + IISII). 
Proof. This is an immediate consequence of the fact that lIT + S + IT - S = 
2(IlT+llSll) if and only if TS = S*T = 0 by Theorem 1.2.4 and the algebraic 
description of completely-disjoint operators. 	 El 
Corollary 2.1.12. If p h  2, 1 < p < oo and T, S E C, then T I S if and only if 
llT+SIl+ I IT- S+ I lT+S*ll+ I IT- sII = 4(IITU+ HSII). 
Proof. Simply use Theorem 1.2.4 and Proposition 2.1.11. 	 LI 
Proposition 2.1.11 applied to self-adjoint operators yields a nice result for the 
Cartesian decomposition of an arbitrary operator in C. 
Corollary 2.1.13. If p 2, 1 <p < oo and A, B E C with A* = A and B* = B, 
then 
A J B if and only if IA + iBII = IIAlI + IlBII. 
At this point it is worth mentioning the following which is of some independent 
interest. 
Theorem 2.1.14. If 2 < p 	oo and A, B E C, with A, B positive operators, 
then I JA + iBI 1 2 < IIAU+ IIBlI. 
The proof of this theorem uses majorisation relations and can be found in [10]. 
Norm description (Arazy-disjoint) 
The disjointness of the supports of two elements of C, for 1 <p < oo, p = 4 2, 
has the following characterization in terms of norms, due to Ch.McCarthy (see 
[19] and [4] or Theorem 1.2.4). 
Proposition 2.1.15. Let K, L E Cp . Then 
1 ~ p 2 , 
and 
IK+LII+IIK_LlI ~ 2(IIKIl+IILll), 2<p<oo. 
If p = 2 equality always holds (the parallelogram identity), while for 	2, equality 
holds if and only if K 'A  L. 
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Note that this is the exact analogue of the norm description of two disjoint 
functions in L as seen in Proposition 1.3.4. 
Completely-disjoint versus Arazy-disjoint operators 
The obvious question now to ask is whether there is a relationship between 
C-disjoint and A-disjoint operators. 
This will be answered by the following proposition. 
Proposition 2.1.16. If K, L are two operators in C, then K I L if and only if 
K _L A  L and K _L A  L*. 
Proof This follows immediately from Propositions 2.1.7 and 2.1.8. 	 LI 
Corollary 2.1.17. Let K, L be two operators in C. If at least one of them is self 
adjoint, then K, L are completely-disjoint if and only if they are Arazy-disjoint. 
Approximation by sequences 
It is perhaps now reasonable to try to obtain some simple results about op-
erators in C, spaces approximated by 'completely-disjoint' or 'Arazy-disjoint' se-
quences. Let us explain formally what we mean by this and see what property 
the limits of this kind of sequences have. 
Proposition 2.1.18. If {A}, {B} are sequences in C which converge to A 
and B respectively in the C norm and for all n, A n  is completely-disjoint (Arazy-
disjoint) from B, then A is completely-disjoint (Arazy-disjoint) from B. 
Proof Suppose A-LB. Then A n Bn = BA 	= Bn* An =  0. Obviously, 
A — A in C, implies A —p A in norm. Similarly B —* B, B 	B* in norm. 
Now simply let ii —* oo. The same proof goes through in the Arazy-disjoint case. 
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A rather obvious Lemma is now needed. 
Lemma 2.1.19. If {A}, {B} are sequences in C(7 -() and A —* A weakly and 
B — B strongly, then AB — AB weakly. 
Proof. Fix x, y E H. Then 
(AB, 1x,y) = (A n  (B — B)x, y) + (ABx, y). 
Since (ABx,y) —* (ABx,y) and I (A(B — B)x,y) I < MII((B — B)xlIIIyII, 
where M = .supIIAll <oo by the Principle of Uniform Boundedness, we conclude 
that (ABx,y) — (ABx,y). 	 El 
We are now in a position to obtain the following result which concerns weak 
and strong limits of sequences in C. 
Proposition 2.1.20. If {A}, {B} are sequences in C such that A -f A 
strongly and B - B weakly and for all n, A n  is completely-disjoint (Arazy-
disjoint) from B, then A is completely-disjoint (Arazy-disjoint) from B. 
Proof. This is a simple application of the previous Lemma and the algebraic 
description of completely-disjoint (Arazy-disjoint) operators. 	 LII 
Remark 2.1.21. If A -* A, B - B weakly and for all n, A n  is completely-
disjoint (Arazy-disjoint) from B, then A need not be completely-disjoint (Arazy-
disjoint) from B. 
Proof. Let N = 12 and set 
10 ... 010... 1 0... 0-10... 
00... 000... 00... 000... 
A ...... B, = ...









where A n is the matrix which has 1 in the (1, 1), (1, n), (n, 1), (n, n) positions and 
zero elsewhere, Bn is the matrix which has 1 in the (1, 1), (n, n) and —1 in the 
(1, n), (n, 1) positions and zero elsewhere, and A has only one non-zero entry, 
namely (1, 1), equal to 1. 
We have A =A, B = B and AB = BA = 0 for all n. Thus A is 
completely-disjoint (Arazy-disjoint) from Bn  for all n by the algebraic description. 
Observe that A -f A and B -* B weakly, but AB 0. Therefore A cannot be 
completely-disjoint (Arazy-disjoint) from B. El 
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Some properties 
We lastly note some rather straightforward properties of completely-disjoint/Arazy-
disjoint operators which shall be useful in later sections. Note that the following 
properties hold when I is replaced by 'A 
IfAIB, then BlA. 
If AIB, then A* _L B*. 
If A I B, then ranA is orthogonal to ramB. 
IfAIB 1 ,B 2 ,...,B, then AIB 1 +B2 + --- + B, for all nN. 
2.2 Completely-disjoint/Arazy-disjoint preserv-
ing mappings 
Completely-disjoint preserving mappings 
We begin this section with the definition of a completely-disjoint preserving map-
ping. 
Definition 2.2.1. A linear operator T C(7-1) -* C(7- ) is said to be completely-
disjoint preserving if and only if A I B implies T(A) I T(B) for all A, B 
In order to understand completely-disjoint preserving mappings on C(7- , we 
must first look at some examples. 
Examples 2.2.2. 
1. If A e C(?- , then define T: C('i-1) -* C(fl) by 
T(A) = )U*AU , 
where U is a co-isometry (UU* = I) and A is a complex scalar. Then T is 
completely-disjoint preserving. 
This follows from the algebraic description of completely-disjoint operators. 
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If A e C(?-i), then define T : C(7-() -* C,(N) by 
T(A) = AAt , 
where At  is the transpose of A relative to an arbitrary orthonormal basis of 
7-1 and A is a scalar. 
Since (AB)t = BtAt and  (A*)t = (At)* for all A, B E C(7-I), the algebraic 
description of completely-disjoint operators implies that T is completely-
disjoint preserving. 
As a result the mappingA 	AUAU on Ci,, where U is a co-isometry is 
completely-disjoint preserving by the algebraic description. 
The composition of any completely-disjoint preserving mappings is also 
completely-disjoint preserving. 
Note that if T : C(7-1) -* C,(N) is completely-disjoint preserving, then so is the 
mapping 
: C(fl) -* C,(7-I) 
A) = (T(A*))* 
as a composition of completely-disjoint preserving mappings. 
Using this fact we prove the following Proposition which shall be used several 
times in later chapters. 
Proposition 2.2.3. Let 7-1 be a separable Hubert space. Then: 
A mapping of the form T(A) = AT with T invertible is completely-disjoint 
preserving if and only if T = Al, where A is a scalar and I is the identity 
operator. 
A mapping of the form T(A) = SA with S invertible is completely-disjoint 
preserving if and only if S = Al, where A is a scalar and I is the identity 
operator. 
A mapping of the form T(A) = SAT with 5, T unitary is completely-disjoint 
preserving if and only if S = AT_i for some scalar A. 
Proof. 1. Let T(A) = AT with T invertible be completely-disjoint preserving. 
Let {e} be an orthonormal basis of N. Then since ei ® ei I e3 ® e3 for i j, 
we have (e3 ® e3 )T(e 2 ® e) = 0 by the algebraic description of completely-disjoint 
operators. Thus for i 0 j, (Te i , e3 ) = 0 and hence for all i, Te 2 = Ae 2 for some 
scalar A 2 . Thus T is diagonal with respect to any orthonormal basis of 7 -1. It 
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follows that T = Al for some scalar A. The converse is rather trivial. 
Assume T(A) = SA with S invertible is completely-disjoint preserving. We 
conclude that the mapping (A) = (T(A*))* = (SA*)* = AS* is completely-
disjoint preserving. Therefore 5* = uI for some scalar p by 1. The converse is 
trivial. 
Let T(A) = SAT with S, T unitary be completely-disjoint preserving. Define 
T1 (A) = AS and 7(A) = S'A. Then (T, oTo7)(A) = ATS and this mapping 
is completely-disjoint preserving by the algebraic description. Consequently T = 
AS - ' by 1. The converse is again trivial by the algebraic description. 
In Chapter 3, we shall see that in the finite dimensional case, if we assume 
invertibility for a non-zero linear mapping, we deduce that there are no other 
completely-disjoint preserving mappings other than the following two mentioned 
already in this section: 
A - AW*AW 
and 
A -* AU* A t U, 
where W, U are co-isometries. 
In the infinite dimensional case though we need some extra assumptions. 
Arazy-disjoint preserving mappings 
We start by giving the definition of an Arazy-disjoint preserving mapping. 
Definition 2.2.4. A linear operator Y : C(7-() -+ C(7- ) is said to be Arazy- 
disjoint preserving if and only if A 1A  B implies T(A) 'A  T(B) for all A, B e 
Some examples of Arazy-disjoint preserving mappings on C, spaces now follow. 
Examples 2.2.5. 
1. If A E C(7-1), then define T: C(7-() - C,(7-I) by 
T(A) = AUAW, 
where U is an isometry (U*U = I), W is a co-isometry (WW* = I) and 
A is a complex scalar. Then T is Arazy-disjoint preserving by Proposition 
2.1.8. 
0 
If A e C(7-1), then define T : 
	
	-* C(7I) by 
T(A) = AUAtW , 
where At  is the transpose of A relative to an arbitrary orthonormal basis 
of 7-1, U is an isometry (U*U = I), W is a co-isometry (WW* = I) and A 
is a complex scalar. Then T is Arazy-disjoint preserving by the algebraic 
description. 
The composition of any Arazy-disjoint preserving mappings is also Arazy-
disjoint preserving. 
As we shall see in Chapter 3, the two mappings just defined are effectively the 
only non-zero invertible Arazy-disjoint preserving mappings on C, (7-1) when 7-1 is 
finite dimensional. 
Completely-disjoint versus Arazy-disjoint preserving map-
pings 
Proposition 2.2.6. An Arazy-disjoint preserving mapping on C(7 - , where 7-1 
is a Hubert space over C, need not be completely-disjoint preserving. 
Proof. To prove this define T : Cp - C by T(A) = UAV, where U, V are 
two unitary operators with U AV*  for any scalar A. Then the claim follows 
immediately from Proposition 2.2.3. 	 D 
Note that the completely-disjoint preserving mappings given in section 2.2 
(examples 2.2.2) are also Arazy-disjoint preserving. This observation gives rise 
to the following question. 
Question 2.2.7. Are all completely-disjoint preserving mappings onC (7-1) Arazy-
disjoint preserving? 
It is not easy to come up with an answer to this rather interesting question by 
using the algebraic descriptions straightaway. However, as will be demonstrated 
in Chapter 3, in the finite dimensional case, as far as one-to-one mappings are 
concerned, the situation becomes much simpler once we find an explicit char-
acterisation for completely-disjoint and Arazy-disjoint preserving mappings on 
M (C). We shall also see that a characterisation can be obtained in some cases 
when 7-1 is infinite dimensional, which we use once again together with the alge-
braic descriptions to give an answer to Question 2.2.7. 
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2.3 The support mapping 
In section 1.3 we defined the support mapping for a disjoint preserving mapping 
on L spaces. In this section we shall introduce the analogue of the support 
mapping ci) and show that although the situation in the non-commutative set-
ting is much more complicated, and rather more interesting, most of the anal-
ogous properties do hold. Most importantly the support mapping i) of both 
completely-disjoint and Arazy-disjoint preserving mappings on C turns out to be 
a completely-disjoint preserving mapping. Note that some of the properties of 
are proved in section 2.6. 
The support mapping 
From now on the set of finite rank projections on 7 -1 (i.e projections whose im-
age is finite dimensional) will be denoted by 7'0,  whereas the set of all projections 
on 7-1 will be denoted by T. 
We start by defining the support mapping on finite rank orthogonal projections 
which seems to be the obvious starting point, as were the characteristic functions 
in the case of L spaces. 
Definition 2.3.1. Let T : C(7-() -* C(7-1) be a linear mapping. Define a 
mapping 
by 'i)(P) = the orthogonal projection of 7-1 onto (KerT(P))' for every P in Po. 
We also define 'i)(0) = 0. This mapping 4D (which shall be extended later in this 
section and then further in section 2.6) will be called the support mapping of T. 
Therefore from an intuitive point of view, both ci(P) and Y(P) 'live' on the 
same part of the space. 
Example 2.3.2. Let T be the completely-disjoint/Arazy-disjoint preserving map-
ping 
T: M(C) - M(C) 
T(A) = AU 1 AU, 
where U is a unitary operator and A 0. Let M be a closed subspace of 7-1 and 
P be the orthogonal projection of 7 -1 onto M. Then by the previous definition 
UPU is the orthogonal projection onto U'(M). 
The next lemma will be a 'key' tool in the theory which shall shortly follow 
both in the finite and the infinite dimensional case. 
Lemma 2.3.3. If T: 	-* C(R) is completely-disjoint/A razy- disjoint pre- 
serving and P, Q are in P,  then P 1 Q implies T(P)4(Q) = 0, and T(P)(P) = 
7(P). 
Proof. Let P J Q. Since for all h, (Q)(h) e (Q)(N) = (KerT(Q))' = 
T(Q)*(N), and T(P)7(Q)* = 0 by the algebraic description of A-disjoint and 
C-disjoint operators in C, (see also Corollary 2.1.17), it follows that for all h E 7-i, 
T(P)(Q)h = 0. Also, for h E (KerT(P)) (P)(7-1), we have T(P)(P)(h) = 
T(P)(h). For h E KerT(P) = Ker(P), the equation T(P)(P) = 7(P) holds 
trivially. 
We now state and prove some of the properties of the support mapping of 
a completely-disjoint/Arazy-disjoint preserving mapping on C. 
Proposition 2.3.4. Let 	be the operator defined above and let P, Q be two 
arbitrary projections in Po. 
IfP±Q, then (P)L(Q). 
IfPJQ, then (P+Q)=(P)+(Q). 
IfPQ=QP, then 
Proof. 1. Let P 1 Q. To prove this set M = (KerT(P))'. Then (P)(M) = M 
trivially by the definition of cJ on P0. Since KerT(P) = Ker(P), we obtain that 
'J(P) = 0 on M'. Moreover, (Q)(M') c M' since T(P)(Q) = 0 by Lemma 
2.3.3. Lastly, if h E (KerT(P))', then (h, (Q)h) = 0 since 1(Q)h e KerT(P) 
(Recall T(P)(1(Q) = 0). Therefore 11(Q)hH 2 = ((Q)h, 1(Q)h) = (h, 1(Q)h) = 
0. Consequently 1(Q) = 0 on M. We conclude that 1(P) I (Q) by definition 
2.1.1. 
2. Let P 1 Q. If PM is the orthogonal projection of N onto the closed subspace 
M of N, then Pm,, = M2 + Pm, if and only if M3 = M2 ED M1. Since P _L Q, 
we have ramP I ranQ and so P + Q is a projection. Thus the following two 
equalities are equivalent: 
(P+Q)= (P)+(Q), 
(KerT(P + Q))' = (KerT(P))' ED (KerT(Q))' 
However the assumption P 1 Q and the first part of this Proposition imply that 
the last expression is equivalent to 
(KerT(P + Q))' = din [(KerT(P)) -L U (KerT(Q))'], 
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which in turn is obviously equivalent to 
KerT(P + Q) = (din [(KerT(P))-L U (KerT(Q))'] ) . 
It thus suffices to show that 
Ker (T(P) + T(Q)) = KerT(P) fl KerT(Q). 
Obviously Ker (T(P) + T(Q)) D KerT(P) fl KerT(Q). For the other inclusion 
note that T(P) I T(Q) implies ranT(P) I ranT(Q). If h E Ker (T(P) ± T(Q)), 
then T(P)(h) = —T(Q)(h). Thus T(P)(h) e cl(ranT(P))flcl(ranT(Q)) = {O}. 
Hence T(P)(h) = T(Q)(h) = 0. 
3. Since PQ = QP, PQ is obviously a projection. Write P = P - PQ + PQ and 
Q = Q - PQ + PQ. Then by Proposition 2.1.7, the fact that (P - PQ) IPQ' 
(Q - PQ)IPQ and (P - PQ)I(Q - PQ) and the previous property of , it 
follows that (P) = (P - PQ) + (PQ) and (Q) = (Q - PQ) + (PQ). 
Multiply these two equations to obtain I(P)(Q) = (PQ). LII 
Extension of the support mapping to C(7-() 
The next step is to extend our mapping (D to a mapping, denoted again by 4b, 
to the whole of C(H). 
First we note that if {Q2} is a sequence of self-adjoint pairwise orthogonal 
projections and {A 2 } is a bounded sequence of complex numbers, then the series 
00 
) jP converges strongly and unconditionally. As a result, using part 1 of 
Proposition 2.3.4, we obtain the following simple lemma. Let Cp, sa(7) be the set 
of all self-adjoint operators in C(7-1). 
00 Lemma 2.3.5. If A e Cp,8a(N), A 0 and A = 	AP by the spectral theorem, 
00 
where {Ai } are the non-zero distinct eigenvalues of A, then the series 
converges strongly and unconditionally. 
We are now ready to extend our mapping as follows. 
00 Definition 2.3.6. If A E Cp, sa(N) with A =A 0 and A >)P  by the spectral 




The convergence is in the strong operator topology. 
If K E C with Cartesian decomposition K = ReK + iImK, define 
(K) = (ReK) + i(ImK). 
Here follows an example of a support mapping to illustrate this definition. 
Example 2.3.7. Let Y be the completely- disjoint/Arazy-disjoint preserving map-
ping T: M(C) -* M(C) with 
T(A) = AU'AU, 
where U is a unitary operator and A is a complex scalar. Then for all K e M(C) 
and A 0, 
(K) = U'KU. 
Proof. If P is a (finite-rank) projection, then, with 71 
T?(P) = the projection of 1 - onto (Ker(U'PU))' 
= the projection of 7-1 onto (U'P)(C') 
= U-1 PU. 
Thus by the previous definition '1(K) = U'KU for all K E M(C). 
Note that in example 2.3.7, T = A. Hence T = when A = 1. 
The properties of the mapping 
Before we prove some more properties for our support mapping 1 and make a 
summary of all the properies that we have shown it has so far, we make a simple 
observation. 
Lemma 2.3.8. If K, L are in C, , then K I L if and only if ReK I ReL, ImL 
and linK I ImL, ReL. 
Proof. To prove this simply use the algebraic description of C-disjoint operators. 
U 
We are now in a position to state the properties of the extended support 
mapping. 
Proposition 2.3.9. If T is completely- disjoint/A razy- disjoint preserving, then 
the extended support mapping D induced by T has the following properties: If 
A, K, L e C(7-() and P, Q are projections in P, then 
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If A > 0, (A) > 0. 
I(K*)=(K)*. 
If A is self-adjoint, then for all n E N, (A) = 
. If A > 0, s 0 , then I(A 8 ) = D(A) 8 . 
If K I L, then (K) I (L). 
IfPIQ, then (P+Q)=(P)+(Q). 
If PQ = QP, then (P)(Q) = (PQ). 
Proof. 1. Let A e C, A 	0. Then by the spectral theorem, A = j AjPj 
00 
with A j > 0. So 4D (A) = 	 and for all x e R, we have ((A)x,x) = 
= 	 0. Thus (A) ? 0. 
If K is self-adjoint, then I(K*) = I(K)* trivially. This property of follows 
then immediately by the definition of 1 for an arbitrary K E C. 
00 Let A 	AjP in the usual notation. Since (P) I () for i 	j, we 
have that 4(A) = 	AI(P). Thus for all n E N, 
= 	A(13) = 
00
00 
Let AEC with A 0. Since A= 	ands > 0,we have A 3 = 
The same argument that was used in the proof of 3 can now be applied again 
with n replaced by s > 0. 
To show that K I L implies (K) I 1(L) we first show that it holds for 
K, L E Cp, sa(fl). Let K, L E Cp , sa(7i) with K I L. Note that if K = 	AP and 
L = by the spectral theorem , are the distinct non-zero eigenvalues 
of K and L respectively), then for all i and for all j we have P3 1 Qt. In fact, since 
KL = 0, we have PJKL = 0 and thus A 3 P3 L = 0. This implies P3 L = 0 for all J. 
Similarly LP3 = 0 for all j. Thus we have shown that if KL = LK = 0 and K has 
spectral decomposition > )P2 , then for all j, LP3 = P3 L = 0. Now since LP3 = 
P3 L = 0 for all j, applying the same argument we conclude that for all i, j, QP3 = 
PjQj = 0. Hence for all i,j, I(P) I I(Q) by Proposition 2.3.4. It follows that 
91-1 
= ((P)) 	 = 	 = 0. In the 
same way we can prove that Ji(L)(K) = 0. Since (K), D(L) are self adjoint, 
we have (K) I (L) by property 2. Now let K = ReK + iImK and L = 
ReL + iImL. Since K I L, the previous Lemma implies that ReK I ImL, ReL 
and ImK J ImL, ReL and so the same applies to their -images (IrnK), 
(ImL), (ReK), (ReL). Thus (K)(L) = O(L)4)(K) = (K*)(L) = 
= 0. Now simply use property 2 again. 
Properties 6 and 7 have already been proved (see Proposition 2.3.4). 	LI 
Because of its importance and although the following is simply part of the 
previous Proposition we state it separately. 
Proposition 2.3.10. The support mapping 	of a completely-disjoint/Arazy- 
disjoint preserving mapping T on C (7 -1) is completely-disjoint preserving. 
The mapping is proved to be a very useful tool, as we will see in the following 
sections. 
2.4 The finite dimensional case 
Note that in the case of a finite dimensional Hilbert space 7-1 with dimension n, 
the space C(7-1) can be identified with the set of all complex n x n matrices, and 
it is independent of p as a vector space. 
Completely- disjoint /Arazy-disjoint preserving mappings 
The following theorem gives us an explicit formula for completely-disjoint/Arazy -
disjoint preserving mappings in the finite dimensional case. 
Theorem 2.4.1. Let T M(C) -+ M,(C) be a completely-disjoint/Arazy-
disjoint preserving mapping. Then for all K in M(C), 
T(K) = 
where 'I is the support mapping induced by T and I is the identity operator. 
Proof. Let PM be the projection of Cn  onto M, where M is a (closed) subspace 
of C. The first step is to prove that Y(PM) = 
By the definition of D, (PM ) is the projection of Cn  onto (kerT(PM ))'. Thus 
ker(PM) = kerT(PM) which implies that T(1)-D(Pm ) = Y(PM) on kerT(PM). 
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Consequently we only need to show that T(I)(PM) = T(PM) on (kerT(PM))'. 
So let h E (kerT(PM ))'. Since (PM)(7i) = (kerT(PM))' and T(P)1(Q) = 0 
for P 1 Q by Lemma 2.3.3, we obtain 
T(I)(PM)h = T(I)h 
T(PM )h + T(PMI)h 
= T(PM)h + T(PM1)(PM)h 
= T(PM)h. 
The general case follows easily from the linearity of T and the definition of 4. Lii 
On invertible completely- disjoint/ Arazy-disjoint preserv-
ing mappings 
It turns out that if a completely-disjoint/Arazy-disjoint preserving mapping 
on M (C) is invertible, then its support mapping ob has an additional property. 
Before proving this we need the following lemma which not surprisingly holds 
since our Hubert space is finite dimensional. 
Lemma 2.4.2. If T : M(C) -* M(C) is an invertible completely- disjoint/A-
disjoint preserving mapping, then T(I) is invertible. 
Proof. Let {e} be an orthonormal basis of C'. Since dim(ranT(e ® e s )) ~: 1 
by the invertibility of T and ran(T(e ® es )) I ran(T(e, ® e3 )) for i 4  j , we 
conclude that 
dim(ranT(I)) = dim(ran 	T(e i ® ed)) 
= 	
dim(ranT(e ® e i )) > n. 
But obviously dim(ranT(I)) <n. Hence dim(ranT(I)) = n. Consequently T(I) 
is onto and thus invertible. 	 LI 
As a result we deduce the following nice property for 1. 
Proposition 2.4.3. If T: M(C) - M(C) is an invertible completely- disjoint/A-
disjoint preserving mapping, then the mapping 1 : P0 -* 7'0 induced by T maps 
rank-one projections to rank-one projections. 
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Proof. Let P1 = e 1 0e1 be a rank one projection. Extend le i } to an orthonormal 
basis le i , ..., e,} of C7 and let P3 = e3 ® e. Since T is one to one, Theorem 2.4.1 
implies that for all  e 11, ..., n}, dim(ram(Pj ) ~: 1 and soE (dim(ran(Pj )) ~ 
Ti. On the other hand, we have P2 1 P3 for i 	j, and so 4(P) I (P3 ). 
Consequently ran(P) is orthogonal to ran(Pj ). Therefore 
n > dim (clinU ran((P))) 
=
(dim(ran(Pj )). 
Hence dim (ran(Pj )) = 1 for all j E 11, ..., n}. 	 EM 
Corollary 2.4.4. If T: M(C) -* M(C) is an invertible C-disjoint/A-disjoint 
preserving mapping and : P0 - P0 is the mapping induced by T, then for any 
orthonormal basis e = {e 2 } of C', we have I(e 0 e) = Ue (ej 0 e)U for some 
unitary operator Ue . 
Proof. By the previous proposition there is a unit vector f2 such that 4) (ei ® e) = 
f2 ® ft. Now simply define U by Ue (ej ) = f3 . Consequently (D (ei 0 e) = f2 0 f2 = 
(Ue ei ) ® (Ue) = Ue (ej 0 e) U. 	 D 
Now let Pk  denote the set of all projections in Mn (C) of rank k. 
Proposition 2.4.5. Let 7 : M(C) -+ MT (C) be an invertible completely-
disjoint/A razy-disjoint preserving mapping and T,  4--i be the support mappings 
for 7, T' respectively. Then 
T(Pk)Pk for any k>O 
_1(Pk)Pk for any k>O 
Proof. 1. Since any P in Pk can be written as the sum of k pairwise disjoint 
projections and properties 5,6 of Proposition 2.3.9 hold, it suffices to have that 
y(Pi) ç P, which is true by Proposition 2.4.3. 
2. Fix an orthonormal basis b = {b 1 , ..., b,} of C. We shall prove that there is 
another orthonormal basis a = {a i , ..., a} of Cn  such that T-'  (a2 ® a2 ) = b2 0 b 
for all i. 
Since T' is onto, for each j there is an A 3 54 0 such that 7 1 (A 3 ) = b3 0 b3 . 
Now 7 is completely- disjoint/ Arazy-disj oint preserving and for i j, we have 
b2 0 b2 is completely-disjoint/Arazy-disjoint from b3 0 b3 . Thus for i j, A 2 is 
completely-disjoint/Arazy-disjoint from A 3 . Utilising the same argument we used 
in the proof of Proposition 2.4.3 (counting dimensions), we have that for all j, 
37 
dim(rariA3 ) = 1. We conclude that A 3 = pjaj ® a3 , where jai ,..., a} is an 
orthonormal set and the u's are non-zero scalars. Thus b3 ® b3 = T- '(A,) = 
T 1 (ua 0a3 ) = iT'(a ®a3 ). But 4'.7--1 (a ®a3 ) is the projection of C' onto 
(KerT'(a ® a3 )). Hence 1y_i(a3 (9 a3 ) = b3 ® b3 for all j. Properties 5,6 of 
Proposition 2.3.9 once again imply that 1'T-1 (Pk) Q P, for any k > 0. 
The following simple lemma is going to be needed next. 
Lemma 2.4.6. If A is an invertible operator on N, there is a unitary U such 
that UA is positive. 
Proof By polar decomposition, A = WIAI, where JAI = (A*A)h/ 2  and W is a 
partial isometry with KerW = KerA and ranW = ranA. Since A is invertible, 
KerW = {0} and ranW = R. Thus W is a unitary operator on 7-1 and for all 
x  7-1, (W*Ax,x) = (lAlx,x) > 0. Now set U = W. Li 
A simple, but very useful application of Proposition 2.4.5 is the following, 
which demonstrates that if both a given mapping T on M (C) and its inverse are 
completely-disjoint preserving, then T is simply a scalar multiple of its support 
mapping. We shall also prove that if both a given mapping T on M (C) and its 
inverse are A-disjoint preserving, then T is a scalar multiple of the composition 
of a unitary operator and the support mapping I of T. 
It is worth mentioning that in these cases 1 i- (Pk) = 7k for any k > 0. 
Proposition 2.4.7. Let T : M(C) —* M(C) be an invertible linear mapping 
and be the support mapping induced by T. 
If T, T' : M(C) — M,(C) are completely-disjoint preserving mappings, 
then there is a A 4  0 such that T = A1. If T(I) is a self-adjoint operator, 
then A E R. 
If T, T` : M(C) —* M,(C) are Arazy-disjoint preserving mappings, then 
there is a p> 0 and a unitary operator U such that T = (U)4'. 
Proof. 1. Let f = { f', ..., f,} be an orthonormal basis of C. Then part 2 
of Proposition 2.4.5 applied to T with k = 1 implies that there is another 
orthonormal basis e = {ei , ..., e} of C such that 4D(ei ® e2) = fi 0 fi for 
all i. By Corollary 2.4.4, there is a unitary operator U such that for all i, 
I(e(De) = U(e(9e)U. Now fix i,j with i j. We have T(e 2 ®e) I T(e®e 3 ) 
and so Theorem 2.4.1 implies that T(I)U(e 2 0 e)U I T(I)Ue (ej 0 e3 ) U. We 
therefore deduce that 
Y(I)U e (ej 0 ej )UT(I)Ue (ej 0 e)U = 0 
by the algebraic description of completely-disjoint operators. This in turn implies 
that (x, e) (UT(I)Ue, e 3 ) T(I)Ue ej = 0 for all x E R. Therefore for i, j with i 
j, we have (UT(I)Ue ej , e3 ) = 0 and so UT(I)Ue ej = A 2 e2 for some A 1 . We con- 
clude that UT(I)Ue 
= 	
A i ei ® ei which implies that T(I) 
= 	
A(e ® e i ). 
Since D(ei 0 e) = f2 ® f2 for all i, we deduce that T(I) is diagonal with respect 
to an arbitrary orthonormal basis of C. Consequently 7(I) = Al, where I is 
the identity operator and A is a scalar. Since 7 = T(I)4 by Theorem 2.4.1, we 
conclude that 7 = A1, which finishes the proof of 1. 
2. Applying the argument we used in the proof of part 1 of this proposition we 
conclude that (T(I))*T(I)  is diagonal with respect to an arbitrary orthonormal 
basis of C. Consequently (T(I))*T(I) = Al, where I is the identity operator 
and A is a non-zero scalar. Since T(I) is invertible by Lemma 2.4.2, there is a 
unitary operator W such that WT(I) > 0 by Lemma 2.4.6. Now let us define 
Ti M(C) -* M(C) by T = WT. Then T, (I) > 0 and 
T(I) = ITi(i) = ((WT(I))*WT(I))
1 / 2 = ((T(I))*T(I))2 = A 112 1. 
Thus 7(I) = Au/ 2 W*. We conclude that 7 = T(I) = (1iU), where U = W' 
and ,a=A"2 . 	 E 
The obvious question now to ask is whether the inverse (when it exists) of a 
completely-disjoint/Arazy-disjoint preserving mapping 7 : M(C) - M(C) is 
also completely-disjoint/Arazy-disjoint preserving. The answer to this interesting 
question shall be given in Chapter 3. 
2.5 The infinite dimensional case 
In this section, where 7-1 is assumed to be a separable infinite dimensional Hubert 
space over C, we shall consider whether there is an analogue for the formula 
7 = T(I) (see Theorem 2.4.1) which we obtained in the finite dimensional 
case for an arbitrary completely-disjoint/Arazy-disjoint preserving mapping on 
M(C). 
As it might be expected, the situation is more complicated in the infinite di-
mensional case. However, we shall shortly see that, under some technical assump-
tions, a modification of the same formula holds when 7-1 is infinite dimensional. 
In order to approach this properly, we first need to look at projections of 7 -1 
onto finite dimensional subspaces and utilise the fundamental idea used in the 
finite dimensional case. 
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On projections onto finite dimensional subspaces of 7 -1 
In Lemma 2.3.3 we demonstrated that if T is a completely- disjoint /Arazy-
disjoint preserving mapping on C, (7-1), 1 is its support mapping and P is a finite 
rank projection, then T(P) = T(P)D(P). It turns out that a generalisation of 
this involving finite dimensional subspaces of 7-1 holds. 
Lemma 2.5.1. Let Ho be a finite dimensional subspace of 7 -1 and M be a (closed) 
subspace of 7-la. If T: C(71) -* C(7 -1) is C-disjoint/A-disjoint preserving and 41) 
is the support mapping induced by T, then T(PM) = T(P 0 )I(PM). 
Proof. Trivially we have T(PM) = T(Pn0)(P M ) on KerT(Pl-M) 
since Ker (T(P M )) = Ker ((PM))  by the definition of on 7: 0 . Now 
if x e (KerT(Pl- M)) 1 = (P.M)(?1), then the fact that T(P)1(Q) = 0 for 
disjoint P, Q (by Lemma 2.3.3) implies the following: 
T(P—n 0 )'I(P7M)x = T(P 0 )x 
= T(Pn +M)X + T(P7oeM )x 
= T(P M )x + T(Pn .i-, oeM )(Pn+M)X 
= T(P +M )X. 
Applying the spectral theorem we can generalise the result we have just proved 
for projections onto finite dimensional subspaces to self-adjoint operators in C, 
which 'live' on a finite dimensional subspace of 7-1. 
Proposition 2.5.2. Let T be a bounded completely- disjoint/Arazy-disjoint pre-
serving mapping on C(7-1), A be a self adjoint operator in C(7-1) such that A = 0 
on 7-1 - , where H o is a finite dimensional subspace of 7-b and cI  be the support 
mapping induced by T. Then 
Y(A) = 
Proof. By the spectral theorem A = E AP for some m (A j 0 for all j), where 
PP3 = P3 P = 0 for i 	j, and for all i, dimP2 (7-1) < oo. Moreover, for all 
j e 11, 2,..., m} and for all h E N, P3 h = A i  'APj h e A(7-1) 9 No. Therefore, 
for all j c 11, 2,..., m} , P3 (fl) ç 7-k. Now using Lemma 2.5.1, we obtain the 
following: 
T(A) =2- 	)tP3) 
= 
= 
= T(P 0 ) 
= T(P +0)(A). 
U 
Completely-disjoint/Arazy-disjoint preserving mappings on 
self-adjoint operators 
In order to obtain a description of an arbitrary completely-disjoint/Arazy-
disjoint preserving mapping we shall first try to evaluate such a mapping on 
self-adjoint operators. 
For convenience a well known definition comes first. 
Definition 2.5.3. A partition of the identity on 7 -1 is a family {PZ }j E I of pairwise 
orthogonal projections on 7-1 such that din [U P2 (N)] = H. 
Next we state and prove the following obvious lemma. 
Lemma 2.5.4. Let 2- be a sequentially continuous with respect to the strong 




topology, where {P2 }, {Q2} are families of pairwise disjoint finite-rank projections, 
then: 
E 'r(p') = 	T(Q2) 
i>1 	 i>1 
in the same topology, whenever at least one of 	T(P) and 	T(Q) converges 
strongly. 
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Proof. The following hold in the strong operator topology: Since 	- Q) 	0, 
we have y (E - EQi) 	—*0. So E T(P) - T(Q) —*0. It follows 
that 	T(Pj) > = 
	
—01 
Now suppose that A = A* e C(R) and A = E pi Qi is the spectral decom- 
i>1 
position of A, where {i} are the distinct non-zero eigenvalues of A and Po is the 
projection of 1-t onto KerA. Write P0 = 	Q,, where {Qk}k>1  is a family of 
k>1 
pairwise disjoint finite-rank projections. Rewrite A as 




where Ai > 0 for all i, the non-zero )'s are distinct and {P} 2>. 1 is a partition of 
the identity such that dimP(7-t) <oo for all i. 
Proposition 2.5.5. Let fl be a complex separable Hilbert space and 1 < p < 
oo. Let T be a bounded completely- disjoint/Arazy- disjoint preserving mapping 
on C(fl) and suppose that it is sequentially continuous with respect to the strong 
operator topology. If {P2 } >1 is a partition of the identity such that dimP('H) < oo 




for all self-adjoint operators A. The convergence is in the strong operator topology. 
Proof. Let A = A* E C(7-1) and write A = E )P' as in 2.2. First we show that 
i>1 
Y(P) converges strongly. To do that note that (Y(1)(7)) are pairwise or- 
i>1 
thogonal subspaces of 7- since 7 is completely- disjoint /Arazy- disjoint preserving 
and Pi , 1 P for i 6 j, and T(P)(P) = 7(P) by Lemma 2.3.3. Thus for all 
x E N and m > n, we have: 
II 	T() (x) - 	 T()(x)H 2 =11 ET()(x)lI 2 





i ITIl 2 II'II 2 lI(1)xII 2 
i=n+1 
= 11T112 	I)xl12 
i=n+1 
M 	 2 
IlTH 
i=n+1 
But 	converges strongly since ( ~D(Pi' )) i are pairwise completely-disjoint 
i> 1 
projections by Proposition 2.3.4. Hence 	T(P) converges strongly. Now using 
i> 1 







= 	(T() )) 
i>1 	 j=1 
=E  (-r(Pi') 4) (A)) 
i>1 
= (r(')) (A) 
i>1 
in the strong operator topology. By assumption, 
erator topology. Thus Lemma 2.5.4 implies that 
completes the proof. 
P = I in the strong op- 
i> 1 
T(P2') = 	'r (Pi ), which 
j>1 	 i>1 
El 
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Completely- disjoint /Arazy-disjoint preserving mappings 
Now that we have covered all of the necessary prerequisite material, we can 
finally state the main theorem of this chapter. 
Theorem 2.5.6. Let 7-( be a complex separable Hilbert space and 1 < p < 00. 
Let T be a bounded completely-disjoint/A razy- disjoint preserving mapping on 
C(7-I) and suppose that it is sequentially continuous with respect to the strong 
operator topology. If {P3 } 3>1 is a partition of the identity with dimPj (7i) < 00 
for all j and I is the support mapping induced by T, then: 
T(K) = (r()) (K) 
for all K E C(7-1). The convergence is in the strong operator topology. 
Proof. If K = ReK + iImK, using Proposition 2.5.5, the linearity of Y and the 
definition of we have the following: 






j~ 1  
= (T()) (K). 
j>1 
In the finite dimensional case we proved that if T is a C-disjoint/A-disjoint 
preserving mapping on M (C), then T = T(I). Theorem 2.5.6 provides the 
infinite dimensional analogue of this. Once again it seems that T is essentially 
induced by a linear operator and a 'disjoint' preserving mapping 4D . In this case 
though, where 7-1 is infinite dimensional, the identity operator I is not in C (7- ). 
That is why, as just seen, an analogous expression for T(I) is needed, namely 
T(P), where {P} >1 is a partition of the identity such that dimP2 (7-() < 00 
i>1 
for all i. 
It is perhaps worth pointing out at this stage that the assumption of T be-
ing sequentially continuous with respect to the strong operator topology in the 
statement of Theorem 2.5.6 cannot be dispensed from the rest of the hypothesis 
as we shall now demonstrate. 
Remark 2.5.7. A completely-disjoint/Arazy-disjoint preserving mapping 7 on 
C(N) need not be sequentially continuous with respect to the strong operator topol-
ogy. 
Proof. Let 7-1 = 12. If A E C(N) then define 7 : C(N) -* C(N) by 7(A) = 
JA*J,  where J : 12 -' 12 is the conjugate linear invertible isometry with J2 = I 
defined by J(x i , x 2 , ...) = (ii, 2, ...) with respect to the standard orthonormal 
basis of W. 
The conjugate linearity of J and of the mapping A -+ A* imply that 7 is a 
linear operator. Since (JA*J)* = JAJ, the algebraic descriptions of C-disjoint/A-
disjoint operators imply that 7 is a linear C-disjoint/A-disjoint preserving map-
ping. However, if we define a sequence {Ak} of operators in C(12 ) by 
Ak(xl, x2, ...) = (0, 0, ..., x 1)  ..., Xk, 01 0) ...), 
where the number of zeros before the entry x 1 is k, then obviously Ak E C(1 2 ) 
since it has finite rank and 
A(y 1 ,y2 ,...) 	(yk+1,yk+2,...,y2k,0,0,...). 
Thus A -* 0 strongly. However, T(A) = JAkJ = Ak does not converge to 0 
strongly. 	 Li 
Before finishing this section we provide an example of a C-disjoint/A-disjoint 
preserving mapping on C which can indeed be expressed in the form given in 
Theorem 2.5.6. 
Example 2.5.8. If N is a complex separable Hilbert space and 7 is the bounded 
completely-disjoint/A razy- disjoint preserving mapping 7: C(N) -* C(N) with 
7(K) = U'KU, 
where U is a unitary operator, then for all K E C(7-I), 
00 
7(K) = (T(Pi) (K) 
in the strong operator topology, where {P} is a partition of the identity with 
dimP2 (N) < oo for all i. 
Proof. As in the case of a finite dimensional Hilbert space, for all K E C(7 -i), 
(K) = 7(K) (see Example 2.3.7). For all h E N, 
CO 	 00 
1:(T(Pi)h) = >(U'PjUh) = U' ( 
	
) Uh = U'Uh = h. 
Hence for all h E N, ( T(P)) (K)h = (K)h = 7(K)h. 	 Li 
45 
2.6 Extension of the support mapping 
We now turn our attention once again to the support mapping 1 induced by a 
completely-disjoint/Arazy-disjoint preserving mapping 7, which we have so far 
defined on C, and used to obtain a formula for T. 
As mentioned in section 1.3, the support mapping for a disjoint preserving 
mapping on L can be extended to a mapping on the set of all measurable func-
tions. In this section we shall show that something analogous can be done in 
the non-commutative setting. In other words, the support mapping I for a 
completely-disjoint/Arazy-disjoint preserving mapping 7 on C p can be extended 
first to 1 defined on the set P of all projections and then to the whole of L3(N). 
We begin by proving that such an extension does exist and it is well-defined. 
Then we move on to show that the extended mapping 4 still has some of the 
rather interesting properties that the support mapping 1 we start with has. 
Proposition 2.6.1. Let 7-( be a complex separable Hubert space and 1 < p < 00. 
Let 7 be a bounded completely- disjoint/Arazy-disjoint preserving mapping on 
C(N) and suppose that I is sequentially continuous with respect to the strong 
operator topology. Then there exists an extension 1 : P -* P of 1 such that for 
any arbitrary projections F, Q G 1', the following hold: 
1. If P±Q, then 1(P)JA(Q). 
. If P±Q, then 4(P+Q)=(P)+4(Q). 
Proof. The first step is to show that such an extension exists. So fix P E P \ Po 




P in the strong operator topology. Define 1(P) => 	(P). The con- 
vergence is in the norm of N. Note that for all h E 'H, E I(P)h '4° Qh, 
00 
where Q is the projection of N onto din (u ran(Pn)) since 	is a set 
of pairwise C-disjoint/A-disjoint projections. Thus '(P) e P. It will be shown 
CO 	 00 
now that (P) is well-defined. So let P = E P and P = E Qn with the fam- 
ilies {P}, {Q}  of projections in To  each pairwise C-disjoint/A-disjoint. Since 
00 	 00 
(P) converges strongly to the projection of N onto din (u ran(Pn)) 
and 	(Q) converges strongly to the projection of 'H onto din (U ran(Qn)) 
EEO 
it suffices to show 
d 	U rlin ) = dim (Uran(Qn)). 
Note first that the following are equivalent. 
din (Uran(Pn)) = d (linUram(Qn)) 
00 	
00 fl (ran(P,))' = fl (ran(Q))' 
00 	 00 
fl Ker(P) = fl Ker(Q) 
00 	 00 
fl KerT(P) = fl KerT(Q). 
Then since 	P 
' 	
P 24 P and T is sequentially continuous w.r.t the 
00 	 00 	 00 
strong operator topology, we have T(P) = T(Q). If x e fl KerT(Q), 
00 	 00 
T(Q)x = 	T(P)x = 0. So (T(P)x, T(P)x) = (Y:'r(Pi)X'  T(P)x) = 
n=1 	n=1
0 for all n since (T(P)(7-1)) is a set of pairwise orthogonal subspaces. Conse- 
quently x E fl KerT(P). Similarly it can be shown that if x E fl KerT(P), 
00 
then x E fl KerT(Q). Therefore (P) is well-defined. 
cc 	 00 
	
1. Let P±Q. If P = P and Q E Qn with P, Qn E Po for all n and 
00 	
00 Pn ±Pm , QIQm for n m, then (P) = (P) and (Q) = 
00 
Since P±Q and Q 1: Qn with  QQm = QmQTh = 0 for m m, we have P±Q 
for all n. In fact, QQ = = QQ. Therefore, for all n, PQn = PQQn = 0 
and QP = QQP = 0 which implies that P_LQn for all n by the algebraic 
description. 
00 Now since P_LQn for all n and P 
= 	
P, in the same way it can be shown 
that Pm±Qn for all n, m. The complete-disjointness of 4D implies now that for all 
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P)) (E (Qm) 
m=1 










M0=0  1  
Similarly, (Q)(P) = 0. It follows that 'T(P)I(Q) by the algebraic descrip-
tion. 
2. Let PIQ. If P = E P and Q 
=
QTh with P, Q e P0 for all n such that 
Pn1Pm and Qm IQm for n m, then, as shown in the proof of 1, for all n, m, 
PmIQri That implies that for n m, we have Pn + QnIPm  + Qm. Hence the 
00 series E  (Pr, + Q) converges strongly, and for all ri, P + Qn E Po. Consequently
00 P + Q j P + Q = + Q). The definition of and Proposition 
2.3.9 now imply that 
00 
00 
= 	((P) + (QTh)) 
00 	
00 = 
= ;$ (P) + (Q). 
01 
Before proving a nice multiplicative property for concerning commutative pro-
jections we note the follid —WM-gle—m–rhas. 
Lemma 2.6.2. Let 7 -L be a ap'iex separable Hubert space and 1 < p < 00. 
Let T be a bounded completj-disjoint/Arazy-disjoint preserving mapping on 
c(7-) and suppose that T is sequentially continuous with respect to the strong 
operator topology. Then the extension : P -* P of 1 is also sequentially con-
tinuous with respect to the strong operator topology. 
Proof Let {Q,} be a family of pairwise orthogonal projections in P. We shall 
show that (ii Q) 
= 
	To do that write Qn = > Pn , where 
JPnkJk is a family of pairwise orthogonal projections in P0. We then con- 
clude that 	Qn = 	 where {Pflk}k is a family of pairwise orthog- 
onal projections in Po since so are the families fQ n }n and {Pk}k.  By defini-
tion (Y_ Qn) is the projection of N onto din (Uran4) (Pnk))  and  (Q) 
is the projection of N onto din (y ran(Pnk )). Since din (u ran(Pflk)) = 
cliriU (Uran(D(Pnk)) = dlinJran(Qn ), we conclude that
( 
IIQ) 
the projection of 7-1 onto din (ran~ (Qn)) = LI 
Lemma 2.6.3. Let P in P \ Po and Q in P. If PQ = QP, then we can write 00 
P = 	Pwith P E Po and QP = PQ for all n, and PnIPm for n m. 
Proof. If {e} is an orthonormal basis of (QP)(N)= (PQ)(N) c P(N), it can be 
00
00 
extended to a basis {f} of P(fl). Thus QP = > ek 0 ek and P = 	fk 0 fk. 
If P = fn  ® f7, then PP = P = PP. Therefore , for all n, we have 
00 







00 	 00 
But ((ek (9 ek) (fn ofm)) = E ((fn ® f) (e ® ek)) = en 0 en  or 0. We con- 
clude that QP = PQ for all n. 	 LI 
Proposition 2.6.4. If PQ=QP, then $(Q)$(P) = (QP). 
Proof. Let P, Q e P with PQ = QP. We first assume that Q is a finite-rank 
00 
projection. By the previous Lemma, P = 	P such that QP = PQ for all 
n, each P e To and Pn 1 Pm  for n M. Thus, since (Q) is a bounded 
operator and for all P0 , Qo e P0, P0Q0 = Q0P0 implies 4(P0Q0) = 
by Proposition 2.3.9, the following hold: 
 00 
But QP = Q ( 
	
n) = 








) with QP e To for all n. Hence, by the 
00 
= 	(QP). It follows that 
(QP) = (QP). 
Now if P,Q e P\P0 and PQ = QP, it follows that (P) (Q) = (QP). Indeed, 
00 if Q = Qn with Q1Qm for n m, each Q e To and for all n, QP = PQ 
(see previous Lemma), then for all N e N, 
((Q)) (P) = (>Q )() = ((Q)P) 
by Proposition 2.3.9 and the special case proved. However T. Q + Q implies 
( Q)P -+ QP, which in turn gives us that (( 	 Q)P) - 	(QP) since 
is sequentially continuous with respect to the strong operator topology by Lemma 
N 	 00 
2.6.2. Also (Q) = (Q). Therefore (Q) (P) = (QP). 
For convenience we introduce the following notation. 
Definition 2.6.5. B(iI) 8a is defined to be the set of all self-adjoint operators in 
B('N). 
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Now note that for all P E P, I(P)(7-() c 'T?(I)(7-1). Indeed: if {e n } is a basis 
of P(7-1), it can be extended to a basis {f,} of the separable Hubert space R. 
	
co
00 	 00 
Then I E fn 0 fn and P = >en ®en . But (I) 
=
®f),  which is 
00 	
00 the projection of H onto din (u ran(fn ® fn))i and (P) 1: Cen 0 en), 




ran(en ® en)) C ciin (U ran(fn 0 fn)) we conclude that 
(P)(7-1) c (I)(N). 
We are now in a position to define the extension of 4> onto 13(N) sa using 
the spectral measure for a self-adjoint operator in 8(7-1). 
Definition 2.6.6. Let A E B(7-1) sa and let EA : ci -* 8(7-1) be the unique 
spectral measure for (a (A), ci, 7-1) given by the spectral theorem, where a(A) is 
the spectrum of A and ci is the set of all Borel subsets of o(A) c R. De-
fine EA :Q - 8 ((I)(7-1)) for (u(A), ci, (I)(7)) such that for t in ci, 
EA(L) = I'(EA(I)). Here I denotes the identity operator on 7-1. 
We show that EA is a spectral measure. 
For A in ci, EA (A) E P ((I)(7-i)). 
EA(ø) = 1' (EA(ø)) /(J)(fl) = 'I(0)/(J)() = (0)/(I)() 	0. 
E(cr(A)) 	(EA (a(A)))/(I)() =  
If {z} are pairwise disjoint sets in ci, then Lemma 2.6.2 implies that 
00 EA (U n) 	(EA(Un)) - 




; EA (An) 
n=1  




= 	( (EA(fl)),(J)(fl)) 
cc 
= E EA(L n ). 
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C- 
5. Since 	: P -* P is sequentially continuous with respect to the strong 
operator topology, if Al,  L2 are two sets in Q, then EA(A1)EA(2) = 
EA(1 fl z) = EA(2)EA(1) and Proposition 2.6.4 implies that 
EA(/1 n 2) = ( EA(I1 fl 
= 




(EA(1))I(I)(N) 	(EA (L 2 )) /(J)(fl)  
= EA(Ll)EA(A). 
Hence EA 	-* B ((I)(N)) is a spectral measure for (o- (A), Q, iP- (1) ( -H)) - 
Definition 2.6.7. Define : B(N) sa " 8(7-1) sa as follows: If A E B(N) sa , then 
(A) =0 on ((I)(N)) and (A) = f AdA(A) on 
Finally we can extend our mapping 1' to the whole of 13(N). 
Definition 2.6.8. Define : 13(N) -* 8(7 -1) by (K) = (ReK) + 4- ( ImK) for 
all K E 8(N). 
In summary, we have managed to gradually construct a mapping, namely the 
support mapping for a completely-disjoint/Arazy-disjoint preserving mapping on 
C, first by defining it on finite rank-projections and then moving on step by step 
onto arbitrary operators in 13(7 -I). 
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Chapter 3 
Characterisation and comparison 
of completely-disjoint and 
Arazy-disjoint preserving 
mappings 
Happiness is a butterfly, which, when pursued, is always just beyond 
your grasp, but which, if you will sit down quietly, may alight upon 
you 
In this chapter, we look at both completely-disjoint and Arazy-disjoint pre-
serving mappings on C,, spaces. We first obtain an explicit characterisation for 
invertible mappings on M (C) and then go on to consider invertible bounded 
linear mappings on C (N), where N is infinite dimensional. We deduce that if 
both an invertible mapping Y and its inverse T' are completely-disjoint preserv-
ing and have the additional property of sending rank-one projections to rank-one 
projections, then T can be explicitly characterised. 
Finding, of course, descriptions for both kinds of 'disjoint' preserving map-
pings enables us to come to some conclusions about how the two kind of mappings 
are related. Some results on isometries on C, spaces are also given. In the last 
section we turn our attention to Arazy-disjoint preserving mappings and prove 
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that such mappings on M2 (C) are either invertible or identically zero. The chap-
ter concludes by stating a conjecture for Arazy-disjoint preserving mappings on 
M(C). 
3.1 Notation 
We begin by introducing some notation. 
Definition 3.1.1. Let A = (au ) and B = (/3,,) be two n x ri matrices with 
complex entries. The Schur or Hadamard product of A with B is defined to be 
the n x n matrix, denoted by A * B, whose entries are the pointwise product of 
the entries of A and B. In other words, A * B = (a/3). 
Definition 3.1.2. Let n E N and J C {1, 2,. . . , n} with k <n elements. Define 
Mk (C) -* M (C) 
as follows. Given A = (a) e Mk (C), F(A) is the n x n matrix with (i, j)-entry 
a23 if (i,j) e J x J, and zero otherwise. 
Define 
Sj : M ((C) -* Mk (C) 
as follows. Given A E M (C), S i (A) is the J x J submatrix of A, i.e the k x k 
matrix obtained from A by deleting the i—th row if i J, and the j—th column if 
j 0 J. 
Observe that 
S(T(A))_—A, AEM k (C), 	 (3.1) 
Ti (AB) = .T(A)F(B), A, B E Mk (C). 	 (3.2) 
Also 
= A, 	 (3.3) 
Si  (AB) = S(A)S(B), 	 (3.4) 
when A = (a23 ), B = (b23 ) E M (C) with a23 = b23 = 0 for all (i, i) J x J. 
Definition 3.1.3. Let 1-( be a Hilbert space and x, y, z E H. We define z ® y on 
?- by (z®y)(x) = (x,y)z. 
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3.2 Some preliminary results 
In the following section we shall find a description for invertible C-disjoint/A-
disjoint mappings on M (C) and prove that an invertible C-disjoint preserving 
mapping is also A-disjoint preserving. 
In order to do this we are going to use induction on the dimension of the finite 
Hilbert space C and make use of mappings of the form 
Mk (C) -* Mk (C), 
where k < n and J c {1, 2,. . . , n} with k elements. 
Our initial results in this section concern k x k matrices, k < n, which can be 
made into n x n matrices by being filled in with zeros, and mappings of the above 
form. In what follows, when a linear mapping A: C -* C is being considered 
and an orthonormal basis of Ctm has been prescribed, we shall identify A with its 
matrix with respect to that orthonormal basis. 
Proposition 3.2.1. Let {e} bean orthonorrnal basis for C' and i, j E {1, ..., n} 
with i j. If A: Ctm - C is linear and A-disjoint (C-disjoint) from e1 ® e 1 for 
all 1 i,j and J = {i,j}, then there is an A' E M2 (C) such that 
A = 
with respect to the basis {e}. 
Proof. Without loss of generality we show that if A e M (C) is A-disjoint (C-
disjoint) from e1 ® e 1 for all 1 1, 2 and J = {1, 2}, then 
All A l2 0 ... 0 
A21 A22 0 ... 0 
0 0 0 ... 0 (3.5) 
0 	0000 
with respect to the basis {e 1 }. 
Indeed, since A = E Aij  ® ej and A 'A e1 ® e 1 (1 1, 2), we deduce that 
ij 





A = 	Ae 2 ® e3 
= 
	
A il e ® e 	+ Ai2ei 0 e 
A ll A l2 0 	0 
A 21 A 22 0 	0 
A ni A n2 0 0 0 
with respect to the basis {e 2 }. But A 'A  e1 ® e 1 implies that At LA e1 0 e1, since 
the mapping A '-p At is A-disjoint (C-disjoint) preserving. Consequently A has 
the form (3.5). 
Remark 3.2.2. A generalisation of the previous Lemma holds. 
Let n E N and J C 11, 2,.. . , n} with k elements (k 	n). Let {ej be an 
orthonormal basis for C. If A : C" -* C'' is linear and A-disjoint (C-disjoint) 
from e1 0 e1 for all 1 J, then there is an A' E Mk (C) such that 
A = JF(A) 
with respect to the basis {e 2 }. 
We now conclude that a linear mapping T on Mn  (C) which maps C-disjoint to 
A-disjoint matrices and is such that T(e 1 (9 e l ) = A1 e1 ® e1 for a fixed orthonormal 
basis {e} of C' and non-zero scalars A 1 , has the property of mapping n x n 
matrices which are essentially k x k matrices, k < n, filled in with zeros to 
matrices of exactly the same form. 
Corollary 3.2.3. Let n E N and T be a linear mapping on M (C) which maps 
C-disjoint to A-disjoint matrices. Suppose there are non-zero scalars A l such that 
T(e1®el) = A1e1®e1 for a fixed orthonorrnal basis {e} of Ctm. If  C {1,2,...,n} 
with k elements (k n) and A E Mk (C), there is a matrix A' E Mk (C) such 
that 
T(J(A)) = 
with respect to the basis {e 2 }. 
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Proof Pick i,j e J. Since e®e3 J.. ej®e1 for all  e {1,...,n} with I V J, 
we have: T(e 1 ® e3 ) 'A  T(e i ® e1 ) for all I V J. But T(e 1 (9 e l ) = A1 e1  ® e1 by 
the hypothesis. So Remark 3.2.2 implies that there is a B E Mk (C) such that 
T (e 2 (9 e3) = J(B). Since T is linear, we conclude that for any A E Mk (C) 
there is an A' e Mk (C) such that T(.T(A)) = T(A'). El 
Mappings of the form Si o T oF 
We are now able to prove that the mappings Sj o To .F, where J c 11, 2,. . . , n} 
with k elements (k < n) have essentially the same properties as the linear mapping 
T we start with. 
Corollary 3.2.4. Let n e N and T be a linear mapping on M (C) which maps 
C-disjoint to A-disjoint matrices. Suppose there are non-zero scalars A, such that 
T(e j (9 e l ) = A1e1®e1 for a fixed orthonormal basis {e 2 } of C'. If J c {1, 2,. . . , n} 
with k elements (k n), then the mapping 
Sj oToJ'j : Mk (C) -* Mk (C) 
maps C-disjoint to A-disjoint matrices. If, moreover, T is one-to-one, then so is 
the mapping Si o T o 
Proof. Let A, B E Mk (C) with A I B. Then the algebraic description of C-
disjoint operators implies that .F. (A) I J(B). Thus T (F(A)) 'A  T (.T(B)). 
But by Corollary 3.2.3, there exist A', B' E Mk (C) such that T (9(A)) = .T(A') 
and T(.F(B)) = F(B'). Then .F(A') 'A  .F(B'). Therefore A' 'A  B' by the 
algebraic description again. But A' = Si (T (.F (A))) and B' = Si (T (J (B))). 
Thus Si (T (F (A))) 'A Si (T (Ti (B))). Now suppose that T is also one-to-
one and that Si (T (F (A))) = Si (T (Ti (B))) for some A, B E Mk (C). By 
Corollary 3.2.3, there exist A', B' E Mk (C) such that 
T(F(A))=J(A') and T(.F(B))=J(B'). 	(3.6) 
Thus Sj (F(A')) = Si (.Fj (B')) and so A' = Y. Therefore .F(A') = 
Equation 3.6 now implies that T (F(A)) = 7 (F(B)) and hence F(A) = .7(B) 
since 7 is one-to-one. Apply Sj on both sides to obtain A = B. 	 El 
On rank-one matrices 
We now state three simple lemmas concerning rank-one matrices. They will 
shortly be used to simplify our dealings with both kinds of 'disjoint' preserving 
mappings. 
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Lemma 3.2.5. Let A be a rank-one formally self-adjoint matrix (i.e if A = (a 23 ), 
then a32 = ) with l's on the diagonal. Then A has unimodular entries. 
alk 	 all 
Proof. Consider any two columns k and 1, say k < 1, of A. Then 
a2k 
=ajk a21 
i.e for all rn e N, amk = amlalk since A has l's on the diagonal. But A is self- 
adjoint. Thus for all i,j, we have I a23 2 = 	= a3 a 3 = ajj 	Therefore A 
has unimodular entries. 	 Li 
Lemma 3.2.6. Let A be a rank-one (finite or infinite dimensional) matrix with 
unimodular entries. Then there are unitary matrices U, W such that UKW* 
K * A for all K. 
Proof. Let A = (a23 ) with respect to {e 2 }. Since A is rank-one, any two columns 
of it are linearly dependent. Thus there are A 's, j > 2 such that aij = Aa2i for all 
i,j > 1. Let A 1 = 1. The matrix A has unimodular entries and so I a ij I = I A.,I = 1 
for all i, j. Now define U = diag{a21 , i > l} and W* = diag{,\3 , j > 11. Then 
U, W are obviously unitary and UKW* = K * A for all K with respect to the 
fixed orthonormal basis {e 2 }. LI 
Lemma 3.2.7. Let A be an n x n (n > 3) self-adjoint matrix with unimodular 
entries and 1's on the diagonal. If every  3 x 3 submatrix of A has rank one, then 
A has also rank one. 
Proof. Let A = (a23 ) and fix 1 < i, j n with i j (say i <j). We will show 
a12 	a13 
that : 	and 	are linearly dependent. For any k 4  i, j (without loss of 
aii 	a23 
generality we may assume that j < k), a32  and  a33  are linearly dependent 
~aki ~akj 
since any 3 x 3 submatrix of A has rank one. Therefore there is a non-zero scalar 
a 3 	aii 	a2 
Ak such that a33 = Ak  a3 ' 	a3 	0 (recall that aii = 1 0). Thus 
ak3 	aki 	ak 
Ak = Akaii = a 3 
and so Ak does not actually depend on k. We rename it A'. Thus ak3 = A'aki for 
all k 4  i,j. If k = j, then 1 = a33 = A'a32 , and so A' = a 3 since A is self-adjoint 
and has unimodular entries. For k = i, we have A' = a 3 , which, we already know, 
holds. Hence ak3 = Aak2 for all k. 
a13 	a12 
Therefore : = A' : I and so A is rank-one. 
a) 
One more lemma is needed. 
Lemma 3.2.8. Let 7- be a separable Hubert space and fix an orthonormal basis 
{e 2 } of H. Let T be a linear mapping on C, (7 -1) which maps C-disjoint to A-
disjoint operators. If dim (ranT(e2 (9 es )) = 1 for all i, then there is an isometry 
U1 and a co-isometry Wi and there are scalars A2 e R+,  A 2 such that 
W 1 T(e 2 0 e)Ui = Ae 2 ® e 
for all i. 
Proof. Since dim (ranT(e 2 0 e2 )) = 1 for all i, we can write T(e 2 ®e2 ) = A 2 w 2 ®u, 
where w, u i are unit vectors in 'N and A 2 E N {0} for all i. For i j we have 
e2 0 e2 I e3 0 e3 and so w 2 ® u2 'A  w3  ® u3 . Thus (u2 , u3 ) = (w2 , w3 ) = 0 for all i, j 
with i j. Extend {u 2 } and {w 2 } to bases of R. Define linear isometries W, U 1 
by W(e 2 ) = w2 and Ui (e2) = u, and set W1 = W*. Then W1 is a co-isometry and 
W1 T(e 2 (9 e 1 )U1 = A 2 e2 0 e2 for all i. 0 
3.3 The finite dimensional case 
In our attempt to find a characterisation for C-disjoint/A-disjoint preserving map-
pings on M (C) using induction, we shall first need to consider mappings on 
M2 (C). 
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Invertible completely- disjoint /Arazy-disj oint preserving map-
pings on M2 (C) 
The following theorem is a fundamental result stating that there are only 
two possible formulae for invertible mappings on M2 (C) which map C-disjoint to 
A-disjoint matrices. 
Theorem 3.3.1. Let T be a linear mapping on M2 (C). The following are then 
equivalent: 
T is an invertible mapping which maps C-disjoint to A-disjoint matrices; 
T is an invertible A-disjoint preserving mapping; 
there are unique, up to a scalar, unitary operators U, W and a unique scalar 
). e W, .\ 0 such that 
	
either T(K) = AUKW 	 (K E M2 (C)) 
or 	T(K) = ,\UKtW 	 (K E M2 (C)). 
Such an operator on M2 (C) is C-disjoint preserving if and only if U is a unit 
scalar multiple of W*. 
Proof. (iii) == (ii): To prove this implication simply use the algebraic description 
of A-disjoint matrices and note that T is obviously invertible in both cases. 
(ii) == (i): This is trivial by the fact that K I L implies K 'A  L for all 
K,Le M 2 (C). 
(i) == (iii): Let {e} be the standard basis for C 2 . Then dim (ran (T(ei ® es ))) 
1 for i = 1, 2 since T is invertible. Also T(e®e 2 ) ' A T(e3 ®e) for i j and conse-
quently ran (T(e 2 ® e s )) I ran (T(e3 ® e3 )). We conclude that ran (T(e2 ® e s )) = 
1, i = 1, 2. Lemma 3.2.8 now implies that there are isometries U1 , W1 and non 
zero scalars A, u E R such that if we define T(.) = W1 T(.)U1 , then T(e i 0 e l ) = 
A0 	 00 	 (a/3\ 
and T(e 2 (D e2 ) = 	. Suppose that T(e i 0 e) = ( 	I and 
00 	 o 
a 
T(e 2 (9 e l ) = 	for some complex scalars a, )3, 'y,  J, a', /3', 'y',  6'. 
Now let u = (Y, 1), v = (1, —Y) in C2 with Y e R. Then 
(y2y 	 1 —Y 
uOu= 	 and v®v= 
Y 1 	 —Y Y 2 
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Since u®ulv 0 v,  we have T(u 0 u) 	T(v 0 v).  Thus 
(u®u)((v®v))= ('T(v 0 V)) * JT (U 0 U) = 0. 
But 





* 	- - Ya' —Y - Yy' 
®v)) =1 - 	- - 
—Y
- 
 - Y3' Y 2 71 - - Y8' 
The (1,1)-entry of T(u ® u) ((v ® v)) is zero, so the coefficient of the polyno-
mial in Y 3 should be zero. Thus 
—Ai?—)=O. 	 (3.7) 
Similarly, the (2,2)-entry of T(u®u) ((v (& v)) is zero, so the coefficient of the 
polynomial in Y3 should be zero. Thus 
6i + 	= 0. 	 (3.8) 
If we repeat the same argument with u = (Y, i) and v = (—i, —Y) in C2 and 
Y E R, we have: 
y2 yz 	 1 Yi 
u®u= 	 and vøv= 
Yi 1 	 —YiY 2 
(u(9u) (_T (v 0 V))* = ( -T(v 0 V)) -Tr (U 0 U) = 0, 
- Yai + Ya'i —Y/3i + Y/3'i 
T(u®u)= 
—Yyi + Y'y'i 	It - Yöi + Y8'i 
and 
* 	- Yi + Ya'i 	—Y7i + Y"/i 
T(v®v)) = 
—Yi + YTi y2ji  - 	+ 
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Looking at the (1, 1) and (2,2) entries of T (u ® u) 
( 
(v ® v)) 
* 
and the coeffi-
cient of the polynomial in Y 3 again, we get 
—AZY 	 (3.9) 
—i+o'i:=0 	 (3.10) 
respectively. Combining (3.7)-(3.10) (using A, 	0), we get 
(3.11) 
Now using (3.11) and the fact that the (1, 1) and (2, 2) entries of the matrix 
T (u ® u) ( -j~ (v ® v)) are zero when u = (Y, 1) and v = (1, —Y) with Y E 
we get 
1Al2 -  1i3 1 2 - 
 1,3 ,1 2 - 2Re(0/3 7) = 0 	 (3.12) 
2 
sI —h'l 2  —kyl —2Re('yy')--O 	 (3.13) 
respectively. Using (3.11) and the fact that the (1, 1) and (2, 2) entries of the 
matrix T (u ® u) (T (v ® v)) are zero when u = (Y, i) and v = (—i, —Y) with 
Y E R, we get 
Al2 - 
10  2 
- 
	12 + 2Re(0/3 7) = 0 
2 
I/ —i'I 2  —VII +2Re('y'y')=O 
respectively. Combining (3.12),(3.14) and (3.13),(3.15), we conclude that 
A12 - 1012 - 
 10 , 12 
= U 
Re ()3p7) =0 
and 
11 2 _ II 2 - 	 /I2 	0 
Re ('y3) = 0. 
(3.14) 
(3.15) 
By looking at the (1, 1) and (2,2) entries of the matrix 7 (u ® u) 
( 
(v ® v)) 
* 
and the coefficients of the polynomial in Y 2 when u = (1+i, Y) and v = (Y, —1+i) 
with Y e R, we obtain that 
IM (0 1-3-7) =0 
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and 
IM ('y) = 0. 
Therefore 
1Al2 - 11312 - 1112 = 0 
i 	2 	' 
iil - 	
2 - I,/12 = o 
7_ri = 0. 
Now we use (3.11) and the fact that the (1, 1) and (2,2) entries of the matrix (r (v (D v)) T (u ® u) are also zero, when u = (Y, 1) and v = (1, —Y) with 
Y E R to obtain 
2 	2 	2 
Al —rl —H +2Re(-y'')=0 
2 
l/Ji HiI 2  — 113 '1 2 + 2Re(13/3') 0 . 
The same argument applied to u = (Y, i) and v = (—i, —Y) with Y E JR yields 
2 	2 	,2 




 — 113 '1 2-2Re(013')= 0 . 
Therefore 
Al2 - l_r 12 _17/1 2 =0 
and 
2 
ILL - 1131 2 - 10, 12 = 0. 
We thus have four cases: 
Case 1: 0= _r=  0 
Then T(e i 0 e2) = 0 which is a contradiction to T being invertible. 
Case 2: 3' = _r' = 0 
This case is similarly rejected. 
Case 3: 0 = _r' = 0 
Then 113'l = I_rI = JAI = IpI . Since the (1,2)-entry of 	(u®u) ((v (&v)) is 
zero when u = (Y, 1), v = (1, —Y) and a = a' = 6 = 6' = /3 = _r' = 0, we obtain 
Thus 
AIL=A= lA_




We deduce that the determinant of the 2 x 2 matrix A = 	is zero and 
ly 
thus A is rank-one. Now note that: 
- 1 0 A 0 0 0 0 
00 00) k0  o) 
- (0 (0 (0 '\ (° 
TI  
\00 -Y 0 io) k0  
i.e T(K) = Kt * A for all K E M2 (C). 
Since A is rank-one and all its entries have the same modulus, A = A'A for 
some A' e W, A' 0, and for some rank-one 2 x 2 matrix A with unimodular 
entries. By Lemma 3.2.6, there are unit aries U2 , W2 such that U2 KtW = Kt * A 
for all K e M2 (C). Thus T(K) = A'U2 KtW for all K E M2 (C). Consequently, 
T(K) = A'UKtW , 
where U = WU2 , W = WU are unitary operators and A' E W, A' 4  0. 
Case 4: 3' = = 0 
- (A 
Then IiI = 	= Al = iI and in the same way, we can define A = I 
which is rank-one and all its entries have the same modulus, and for all K e 
M2 (C), 
T(K)=K*A. 
Therefore for all K E M2 (C), 
T(K) = A'UKW 
for some unitaries U, W and some A' e 	A' 0. 
To show that such an operator is C-disjoint preserving if and only if U is a 
unit scalar multiple of W simply apply Proposition 2.2.3. 
Lastly, we show that U, W are unique up to a scalar and that A' is also unique. 
So suppose there are A', A 1 E IR±, A', A 1 0, and unitary operators U, U1 , W, W 1 
such that for all K, 
A'UKW = A1U1KW1. 
Set K = I, the identity operator, to get 
A'UW = A 1 U1 W1 . 	 ( 3.16) 
So IIA'UWII = IIA1U1W1II. Thus 
A' = A 1 . 	 ( 3.17) 
We conclude that for all K, we have UKW = U, KW, 
Now fix i. Then for any k, j we have: 
(U(e 2 (D e3 ) W) (ek) = (U i (e 2 ® e3 )W i ) (ek). 
So 
< We,, e3 > Uej =< Wlek,e3 > Ue2 . 
Since W 0, there are k0 , 
jo 
 such that (We k0 , e30 ) 0. Therefore Ue2 = pUl ej 
for all i, where p = 
(W1 ek0 ,e)0 ) 
(Wek0,e)0) 
E C p = 4  0. Consequently U = MU, and thus (3.16), 
(3.17) imply that 
W =-w1 . 
Thus U, W are unique up to a scalar. 
The following Proposition which gives a characterisation of invertible C-disjoint 
preserving mappings is essentially part of the previous Theorem but we state it 
separately because of its independent interest. 
Proposition 3.3.2. Let T be a linear mapping on M2 (C). The following are 
then equivalent: 
T is an invertible completely-disjoint preserving mapping; 
there is a unique, up to a scalar, unitary operator W and a unique scalar 
A e C, A 0 such that 
	
either T(K) = AW*KW 	 (K E M2 ((C)) 
or 	T(K) = AW*KtW 	 (K E M 2 ((C)). 
Remark 3.3.3. It's worth pointing out at this stage that the two formulae ap-
pearing in the statement of Theorem 3.3.1 cannot be the same. In other words, 
we cannot have 
AUKW = A 1 U1 KtW 1 
for all K. 
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Proof. To show this note that 
Kt = 
for all K, where U2 = UU and W2 = WW are unitaries. Thus for all K1 , K2 
we have: 
/A 2 
---U2 K 1 K2 W2 = (K1K2)t = KK =U2 K2 W2 U2 K1 W2. 
A 1 
So for all K1 , K2 , 
K1 K2 = -K2 W2 U2 K1 . 
Set K1 = e 0e3 and K2 = e3 ® e 2 with i j, where {ek} is an orthonormal basis 
for C2 , to obtain 
ei ei =(ej0 e) W2 U2 (e ® ei ). 
A 1 
Thus 
ei = (ei ® e)(e) 	® e)WU(e ® e) (e) = 0, 
A 1 
which is a contradiction. 
Invertible completely- disjoint /Arazy-disjoint preserving map-
pings on M (C) 
We now procceed to investigate what happens when we consider invertible 
C-disjoint/A-disjoint preserving mappings on M (C) for n> 2. It turns out that 
the two formulae we obtained for such mappings on M2 (C) can also be obtained 
for mappings on M (C) for n> 2. 
We begin by stating a simple but very useful lemma. To prove it we shall 
use the fact that mappings of the form S i o T o Jj map C-disjoint to A-disjoint 
matrices whenever T does and is defined by T(K) = K * A or T(K) = Kt * A, 
where A is a matrix which has some specific properties. 
Lemma 3.3.4. Let A be an n x n self-adjoint matrix with unimodular entries 
and 1's on the diagonal. Let Y be a linear mapping on M (C) defined by one of 
the following two formulae 
T(K) = K * A, K E M (C) 
T(K) = Kt * A, K E M (C) 
which maps C-disjoint to A-disjoint matrices. Then A has rank one. 
mll 
Proof. Suppose T(K) = K * A for all K e M (C) and A = (a3 ). We will show 
that any 3 x 3 submatrix of A has rank one. 
So fix 1 <i, j, k < ii, all distinct (without loss of generality we may assume 
that i <j <k). Define 
M3 (C)— M3 (C) 
23 = SJ o To -FJ, 
where J = {i, ' k}. Then T3 maps C-disjoint to A-disjoint operators. This can 
easily be shown by noting that the Schur product of matrices preserves subma-
trices. 





(0,1,-1)®(0,1,-1)= 0 1 —1 
0 —1 1 
are C-disjoint self-adjoint matrices. Thus 
T3 ((1, 1, 1) ® (1, 1, 1)) 1A  T3 ((0, 1, —1) ® (0, 1, —1)). 
Consequently, since T(K) = K * A for all K, we have: 




a 3 ak 	0 	0 	0 
= ai ajj a3k 	0 a33 — a3 k 
aki ak3 akk 	0 — ak3 akk 
[au 	
ic a 3 au] [o 0 	0 
ak 	0 	_T = 0. 
ak ak akk 	
0 - 
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Thus the (1,3)-entry, namely akakk - 	 is zero. Therefore a ikakk = 
which yields ak = 
Since 
aii = 1 for all i, 
aij  = 1 for all i,j, 
aji = J for all i, j and 
ak = aa3k for all distinct i, j, k, 
we deduce that the 3 x 3 matrix 
aii a 3 ak 
aji a33 a3k 
~aki ak3 akk 
which can now be written as 
1 a 3 ak 
1 a3k 
is rank one because any two columns are obviously linearly dependent. We there-
fore conclude that any 3 x 3 submatrix of A has rank one. By Lemma 3.2.7, A is 
a rank one matrix. 
The case that T(K) = Kt * A is treated similarly. Alternatively, when Y is given 
by (ii), consider the mapping K —p (Kt * A)t = K * At which maps C-disjoint to 
A-disjoint matrices since T does. Observe that At  has exactly the same properties 
as A does. So (i) implies that At  is rank one. Consequently A is also rank one. 
0 
Next we prove a rather technical result for a linear mapping which maps C-
disjoint to A-disjoint matrices. We first work on M3 (C) and then on M (C) for 
an arbitrary n. As we shall see this is done so because an induction argument 
which will soon be used can only be started from ri = 4. The case n = 2 has 
already been dealt with. 
Lemma 3.3.5. Let A = (a23 ) be a 3 x 3 self-adjoint matrix with unimodular 
entries and l's on the diagonal, and fix an orthonormal basis {e2 } for C 3 . Sup-
pose that T is a linear mapping on M3 (C) which maps C-disjoint to A-disjoint 
matrices and for all i,j e {1,2,3} 
either Y(e 2 ® e3 ) = (e2 ® e3 ) * A 	 (3.18a) 
or 	T(e 2  ® e3 ) = (( e2 ® e3 ) * A)t. 	 (3.18b) 
Then 
either T(K) = K * A, K e M 3 (C) 	 (3.19a) 
or 	T(K) = (K * A)t ,  K € M3 (C). 	(3.19b) 
Proof. We first show that if i, j E {1, 2, 31 and T(e 2 ® e3 ) = (e 2 0 e3 ) * A, then 
T(e3 (D e2 ) = (e3 (D e 2 ) * A. Without loss of generality we shall prove it for i = 1 
and j = 2. 
0 a12 0 
So suppose that T(e i 0 e) = (el 0 e) * A = 0 0 0 and T(e 2 ® e l ) = 
000 
0 a21 0 	1 1 0 	1 —1 0 
((e 2 0 e l ) * A)t .  Then T(e20ei) = 0 0 0. Since 1 1 0 	—1 1 0 
000 	000 	0 00 
1 a12  + ZT12 0 	1 —(a 12 +j) 0 
it follows that 0 	1 	0 -'-A  0 	1 	0 . This is a contradic- 
0 	0 	0 	0 	0 	0 
tion as can easily be seen by the algebraic description of A-disjoint matrices. 
Therefore T(e 2 ® e 1 ) = ( e2 ® e l ) * A. 
Now note that there are only three possibilities of choosing two numbers i, j, 
whose order is irrelevant, with i j from the set 11, 2, 3}, namely 11, 2}, 12, 31 
and 11, 31. Since A has l's on the diagonal, to prove the statement, it suffices to 
show that either 3.18a holds for all possibilities or 3.18b does. 
We therefore need to reject the 'mixed' cases. However, in all 'mixed' cases 
either 3.18a holds for two out of the three possibilities of choosing i,j or 3.18b 
does. We will consider the case that 3.18a holds for two and 3.18b holds for one. 
The other case is treated similarly. We present the case that 3.18a holds for 11, 21 
1 1 1 	1 —1 0 
and 12,31 and 3.18b holds for 11, 31. Since 1 1 1 ' 0 	0 0 we have: 
1 0 
1 1 1 	1 —1 0 	 1 j3  
1 1 1 -1-A T 0 	0 0 	Consequently 	1 a -'--A 0 0 	0 
111 	—110 	 ')'?1 	0 a 	0 
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where we have written A as 	1 a with I cel = 101 = H = 1. Thus the (1,3)- 
1/35 	1 00 
entry of the matrix 	1 a - 0 a is zero by the algebraic description 
O 1 -' 0 0 
of A-disjoint matrices. Hence /3a = 0, which is a contradiction to Icel = 1/31 = 1. 
The other cases can similarly be rejected. 	 El 
In what follows, if an orthonormal basis {e} of C' has been prescribed, by 
e2 ® e3 we shall denote both the n x n matrix with 1 in the (i, j) position and 
zeros elsewhere, and its m x m submatrix Sj (e2 0 e3 ), where J c 11, 2, . . . , n} 
with m < n elements. 
The symbol ei will be used to denote both the standard vector in Ctm which 
has 1 in the i-th position and zeros elsewhere, and the vector in C 2 obtained from 
it by keeping its i-th and j-th entries. The meaning of these symbols will always 
be clear from the context. 
Proposition 3.3.6. Let A be a n x n self-adjoint matrix with unimodular entries 
and 1's on the diagonal, and fix an orthonormal basis {e2 } for C. Suppose that 
T is a linear mapping on M (C) which maps C-disjoint to A-disjoint matrices 
0 
and for all i,j E {1,2,...,n} 
either T(e 2 ® e3 ) = (e2 ® e3 ) * A 	 (3.20a) 
or 	T(e 2 ® e) = ((e s ® e3 ) * A)t. 	 (320b) 
Then 
either T(K) = K * A, K E M (C) 	 (3.21a) 
or 	T(K) = (K * A)t ,  K e M (C). 	 (3.21b) 
Proof. If n = 2, the statement can easily been proved using the A-disjoint 2 x 2 
matrices 	, 	 as we did in the proof of Lemma 3.3.5. For n = 3, 
1 1 —1 1 
it has already been proved (see Lemma 3.3.5). Now we use induction for n > 4. 
So suppose that the statement holds for n - 1. 
Set 
Ji ={1,...,n-1} 	 (3.22) 
J2 ={2,...,n} 	 (3.23) 
J3 ={1,2,n} 	 (3.24) 
and define, for m = 1, 2, 
T. : M_ 1 ((C) -* M_ 1 ((C) 
= 8Jm o T o 
and 
M3 ((C) -* M3 ((C), 
= Sj3 o To .F 3 . 
Since T maps C-disjoint to A-disjoint matrices, so does Tm for m = 1, 2,3 by 
Corollary 3.2.4. (Notice that T(e j (3 e l ) = e1 (9 e1 for all 1 E 11, , ..., n} since A has 
I's on the diagonal.) 
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Also for all i,j E {1, , ...,n - 1} 
either Tm (ei ® e) = (e i ® e3 ) * A m , m = 1, 2 	(3.25a) 
or 	Tm (ei ® e3 ) = (( es (D e3 ) * A m )', m = 1,2 	(3.25b) 
and for all i,j e {1,2,n} 
either T3 (e2 ® e3 ) = ( e i  ® e3 ) * A 3 , 	 (3.26a) 
or 	(D e3 ) = (( es (9 e3 ) * A 3 )t , 	 (3.26b) 
where A m is the Jm X  Jm submatrix of A. Obviously A m has exactly the same 
properties as A does. 
By the induction hypothesis for lj and T and Lemma 3.3.5 for T3 , we obtain 
that, for m = 1, 2, 3, 
either Ym (K) = K * A m , K e M (C) 	 (3.27a) 
or 	Ym (K) = (K * A m )', K E M (C). 	(3.27b) 
Next we prove that 
either Y1 (K) = K * A 1 	 (3.28) 
T2 (K) = K * A 2 	 (3.29) 
T3 (K) = K * A 3 	 (3.30) 
or T, (K) = (K * A 1 )t 	 (3.31) 
Y2 (K) = (K * A 2 ) t 	 (3.32) 
T3 (K) = (K * A 3 ) t . 	 (3.33) 
So suppose that (3.28) holds. If (3.32) was true, we would have a contradiction. 
To show this pick K = e ®e3 E M (C) with i, j 54 1, n and i j. 
Then 
J, (Sf1 (K)) = K 	 (3.34) 
and 
F 2 (Sf2 (K)) = K. 	 (3.35) 
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Hence 
T1 (Si, (K)) = Sj, (T 	(K)))) = Si, (T (K)) 	(3.36) 
and similarly 
2 (S.,2 (K)) = Si, (T (K)). 	 (3.37) 
Apply .F 1 on both sides of (3.36) to get 
Ti, (lj (Si, (K))) = F 1 (Si, (T(K))) 
and J 2 on both sides of (3.37) to get 
F 2 (Y2 (Sf2 (K))) = 'J2 (SJ2 (T(K))). 
Now observe that (T(K))im = 0 for (1, m) 0 J1 x J1 and (1, m) J2 x J2 since 
we have i,j 1, n. 
Therefore (3.3) implies that 
Ji (S (T(K))) = T(K) 
and 
-Ti, (Si, (T(K))) = T(K). 
Hence, on the one hand, 
T(K) = J j1 (T1 (S f1 (K))) 
and on the other hand 
Therefore, on the one hand, the (i, j)-entry of T(K) for this particular K = eØe 
would be 
= (.F 1 (T1 (S 1 (K)))) 3 (use (3.28)) 
= 	 A j ) jj  
= (A 1 ) 3 0 (all entries of A are unimodular, A 1 is a submatrix of A) 
and on the other hand it would be 
(T(K))3 = (.F 2 (T2 (S 2 (K)))) 3 (use (3.32)) 
= Q(ej ® e) * A2]t).. 
= ((e2 ® e3 ) * 
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which is a contradiction. 
In a similar way (by choosing an appropriate K Cz M (C)) all the 'mixed' cases 
can be rejected. 
We immediately conclude that T is given by 
either T(K) = K * A, for all K E M (C) 	 (3.38a) 
or 	T(K) = (K * A) t , for all K E M (C). 	(3.38b) 
To see this simply evaluate T on e2 ® e3 for 1 < i, j < n by choosing a suitable 
Tm , m = 1, 2,3 (recall the definition of A m , m = 1, 2, 3). 	 fl 
Let us now turn our attention to a certain class of invertible mappings which 
map C-disjoint to A-disjoint matrices. The following result shall shortly play a 
vital role in our attempt to describe invertible C-disjoint/A-disjoint mappings on 
M (C). To obtain it we shall look at 2 x 2 blocks of n x n matrices and utilise 
the results obtained so far for mappings on M2 (C). 
Proposition 3.3.7. Let n E N, n > 2, and {e 2 } be a fixed orthonormal basis for 
Ctm. If T: M (C) -* M (C) is an invertible mapping which maps C- disjoint to 
A-disjoint matrices and there are A 's in W, ) 0, such that 
T(e i ® e) = Aiei ® ei for all i, 
then 
	
either T(K) = A(K * A), for all K e M (C) 	(3.39a) 
or T(K) = A(Kt * A), for all K E M (C), (3.39b) 
where A is an n x n self-adjoint rank-one matrix with I's on the diagonal (and 
hence has unimodular entries by Lemma 8.2.5) and ) E W, ) 0 
Proof. Fix i, j e I 	n} with i 4  j, set J = { i, j} and define 
M2 (C) -* 
 
M2 (C) 
- sJ 0 0 
In the notation (ij) the order of i and j is irrelevant. 
Corollary 3.2.4 then implies that T is a one-to-one mapping on M2 (C) which 
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maps C-disjoint to A-disjoint matrices. 
Theorem 3.3.1 now yields that 
either 7'(K) = for all K E M2 (C) 
or 	7(K) = .\(uj)U.')KtV/ (ii) , for all K E .M 2 (C) 
where 	are unitary operators on C 2 and OA E W, 	0. 
Then 
y(ii)(6 
® e 2 ) = )% U2
(ii) 




But on the other hand, by the definition of 	and the fact that T(e (3 e) = 
A iei ® e 2 (hypothesis), we have: 
(ei 2 ) 




ii) e, 	 (3.41a) 
(T4r(i3))*() 	(ii) = p e 	 (3.41b) 
(ii) for some complex scalars (ii)  
Since 
® ((W2('j) ) * ei )  = tueu ® e 
i.e 	 ® ei = A iei® e, 




(ii)) 	A, Iii 	- e 	{0} 	 (3.42) 
since A, )(ij) 	N {0} for all i, j. 
Working in the same way with e3 instead of e, we conclude that there are complex 
( ii) 	(z ) scalars 	, psuch that 
U'(e3 ) (ij) /L e3 , 	 (3.43a) 
(TyV(i3))*() - ( ii) 





E 	{O}. 	 (3.44) 
Since 	are unitaries and diagonal with respect to the basis lei , e3 } of C 2 
	
(ii) 	(ii) 	(ii) 	(ii) 
by 3.41a, 3.41b,3.43a and 3.43b, their entries 	, , p , p3 are unimodular. 
Since (jj)) > o and (ij)j)1 - 1 we obtain (j)W) p 	 gut p 	 , 	am ,u p2 	= 1. Similarly 






(ii) - (ii) 
I_Li  —pi 
Equations 3.42 and 3.44 now imply that, for all i j, 
A(U) = Ai = A. 
It follows that Al = A 2 = ... An = A. 
By the definition of we have: 
® e3 ) = (S o To Fj)(e2 ® e3 ). 
Thus, for i j, either 
(Si o T o .Tj)(e (9 e3) = 	® e)W 
= 	® ((W ('j) )'ej ) 2 	 2 
= 	 ® e3) 
or 
(Sj o To .Fj)(e2 ® e3 ) = )tU(ei 0 e2 ) T47 
= A(Ue) 0 ((W 2(ij ) ) * ei) 
(ii) (ii) 
A3 Pi (ej 
Thus, for i =4 j, either 
(Fj (e2 0 e3)) = )v4t3)p23)Jij(ej ® e3) = A,i4 	® e,) 
or 
T (J7j (ei 0 e3)) 
= 	
® e2 ) = Agu ) p2
(ij) (e 




We have therefore shown that for any i, 3 E 11, ..., ri} with i j 
either 	fle i  ® e3 ) = A14 ) p3 "j) (e 2 ® e3 ) 
or 	T(e ® e3) = A1 p (e2  ® ej)t. 
By hypothesis 
T(e(De 2 ) = Ae(9e 1 . 
Since 	(ij) 	p = 1, we conclude that for all i,j e 11, ..., n}, 
either T(e 2 ® e3 ) = Aji ) p3(i 
j)  (e 2 ® e3 ) 
( or 	T(e 2 ® e3) = A14 ) p2 ij)  (e2 ® ej)t. 
Set A = (o,3 ) E M (C) with c j = j (ij) p3 •) for i,j E 11, ...,n}. 
Then: 
aii = 1 for all i, 
	
aji 	 (ii) (ii) 	(ii) (ii) 	(ii) (ii) 	- = ,u3 p2 = = = ceij and 
(ii) 	( ii) 
Iceiii = Iii Hp3 I = 1 for all z, j. 
Therefore, for all i,j E 11, ..., ri}, 
either T(e 2 ® e2 ) = A [(e2 (D e3 ) * A] 
or 	T(e 2 (D e3 ) = A [(e2 (9 ej)t * A] 
where A is an m x n self-adjoint matrix with unimodular entries and l's on the 
diagonal. 
Proposition 3.3.6 now implies that 
either T(K) = A(K * A), for all K e M (C) 
or 	T(K) = A(K t * A), for all K e M (C), 
where A is an m x ri self-adjoint matrix with unimodular entries and l's on the 
diagonal and A E 	N {O}. Now just apply Lemma 3.3.4 to prove that A is a 
rank-one matrix to complete the proof. 	 E 
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A description of invertible C-disjoint/A-disjoint preserving 
mappings on M (C) 
We are finally in a position to state and prove one of the main results in this 
chapter. 
Theorem 3.3.8. Let Y be a linear mapping on M (C). The following are then 
equivalent: 
T is an invertible mapping which maps C-disjoint to A-disjoint matrices; 
T is an invertible A-disjoint preserving mapping; 
there are unique, up to a scalar, unitary operators U, W and a unique non-
zero scalar A E R+ such that 
	
either T(K) = AUKW 	 (K e M (C)) 
or T(K) = )UKtW 	 (K E M (C)) 
Such an operator on M (C) is C-disjoint preserving if and only if U is a unit 
scalar multiple of W*. 
Proof. (iii) == (ii): To prove this implication simply use the algebraic description 
of A-disjoint matrices and note that T is obviously invertible in both cases. 
(ii) == (i): This is trivial by the fact that K I L implies K 1A  L for all 
K,Le M, (C). 
(i) == (iii): The uniqueness statement is proved as in Theorem 3.3.1. 
Now let {e} be the standard basis for C. Since Y is invertible, we have 
dim (ran (T(e i  ® es ))) > 1 for all i. 
Also T(e®e 3 ) 1A  Y(e 3 ®e) for i j and so ran (T(ei ® e2 )) I ran (T(e3 ® e3 )) 
for i 	j. 
We conclude that dim (ran (T(e i ® es ))) = 1 for all i. 
Lemma 3.2.8 now implies that there are isometries U1 , Wi and scalars Ai E 
N {O} such that if we define 
TH = W1 T(•)U1 , 
then 
T(e 1 ® e2 ) = Ae2 ® e2 for all i. 
Since T is an invertible mapping which sends C-disjoint to A-disjoint operators, 
then so is the mapping T by the algebraic description. 
IZ'] 
IZI] 
Proposition 3.3.7 can therefore be applied to get that 
	
either T(K) = A(K * A) 	 (K e M ((C)) 
or 	T(K)=A(K t *A) 	 (KEM(C)), 
where A is an n x n self-adjoint rank-one matrix with unimodular entries and l's 
on the diagonal and A E R, A 0. 
But K * A = U2KW for all K E M (C) for some unitaries U2 , W2 by Lemma 
3.2.6. 
Thus 
either T(K) = AU2 KW 
or T(K) = AU 2 KtW 
We conclude that 
either T(K) = AUKW 





where A e R, A 0 and U = WU2 , W = (U1 W2 )* are unitaries. 
To finish the proof just apply Proposition 2.2.3. 	 El 
Corollary 3.3.9. The inverse of an A-disjoint mapping on M (C) (when it 
exists) is A-disjoint preserving. 
Remark 3.3.10. As just seen, to prove this last very interesting statement we 
had to first characterise invertible A-disjoint preserving mappings. It is worth 
noting that there does not seem to be a different, more straightforward way of 
proving this. It appears that what is rather hard is to obtain the two formulae. 
Corollary 3.3.11. Let T be a linear mapping on M (C). The following are then 
equivalent: 
T is an invertible C-disjoint preserving mapping; 
there is a unique, up to a scalar, unitary operator W and a unique scalar 
E C, p 0 such that 
either Y(K) = p W*KW 	 (K E M ((C)) 
or 	T(K) = ,uW*KtW 	 (K e M ((C)). 
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Proof (ii) == (i): To prove this implication simply use the algebraic description 
of C-disjoint matrices. 
(i) == (ii): If T is an invertible C-disjoint preserving mapping, then it obviously 
maps C-disjoint operators to A-disjoint operators. Now simply apply 3.3.8. The 
uniqueness statement is proved as in 3.3.1. 	 fl 
Corollary 3.3.12. The inverse of a C-disjoint preserving mapping on M (C) 
(when it exists) is C-disjoint preserving. 
Before finishing this section we state a very useful corollary. 
Corollary 3.3.13. Let T be an invertible mapping on M (C). If T is C-disjoint 
preserving, then both T and T' are A-disjoint preserving. 
Proof. To prove this combine Corollary 3.3.11 and Theorem 3.3.8. 	 D 
It has therefore been shown that the answer to Question 2.2.7 is yes as far as 
invertible mappings on M (C) are concerned. 
However the situation is not the same when mappings on M (R) are considered 
instead, as we shall see in section 3.5. 
3.4 The infinite dimensional case 
We now move on to spaces C, (N), where N is an infinite dimensional Hubert 
space. In this section we shall prove that a characterisation can be found for a 
class of invertible C-disjoint/A-disjoint preserving mappings which map rank-one 
projections to rank-one projections. In fact, we obtain exactly the same two forms 
we obtained in the finite dimensional case. 
First we state a couple of results we proved in the previous section. However 
they are expressed here in the context of infinite dimensional Hilbert spaces in 
which form they shall be needed. 
Proposition 3.4.1. Let 71 be a separable infinite dimensional Hubert space and 
fix an orthonorrnal basis {e1 } for N. Let n E N and set J = {1, 2,. . . , n}. If 
K E C (N), 1 < p < 00, is A-disjoint (C-disjoint) from e1 0 e 1 for all 1 
then there is a K' e M (C) such that 
K = 
with respect to the basis {e1}. 
Proof Same as the proof of Proposition 3.2.1. 
Mappings of the form Sj O T o 
Corollary 3.4.2. Let 1-1 be a separable infinite dimensional Hubert space and fix 
an orthonormal basis {e} for R. Let n E N and set J n = 11, 2,. . . , n}. Suppose 
T is a linear mapping on C (7-1), 1 < p < oo, which maps C-disjoint to A-disjoint 
operators and there are non-zero scalars A, such that T(ej ® e1 ) = ) 1 e1 ® e1 for all 
1. Then the mapping 
SjoToJij :M(C)—*M(C) 
maps C-disjoint to A-disjoint operators. If, moreover, T is one-to-one, then so 
is the mapping Sj, oToFj . 
Proof. Same as the proof of Corollary 	3.2.4. 	 I 
A description of a class of C-disjoint preserving mappings 
on C (7-i) 
In the proof of the following result we use the description we obtained in 
the finite dimensional case by considering operators on 7-1 as infinite dimensional 
matrices with respect to a fixed orthonormal basis and then approximating them 
by finitely supported matrices. 
Theorem 3.4.3. Let 7-1 be a separable infinite dimensional Hubert space. Let T 
be a linear mapping on C (7-1), 1 < p < oo. The following are then equivalent: 
7 is an invertible element of 13 (C (7-1)) such that T and T-1 map C-disjoint 
to A-disjoint operators and rank-one projections to rank-one projections; 
7 is an invertible element of B (C (7 -1)) such that 7 and T' are C-disjoint 
preserving mappings and map rank-one projections to rank-one projections; 
there is a unique, 'up to a scalar, unitary operator W such that 
	
either 7(K) = W*KW 	 (K E C, (7-1)) 
or 	7(K) = W*KtW 	 (K E C, (7-1)). 
Proof. (iii) == (ii): Use the algebraic description of C-disjoint operators to show 
that T is C-disjoint preserving. Obviously both formulae for 7 describe invertible 
mappings which map rank-one projections to rank-one projections. Their inverses 
are trivially C-disjoint preserving. 
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(ii) == (i): This is trivial by the fact that K I L implies K 'A  L for all 
K,LeC(7 -t). 
(i) == (iii): Fix an orthonormal basis {e} for H. Since T maps rank-one 
projections to rank-one projections, there are unimodular vectors ui in 7i such 
that T(e 0 e) = n. 0 ui for all i. Define U1 e 13(fl) by Ui ( e2 ) = u2 for all i. 
Then U1 is, of course, an isometry. We shall show that U1 is, in fact, a unitary 
operator. It suffices to show that {u} is a basis of R. Suppose h e (c1in{u})' 
with lihU = 1. We have T(h ® h) = f of for some f e 7-1 with JJfJJ = 1, 
and T'(u 0 u) = e ® ei for all i. Since h 0 h I u ® u2 for all i, we obtain 
that f 0 f _L A  e 0 ei for all i. Thus f I e2 for all i by the algebraic description 
of A-disjoint operators. Hence f = 0. However T- '(h (D h) = f 0 f and T is 
invertible. We conclude that h = 0, which is a contradiction. 
Define 
TO = UjT(.)U1 . 
Then 
T(e 2 (D e) = e2 0 ei for all i. 	 (3.46) 
Now fix n E N, set J 	11, 2,. . . , n} and define 
T:M(C)—M(C) 
En = 	r. 
Then T is a one-to-one mapping on M (C) such that T(e (9 e) = ei 0 ei for all 
i e {1, 2,. . . , rt}, and thus it maps C-disjoint to A-disjoint matrices by Corollary 
3.4.2. 
Hence Proposition 3.3.7 now implies that 
	
either T(K()) = A( ,) (K(.) * A()) 	(K() E M ( (C)) 
or 
	
En (K(.)) = A( fl )(K ) * A()) 	(K() e M ((C)), 
where A() = (a) is an ii x ri self-adjoint rank-one matrix with unimodular 
entries and l's on the diagonal and .A() E Tl N {0}. 
Set K() = e1 0 e 1 . Then T(K()) = A(n) ((el (9 e l ) * A()) = )()el 0 el since A() 
has l's on the diagonal. On the other hand, T(K()) = (S jn oYoFjj (e l ®e l ) = 
e 1 0 e 1 . Thus A(n) = 
Next we show that for all K() e M (C), 
(F(K)) = 	(T(K)). 
Indeed, let K() E M (C). Since .FJ (K()) J.. e1®e1 for all 1 V J by the algebraic 
description, we have: 
(J(K fl )) -LA T(ei ® e1). 
But T(e j ® e1 ) = e1 ® e1. So by Proposition 3.4.1, there is a K ) E M, (C) such 
that 
? (.FJfl (K(fl) )) = 
Thus 




(FjK)) = Fin (K('n)) = Tin (T(K)). 
We deduce that 
either 	(FJ(K())) = Fin (K(.)) * .FJ (A()) (K() E M (C)) 	(3.47) 
or 	'f (FJ(K())) = .2Jn ((K n ) t) * FJ (A()) (K() E M (C)). (3.48) 
Similarly, using 7 when n' > n, we deduce that 
either T 	(K( ' ) )) = F, (K() ) * 1 J, (A) (K W ) E Mn , (C)) (3.49) 
or 	(Fj ,(K(fl) )) = j, ((K , ) * J ,(A ( F ) ) (K  ( F ) E M'(C)), (3.50) 
where A() = (a) (as A()) is an n'xn' self-adjoint rank-one matrix with uni-
modular entries and l's on the diagonal. 
Fix i, j E 11, ..., ri} with i > j and n, n' E N with n' > n. Set K() = ej ® e3 E 
M 	
K( n ) 
(C) and K(i) = 	 E M(C). 




(FJn (ei ®e)) = a(e ® ei ). Thus the (i,j)—entry of 't (Fin (e ® ei )) is a.zj 
Suppose that T 	(K(/))) = .771 
n 
 , ((K(n'))t) * Jj, (A) by (3.50). Since 
Fin (K(n)) = 1j, (K') e C (71), we would then have that T (Fj (e (9 ei )) = 
a~7') (ej ®e) and so the (i,j)—entry of '-T (Fin (e 0 ei )) would also be equal to 0, 
which is a contradiction since I aI = 1. We conclude that if (3.47) holds for n, 
then (3.49) holds for n'. Similarly, when (3.48) holds for n, then (3.50) holds for 
n'. Moreover, using the same K() and K(), we can deduce that the (i, j) —entry 
of A() is exactly the same as the (i,j)—entry of A() whenever 1 < i,j :5 n and 
n <n' for all n, n ' e N by (3.47) and (3.49) and the fact that both matrices have 
I's on their diagonals. 
Now define an infinite dimensional matrix A = (a 3 ) as follows: For any 1 < i, j 
n, set a23 to be the (i,j)—entry of A(), where n = max{i,j}. 
It follows trivially that 
either 	(Y in (K(n))) = Y in (K(n)) * A for all n E N, (K() e M (C)) 
or 	(Y in (K(n))) = FJfl  ((K(fl))t) * A for all n  N (K() E M (C)), 
where Jn = {1, ..., n}, A is obviously an infinite dimensional self-adjoint matrix 
with unimodular entries and l's on the diagonal by construction. 
The matrix A is also rank-one. 
Indeed, to prove this consider any two columns k and 1, say k < 1, of A. Then 
all 	alk 
alk a21 = a2k 
since for all m E N, amlalk = amk. 
To see this simply recall that for any n e N, A() is rank-one and has l's on the 
all 	alk 
diagonal and thus alk : = : 
anl 	ak 
Since A has rank one and unimodular entries, Lemma 3.2.6 implies that there are 
unit aries U2 , W2 such that 
U2KW=K*A for all K. 
Thus 
either JT (Y in  (K(n))) = U2FJ (K())W for all n E N, 
or 	(FJ (K())) = U2J (K ) )W for all n E N 
Therefore 
either T (..TJ (K())) = UFJ (K( ))W for all ri e N, 
or 	T (.FJ (K())) = UFJ (K ) )W for all ri E N 
(K() E M (C)) 
(K() e M (C)). 
(K() E M (C)) 
(K() E M (C)), 
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where U = U1 U2 , W = (U1 W2 )* are unitaries. 
Now let K E C, (N) such that K = (k23 ) with respect to the orthonormal basis 
{e}. Let P, be the projection of N onto clin{e i , ..., e}. 
Then for any n E N, Kn = PKP is a finitely supported matrix with respect to 
{e 1 } and K -* K in C (N). 
i.e 
.F ((k) 3 _ 1) - K in C (N). 
Since 7 e B (C (N)) and the mappings 
K —*UKW 
K * UKtW 
are obviously bounded, we conclude that 
	
either 7(K) = UKW 	 (K E C (N)) 
or 	T(K)=UKtW 	 (KEC(N)). 
Since T maps rank-one projections to rank-one projections, for any rank-one 
projection P, we have UPW = W*PU* and so 
Pw = U*W*PU*. 	 (3.51) 
Moreover, UPWUPW = UPW and so 
PwUP = P. 	 (3.52) 
Combining equations (3.51) and (3.52) we have UWP = P. Set P = ei ® e i to 
obtain U = W* .  The uniqueness statement is proved as in Theorem 3.3.1. 	El 
Coming back to Question 2.2.7, we conclude that, in some specific cases, a 
C-disjoint preserving mapping on C (N) is also A-disjoint preserving when 7-1 is 
an infinite dimensional Hubert space. 
Corollary 3.4.4. If T is an invertible element of B (C (7-1)) such that 7 and 
are C-disjoint preserving mappings and map rank-one projections to rank-
one projections, then both 7 and T` are A-disjoint preserving. 
Proof. This follows immediately from Theorem 3.4.3. 	 E 
The more general case of an invertible mapping 7 on C (N) whose inverse 
is not necessarily C-disjoint preserving appears to be more complicated and will 
not be dealt with in this thesis. 
3.5 Real Hubert spaces 
As we have already mentioned it does matter if we work over real or complex 
Hilbert spaces. The following demonstrates that the result stated in Corollary 
3.3.13 does not necessarily hold for C-disjoint preserving mappings on C, (71) 
when 7-1 is a real Hubert space. 
Proposition 3.5.1. The inverse of an invertible C-disjoint preserving mapping 
7 on M(R) need not be A-disjoint preserving. 




d (\c 	d 
Then 7 is C-disjoint preserving. To see this let A, B E M2(R) with A I B. 
Note that if either A or B is a rank-two matrix and A I B, then 7(A) 1 7(B) 
trivially. Let A, B be two self-adjoint rank-one matrices with A I B. Then 
7(A) = A I B = 7(B). Since any arbitrary rank-one matrix in M 2 (R) is a 
scalar multiple of a self-adjoint rank-one matrix, we can easily conclude that 7 
is C-disjoint preserving by the linearity of T. Now note that T' exists and is 
given by 
a b 	a 2b—c 
7_ i 	= 
c 	c 	d 
—1 1 
However, y_i  is not A-disjoint preserving. Indeed, let A = 	and B = 
00 
0 0 	 —1 2 
Then A 'A  B, but 7(A) = 	is not A-disjoint from T'(B) = 
11 	 00 
0 —1 
as can be seen by the algebraic description of A-disjoint matrices. D 
11 
Therefore Theorem 3.3.8 cannot be proved by using real matrices only. Con-
sequently making use of complex C-disjoint/A-disjoint matrices in its proof was 
of vital importance. 
[.I r.si 
3.6 Isometries on C spaces 
Before finishing this chapter it is worth noting that surjective isometries on C (7i), 
for 1 <p < oo and p 2, have exactly the same form as all invertible A-disjoint 
preserving mappings on M (C). 
Theorem 3.6.1. [4] Let 1 <p < 00 , p 2 and let T: C, (7-r) -* C, (7-1) be a 
surjective isometry. Then 
either T(A) = UAV 	 (3.53a) 
or 	T(A) = UAtV, 	 (3.53b) 
where U, V are unitary operators and At  is the transpose of A with respect to 
some fixed orthonormal basis of the separable Hubert space R. 
Corollary 3.6.2. If 1 <p < oo , p 2, then all surjective isometries on CP  are 
A -disjoint preserving. 
Let us now see, using the descriptions we have obtained for invertible A-
disjoint/C-disjoint preserving mappings, how these kind of mappings and isome-
tries can be better related. 
The finite dimensional case 
Theorem 3.6.3. Let T be a linear mapping on M (C). The following are then 
equivalent: 
T is an invertible A-disjoint preserving mapping; 
Y is isometric, up to a positive scalar, relative to the C, norm for some p 2; 
T is isometric, up to a positive scalar, relative to the C, norm for all 
1<p<oo,p42. 
Proof. (iii) == (ii): This implication is obvious. 
(ii) == (i): Simply use the norm description for A-disjoint matrices (see Propo-
sition 2.1.15). 
(i) = 	(iii): Apply Theorem 3.3.8 and Corollary 3.3.11. 	 Li 
The infinite dimensional case 
11 
Theorem 3.6.4. Let 7-1 be a separable infinite dimensional Hubert space and fix 
an orthonormal basis {e2 } for 1 -1. Let 1 <p < 00, p 2 and let T be an invertible 
linear mapping on C (7-1). Suppose both T and T' map rank-one projections to 
rank-one projections. The following are then equivalent: 
T is an element of l3(C (7 -1)) such that T and T' map C-disjoint to A-
disjoint operators; 
T is an element of B (C (7 -1)) such that T and T' are C-disjoint preserving 
mappings; 
T and T 1 are isometric relative to the C norm. 
Proof. (iii) == (ii): Simply use the norm description for C-disjoint matrices (see 
Proposition 2.1.15). 
(ii) == (i): This is trivial since K I L implies K 1A  L for all K, L E C (fl). 
(1) == (iii): Apply Theorem 3.4.3. 
For more on isometries on C spaces see [5]. 
3.7 Further results 
In the last section of this chapter we obtain a characterisation for non-zero A-
disjoint preserving mappings on M2 (C) by simply using a few pairs of A-disjoint 
2 x 2 matrices. 
Non-zero A-disjoint preserving mapping on M2 (C) 
Proposition 3.7.1. Let T be a linear mapping on M2 (C). The following are 
then equivalent: 
T is a non-zero A-disjoint preserving mapping; 
there are unique unitary operators U, W and a unique non-zero scalar A E 
such that 
	
either T(K) = AUKW 	 (K E M2 (C)) 
or 	T(K) = ,\UK t W 	 (K E M 2 (C)). 
Such an operator on M2 (C) is C-disjoint preserving if and only if U is a unit 
scalar multiple of W*. 
Proof. (i) == (ii): Let {e} be the standard basis for V. We first show that 
dim (ran (T(e (9 e s ))) = 1 for i = 1, 2. 
Note that e 1 0 e2 'A e 2 ® e l and so 
T(e i ®e2 ) 'A  T(e 2 ®e 1 ). 
Case 1: dim (ran (T(e i ® e 1 ))) = dim (ran (T(e 2 ® e))) = 0. 
Since 	 , we conclude that 
1 1 	1 	1 
(3.54) 
T(e i 0 e) + T(e2 (9 e l ) 'A - (T(e i (9 e) + T(e2 ® e l )) 
and thus 
T(e i (9e2 )+T(e2 (9e l ) =0. 	 (3.55) 
Equations 3.54 and 3.55 now imply that T(e 1 0 e) = T(e 2 0 e l ) = 0. But 
obviously T(e i 0 e) = T(e 2 0 e) = 0. Hence T = 0 which is a contradiction. 
Case 2: dim (ran (T(ei ®e i ))) = 0, dim (ran (T(e20e2))) = 1 or 2. 
—1 1 	0 0 
The matrices 	, are A-disjoint and so 
00 	11 
T(e i 0 e) IA  T(e 2 (D e l ) + T(e 2 ® e). 	 (3.56) 
—1 0 	0 1 
Similarly using the matrices 	, we obtain: 
10 	01 
T(e 2 0 1) 'A T(e i 0 e) + T(e2 ® e). 	 (3.57) 
Equations 3.54 and 3.56 yield T(e 1 0 e) 'A  T(e 2 0 e) and equations 3.54 and 
3.57 yield T(e 2 0 e 1 ) 'A  T(e 2 (9 e2 ). 
So T(e i (& e2 ),T(e 2 0 el ) and T(e 2 0 e) are mutually A-disjoint. Thus the 
subspaces ran (T(ei (9 e2 )) , ran (T(e2 (9 e l )) and ran (T(e2 (9 e2 )) of C2 are mu-
tually orthogonal. Since T(e 2 0 e) 0, we conclude that T(e i (9 e) = 0 or 
T(e2(D e l ) = 0. 
So suppose that T(c 2 0 e 1 ) = 0. Then 
Y(e i (9 e2 ) 'A  T(e 2 (9 e2 ) 	 (3.58) 
by 3.56. But 	IA 	 . Thus 
T(e 2 0 e 2 ) + T(ei (9 e2 ) 'A  T(e 2  (9 e2 ) - Y(e i 0 e2 ). 	(3.59) 
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Combining 3.58 and 3.59 and using the algebraic description we obtain 
T(e 2 0 e) (T(e 2 (9 e)) = T(e i ® e) (T(e 1 (D e2))*. 
Since T(e2®e2) 0 0, we have T(e i ®e2) 5A 0. If dim (ran (T(e 2 ®e2))) = 2, then 
3.58 would yield T(ei®e2) = 0. If dim (ran (T(e 2 0 	= 1, then in view of 3.58 
again and since T(ei 0 e) 0 0, we have dim (ran (T(e i 0 e) + T(e2 (D e))) 
dim (ran (T(e 1 ® e2 ))) + dim (ran (T(e2 ® e))) = 2. So T(e i ® e) + 7-(e2 0 e) 
is invertible. Thus 3.59 yields that T(e 2 0 e) = T(e i ® e) (0 0) which is a 
contradiction by 3.58. 
Similarly we show that T(e i (9 e) = 0 leads to a contradiction. 
Case 3: dim (ran (Y(e 2 0 e))) = 0, dim (ran (T(e i ® el))) = 1 or 2. 
As in case 2, using the same pairs of A-disjoint matrices we get a contradiction. 
)¼ 	0 
There are unitaries U1 , W1 such that U1 T(e i ®ei)W1 = for some non-zero 
00 
complex scalar A. 
Since T(e 2 0 e) 'A  T(e i 0 e l ), we conclude that U1 T(e 2 0 e)Wi should be of 
00 
the form 	for some other non-zero complex scalar )'2. 
0 A2 
Thus if we define 
70 = U1 7- (.)W 11  
then 
- 	 A 1 0 
T(e i (9e1) = 
00 
and 
- 	 00 
0 A 2 
Set T(e i ® e2 ) = X and T(e 2 0 e 1 ) = Y. In the same way, as in case 2, using the 
following pairs of A-disjoint matrices 
11 00 
0 	0 1 	—1 
RE 
1 0 	0 —1 
10 	01 
11 	00 
0 0 	—1 1 
we show that T(e i ® e), T(e 2  ® Cl) 	0. Therefore X, Y are also non-zero 
matrices. Since 3.54 holds, we have rariX I ranY with X, Y 0. So X = a ® b 
and Y = c 0 d for some non-zero a, b, c, d e C2 . But XY* = 	= 0 and thus 
a1 bi 
(a, c) = (b, d) =0. Ifa= 	and b= 	,then 
a2 
a1 b1 a1 b2 
X = 
a2 b1 a2 b2 
But (a, c) = (b, d) = 0 implies that d = A2 	 and c = 	for some 
- — T 
non-zero scalars Al,  /i2. Thus 
b2 —a 2 b 1 
Y=IL 
—b 2 al b, 
for some scalar ,u E C, ji 0. 
11 	00 	 A 1 0 	00 
We have T 	IAT 	. Thus X + 	 Y* + 	 = 0, 
00 	1-1 	 00 
71\ 1 a2 b2  —TZAiaib2 - 
which implies 	 = 0. Since Al,  A2 , a 	0, we have 
0 	—A2a2 b2 
a2 b2 = 0 and (A 1 +)ai= 0. 
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0 0 	 A, 0 )7Aja2Y2 	0 
Also 17*  + 	 X + 	=0. Thus 
0 - ) 	
0 0 ) 
	
— 1tA,a 2 b1 - Aa 2 b 1 —Aa 2 b2 
0. Therefore (1L\, + )a2 = 0 (and a2 b2 = 0). 
	
,10 	01 
Similarly, since T 	±AT 	 , we have Y 
1 0 	0 —1 
A,b 1 ,\,ab, + ,iAb, 
0, which implies 	 = 0. 
- 	0 	—pAb 1 
(A, + 1tA 2)bi = 0. 
0 0 	 A 0 
Also X* + 	 Y+ 	 0.Thus 
0 —A 2 	0 0 	 A 1 b2 +1iAb2 
0. Therefore (A, + 	= 0 (and al b, = 0). 
We conclude that 
al b, =0 
a2 b2 =0 
(jZA, + A)a 2b, =0 
(A, + L)b 1 =0 
(Al + 0)b2 =0 
and thus there are only two cases: 







Then a2 0 because a 0. Thus b2 = 0 by (3.61) and so b1 0 because b 4  0. 
Since both a2 and b1 are non-zero, we have pt == by (3.63) and (3.62). 
We therefore have 




—jL\ 2 b1 
A 1 0 	 0 0 
+ 	IIx*+ 	= 
oo) 
We deduce that al b, = 0 and 
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- 	 00 
T(e2®e2) = 
0 A 2 
- 	 00 
T(e i ®e2) = 
a2 b 1 0 
and 
- 	 0 —/.tOb1 
T(e 2 0 e l ) = 
0 	0 
) 	b 1 
Hence T(K) = Kt * A for all K, where A = 	Al with IAi = 
	
a2 b 1 	A 2 
b1 	A 1 	—b 1 
Since T 	I AT 	 we have 	Al 	-'-A 	
A1 
a2 b 1 	A 2 	—a 2 b1 	A 2 
A 1 	b 1 	 —b 
Thus 	Ai 	 0. Hence 1A21 = a2Ibi = Ad. 
a2 b 1 	A 2 	—a 2 b1 	A 2 
We deduce that all the entries of the matrix A have the same modulus. Moreover, 
A has determinant zero. Thus it is a rank-one matrix. Write A = AA such that 
A E N {0} and A has unimodular entries. 
By Lemma 3.2.6, there are unitary operators U2 , W2 such that U2 KtW = K'* A 
for all K E M2 (C). Thus Y(K) = AU 2 KtW. 
Hence for all K E M2 (C), 
T(K) = AUK t W, 
where U = UU2 , W = WW are unitary operators and A E R N {0}. 
Case 2: a 1 =A 0. 
Then b 1 = 0 by (3.60). Thus b2 0 0 since b 0. Hence a2 = 0 by (3.61). Since 
both a 1 and b2 are non-zero, we have i == by (3.64) and (3.65). We 
therefore have 
- 	A 1 0 
T(e i (D e 1 ) = 
00 
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- 	 00 
T(e20e2) = 
0 ) 2 
- 	 0 a1 b2 
T(e i ®e2) = 
00 
and 
- 	 0 	0 
T(e 2 ® e ') = 
pTl  0 
a1 b2 
Hence T(K) = K * A for all K, where A = 	 with 1A 1 1 = 1A2 1. 
—b 2  A2 
Using again that 	IA 	and working as in the previous case, we 
conclude that for all K e M 2 (C), 
T(K) = )UKW, 
where U, W are unitary operators and ) E 	'.. {0}. 
(ii) == (i): This is trivial by the algebraic description of A-disjoint matrices. 
To finish the proof simply apply Proposition 2.2.3. 	 D 
As a result we conclude the following. 
Corollary 3.7.2. A-disjoint preserving mappings on M 2 (C) are either invertible 
or identically zero. 
Non-zero A-disjoint preserving mapping on M (C) 
We finish this chapter by stating a conjecture concerning non-zero A-disjoint 
preserving mapping on M (C). 
Conjecture 3.7.3. Let T be a linear mapping on M (C). The following are 
then equivalent: 
(i) T is a non-zero A-disjoint preserving mapping; 
(ii) there are unique unitary operators U, W and a unique scalar ,\ E ]R+ {O} 
such that 
	
either T(K) = AUKW 	 (K e M ((C)) 
or T(K) = )UKtW 	 (K E M (C)). 
Such an operator on M (C) is C-disjoint preserving if and only if U is a unit 
scalar multiple of W* . 
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Chapter 4 
Complexification of a linear 
operator 
The best place to find a helping hand is at the end of your own arm 
In this chapter, we leave our study of C-disjoint/Arazy-disjoint preserving 
mappings to look at the complexification of a linear operator first on L 
and then on C, spaces. As we shall shortly see, complexifying a linear operator 
in the non-commutative setting has undoubtedly a different effect on the norm of 
the operators concerned. For notational convenience we shall use LP (p) to denote 
the space of all measurable functions f X - TI with f f(x)I"d,i(x) < cc 
and LP (y) to denote the space of all measurable functions f : X -p C with 
fX If(X)V'dIL(T) < °°' whenever (x,M,) is a measure space. In the following 
we consider 1 <p < cc. 
4.1 Complexification on LP spaces 
Definitjoji 4.1.1. Let (X,.M,t) be a measre space, '1p-cc, and suppose 
T: L(p) -* L() is a linear operator. Define an operator T: LPC 	- L P (p), 
called the complexification Of T, by Tf = Tg + iTh, wTfrr I.E LPC 	with 
f=g+ih and g,he L(/J). 
The proof of the following standard result on L9  spaces follows the lines of 
the proof of Theorem 4.2.7 which can be found in [14], pp 203. 
KE 
Theorem 4.1.2. Let (Q, M, 	be a measure space, 1 < p < oo, and suppose 
that T : L() —p Li) is a linear operator. If T : L() —* L(p) is the 
complexifi cation of T, then 
HTIIL(,L) = IITUL(). 




cos9 + SsinOIdG = ( 2 + 82)W2, where a = 	Icos9Id8 is 








= f I(cosO,sino) (1,O)d9 = 	(4.1) 
by rotation invariance (special case of (4.3)). If f = g + ih, where g, h e L(p), 
then Fubini's theorem yields: 
IITfM) = L (Tg)(x) + i(Th)(x)ld(x) 
=f







 J 	(Tg)(x)cosO + (Th)(x)sinOI°dOdi(x) 
1  2 





< - 'IgcosO + hsinO 	dO 
a 	Li) I 
Hence 
ITfIL) < 	H "T II " 	
2 
- apL(j) f {f   g(x)cosO+ h(x)sinOIPdL(x)} d 
1 	 2ir 
= ii IIL) fn {f g(x)cosO + h(x)sinOIPdO} d(x) Olp  
1 II "T" 	
fn 	
{(g(x)) 2 + (h(x)) 2iP/2  d(x) 
ap 
= 	IIL(ii) 





On the other hand, we trivially have: 
IITHL 	IlTIIL(/). 
We conclude that IITIIL) = IlTHL(P). 	 El 
We, therefore, come to the conclusion that if we complexify a bounded linear 
operator on L, its norm remains the same, which is essentially a special case of 
the Marcinkiewicz-Zygmund Theorem (see section 4.2). 
4.2 Complexification on C spaces 
The situation becomes rather more difficult when we work on C, spaces. We shall 
now examine the analogous setting in the non-commutative case. We begin by 
giving the definition of Cp,sa which is the analogue of L (n). 
Definition 4.2.1. We define Cp, sa  to be the real subspace of C consisting of all 
the self-adjoint operators in C. 
Note that throughout this section, and indeed the rest of this chapter, C p for 
1< p < oo is considered to be a vector space over C. 
We complexify a linear operator on Cp,sa  spaces in the following way. 
Definition 4.2.2. Let T : Cp, sa 	Cp,sa  be a linear operator. Define an operator 
T: C - C, called the complexifi cation of T, by TX = TA + iTB, where X E C 
withX=A+iB andA=',B= 	ECp , sa . 
Using the same notation as in this definition, we have the following: 
ITXII P = I ITA+iTBlI 
<TA"lip +llTBI Ip 
HTII c , 80 (HAIIp + IIBII) 
< 2IITIl cp3a IIXI1p 
Hence 
J I T II CP  < 2 ITIICp.a 	 (4.2) 
Now we give the main result in this chapter which very much improves in-
equality (4.2). 
Theorem 4.2.3. Let T : Cp,sa " Cp,sa be a linear operator, and let T :Cp -p Cp 
be the coimplexification of T. Then: 
IITIIc < 2 IITIIc30, when 1 <p < 2 
and 
lITUc :~ 29 IITIICp,sa when 2 < p < oo• 
Proof. If X = ReX + iImX is the Cartesian decomposition of an arbitrary X 
in Ci,, from Theorem 1. 2.6 and Corollary 1. 2.8 we deduce IIReXII + IIImXII 
IIXII (2 <p < oo) and IIXH < 22 (lIReXlI + HImXU) (2 <p < co). For 
2<p<oo, 
JTX I IP = IIT(ReX) +iT(ImX)" " ° P 
I IP < 2" 2 (HT(ReX)Il+ IIT(ImX)ti, 
< 2P- 2 1 jT (HReXH+  IjImXII) 
2P- 2 1 ITII PI IX 
Thus IITIIc :~ 21ITHp.ga Theorem 1.2.10 and Theorem 1. 2.9 imply: 
IlXII 	HReXII + HImXH 	(1 <p < 2) 
and 
IIReXII+lIImXII 22 UXII 	(l<p<2). 
Hence for 1 <p < 2, 
1 TX I IP = IIT(ReX) + iT(ImX)I IP 
<11 T(ReX) I IP + I lT(ImX)Il 
I 
~ HTIIthReXII+IIImXIip\ 
< 22  ITUHXU 
Thus J IT11cp  < 2IITIlCp3a• Note that this estimate for the norm of the corn- 
plexified operator can also be deduced by duality using the estimate found for 
this operator in the case 2 <p < oc. 	 D 
Although the estimates given in Thorem 4.2.3 may not be sharp, we shall now 
give an example which shows that if p h  2, the norm of the complexified operator 
T need not be equal to the norm of T in the non-commutative case. 
We shall denote the space of all self-adjoint n x n complex matrices by 
Mnsa(C). In the example which follows the calculations are omitted, but all 
one really needs to know is that 
(
a b) 
4 = ( 1 a 1 2 + Ic 2 ) 2 + (lb 12 + d12 ) 2  + 21a + cd12 





= (a2 + b12 ) 2  + (d2 + 1b12 ) 2 + 2(a + d)b12 . 
bd 
C4, sa 
Example 4.2.4. Define 
T : M2,sa(C) -* M,sa((C) 
	
Ia b 	Id a 
TI 	1=1 
bd) 	a—d 
Then we have IITII 	= 4. Indeed, 4,sa 
2(a2 + d2 ) 2 ITI 14 	=sup 
(a2 + 1b12)2 + (d2 + 1b12)2 + 2Ra  + d)b12 
2a4 + 2d4 + 4a2 d2 
sup 
a4 + d 4 
4a2 d2 
= 2 + sup 
a4 —+ d4  
2+2=4. 
To show that IITH4,8a > 4 simply choose a self adjoint matrix such that b = 0 
and a2 = d2 . 
The complexification of T is given by 






and so I I TI Ic4 > 8. In fact, since 	E M2 (C), we have 
01 
ITHC4 = 	2 (1x11 2  + 1x41 2 ) 2  + 2 Ix4i + xi(—)I 2 
(IxiI 2  + Ix3 2 ) 2 + (Ix2I 2  + Ix4 2 ) 2 + 2 Ixi + x3Y2 
= 2sup 	(lxi 
2  + 1x412)2 + 2 2  JIM(ylX4)  12 
	
 
(1x11 2  + 1x31 2 ) 2  + (1x21 2  + 1x41 2 ) 2  + 2 Ixi 	+ x3I 2 
~ 222 =8. 
Hence IIHc4 ~: 2 14  
The following proposition however states that complexifing an operator from C2, sa 
to C2 does not affect its norm. 
Proposition 4.2.5. Let T : C2, sa 	C2, sa be a linear operator, and T : C2 -* C2 
be the complexification of T. Then: 
TI 1C2 =I ITI IC2,30 
Proof. If A and B are two operators in C,sa , then: 
IIA+iBH =r((A—iB)(A+iB)) 
= T(A 2 ) + r(B2 ) + ir(AB) - ir(BA) 
- + lB" 2 
— II 	112 
Thus, if X e C2 , then: 
IITXII = IITA+iTBI' 2 
= IITAU + IITBII 
~ IITII(IIAII + I1B112 
= lITII 2 IlXII 
Consequently IITIIc2 :5  IITlIc2,0. Obviously  IITIIc2,30 !~ 1ITIIc2. Hence 
IITIIC2 = IITIIC2,sa 
. 
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The Marcinkiewicz-Zygmund Theorem on the space L 2 (1) 
It is interesting now to ask whether one can further extend an operator from 
L () to L () spaces which are defined below and obtain the same estimate as 
the one given in Theorem 4.1.2. 
Definition 4.2.6. If (X, M, fL) is a measure space and 1 < p < oo, we de-
fine L 2 (p) to be the set of all measurable 1  functions f : X -* £2 such that 
f If(x)II2d(x) < oo If f E L 2 (), defineIf IIL 2 () = (fx  IIf(x)I2(x))' 
Our next theorem proved by Marcinkiewicz and Zygmund (see [14]) shows 
that we can indeed do so and the same estimate is obtained as a simple corollary. 
Marcinkiewicz- Zygmund 
Theorem 4.2.7. Let (X,M, ) and (y,)V, v) be measure spaces, and assume 
o <p < oo. If S is a vector subspace of LP (X, M, ) and T is a linear mapping 
from S into L(Y,Af,v) such that 
HTfII 	MI f II 
for all f in 8, then, for every positive integer N and every N-tuple (fl, f2, ..., fN) 
of elements of S, we have: 
	
1 	 1 
(N 
TfI 2) M 
(N 
IfI2) 
The proof of this Theorem uses the following fact: 
If a is the normalised surface measure on the unit sphere E in CN,  then for all 
w i ,w 2 E 
fr, (s,w2)da(s) = JE I (s, wi) IPda (s) 
i.e for all w E 
JE I(s,w)Ida(s) = 	, (4.3)  
where o is a constant independent of w. 
Remark 4.2.8. Formula 4.1 is just a special case of 4.3. 
The above theorem trivially yields the following. 
'componentwise 
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Theorem 4.2.9. Let (X, M, 1a) be a measure space, T : LP (p) -* LPC 	be a 
bounded linear operator and 1 < p < oo. We extend T to T: LL() -* L() as 
follows: Let f E L 2 (). If for all x E X, f(x) = (f, (x), f 2 (x), ...), where for all 
j E N, fj e LPc  then for all x e X, we define Tf(x) = (Tfi(x),Tf2(x), ...). 
Then: 
IITIIL12 (,L) = IITIIL(). 
It is not clear whether an analogue for the space 42 (p) can be found in the 
non-commutative setting. However even if an analogue could be found, the norm 
of the extended operator T on that space would not be equal to the C norm of 




What one can really learn is that there is always more to learn. 
In this last chapter we turn our attention to Schur products on C spaces and 
prove some properties of Schur products of two finite or infinite matrices when one 
of the two matrices is rank one, self-adjoint with l's on the diagonal (matrices of 
that form appeared in Chapter 3). We then demonstrate that the Schur product 
with a matrix of this form is an isometry on C spaces. We conclude by discussing 
some questions and open problems for future work. 
A brief introduction 
In Chapter 3 we noted that if A is a rank-one (finite or infinite dimensional) 
matrix with unimodular entries, then there are unitary matrices U, W such that 
UKW* = K * A for all K (see Lemma 3.2.6). We can therefore obtain the 
following Proposition as a simple corollary by using Lemma 3.2.5. 
Proposition 5.0.10. Let 7-1 be a separable Hubert space and {ek} a fixed or-
thonorrnal basis for 7-1. Let K e C (7-1), 1 <p < oo, and A = (a22 ) be a finite or 
infinite dimensional formally self-adjoint (i.e a 32 = jfor all i,j) rank-one matrix 
with 1's on the diagonal (no boundedness restrictions on A!). Then K*A E C, (7-1) 
and 
IlK * AIIP = IIKlI. 	 (5.1) 
In this chapter we shall see that there is another way of approaching this topic 
which highlights the underlying algebraic structure of Schur products of this form. 
The same result and some nice algebraic properties of this kind of Schur products 
are obtained. 
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5.1 The finite dimensional case 
Let A e M (C) be a rank one matrix with l's on the diagonal. Let us define 
h M (C) —* M (C) by h(K) = K * A. The following result states that this 
mapping h is a homomorphism on M (C) and as a result we have that for all 
m E N, 
(h(K)) m = h(Km). 	 (5.2) 
Proposition 5.1.1. If A = (a23 ) E M (C) has rank one and a22  
1,...,n, then for all K,LeM(C), 
(A*K)(A*L) =A*(KL), 	 (5.3) 
(A*K) m =A*Km , MEN. 	 (5.4) 
Proof. Since A has rank one, any two columns are linearly dependent. So there 
a12 	a13 
are scalars A ji such that 	Aj i 	However, a33 = 1. Therefore we have 
a 2 	a 3 
a32 = Ajiajj = )jj. It follows that 
arni = amjajj 	 (5.5) 
for all i,j,rn. Then (A*K)(A*L) = A* (KL) for any K = (k23),L = (l) E 
M (C). Indeed, 
((A * K) (A * L)) 23 = E (A * K) (A * L)mj 
= 	ajmkamjlmj 
= 	aim amj  kim lmj  
= a23 E kim lmj (use (5.5)) 
m 
= aij (KL)ij  
= (A * (KL)). 
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This proves (5.3). Then (5.4) is proved by induction on m. 
Next a very simple lemma is noted. 
Lemma 5.1.2. If X is a positive self-adjoint matrix in M (C) then the mapping 
(0, oo) -+ M (C) 
P i-* XP 
is continuous. 
Proof. This is an immediate consequence of the diagonalization of X. 	0 
The following comes from [9], p. 23 . 
Lemma 5.1.3. (Schur's Theorem) Let K, L E M (C). Then 
11K * L11 < KIl JIL11, 
If K, L are positive, then so is K * L. 
Here 11 	denotes the operator norm. 
If we now assume that A is also self-adjoint, then property 5.2 of h holds with K 
replaced by KtK and any m E (0, oo). 
Lemma 5.1.4. Let A be a k x k self-adjoint rank-one matrix with 1's on the 
diagonal. Then for all K e Mk (C) and all p E (0, oo), 
((K*K) * A) = (K*K)P * A. 	 (5.6) 
Proof. Since A has rank one, A = AP, where P is a rank-one projection and A 
is the only non-zero eigenvalue of A (spectral theorem). The eigenvalue A has 
multiplicity one. Thus 0 + A = trA = k because 0, A are the only eigenvalues of 
A. So A = k > 0, hence A is positive. 
Now we show that 
((KtK) *A) = (K*K) * A , m,n E N. 	 (5.7) 
Since 
(K*K) > 0, n e N, 




nn o < ((K - K) 1 * A ) ' = (K*K) III * A , ri,mEN 	(5.8) 
by (5.4) of Proposition 5.1.1. Since both sides of (5.8) are positive, taking the 
rn-th root we obtain 
(K*K) * A = ((K*K) ~ * m 	n, m E N. 	 (5.9) 
As a special case (m = n) we have 
(K*K) * A = ((K*K) * A) , n E N. 	 (5.10) 
Hence for all m, n E N, 
((K*K) * A) = (((K*K) * A)) 




 (by (5.10)) 
m 
=  ((K* K) -1 ) *A (by (5.4)) 
= (K*K) *A. 
Now fix p E (0, oo) and let {p3 } be a sequence in Q such that p3 - p. Since 
K*K and (K*K) * A are both positive, Lemma 5.1.2 yields 
(K*K))i 4  (K*K)P, 
((K*K) * A)'3 —* ((K*K) * A)" 
The Schur product is a continuous mapping and therefore 
(K*K)i * A —* (K*K)) * A. 
But for all j, 
((K t K) * A)" = (K*K)Pi * A 
by (5.7). Let j - cc to finish the proof. 	 . 
The following proposition shows that the homomorphism h on M (C) defined 
at the start of this section is in fact an isometry with respect to the C,, norm. 
Proposition 5.1.5. Let K E M (C) and let A E M (C) be a self-adjoint rank-
one matrix with I 's on the diagonal. Then for all 1 <p < cc, we have: 
* AIIc(cfl) = IIKMc(cn) . 	 (5.11) 
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Proof. We have 
1K * AlI (Ca) = tr ((K * A) t (K * A)) 
tr ((Kt * A) (K * A)) (A* = A) 
= tr ((KtK) * A) 
	
(Proposition 5.1.1) 
= tr ((K- K) 2 * A) 
	
(Lemma 5.1.4) 
= tr (K*K) 
	
(A has l's on the diagonal) 
I 
- IIKIp - 	C(C) 
ro- 
5.2 The infinite dimensional case 
We begin by giving a modification of some notation introduced in Chapter 3. 
Definition 5.2.1. Let J c N with n elements. If M (C) denotes the space of 
all infinite dimensional matrices with complex entries, define, 
Fj :M(C)—*M(C) 
as follows. Given A = (a 3 ) e M (C), .F(A) e M (C) is the matrix with 
(i,j)—entry a 3 if (i,j) E J x J, and zero otherwise. Also define 
Si: M(C)—M(C) 
as follows. Given A E M (C), S i (A) is the J x J submatrix of A, i.e the ri x n 
matrix obtained form A by deleting the i—th row if i V J and the j—th column if 
j 0 J. 
Observe that 
Si(JLI, (A)) = A 	(A E M (C)), 	 (5.12) 
.F (AB) = F(A)J(B) (A, B e M (C)), 	 (5.13) 
	




(AEM,(C)), 	 (5.15) 
Si (AB) = S(A)S(B) (A, B e M (C)), 	 (5.16) 
when A = (a23 ), B = (b23 ) e M (C) with a23 = b23 = 0 for all (i,j) V J x J. 
Let us consider the mapping h we defined in the finite dimensional case as a 
mapping on M (C). Then h is still a homomorhism. 
Proposition 5.2.2. If A = (a23 ) E M (C) (no boundedness restrictions on A!) 
has rank-one (in the sense that the span of the columns of A is one dimensional) 
and aii = 1 for all i E N, then for all K, L E M (C), 
(A * K) (A * L) = A * (KL). 	 (5.17) 
Proof. This can be proved as in Proposition 5.1.1. 	 LI 
We are in a position now to prove that this mapping h is a C isometry. 
Proposition 5.2.3. Let 7-( be a separable Hilbert space and {ek}  a fixed orthonor-
mal basis for W. Let K e C (7-1), 1 < p < oo, and A = (a23 ) be an infinite 
dimensional formally self-adjoint (i.e a ji = for all i, j) rank-one matrix with 
1's on the diagonal (no boundedness restrictions on A!). Then K * A E C, (7-1) 
and 
JJK * All p  = KII. 	 (5.18) 
Proof. Consider first the special case of K E C, (7-1), 1 < p < 00, which has a 
finitely supported matrix K = (K23 ) with respect to (ek ). Then K = .F.1 (K) for 
some K E Mn (C), where J = {1,. . . , n}. Then obviously K * A has finite rank 
and so K * A E C (7-1). Define A n  = S(A). Then A n  is an n x n self-adjoint 
rank-one matrix with l's on the diagonal. Then, for all 1 < p < 00, we have 
((K,K) *A) = (KK)" * A n  by Lemma 5.1.4. Hence 
IK * AII 	- lIFj(K) * AI() C(7-t) 
"p = IIJj(K * Afl)JJc() 	 (by (5.14)) 
- IIK 	
' 
ru * A 'C9 (C ) 	 (by Proposition 5.1.5) 
- IKfl") 	- .F(K)" 	- - 	IIC(C) - 	IIC(7-1) - II 	IIC,,(71) 
109 
Thus, if K is a finitely supported matrix with respect to the basis {e k }, then 
IlK * AIIP = IlKil, 1 < p < 00. 
Now let K E C, (N) with matrix K = (K23 ) with respect to {e k }. Let P be 
the projection of N onto din { el, .. . , e}. Then, for any ri, K := PKP is a 
finitely supported matrix with respect to {e k }, and K -* K in C, (N). So for 
any n, m E N, 
IIA*Kn_A*Kmllp = 1IA*( 1 nKm)lip 
= liK - Km lip 	(by special case) 
Since C (7-1), 1 <p <00 is complete, there is an L E C (7-1) such that A * K -* L 
and so (A * K) 3 -f L 23 for all i, j. Also K -* K in C, (N) implies (K) 2 -f K23 
for all i, j and therefore (A * K) 3 -+ (A * K) 23 for all i, j. So A * K = L E CP. 
Thus A * K -* A * K in C (7-1). We deduce that 11A * KlI -f IA * K11. On 
the other hand, 
IA * K n JJ P  = IIKII 
	
(by the result of the special case) 
-+ IIKI' lip 
Consequently 11A * K11 = IIKiI. 	 U 
5.3 Future work 
In this last section we shall present some open problems which are of interest for 
possible future work. 
On positivity preserving and disjoint preserving mappings 
The following results concern the inverse of a disjoint preserving mapping on 
L spaces, 1 <p < oo and its characterisation in terms of positivity preserving 
mappings. 
For more details on the following see [[15], Theorem 3.1 ] and [[8] Scholium 
2.1 and Scholium 2.3]. 
Proposition 5.3.1. /8J Suppose that (, M, ,u) is an arbitrary measure space 
and let 1 < p < oo. A bounded linear mapping T of L(p) into L(M) is disjoint 
preserving if and only if there is a bounded positivity-preserving linear mapping 
TI of L( 1a) into L(a) satisfying the following condition: 
for every f E L(,a), ITfl = ITI(IfI), ,a - a.e. on Q. 	(5.19) 
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If this is the case, then the above condition uniquely characterizes ITI among the 
bounded linear mappings of L(/2) into L(p) (and ITI is called the linear modulus 
of T). Moreover, ITI has the property that 
for every f E L(/2), ITfI =IITI(f)I,  /2 - a.e. on ft 
Notice that if T is both disjoint preserving and positivity preserving, then T = ITI. 
Proposition 5.3.1 gives rise to the following question. 
Question 5.3.2. 1. Can we define a positivity preserving mapping on C spaces? 
2. Is there a characterisation of C-disjoint or A-disjoint preserving mappings on 
C spaces in terms of a positivity preserving mapping? 
The well-known general relationships between invertibility and the disjoint pre-
serving property on L spaces can be stated as follows. 
Proposition 5.3.3. [8] Suppose (Q, ,A4, /2) is an arbitrary measure space, 1 < 
p < oo and T is a bounded invertible disjoint preserving mapping of L(/2) onto 
L(/2). Then T' is disjoint preserving, ITI is an invertible linear mapping of 
L(/2) onto L(p), and 
ITI' = T11. 
Proof. Let f, g E L(/2) with fg = 0 /2—a.e. Put F = T 1 f, C = T'g and 
h = min {IFI, ICI}. Since 0 < h < IFI, IGI and I TI is positivity-preserving by 
Proposition 5.3.1, we have 
0 < ITI(h) :5 min {ITI (IFI), ITI  (IGI)}. 
But 
TI (IFI) = IT(F)I = ITT-1 f I = If 
and ITI (IGI) = IgI. So 
0< ITI(h) 
But f  = 0 /2—a.e. So min {f,gJ} = 0. Hence 0 = ITI(h) = IT(h)l /1—a.e. 
Since T is injective, this shows that h = 0 /i—a.e. So FG = 0 /1—a.e. Hence 
T' is separation-preserving. 
Now let f E L(/2) with f > 0. Thei i Proposition 5.3.1 yields that 
f = I"' (Tf)I = IT-'I (IT(f)I) = T' I ITI (If I) = 1T'I ITI  (f) 
f = T(T'f)I = ITI (1T1(f)I) 
	
ITI 1T'I  (If 1) = TI T' I (f). 
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Thus if f > 0, 
TI IT - 'I (f) = IT- 'I ITI (1) = f , 	- 
By linearity 
TI T -1 1 = T -1 1 ITI = I , 	- a.e. 
Thus ITI is invertible and T1' = 1T 1 I. 
Question 5.3.4. Is the inverse of a bounded C-disjoint/A-disjoint preserving 
mapping on C spaces C-disjoint/A-disjoint preserving? 
We finish this thesis by noting that in the commutative case (see proof of 
Proposition 5.3.3) the lattice structure of L spaces (i.e the existence of the mini-
mum and maximum of two functions) played a vital role. In C spaces though this 
structure is non-existent and the same idea cannot be applied. However, Corol-
laries 3.3.9, 3.3.13 in Chapter 3 give a partial answer to this question. Recall that 
these results were obtained by first finding a characterisation for such mappings 
and then using the algebraic description for C-disjoint/A-disjoint operators. 
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List of notation 
The following notation is used throughout this thesis: 
R 	the real numbers 
C 	the complex numbers 
N 	the natural numbers 
Z 	the integer numbers 
Q 	the rational numbers 
E 	the closure of a set E 
a Hubert space 
the set {O,1,2,3,...} 
Po 	the set of all finite rank self adjoint projections 
P 	the set of all self adjoint projections 
the set of (strictly) positive real numbers 
X* 	the Banach space of continuous linear functionals on X 
the orthogonal complement in ?t of the subspace M 
TI 	the modulus of T 
M (C) the set of infinite dimensional matrices with complex entries 
K I L K C-disjoint from L 
K IA L K A-disjoint from L 
K * L 	the Schur product of K, L 
At 	the transpose of A 
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ranT 	 the image of the operator T 
x ® y the tensor product of x, y E N 
(x, y) the inner product of x, y E N 
clin(M) the closed linear span of the subspace m 
XE 	 characteristic function of a setE, i.e. XE(x) = 1 if x E E, and 0 oth 
T* 	 the adjoint of T 
1 	 the operator norm 
II 	 the C, norm 
a(T) 	 the spectrum of an operator T 
T(T) 	 the trace of T 
13(X) 	the space of all bounded linear operators on X 
13(X) sa 	the space of all self adjoint bounded linear operators on X 
l 	 the space of all p-convergent complex sequences 
the n-cartesian product of C 
C, C, (N) the space of von Neumann- Schatten class of compact operators on 
C, N sa  the set of self adjoint operators in C 
M (C) the set of n x n complex matrices 
L, L(X, I, i) the space of equivalence classes of p-integrable a-measurable functi 
LP (p) the space of p-integrable 	l-measurable real-valued functions 
L () the space of p-integrable a-measurable complex-valued functions 
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