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Preface
In traditional Natural Language Processing (NLP) systems, language entries such as
words and phrases are taken as distinct symbols. Various classic ideas and methods,
such as n-gram and bag-of-words models, were proposed and have been widely
used until now in many industrial applications. All these methods take words as the
minimum units for semantic representation, which are either used to further
estimate the conditional probabilities of next words given previous words
(e.g., n-gram) or used to represent semantic meanings of text (e.g., bag-of-words
models). Even when people find it is necessary to model word meanings, they either
manually build some linguistic knowledge bases such as WordNet or use context
words to represent the meaning of a target word (i.e., distributional representation).
All these semantic representation methods are still based on symbols!
With the development of NLP techniques for years, it is realized that many
issues in NLP are caused by the symbol-based semantic representation. First, the
symbol-based representation always suffers from the data sparsity problem. Take
statistical NLP methods such as n-gram with large-scale corpora, for example, due
to the intrinsic power-law distribution of words, the performance will decay dra-
matically for those few-shot words, even many smoothing methods have been
developed to calibrate the estimated probabilities about them. Moreover, there are
multiple-grained entries in natural languages from words, phrases, sentences to
documents, it is difficult to find a unified symbol set to represent the semantic
meanings for all of them simultaneously. Meanwhile, in many NLP tasks, it is
required to measure semantic relatedness between these language entries at different
levels. For example, we have to measure semantic relatedness between
words/phrases and documents in Information Retrieval. Due to the absence of a
unified scheme for semantic representation, there used to be distinct approaches
proposed and explored for different tasks in NLP, and it sometimes makes NLP
does not look like a compatible community.
As an alternative approach to symbol-based representation, distributed repre-
sentation was originally proposed by Geoffrey E. Hinton in a technique report in
1984. The report was then included in the well-known two-volume book Parallel
Distributed Processing (PDP) that introduced neural networks to model human
v
cognition and intelligence. According to this report, distributed representation is
inspired by the neural computation scheme of humans and other animals, and the
essential idea is as follows:
Each entity is represented by a pattern of activity distributed over many computing ele-
ments, and each computing element is involved in representing many different entities.
It means that each entity is represented by multiple neurons, and each neuron
involves in the representation of many concepts. This also indicates the meaning of
distributed in distributed representation. As opposed to distributed representation,
people used to assume one neuron only represents a specific concept or object, e.g.,
there exists a single neuron that will only be activated when recognizing a person or
object, such as his/her grandmother, well known as the grandmother-cell hypothesis
or local representation. We can see the straightforward connection between the
grandmother-cell hypothesis and symbol-based representation.
It was about 20 years after distributed representation was proposed, neural
probabilistic language model was proposed to model natural languages by Yoshua
Bengio in 2003, in which words are represented as low-dimensional and real-valued
vectors based on the idea of distributed representation. However, it was until 2013
that a simpler and more efficient framework word2vec was proposed to learn word
distributed representations from large-scale corpora, we come to the popularity of
distributed representation and neural network techniques in NLP. The performance
of almost all NLP tasks has been significantly improved with the support of the
distributed representation scheme and the deep learning methods.
This book aims to review and present the recent advances of distributed repre-
sentation learning for NLP, including why representation learning can improve
NLP, how representation learning takes part in various important topics of NLP,
and what challenges are still not well addressed by distributed representation.
Book Organization
This book is organized into 11 chapters with 3 parts. The first part of the
book depicts key components in NLP and how representation learning works for
them. In this part, Chap. 1 first introduces the basics of representation learning
and why it is important for NLP. Then we give a comprehensive review of
representation learning techniques on multiple-grained entries in NLP, including
word representation (Chap. 2), phrase representation as known as compositional
semantics (Chap. 3), sentence representation (Chap. 4), and document representa-
tion (Chap. 5).
The second part presents representation learning for those components closely
related to NLP. These components include sememe knowledge that describes the
commonsense knowledge of words as human concepts, world knowledge (also
known as knowledge graphs) that organizes relational facts between entities in the
real world, various network data such as social networks, document networks, and
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cross-modal data that connects natural languages to other modalities such as visual
data. A deep understanding of natural languages requires these complex compo-
nents as a rich context. Therefore, we provide an extensive introduction to these
components, i.e., sememe knowledge representation (Chap. 6), world knowledge
representation (Chap. 7), network representation (Chap. 8), and cross-modal rep-
resentation (Chap. 9).
In the third part, we will further provide some widely used open resource
tools on representation learning techniques (Chap. 10) and finally outlook the
remaining challenges and future research directions of representation learning for
NLP (Chap. 11).
Although the book is about representation learning for NLP, those theories and
algorithms can be also applied in other related domains, such as machine learning,
social network analysis, semantic web, information retrieval, data mining, and
computational biology.
Note that, some parts of this book are based on our previous published or
pre-printed papers, including [1, 11] in Chap. 2, [32] in Chap. 3, [10, 5, 29] in
Chap. 4, [12, 7] in Chap. 5, [17, 14, 24, 30, 6, 16, 2, 15] in Chap. 6, [9, 8, 13, 21,
22, 23, 3, 4, 31] in Chap. 7, and [25, 19, 18, 20, 26, 27, 33, 28] in Chap. 8.
Book Cover
The book cover shows an oracle bone divided into three parts, corresponding to
three revolutionized stages of cognition and representation in human history.
The left part shows oracle scripts, the earliest known form of Chinese writing
characters used on oracle bones in the late 1200 BC. It is used to represent the
emergence of human languages, especially writing systems. We consider this as the
first representation revolution for human beings about the world.
The upper right part shows the digitalized representation of information and
signals. After the invention of electronic computers in the 1940s, big data can be
efficiently represented and processed in computer programs. This can be regarded
as the second representation revolution for human beings about the world.
The bottom right part shows the distributed representation in artificial neural
networks originally proposed in the 1980s. As the representation basis of deep
learning, it has extensively revolutionized many fields in artificial intelligence,
including natural language processing, computer vision, and speech recognition
ever since the 2010s. We consider this as the third representation revolution about
the world. This book focuses on the theory, methods, and applications of distributed
representation learning in natural language processing.
Preface vii
Prerequisites
This book is designed for advanced undergraduate and graduate students, post-
doctoral fellows, researchers, lecturers, and industrial engineers, as well as anyone
interested in representation learning and NLP. We expect the readers to have some
prior knowledge in Probability, Linear Algebra, and Machine Learning. We rec-
ommend the readers who are specifically interested in NLP to read the first part
(Chaps. 1–5) which should be read sequentially. The second and third parts can be
read in selected order according to readers’ interests.
Contact Information
We welcome any feedback, corrections, and suggestions on the book, which may
be sent to liuzy@tsinghua.edu.cn. The readers can also find updates about the book
from the personal homepage http://nlp.csai.tsinghua.edu.cn/*lzy/.
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Chapter 1
Representation Learning and NLP
Abstract Natural languages are typical unstructured information. Conventional
Natural Language Processing (NLP) heavily relies on feature engineering, which
requires careful design and considerable expertise. Representation learning aims to
learn representations of rawdata as useful information for further classificationor pre-
diction. This chapter presents a brief introduction to representation learning, includ-
ing its motivation and basic idea, and also reviews its history and recent advances in
both machine learning and NLP.
1.1 Motivation
Machine learning addresses the problem of automatically learning computer pro-
grams fromdata.A typicalmachine learning systemconsists of three components [5]:
Machine Learning = Representation+ Objective+ Optimization. (1.1)
That is, to build an effective machine learning system, we first transform useful
information on raw data into internal representations such as feature vectors. Then by
designing appropriate objective functions, we can employ optimization algorithms
to find the optimal parameter settings for the system.
Data representation determines how much useful information can be extracted
from raw data for further classification or prediction. If there is more useful infor-
mation transformed from raw data to feature representations, the performance of
classification or prediction will tend to be better. Hence, data representation is a
crucial component to support effective machine learning.
Conventional machine learning systems adopt careful feature engineering as
preprocessing to build feature representations from raw data. Feature engineering
needs careful design and considerable expertise, and a specific task usually requires
customized feature engineering algorithms, which makes feature engineering labor
intensive, time consuming, and inflexible.
Representation learning aims to learn informative representations of objects from
raw data automatically. The learned representations can be further fed as input to
© The Author(s) 2020
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machine learning systems for prediction or classification. In this way, machine learn-
ing algorithms will be more flexible and desirable while handling large-scale and
noisy unstructured data, such as speech, images, videos, time series, and texts.
Deep learning [9] is a typical approach for representation learning, which has
recently achieved great success in speech recognition, computer vision, and natural
language processing. Deep learning has two distinguishing features:
• Distributed Representation. Deep learning algorithms typically represent each
object with a low-dimensional real-valued dense vector, which is named as dis-
tributed representation. As compared to one-hot representation in conventional
representation schemes (such as bag-of-words models), distributed representation
is able to represent data in amore compact and smoothingway, as shown in Fig. 1.1,
and hence is more robust to address the sparsity issue in large-scale data.
• Deep Architecture. Deep learning algorithms usually learn a hierarchical deep
architecture to represent objects, known as multilayer neural networks. The deep
architecture is able to extract abstractive features of objects from raw data, which
is regarded as an important reason for the great success of deep learning for speech
recognition and computer vision.
Currently, the improvements caused by deep learning for NLP may still not be
so significant as compared to speech and vision. However, deep learning for NLP
has been able to significantly reduce the work of feature engineering in NLP in the
meantime of performance improvement. Hence, many researchers are devoting to
developing efficient algorithms on representation learning (especially deep learning)
for NLP.
In this chapter, we will first discuss why representation learning is important for














Fig. 1.1 Distributed representation of words and entities in human languages
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briefly review the development history of representation learning for NLP, introduce
typical approaches of contemporary representation learning, and summarize existing
and potential applications of representation learning. Finally, we will introduce the
general organization of this book.
1.2 Why Representation Learning Is Important for NLP
NLPaims to build linguistic-specific programs formachines to understand languages.
Natural language texts are typical unstructured data, withmultiple granularities, mul-
tiple tasks, and multiple domains, which make NLP challenging to achieve satisfac-
tory performance.
Multiple Granularities. NLP concerns about multiple levels of language entries,
including but not limited to characters, words, phrases, sentences, paragraphs, and
documents. Representation learning can help to represent the semantics of these
language entries in a unified semantic space, and build complex semantic relations
among these language entries.
Multiple Tasks. There are various NLP tasks based on the same input. For exam-
ple, given a sentence, we can perform multiple tasks such as word segmentation,
part-of-speech tagging, named entity recognition, relation extraction, and machine
translation. In this case, it will be more efficient and robust to build a unified repre-
sentation space of inputs for multiple tasks.
Multiple Domains. Natural language texts may be generated from multiple
domains, including but not limited to news articles, scientific articles, literary works,
and online user-generated content such as product reviews. Moreover, we can also
regard texts in different languages as multiple domains. Conventional NLP systems
have to design specific feature extraction algorithms for each domain according to its
characteristics. In contrast, representation learning enables us to build representations
automatically from large-scale domain data.
In summary, as shown in Fig. 1.2, representation learning can facilitate knowledge
transfer across multiple language entries, multiple NLP tasks, and multiple appli-
cation domains, and significantly improve the effectiveness and robustness of NLP
performance.
1.3 Basic Ideas of Representation Learning
In this book, we focus on the distributed representation scheme (i.e., embedding),
and talk about recent advances of representation learning methods for multiple lan-
guage entries, including words, phrases, sentences, and documents, and their closely
related objects including sememe-based linguistic knowledge, entity-based world
knowledge, networks, and cross-modal entries.












Fig. 1.2 Distributed representation can provide unified semantic space for multi-grained language
entries and for multiple NLP tasks
By distributed representation learning, all objects that we are interested in are
projected into a unified low-dimensional semantic space.As demonstrated in Fig. 1.1,
the geometric distance between two objects in the semantic space indicates their
semantic relatedness; the semantic meaning of an object is related to which objects
are close to it. In other words, it is the relative closeness with other objects that reveals
an object’s meaning rather than the absolute position.
1.4 Development of Representation Learning for NLP
In this section, we introduce the development of representation learning for NLP,
also shown in Fig. 1.3. To study representation schemes in NLP, words would be a
good start, since they are the minimum units in natural languages. The easiest way
to represent a word in a computer-readable way (e.g., using a vector) is one-hot
vector, which has the dimension of the vocabulary size and assigns 1 to the word’s
corresponding position and 0 to others. It is apparent that one-hot vectors hardly
contain any semantic information about words except simply distinguishing them
from each other.
One of the earliest ideas of word representation learning can date back to n-gram
models [15]. It is easy to understand: when we want to predict the next word in a
sequence, we usually look at some previous words (and in the case of n-gram, they
are the previous n − 1 words). And if going through a large-scale corpus, we can
count and get a good probability estimation of each word under the condition of all
combinations of n − 1 previous words. These probabilities are useful for predicting
words in sequences, and also form vector representations for words since they reflect
the meanings of words.
The idea of n-gram models is coherent with the distributional hypothesis: lin-
guistic items with similar distributions have similar meanings [7]. In another phrase,
“a word is characterized by the company it keeps” [6]. It became the fundamental
idea of many NLP models, from word2vec to BERT.
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Fig. 1.3 The timeline for the development of representation learning in NLP. With the growing
computing power and large-scale text data, distributed representation trained with neural networks
and large corpora has become the mainstream
Another example of the distributional hypothesis isBag-Of-Words (BOW)mod-
els [7]. BOWmodels regard a document as a bag of its words, disregarding the orders
of these words in the document. In this way, the document can be represented as a
vocabulary-size vector, in which each word that has appeared in the document cor-
responds to a unique and nonzero dimension. Then a score can be further computed
for each word (e.g., the numbers of occurrences) to indicate the weights of these
words in the document. Though very simple, BOW models work great in applica-
tions like spam filtering, text classification, and information retrieval, proving that
the distributions of words can serve as a good representation for text.
In the above cases, each value in the representation clearly matches one entry
(e.g., word scores in BOW models). This one-to-one correspondence between con-
cepts and representation elements is called local representation or symbol-based
representation, which is natural and simple.
In distributed representation, on the other hand, each entity (or attribute) is
represented by a pattern of activation distributed over multiple elements, and each
computing element is involved in representingmultiple entities [11]. Distributed rep-
resentation has been proved to be more efficient because it usually has low dimen-
sions that can prevent the sparsity issue. Useful hidden properties can be learned from
large-scale data and emerged in distributed representation. The idea of distributed
representation was originally inspired by the neural computation scheme of humans
and other animals. It comes from neural networks (activations of neurons), and with
the great success of deep learning, distributed representation has become the most
commonly used approach for representation learning.
One of the pioneer practices of distributed representation in NLP isNeural Prob-
abilistic Language Model (NPLM) [1]. A language model is to predict the joint
probability of sequences of words (n-gram models are simple language models).
NPLM first assigns a distributed vector for each word, then uses a neural network
to predict the next word. By going through the training corpora, NPLM successfully
learns how to model the joint probability of sentences, while brings word embed-
dings (i.e., low-dimensional word vectors) as learned parameters in NPLM. Though













Word Embedding Pre-trained Language Model
Fig. 1.4 This figure shows how word embeddings and pre-trained language models work in NLP
pipelines. They both learn distributed representations for language entries (e.g., words) through
pretraining objectives and transfer them to target tasks. Furthermore, pre-trained language models
can also transfer model parameters
it is hard to tell what each element of a word embedding actually means, the vectors
indeed encode semantic meanings about the words, verified by the performance of
NPLM.
Inspired by NPLM, there came many methods that embed words into distributed
representations and use the language modeling objective to optimize them as model
parameters. Famous examples includeword2vec [12],GloVe [13], and fastText [3].
Though differing in detail, these methods are all very efficient to train, utilize large-
scale corpora, and have been widely adopted as word embeddings in many NLP
models. Word embeddings in the NLP pipeline map discrete words into informative
low-dimensional vectors, and help to shine a light on neural networks in comput-
ing and understanding languages. It makes representation learning a critical part of
natural language processing.
The research on representation learning in NLP took a big leap when ELMo
[14] and BERT [4] came out. Besides using larger corpora, more parameters, and
more computing resources as compared to word2vec, they also take complicated
context in text into consideration. It means that instead of assigning each word
with a fixed vector, ELMo and BERT use multilayer neural networks to calculate
dynamic representations for the words based on their context, which is especially
useful for the words with multiple meanings. Moreover, BERT starts a new fashion
(though not originated from it) of the pretrained fine-tuning pipeline. Previously,
word embeddings are simply adopted as input representation. But after BERT, it
becomes a common practice to keep using the same neural network structure such as
BERT in both pretraining and fine-tuning, which is taking the parameters of BERT
for initialization and fine-tuning the model on downstream tasks (Fig. 1.4).
Though not a big theoretical breakthrough, BERT-like models (also known as
Pre-trained Language Models (PLM), for they are pretrained through language
modeling objective on large corpora) have attracted wide attention in the NLP and
machine learning community, for they have been so successful and achieved state-
of-the-art on almost every NLP benchmarks. These models show what large-scale
data and computing power can lead to, and new research works on the topic of Pre-
Trained language Models (PLMs) emerge rapidly. Probing experiments demonstrate
that PLMs implicitly encode a variety of linguistic knowledge and patterns inside
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their multilayer network parameters [8, 10]. All these significant performances and
interesting analyses suggest that there are still a lot of open problems to explore in
PLMs, as the future of representation learning for NLP.
Based on the distributional hypothesis, representation learning for NLP has
evolved from symbol-based representation to distributed representation. Starting
fromword2vec, word embeddings trained from large corpora have shown significant
power in most NLP tasks. Recently, emerged PLMs (like BERT) take complicated
context into word representation and start a new trend of the pretraining fine-tuning
pipeline, bringing NLP to a new level. What will be the next big change in repre-
sentation learning for NLP? We hope the contents of this book can give you some
inspiration.
1.5 Learning Approaches to Representation Learning for
NLP
People have developed various effective and efficient approaches to learn semantic
representations for NLP. Here we list some typical approaches.
Statistical Features: As introduced before, semantic representations for NLP in
the early stage often come from statistics, instead of emerging from the optimization
process. For example, in n-gram or bag-of-words models, elements in the representa-
tion are usually frequencies or numbers of occurrences of the corresponding entries
counted in large-scale corpora.
Hand-craft Features: In certain NLP tasks, syntactic and semantic features are
useful for solving the problem. For example, types of words and entities, semantic
roles and parse trees, etc. These linguistic features may be provided with the tasks
or can be extracted by specific NLP systems. In a long period before the wide use
of distributed representation, researchers used to devote lots of effort into designing
useful features and combining them as the inputs for NLP models.
Supervised Learning: Distributed representations emerge from the optimization
process of neural networks under supervised learning. In the hidden layers of neu-
ral networks, the different activation patterns of neurons represent different entities
or attributes. With a training objective (usually a loss function for the target task)
and supervised signals (usually the gold-standard labels for training instances of the
target tasks), the networks can learn better parameters via optimization (e.g., gra-
dient descent). With proper training, the hidden states will become informative and
generalized as good semantic representations of natural languages.
For example, to train a neural network for a sentiment classification task, the loss
function is usually set as the cross-entropy of the model predictions with respect to
the gold-standard sentiment labels as supervision. While optimizing the objective,
the loss gets smaller, and the model performance gets better. In the meantime, the
hidden states of themodel gradually form good sentence representations by encoding
the necessary information for sentiment classification inside the continuous hidden
space.
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Self-supervised Learning: In some cases, we simply want to get good represen-
tations for certain elements, so that these representations can be transferred to other
tasks. For example, in most neural NLP models, words in sentences are first mapped
to their corresponding word embeddings (maybe from word2vec or GloVe) before
sent to the networks. However, there are no human-annotated “labels” for learning
word embeddings. To acquire the training objective necessary for neural networks,
we need to generate “labels” intrinsically from existing data. This is called self-
supervised learning (one way for unsupervised learning).
For example, language modeling is a typical “self-supervised” objective, for it
does not require any human annotations. Based on the distributional hypothesis,
using the languagemodeling objective can lead to hidden representations that encode
the semantics of words. You may have heard of a famous equation: w(king)−
w(man)+ w(woman) = w(queen), which demonstrates the analogical properties
that the word embeddings have possessed through self-supervised learning.
We can see another angle of self-supervised learning in autoencoders. It is also a
way to learn representations for a set of data. Typical autoencoders have a reduction
(encoding) phase and a reconstruction (decoding) phase. In the reduction phase, an
item from the data is encoded into a low-dimensional representation, and in the
reconstruction phase, the model tries to reconstruct the item from the intermediate
representation. Here, the training objective is the reconstruction loss, derived from
the data itself. During the training process, meaningful information is encoded and
kept in the latent representation, while noise signals are discarded.
Self-supervised learning has made a great success in NLP, for the plain text itself
contains abundant knowledge and patterns about languages, and self-supervised
learning can fully utilize the existing large-scale corpora. Nowadays, it is still the
most exciting research area of representation learning for natural languages, and
researchers continue to put their efforts into this direction.
Besides, many other machine learning approaches have also been explored in
representation learning for NLP, such as adversarial training, contrastive learning,
few-shot learning, meta-learning, continual learning, reinforcement learning, et al.
How to develop more effective and efficient approaches of representation learning
for NLP and to better take advantage of large-scale and complicated corpora and
computing power, is still an important research topic.
1.6 Applications of Representation Learning for NLP
In general, there are two kinds of applications of representation learning for NLP. In
one case, the semantic representation is trained in a pretraining task (or designed by
human experts) and is transferred to the model for the target task. Word embedding
is an example of the application. It is trained by using language modeling objective
and is taken as inputs for other down-stream NLP models. In this book, we will
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also introduce sememe knowledge representation and world knowledge representa-
tion, which can also be integrated into some NLP systems as additional knowledge
augmentation to enhance their performance in certain aspects.
In other cases, the semantic representation lies within the hidden states of the neu-
ral model and directly aims for better performance of target tasks as an end-to-end
fashion. For example, many NLP tasks want to semantically compose sentence or
document representation: tasks like sentiment classification, natural language infer-
ence, and relation extraction require sentence representation and the tasks like ques-
tion answering need document representation. As shown in the latter part of the
book, many representation learning methods have been developed for sentences and
documents and benefit these NLP tasks.
1.7 The Organization of This Book
We start the book from word representation. By giving a thorough introduction to
word representation, we hope the readers can grasp the basic ideas for representa-
tion learning for NLP. Based on that, we further talk about how to compositionally
acquire the representation for higher level language components, from sentences to
documents.
As shown in Fig. 1.5, representation learning will be able to incorporate various
types of structural knowledge to support a deep understanding of natural languages,
named as knowledge-guidedNLP. Hence, we next introduce two forms of knowledge
representation that are closely related to NLP. On the one hand, sememe represen-
tation tries to encode linguistic and commonsense knowledge in natural languages.
Sememe is defined as the minimum indivisible unit of semantic meaning [2]. With
the help of sememe representation learning, we can get more interpretable and more
robust NLP models. On the other hand, world knowledge representation studies how
to encode world facts into continuous semantic space. It can not only help with
knowledge graph tasks but also benefit knowledge-guided NLP applications.
Besides, the network is also a natural way to represent objects and their relation-
ships. In the network representation section, we study how to embed vertices and
edges in a network and how these elements interact with each other. Through the
applications, we further show how network representations can help NLP tasks.
Another interesting topic related to NLP is the cross-modal representation, which
studies how to model unified semantic representations across different modalities
(e.g., text, audios, images, videos, etc.). Through this section, we review several
cross-modal problems along with representative models.
At the end of the book, we introduce some useful resources to the readers, includ-
ing deep learning frameworks and open-source codes. We also share some views
about the next big topics in representation learning for NLP. We hope that the
resources and the outlook can help our readers have a better understanding of the
content of the book, and inspire our readers about how representation learning in
NLP would further develop.
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Fig. 1.5 The architecture of knowledge-guided NLP
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Abstract Word representation, aiming to represent a word with a vector, plays
an essential role in NLP. In this chapter, we first introduce several typical word
representation learning methods, including one-hot representation and distributed
representation. After that, we present twowidely used evaluation tasks for measuring
the quality of word embeddings. Finally, we introduce the recent extensions for word
representation learning models.
2.1 Introduction
Words are usually considered as the smallest meaningful units of speech or writing in
human languages. High-level structures in a language, such as phrases and sentences,
are further composed of words. For human beings, to understand a language, it is
crucial to understand the meanings of words. Therefore, it is essential to accurately
represent words, which could help models better understand, categorize, or generate
text in NLP tasks.
Aword can be naturally represented as a sequence of several characters. However,
it is very inefficient and ineffective only to use raw character sequences to represent
words. First, the variable lengths of words make it hard to be processed and used in
machine learningmethods.Moreover, it is very sparse, because only a tiny proportion
of arrangements are meaningful. For example, English words are usually character
sequences which are composed of 1–20 characters in the English alphabet, but most
of these character sequences such as “aaaaa” are meaningless.
One-hot representation is another natural approach to represent words, which
assigns a unique index to eachword. It is also not good enough to representwordswith
one-hot representation. First, one-hot representation could not capture the seman-
tic relatedness among words. Second, one-hot representation is a high-dimensional
sparse representation, which is very inefficient. Third, it is very inflexible for one-hot
representation to deal with newwords, which requires assigning new indexes for new
words and would change the dimensions of the representation. The change may lead
to some problems for existing NLP systems.
© The Author(s) 2020
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Recently, distributed word representation approaches are proposed to address the
problem of one-hot word representation. The distributional hypothesis [23, 30] that
linguistic objects with similar distributions have similar meanings is the basis for dis-
tributedword representation learning. Based on the distributional hypothesis, various
word representation models, such as CBOWand Skip-gram, have been proposed and
applied in different areas.
In the remaining part of this chapter, we start with one-hot word representation.
Further, we introduce distributedword representationmodels, includingBrownClus-
ter, Latent Semantic Analysis, Word2vec, and GloVe in detail. Then we introduce
two typical evaluation tasks for word representation. Finally, we discuss various
extensions of word representation models.
2.2 One-Hot Word Representation
In this section, we will introduce one-hot word representation in details. Given a
fixed set of vocabulary V = {w1,w2, . . . ,w|V |}, one very intuitive way to represent
a word w is to encode it with a |V |-dimensional vector w, where each dimension of
w is either 0 or 1. Only one dimension in w can be 1 while all the other dimensions
are 0. Formally, each dimension of w can be represented as
wi =
{
1 if w = wi
0 otherwise.
(2.1)
One-hot word representation, in essence, maps each word to an index of the
vocabulary, which can be very efficient for storage and computation. However, it
does not contain rich semantic and syntactic information ofwords. Therefore, one-hot
representation cannot capture the relatedness among words. The difference between
cat and dog is as much as the difference between cat and bed in one-hot word
representation. Besides, one-hot word representation embeds each word into a |V |-
dimensional vector, which can only work for a fixed vocabulary. Therefore, it is
inflexible to deal with new words in a real-world scenario.
2.3 Distributed Word Representation
Recently, distributed word representation approaches are proposed to address the
problem of one-hot word representation. The distributional hypothesis [23, 30] that
linguistic objects with similar distributions have similar meanings is the basis for
semantic word representation learning.
Based on the distributional hypothesis, Brown Cluster [9] groups words into hier-
archical clusters where words in the same cluster have similar meanings. The cluster
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label can roughly represent the similarity between words, but it cannot precisely
compare words in the same group. To address this issue, distributed word represen-
tation1 aims to embed each word into a continuous real-valued vector. It is a dense
representation, and “dense” means that one concept is represented by more than one
dimension of the vector, and each dimension of the vector is involved in representing
multiple concepts. Due to its continuous characteristic, distributed word represen-
tation can be easily applied in deep neural models for NLP tasks. Distributed word
representation approaches such as Word2vec and GloVe usually learn word vectors
from a large corpus based on the distributional hypothesis. In this section, we will
introduce several distributed word representation approaches in detail.
2.3.1 Brown Cluster
Brown Cluster classifies words into several clusters that have similar semantic mean-
ings. Detailedly, Brown Cluster learns a binary tree from a large-scale corpus, in
which the leaves of the tree indicate the words and the internal nodes of the tree
indicate word hierarchical clusters. This is a hard clustering method since each word
belongs to exactly one group.
The idea of Brown Cluster to cluster the words comes from the n-gram language
model. A language model evaluates the probability of a sentence. For example,
the sentence have a nice day should have a higher probability than a random
sequence of words. Using a k-gram language model, the probability of a sentence





It is easy to estimate P(wi |wi−1i−k) from a large corpus, but the model has |V |k − 1
independent parameters which is a huge number for computers in the 1990s. Even if k
is 2, the number of parameters is considerable.Moreover, the estimation is inaccurate
for rare words. To address these problems, [9] proposes to group words into clusters
and train a cluster-level n-gram language model rather than a word-level model. By




P(ci |ci−1i−k)P(wi |ci ), (2.3)
1We emphasize that distributed representation and distributional representation are two completely
different aspects of representations. A word representation method may belong to both categories.
Distributed representation indicates that the representation is a real-valued vector, while distri-
butional representation indicates that the meaning of a word is learned under the distributional
hypothesis.
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where ci is the corresponding cluster of wi . In cluster-level language model, there
are only |Ck | − 1 + |V | − |C | independent parameters, where C is the cluster set
which is usually much smaller than the vocabulary |V |.
The quality of the cluster affects the performance of the language model. Given a
training text s, for a 2-gram language model, the quality of a mapping π from words









log P(ci |ci−1) + log P(wi |ci )
)
. (2.5)
Let Nw be the number of times word w appears in corpus s, Nw1w2 be the number
of times bigram w1w2 appears, and Nπ(w) be the number of times a cluster appears.







































































P(w) log P(w) (2.11)
= I (C) − H(V ), (2.12)
where I (C) is the mutual information between clusters and H(V ) is the entropy of
the word distribution, which is a constant value. Therefore, to optimize Q(π) equals
to optimize the mutual information.
There is no practical method to obtain optimum partitions. Nevertheless, Brown
Cluster uses a greedy strategy to obtain a suboptimal result. Initially, it assigns a
distinct class for each word. Then it merges two classes with the least average mutual
information. After |V | − |C | mergences, the partition is generated. Keeping the |C |
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Table 2.1 Some clusters of Brown Cluster
Cluster #1 Friday Monday Thursday Wednesday Tuesday Saturday
Cluster #2 June March July April January December
Cluster #3 Water Gas Coal Liquid Acid Sand
Cluster #4 Great Big Vast Sudden Mere Sheer
Cluster #5 Man Woman Boy Girl Lawyer Doctor
Cluster #6 American Indian European Japanese German African
clusters, we can continuously perform |C | − 1 mergences to get a binary tree. With
certain care in implementation, the complexity of this algorithm is O(|V |3).
We show some clusters in Table 2.1. From the table, we can find that each cluster
relates to a sense in the natural language. The words in the same cluster tend to
express similar meanings or could be used exchangeably.
2.3.2 Latent Semantic Analysis
Latent Semantic Analysis (LSA) is a family of strategies derived from vector space
models, which could capture word semantics much better. LSA aims to explore latent
factors for words and documents by matrix factorization to improve the estimation
of word similarities. Reference [14] applies Singular Value Decomposition (SVD)
on the word-document matrix and exploits uncorrelated factors for both words and
documents. The SVD of word-document matrix M yields three matrices E, Σ and
D such that
M = EΣD, (2.13)
where Σ is the diagonal matrix of singular values of M, each row vector wi in
matrix E corresponds to word wi , and each row vector di in matrix D corresponds
to document di . Then the similarity between two words could be
sim(wi ,wj ) = Mi,:Mj,: = wiΣ2w j . (2.14)
Here, the number of singular values k included in Σ is a hyperparameter that
needs to be tuned.With a reasonable amount of the largest singular values used, LSA
could capture much useful information in the word-document matrix and provide a
smoothing effect that prevents large variance.
With a relatively small k, once the matrices E, Σ andD are computed, measuring
word similarity could be very efficient because there are often fewer nonzero dimen-
sions in word vectors. However, the computation of E and D can be costly because
full SVD on a n × m matrix takes O(min{m2n,mn2}) time, while the parallelization
of SVD is not trivial.
18 2 Word Representation
Another algorithm for LSA is Random Indexing [34, 55]. It overcomes the diffi-
culty of SVD-based LSA, by avoiding costly preprocessing of a hugeword-document
matrix. In random indexing, each document is assigned with a randomly generated
high-dimensional sparse ternary vector (called index vector). Then for each word
in the document, the index vector is added to the word’s vector. The index vectors
are supposed to be orthogonal or nearly orthogonal. This algorithm is simple and
scalable, which is easy to parallelize and implemented incrementally. Moreover, its
performance is comparable with the SVD-based LSA, according to [55].
2.3.3 Word2vec
Google’sword2vec2 toolkit was released in 2013. It can efficiently learnword vectors
from a large corpus. The toolkit has two models, including Continuous Bag-Of-
Words (CBOW) and Skip-gram. Based on the assumption that the meaning of a
word can be learned from its context, CBOW optimizes the embeddings so that they
can predict a target word given its context words. Skip-gram, on the contrary, learns
the embeddings that can predict the context words given a target word. In this section,
we will introduce these two models in detail.
2.3.3.1 Continuous Bag-of-Words
CBOW predicts the center word given a window of context. Figure2.1 shows the
idea of CBOW with a window of 5 words.
Formally, CBOW predicts wi according to its contexts as











where P(wi |wj (| j−i |≤l, j =i)) is the probability ofwordwi given its contexts, l is the size
of training contexts, M is the weight matrix in R|V |×m , V indicates the vocabulary,
and m is the dimension of the word vector.





log P(wi |wj (| j−i |≤l, j =i)). (2.16)
Here, the window size l is a hyperparameter to be tuned. A larger window size
may lead to a higher accuracy as well as the more expense of the training time.
2https://code.google.com/archive/p/word2vec/.









Fig. 2.1 The architecture of CBOW model
2.3.3.2 Skip-Gram
On the contrary to CBOW, Skip-gram predicts the context given the center word.
Figure2.2 shows the model.
Formally, given a word wi , Skip-gram predicts its context as
P(wj |wi ) = softmax(Mwi )
(| j − i | ≤ l, j = i), (2.17)
where P(wj |wi ) is the probability of context word wj given wi , andM is the weight





j (| j−i |≤l, j =i)
P(wj |wi ). (2.18)
Word Matrix
Classifier wi-2 wi-1 wi+1 wi+2
wi
W
Fig. 2.2 The architecture of skip-gram model
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2.3.3.3 Hierarchical Softmax and Negative Sampling
To train CBOW or Skip-gram directly is very time consuming. The most time-
consuming part is the softmax layer. The conventional softmax layer needs to obtain
the scores of all words even though only one word is used in computing the loss
function. An intuitive idea to improve efficiency is to get a reasonable but much
faster approximation of that word. Here, we will introduce two typical approxima-
tion methods which are included in the toolkit, including hierarchical softmax and
negative sampling. We explain these two methods using CBOW as an example.
The idea of hierarchical softmax is to build hierarchical classes for all words
and to estimate the probability of a word by estimating the conditional probability
of its corresponding hierarchical class. Figure2.3 gives an example. Each internal
node of the tree indicates a hierarchical class and has a feature vector, while each
leaf node of the tree indicates a word. In this example, the probability of word
the is p0 × p01 while the probability of cat is p0 × p00 × p001. The conditional
probability is computed by the feature vector of each node and the context vector.
For example,
p0 = exp(w0 · wc)
exp(w0 · wc) + exp(w1 · wc) , (2.19)
p1 = 1 − p0, (2.20)
where wc is the context vector, w0 and w1 are the feature vectors.
Hierarchical softmax generates the hierarchical classes according to the word
frequency, i.e., a Huffman tree. By the approximation, it can compute the probability
of each word much faster, and the complexity of calculating the probability of each
word is O(log |V |).
Negative sampling is more straightforward. To calculate the probability of a word,
negative sampling directly samples k words as negative samples according to the
word frequency. Then, it computes a softmax over the k + 1 words to approximate
the probability of the target word.








2.3 Distributed Word Representation 21
Table 2.2 Co-occurrence probabilities and the ratio of probabilities for target words ice and
steam with context word solid, gas, water, and fashion
Probability and ratio k = solid k = gas k = water k = f ashion
P(k|ice) 1.9e − 4 6.6e − 5 3e − 3 1.7e − 5
P(k|steam) 2.2e − 5 7.8e − 4 2.2e − 3 1.8e − 5
P(k|ice)/P(k|steam) 8.9 8.5e − 2 1.36 0.96
2.3.4 GloVe
Methods like Skip-gram and CBOW are shallow window-based methods. These
methods scan a contextwindowacross the entire corpus,which fails to take advantage
of some global information. Global Vectors forWord Representation (GloVe), on the
contrary, can capture corpus statistics directly.
As shown in Table 2.2, the meaning of a word can be learned from the co-
occurrence matrix. The ratio of co-occurrence probabilities can be especially useful.
In the example, the meaning of ice and water can be examined by studying the
ratio of their co-occurrence probabilities with various probe words. For words related
to ice but not steam, for example, solid, the ratio P(solid|ice)/P(solid|
steam) will be large. Similarly, gas is related to steam but not ice, so
P(gas|ice)/P(gas|steam) will be small. For words that are relevant or irrel-
evant to both words, the ratio is close to 1.
Based on this idea, GloVe models
F(wi ,w j , w̃k) = Pik
Pjk
, (2.21)
where w̃ ∈ Rd are separate context word vectors, and Pi j is the probability of word
j to be in the context of word i , formally
Pi j = Ni j
Ni
, (2.22)
where Ni j is the number of occurrences of word j in the context of word i , and
Ni = ∑k Nik is the number of times any word appears in the context of word j .
F(·) is supposed to encode the information presented in the ratio Pik/Pjk in the
word vector space. To keep the inherently linear structure, F should only depend on
the difference of two target words
F(wi − w j , w̃k) = Pik
Pjk
. (2.23)
The arguments of F are vectors while the right side of the equation is a scalar, to
avoid F obfuscating the linear structure, a dot product is used:
22 2 Word Representation
F
(




Themodel keeps the invariance under relabeling the target word and context word.
It requires F to be a homomorphism between the groups (R,+) and (R>0,×). The
solution is F = exp. Then
wi w̃k = log Nik − log Ni . (2.25)
To keep exchange symmetry, log Ni is eliminated by adding biases bi and b̃k . The
model becomes
wi w̃k + bi + b̃k = log Nik, (2.26)
which is significantly simpler than Eq. (2.21).




f (Ni j )(wi w̃ j + bi + b̃ j − log Ni j ), (2.27)
where f (·) is a weighting function:
f (x) =
{
(x/xmax )α if x < xmax ,
1 otherwise.
(2.28)
2.4 Contextualized Word Representation
In natural language, the meaning of an individual word usually relates to its context
in a sentence. For example,
• The central bank has slashed its forecast for economic
growth this year from 4.1 to 2.6%.
• More recently, on a blazing summer day, he took me back
to one of the den sites, in a slumping bank above the
South Saskatchewan River.
In these two sentences, although thewordbank is always the same, theirmeanings
are different. However, most of the traditional word embeddings (CBOW, Skip-gram,
GloVe, etc.) cannot well understand the different nuances of the meanings of words
with the different surrounding texts. The reason is that these models only learn a
unique representation for each word, and therefore it is impossible for these models
to capture how the meanings of words change based on their surrounding contexts.
To address this issue, [48] proposesELMo,which uses a deep, bidirectional LSTM
model to build word representations. ELMo could represent each word depending
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on the entire context in which it is used. More specifically, rather than having a look-
up table of word embedding matrix, ELMo converts words into low-dimensional
vectors on-the-fly by feeding the word and its surrounding text into a deep neural
network. ELMo utilizes a bidirectional language model to conduct word representa-
tion. Formally, given a sequence of N words, (w1,w2, . . . ,wN ), a forward language
model (LM, the details of language model are in Sect. 4) models the probability of
the sequence by predicting the probability of each word tk according to the historical
context:
P(w1,w2, . . . ,wN ) =
N∏
k=1
P(wk | w1,w2, . . . ,wk−1). (2.29)
The forward LM in ELMo is a multilayer LSTM, and the j th layer of the LSTM-
based forward LM will generate the context-dependent word representation
−→
h LMk, j
for the wordwk . The backward LM is similar to the forward LM. The only difference
is that it reverses the input word sequence to (wN ,wN−1, . . . ,w1) and predicts each
word according to the future context:
P(w1,w2, . . . ,wN ) =
N∏
k=1
P(wk | wk+1,wk+2, . . . ,wN ). (2.30)
As the same as the forward LM, the j th backward LM layer generates the repre-
sentations
←−
h LMk, j for the word wk .
ELMogenerates a task-specificword representation,which combines all layer rep-
resentations of the bidirectional LM. Formally, it computes a task-specific weighting






k, j , (2.31)
where stask are softmax-normalized weights and αtask is the weight of the entire word
vector for the task.
2.5 Extensions
Besides those very popular toolkits, such as word2vec and GloVe, various works
are focusing on different aspects of word representation, contributing to numerous
extensions. These extensions usually focus on the following directions.
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2.5.1 Word Representation Theories
With the success of word representation, researchers begin to explore the theories of
word representation. Some works attempt to give more theoretical analysis to prove
the reasonability of existing tricks on word representation learning [39, 45], while
some works try to discuss the new learning methods [26, 61].
Reasonability. Word2vec and other similar tools are empirical methods of word
representation learning.Many tricks are proposed in [43] to learn the representation of
words from a large corpus efficiently, for example, negative sampling. Considering
the effectiveness of these methods, a more theoretical analysis should be done to
prove the reasonability of these tricks. Reference [39] gives some theoretical analysis
of these tricks. They formalize the Skip-gram model with negative sampling as
an implicit matrix factorization process. The Skip-gram model generates a word
embedding matrix E and a context matrixC. The size of the word embedding matrix
E is |V | × m. Each rowof contextmatrixC is a contextword’sm-dimensional vector.
The training process of Skip-gram is an implicit factorization ofM = EC.C is not
explicitly considered in word2vec. This work further analyzes that the matrixM is
Mi j = wi · c j = PMI(wi , c j ) − log k, (2.32)
where k is the number of negative samples, PMI(w, c) is the point-wise mutual
information
PMI(w, c) = log P(w, c)
P(w)P(c)
. (2.33)
The shifted PMI matrix can directly be used to compare the similarity of words.
Another intuitive idea is to factorize the shifted PMI matrix directly. Reference [39]
evaluates the performance of using the SVD matrix factorization method on the
implicit matrixM. Matrix factorization achieves significantly better objective value
when the embedding size is smaller than 500 dimensions and the number of negative
samples is 1. With more negative samples and higher embedding dimensions, Skip-
gram with negative sampling gets better objective value. This is because when the
number of zeros increases in M, and SVD prefers to factorize a matrix with mini-
mum values. With 1,000 dimensional embeddings and different numbers of negative
samples in {1, 5, 15}, SVD achieves slightly better performance onword analogy and
word similarity. In contrast, Skip-gram with negative sampling achieves 2% better
performance on syntactical analogy.
Interpretability. Most existing distributional word representation methods could
generate a dense real-valued vector for each word. However, the word embeddings
obtained by these models are hard to be interpreted. Reference [26] introduces non-
negative and sparsity embeddings, where the models are interpretable and each
dimension indicates a unique concept. This method factorizes the corpus statistics
matrix X ∈ R|V |×|D| into a word embedding matrix E ∈ R|V |×m and a document








‖Xi,: − Ei,:D‖2 + λ‖Ei,:‖1,
s.t. Di,:Di,: ≤ 1,∀1 ≤ i ≤ m,
Ei, j ≥ 0, 1 ≤ i ≤ |V |, 1 ≤ j ≤ m. (2.34)
By iteratively optimizing E and D via gradient descent, this model can learn non-
negative and sparse embeddings for words. Since the embeddings are sparse and
nonnegative, words with the highest scores in each dimension show high similarity,
which can be viewed as a concept of this dimension. To further improve the embed-
dings, this work also proposes phrasal-level constraints into the loss function. With
new constraints, it could achieve both interpretability and compositionality.
2.5.2 Multi-prototype Word Representation
Using only one single vector to represent a word is problematic due to the ambiguity
of words. A single vector cannot represent multiple meanings of a word well because
it may lead to semantic confusion among the different senses of this word.
The multi-prototype vector space model [51] is proposed to better represent dif-
ferent meanings of a word. In multi-prototype vector space model, a mixture of
von Mises-Fisher distributions (movMF) clustering method with first-order unigram
contexts [5] is used to cluster different meanings of a word. Formally, it assigns a
different word representation wi (x) to the same word x in each different cluster i .
When the multi-prototype embedding is used, the similarity between two words x, y
is computed straightforwardly. If contexts of words are not available, the similarity
between two words is defined as






s(wi (x),w j (y)), (2.35)
MaxSim(x, y) = max
1≤i, j≤K s(wi (x),w j (y)), (2.36)
where K is a hyperparameter indicating the number of the clusters and s(·) is a simi-
larity function of two vectors such as cosine similarity. When contexts are available,
the similarity can be computed more precisely as:






sc,x,i sc,y, j s(wi (x),w j (y)), (2.37)
MaxSimC(x, y) = s(ŵ(x), ŵ(y)), (2.38)
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where sc,x,i = s(wi (c),wi (x)) is the likelihoodof context c belonging to cluster i , and
ŵ(x) = wargmax1≤i≤K sc,x,i (x) is themaximum likelihood cluster for x in context c.With
multi-prototype embeddings, the accuracy on the word similarity task is significantly
improved, but the performance is still sensitive to the number of clusters.
Although the multi-prototype embedding method can effectively cluster different
meanings of awordvia its contexts, the clustering is offline, and the number of clusters
is fixed and needs to be predefined. It is difficult for a model to select an appropriate
amount of meanings for different words, to adapt to new senses, new words, or new
data, and to align the senseswith prototypes. To address these problems, [12] proposes
a unified model for word sense representation and word sense disambiguation. This
model uses available knowledge bases such asWordNet [46] to determine the senses
of a word. Each word and each sense had a single vector and are trained jointly. This
model can learn representations of both words and senses, and two simple methods
are proposed to do disambiguation using the word and sense vectors.
2.5.3 Multisource Word Representation
There ismuch information aboutwords that can be leveraged to improve the quality of
word representations. We will introduce other kinds of word representation learning
methods utilizing multisource information.
2.5.3.1 Word Representation with Internal Information
There is much information locating inside words, which can be utilized to improve
the quality of word representations further.
Using Character Information. Many languages such as Chinese and Japanese
have thousands of characters, and the words in these languages are composed of
several characters. Characters in these languages have richer semantic information
comparing with other languages containing only dozens of characters. Hence, the
meaning of a word can not only be learned from its contexts but also the composition
of characters. Driven by this intuitive idea, [13] proposes a joint learning model for
Character and Word Embeddings (CWE). In CWE, a word is a composition of a
word embedding and its character embeddings. Formally,




where x is the representation of a word, which is the composition of a word vectorw
and several character vectors ci , and |w| is the number of characters in the word. Note
that this model can be integrated with various models such as Skip-gram, CBOW,
and GloVe.
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Further, position-based and cluster-based methods are proposed to address this
issue that characters are highly ambiguous. In position-based approach, each char-
acter is assigned three vectors which appear in begin, middle and end of a word
respectively. Since the meaning of a character varies when it appears in the different
positions of a word, this method can significantly resolve the ambiguity problem.
However, characters that appear in the same position may also have different mean-
ings. In the cluster-based method, a character is assigned K different vectors for its
different meanings, in which a word’s context is used to determine which vector to
be used.
By introducing character embeddings, the representation of low-frequency words
can be significantly improved. Besides, this method can deal with new words while
other methods fail. Experiments show that the joint learning method can achieve bet-
ter performance on both word similarity and word analogy tasks. By disambiguating
characters using the position-based and cluster-based method, it can further improve
the performance.
Using Morphology Information. Many languages such as English have rich
morphology information and plenty of rare words. Most word representation models
assign a distinct vector to each word ignoring the rich morphology information. This
is a limitation because the affixes of a word can help infer the meaning of a word
and the morphology information of word is essential especially when facing rare
contexts.
To address this issue, [8] proposes to represent a word as a bag of morphology n-
grams. Thismodel substitutesword vectors in Skip-gramwith the sumofmorphology
n-gramvectors.When creating the dictionary of n-grams, they select all n-gramswith
a length greater or equal than 3 and smaller or equal than 6. To distinguish prefixes and
suffixes with other affixes, they also add special characters to indicate the beginning
and the end of a word. This model is efficient and straightforward, which achieves
good performance on word similarity and word analogy tasks especially when the
training set is small.
Reference [41] further uses a bidirectional LSTM to generate word representation
by composing morphologies. This model does not use a look-up table to assign a
distinct vector to each word like what those independent word embedding methods
are doing. Hence, this model not only significantly reduces the number of parameters
but also addresses some disadvantages of independent word embeddings. Moreover,
the embeddings of words in this model could affect each other.
2.5.3.2 Word Representation with External Knowledge
Besides internal information of words, there is much external knowledge that could
help us learn the word representations.
UsingKnowledge Base. Some languages have rich internal information, whereas
people have also annotated lots of knowledge bases which can be used in word
representation learning to constrain embeddings. Reference [62] introduces relation
constraints into the CBOW model. With these constraints, the embeddings can not
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only predict its contexts, but also predict words with relations. The objective is to







log P(w|wi ), (2.40)
where Rwi indicates a set of words which have relation with wi . Then the joint











log p(w|wi ), (2.41)
where β is a hyperparameter. The external information helps to train a better word
representation, which shows significant improvements on word similarity bench-
marks.
Moreover, Retrofitting [19] introduces a post-processing step which can introduce
knowledge bases into word representation learning. It is more modular than other
approacheswhich consider knowledgebase during training.Let theword embeddings
learned by existingword representation approaches beE. Retrofitting attempts to find






αi‖wi − ŵi‖2 +
∑
(i, j)∈R
βi j‖wi − w j‖2
)
, (2.42)
where α and β are hyperparameters indicating the strength of the associations, and
R is a set of relations in the knowledge base. The adapted embeddings Ê can be
optimized by several iterations of the following online updates:
ŵi =
∑
{ j |(i, j)∈R} βi j ŵ j + αiwi∑
{ j |(i, j)∈R} βi j + αi
, (2.43)
whereα is usually set to 1 andβi j is deg(i)−1 (deg(·) is a node’s degree in a knowledge
graph). With knowledge bases such as the paraphrase database [27], WordNet [46]
and FrameNet [3], this model can achieve consistent improvement onword similarity
tasks. But it alsomay significantly reduce the performance on the analogy of syntactic
relations. Since thismodule is a post-processing ofword embeddings, it is compatible
with various distributed representation models.
In addition to the aforementioned synonym-based knowledge bases, there are also
sememe-based knowledge bases, in which the sememe is defined as the minimum
semantic unit of word meanings. HowNet [16] is one of such knowledge bases,
which annotates each Chinese word with one or more relevant sememes. General
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knowledge injecting methods could not apply to HowNet. As a result, [47] proposes
a specific model to introduce HowNet into word representation learning.
Bases on Skip-gram model, [47] introduces sense and sememe embeddings to
represent target word wi . More specifically, this model leverages context words,
which are represented with original word embeddings, as attention over multiple







where s(wi )k denotes the kth sense embedding of wi and S
(wi ) is the sense set of wi .
The attention term is as follows:
Att (s(wi )k ) =
exp(w′c · ŝ(wi )k )∑|S(wi )|
n=1 exp(w′c · ŝ(wi )n )
, (2.45)
where ŝ(wi )k stands for the average of sememe embeddings x, ŝ
(wi )
k = Avg(x(sk )) and
w′c is the average of context word embeddings, w′c = Avg(w j )(| j − i | ≤ l, j = i).
This model shows a substantial advance in both word similarity and analogy
tasks. Moreover, the introduction of sense embeddings can also be used in word
sense disambiguation.
Considering Document Information. Word embeddingmethods like Skip-gram
simply consider the context information within a window to learn word represen-
tation. However, the information in the whole document could help our word rep-
resentation learning. Topical Word Embeddings (TWE) [42] introduces topic infor-
mation generated by Latent Dirichlet Allocation (LDA) to help distinguish different








(log P(wi+c|wi ) + log P(wi+c|zi )) , (2.46)
where wi is the word embedding and zi is the topic embedding of wi . Each word wi
is assigned a unique topic, and each topic has a topic embedding. The topical word
embedding model shows advantages of contextual word similarity and document
classification tasks.
However, TWE simply combines the LDAwithword embeddings and lacks statis-
tical foundations. The LDA topic model needs numerous documents to learn seman-
tically coherent topics. Reference [40] further proposes the TopicVec model, which
encodes words and topics in the same semantic space. TopicVec outperforms TWE
and other word embedding methods on text classification datasets. It can learn coher-
ent topics on only one document which is not possible for other topic models.
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2.5.3.3 Word Representation with Hierarchical Structure
Human knowledge is in a hierarchical structure. Recently, manyworks also introduce
a hierarchical structure of texts into word representation learning.
Dependency-based Word Representation. Continuous word embeddings are
combinations of semantic and syntactic information. However, existing word repre-
sentation models depend solely on linear contexts and show more semantic infor-
mation than syntactic information. To make the embeddings show more syntactic
information, the dependency-basedword embedding [38] uses the dependency-based
context. The dependency-based embeddings are less topical and exhibit more func-
tional similarity than the original Skip-gram embeddings. It takes the information of
dependency parsing tree into consideration when learning word representations. The
contexts of a target wordw are the modifiers of this word, i.e., (m1, r1), . . . , (mk, rk),
where ri is the type of the dependency relation between the head node and the mod-
ifier. When training, the model optimizes the probability of dependency-based con-
texts rather than neighboring contexts. This model gains some improvements on
word similarity benchmarks compared with Skip-gram. Experiments also show that
words with syntactic similarity are more similar in the vector space.
Semantic Hierarchies. Because of the linear substructure of the vector space,
it is proven that word embeddings can make simple analogies. For example, the
difference between Japan and Tokyo is similar to the difference between China
and Beijing. But it has trouble identifying hypernym-hyponym relations since
these relationships are complicated and do not necessarily have linear substructure.
To address this issue, [25] tries to identify hypernym-hyponym relationships using
word embeddings. The basic idea is to learn a linear projection rather than simply








‖Mxi − y j‖2, (2.47)
where xi and y j are hypernym and hyponym embeddings.
To further increase the capability of the model, they propose to first cluster word
pairs into several groups and learn a linear projection for each group. The linear
projection can help identify various hypernym-hyponym relations.
2.5.4 Multilingual Word Representation
There are thousands of languages in the world. In word level, how to represent words
from different languages in a unified vector space is an interesting problem. The
bilingual word embedding model [64] uses machine translation word alignments as
constraining translational evidence and embeds words of two languages into a single
vector space. The basic idea is (1) to initialize each word according to its aligned
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words in another language and (2) to constrain the distance between two languages
during the training using translation pairs.
When learning bilingual word embeddings, it firstly trains source word embed-
dings. Then they use aligned sentence pairs to count the co-occurrence of source and





Nt + S Es, (2.48)
where Es and Et−ini t are the trained embeddings of the source word and the initial
embedding of the target word, respectively. Nts is the number of target words being
aligned with source word. S is all the possible alignments of word t . So Nt + S
normalizes the weights as a distribution. During the training, they jointly optimize
the word embedding objective as well as the bilingual constraint. The constraint is
defined as
Lcn→en = ‖Een − Nen→cnEcn‖2, (2.49)
where Nen→cn is the normalized align counts.
When given a lexicon of bilingual word pairs, [44] proposes a simple model that
can learn bilingual word embeddings in a unified space. Based on the distributional
geometric similarities of word vectors of two languages, this model learns a linear
transformation matrix T that transforms the vector space of source language to that
of the target language. The training loss is
L = ‖TEs − Et‖2, (2.50)
where Et is the word vector matrix of aligned words in target language.
However, this model performs badly when the seed lexicon is small. To tackle
this limitation, some works introduce the idea of bootstrapping into bilingual word
representation learning. Let’s take [63] for example. In this work, in addition to
monolingual word embedding learning and bilingual word embedding alignment
based on seed lexicon, a new matching mechanism is introduced. The main idea of
matching is to find the most probably matched source (target) word for each target
(source) word and make their embeddings closer. Next, we explain the target-to-
source matching process formally, and the source-to-target side is similar.
The target-to-source matching loss function is defined as
LT 2S = − log P
(




C (T ),m|E(S)) , (2.51)
whereC (T ) denotes the target corpus andm is a latent variable specifying thematched
source word for each target word. On independency assumption, it has
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P
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C (T ),m|E(S)) = ∏












w(T )i , (2.52)
where Nw(T )i is the number of w
(T )
i occurrences in the target corpus. By training using
Viterbi EM algorithm, this method can improve bilingual word embeddings on its
own and address the limitation of a small seed lexicon.
2.5.5 Task-Specific Word Representation
In recent years, word representation learning has achieved great success and played
a crucial role in NLP tasks. People find that word representation learning of the
general field is still a limitation in a specific task and begin to explore the learning
of task-specific word representation. In this section, we will take sentiment analysis
as an example.
Word Representation for Sentiment Analysis. Most word representation meth-
ods capture syntactic and semantic informationwhile ignoring sentiment of text. This
is problematic because words with similar syntactic polarity but opposite sentiment
polarity obtain closed word vectors. Reference [58] proposes to learn Sentiment-
Specific Word Embeddings (SSWE) by integrating the sentiment information. An
intuitive idea is to jointly optimize the sentiment classification model using word
embeddings as its feature and SSWE minimizes the cross-entropy loss to achieve
this goal. To better combine the unsupervisedword embeddingmethod and the super-
viseddiscriminativemodel, they further use thewords in awindowrather than awhole
sentence to classify sentiment polarity. They propose the following ranking-based
loss:
Lr (t) = max(0, 1 − 1s(t) f r0 (t) + 1s(t) f r1 (t)), (2.53)
where f r0 , f
r




1 if t is positive,
−1 if t is negative. (2.54)
This loss function only punishes the model when the model gives an incorrect
result.
To get massive training data, they use distant-supervision technology to gener-
ate sentiment labels for a document. The increase of labeled data can improve the
sentiment information in word embeddings. On sentiment classification tasks, senti-
ment embeddings outperform other strong baselines including SVM and other word
embedding methods. SSWE also shows strong polarity consistency, where the clos-
est words of a word are more likely to have the same sentiment polarity compared
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with existing word representation models. This sentiment specific word embedding
method provides us a general way to learn task-specific word embeddings, which is
to design a joint loss function and to generate massive labeled data automatically.
2.5.6 Time-Specific Word Representation
The meaning of a word changes during the time. Analyzing the changing meaning
of a word is an exciting topic in both linguistic and NLP research. With the rise
of word embedding methods, some works [29, 35] use embeddings to analyze the
change of words’ meanings. They separate corpus into bins with respect to years
to train time-specific word embeddings and compare embeddings of different time
series to analyze the change of word semantics. This method is intuitive but has some
problems. Dividing corpus into bins causes the data sparsity issue. The objective of
word embedding methods is nonconvex so that different random initialization leads
to different results, which makes comparing word embeddings difficult. Embeddings
of a word in different years are in different semantic spaces and cannot be compared
directly. Most work indirectly compares the meanings of a word in a different time
by the changes of a word’s closest words in the semantic space.
To address these issues, [4] proposes a dynamic Skip-grammodel which connects
several Bayesian Skip-gram models [6] using Kalman filters [33]. In this model, the
embeddings ofwords in different periods could affect each other. For example, aword
that appears in the 1990s’ document can affect the embeddings of that word in the
1980s and 2000s. Moreover, it also trains the embedding in different periods by the
whole corpus to reduce the sparsity issue.Thismodel also puts all the embeddings into
the same semantic space, which is a significant improvement against other methods
and makes word embeddings in different periods comparable. Therefore, the change
of word embeddings in this model is continuous and smooth. Experimental results
show that the cosine distance between two words changes much more smoothly in
this model than those models which simply divide the corpus into bins.
2.6 Evaluation
In recent years, various methods to embed words into a vector space have been
proposed. Hence, it is essential to evaluate different methods. There are two gen-
eral evaluations of word embeddings, including word similarity and word analogy.
They both aim to check if the word distribution is reasonable. These two evaluations
sometimes give different results. For example, CBOW achieves better performance
onword similarity, whereas Skip-gram outperforms CBOWonword analogy. There-
fore, which method to choose depends on the high-level application. Task-specific
word embedding methods are usually designed for specific high-level tasks and
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achieve significant improvement on these tasks compared with baselines such as
CBOW and Skip-gram. However, they only marginally outperform baselines on two
general evaluations.
2.6.1 Word Similarity/Relatedness
The dynamics of words are very complex and subtle. There is no static, finite set of
relations that can describe all interactions between two words. It is also not trivial for
downstream tasks to leverage different kinds of word relations. Amore practical way
is to assign a score to a pair of words to represent to what extent they are related. This
measurement is called word similarity. When talking about the term word similarity,
the precise meaning may vary a lot in different situations. There are several kinds of
similarity that may be referred to in various literature.
Morphological similarity. Many languages including English define morphol-
ogy. The same morpheme can have multiple surface forms according to the syntac-
tical function. For example, the word active is an adjective and activeness
is its noun version. The word activate is a verb and activation is its noun
version. The morphology is an important dimension when considering the meaning
and usage of words. It defines some relations between words from a syntactical view.
Some relations are used in the Syntactic Word Relationship test set [43], including
adjectives to adverbs, past tense, and so on. However, in many higher level applica-
tions and tasks, the words are often morphologically normalized by the base form
(this process is also known as lemmatization). One widely used technique is the
Porter stemming algorithm [49]. This algorithm converts active, activeness,
activate, and activation to the same root format activ. By removing mor-
phological features, the semantic meaning of words is more emphasized.
Semantic Similarity. Two words are semantically similar if they can express
the same concept, or sense, like article and document. One word may have
different senses, and each of its synonyms is associatedwith one ormore of its senses.
WordNet [46] is a lexical database that organizes thewords as groups according to the
senses. Each group of words is called a synset, which contains all synonymous words
sharing the same specific sense. The words within the same synset are considered
semantically similar.Words from two synsets that are linked by some certain relation
(such as hyponym) are also considered semantically similar to some degree, like
bank(river) and bank
(
bank(river)is the hyponym of bank
)
.
Semantic relatedness. Most modern literature that considers word similarity
refers to the semantic relatedness of words. Semantic relatedness is more general
than semantic similarity.Words that are not semantically similar could still be related
in many ways such as meronymy (car and wheel) or antonymy (hot and cold).
Semantic relatedness often yields co-occurrence, but they are not equivalent. The
syntactic structure could also yield co-occurrence. Reference [10] argues that distri-
butional similarity is not an adequate proxy for semantic relatedness.
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Table 2.3 Datasets for evaluating word similarity/relatedness
Dataset Similarity Type
RG-65 [52] Word Similarity
WordSim-353 [22] Mixed
WordSim-353 REL [1] Word Relatedness
WordSim-353 SIM [1] Word Similarity
MTurk-287 [50] Word Relatedness
SimLex-999 [31] Word Similarity
Toevaluate theword representation system intrinsically, themost popular approach
is to collect a set of word pairs and compute the correlation between human judg-
ment and system output. So far, many datasets are collected and made public. Some
datasets focus on the word similarity, such as RG-65 [52] and SimLex-999 [31].
Other datasets concern word relatedness, such as MTurk [50]. WordSim-353 [22] is
a very popular dataset for word representation evaluation, but its annotation guideline
does not differentiate similarity and relatedness very clearly. Reference [1] conducts
another round of annotation based on WordSim-353 and generates two subsets, one
for similarity and the other for relatedness. Some information about these datasets is
summarized in Table 2.3.
To evaluate the similarity of two distributed word vectors, researchers usually
select cosine similarity as an evaluation metric. The cosine similarity of word w and
word v is defined as
sim(w, v) = w · v‖w‖‖v‖ . (2.55)
When evaluating a word representation approach, the similarity of each word pair
is computed in advance using cosine similarity. After that, Spearman’s correlation
coefficient ρ is then used to evaluate the similarity between human annotator and
word representation model as
ρ = 1 − 6
∑
d2i
n3 − n , (2.56)
where a higher Spearman’s correlation coefficient indicates they are more similar.
Reference [10] describes a series of methods based on WordNet to evaluate the
similarity of a pair of words. After the comparison between the traditional WordNet-
based methods and distributed word representations, [1] addresses that relatedness
and similarity are twodifferent concerns. Theypoint out thatWordNet-basedmethods
perform better on similarity than on relatedness, while distributed word representa-
tion shows similar performance on both. A series of distributed word representations
are compared on a wide variety of datasets in [56]. The state-of-the-art on both
similarity and relatedness is achieved by distributed representation, without a doubt.
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This evaluation method is simple and straightforward. However, as stated in [20],
there are several problems with this evaluation. Since the datasets are small (less than
1,000 word pairs in each dataset), one system may yield many different scores on
different partitions. Testing on the whole dataset makes it easier to overfit and hard
to compute the statistical significance. Moreover, the performance of a system on
these datasets may not be very correlated to its performance on downstream tasks.
The word similarity measurement can come in an alternative format, the TOEFL
synonyms test. In this test, a cue word is given, and the test is required to choose one
from four words that are the synonym of the cue word. The exciting part of this task is
that the performance of a system could be compared with human beings. Reference
[37] evaluates the system with the TOEFL synonyms test to address the knowledge
inquiring and representing of LSA. The reported score is 64.4%, which is very close
to the average rating of the human test-takers. On this test set with 80 queries, [54]
reported a score of 72.0%. Reference [24] extends the original dataset with the help
of WordNet and generates a new dataset3 (named WordNet-based synonymy test)
containing thousands of queries.
2.6.2 Word Analogy
Besides word similarity, the word analogy task is an alternative way to measure
how well representations capture semantic meanings of words. This task gives three
words w1, w2, and w3, then it requires the system to predict a word w4 such that
the relation between w1 and w2 is the same as that between w3 and w4. This task is
used since [43, 45] to exploit the structural relationships among words. Here, the
word relations could be divided into two categories, including semantic relations
and syntactic relations. This is a relatively novel method for word representation
evaluation but quickly becomes a standard evaluation metric since the dataset is
released. Unlike the TOEFL synonyms test, most words in this dataset are frequent
across all kinds of the corpus, but the fourthword is chosen from thewhole vocabulary
instead of four options. This test favors distributed word representations because it
emphasizes the structure of word space.
The comparison between different models on the word analogy task measured by
accuracy could be found in [7, 56, 57, 61].
2.7 Summary
In this chapter, we first introduce word representation methods, including one-hot
representation and various distributed representation methods. These classical meth-
ods are the important foundation of various NLP models, and meanwhile present the
3http://www.cs.cmu.edu/~dayne/wbst-nanews.tar.gz.
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major concepts andmechanisms of word representation learning for the reader. Next,
considering classical word representation methods often suffer from the word poly-
semy, we further introduce the effective contextualized word representation methods
ELMo, to show the approach to capture complex word features across different
linguistic contexts. As word representation methods are widely utilized in various
downstream tasks, we then overview numerous extensions toward some representa-
tive directions and discuss how to adapt word representations for specific scenarios.
Finally, we introduce several evaluation tasks of word representation, including word
similarity and word analogy, which are the basic experimental settings for research-
ing word representation methods.
In the past decade, learning methods and applications of word representation
have been studied in depth. Here we recommend some surveys and books on word
representative learning for reading:
• Erk. Vector Space Models of Word Meaning and Phrase Meaning: A Survey [18].
• Lai et al. How to Generate a Good Word Embedding [36].
• Camacho et al. From Word to Sense Embeddings: A Survey on Vector Represen-
tations of Meaning [11].
• Ruder et al. A Survey of Cross-lingual Word Embedding Models [53].
• Bakarov. A Survey of Word Embeddings Evaluation Methods [2].
In the future, toward more effective word representation learning, some directions
are requiring further efforts:
(1) UtilizingMoreKnowledge. Current word representation learning models focus
on representing words based on plain textual corpora. In fact, besides rich
semantic information in text, there are also various kinds of word-related infor-
mation hidden in heterogeneous knowledge in the real world, such as visual
knowledge, factual knowledge, and commonsense knowledge. Some prelimi-
nary explorations have attempted [59, 60] to utilize heterogeneous knowledge
for learning better word representations, and these explorations indicate that
utilizing more knowledge is a promising direction toward enhancing word rep-
resentations. There remain open problems for further explorations.
(2) Considering More Contexts. As shown in this chapter, those word representa-
tion learning methods considering contexts can achieve more expressive word
embeddings, which can grasp richer semantic information and further bene-
fit downstream NLP tasks than classical distributed methods. Context-aware
word representations have been systematically verified for their effectiveness
in existing works [32, 48], and adopting those context-aware word representa-
tions has also become a necessary and mainstream operation for various NLP
tasks. After BERT [15] has been proposed, language models pretrained on large-
scale corpora have entered the public vision and their fine-tuning models have
also achieved the state-of-the-art performance on specific NLP tasks. These new
explorations based on large-scale textual corpora and pretrained fine-tuning lan-
guage representation architectures indicate a promising direction to consider
more contexts with more powerful representation architectures, and we will dis-
cuss them more in the next chapter.
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(3) Orienting Finer Granularity. Polysemy is a widespread phenomenon for
words. Hence, it is essential and meaningful to consider the finer granulated
semantic information than the words themselves. As some linguistic knowledge
bases have been developed, such as synonym-based knowledge bases Word-
Net [21] and sememe-based knowledge bases HowNet [17], we thus have ways
to study the atomic semantics of words. The current work on word representa-
tions learning is coarse-grained, and mainly focuses on shallow semantics of the
words themselves in text, and ignores the rich semantic information inside the
words, which is also an important resource for achieving better word embed-
dings. Reference [28] explores to inject finer granulated atomic semantics of
words into word representations and performsmuch better language understand-
ing. Although these explorations are still preliminary, orienting finer granularity
of word representations is important. In the next chapter, we will also introduce
more details in this part.
In the past decade, learningmethods and applications of distributed representation
have been studied in depth. Because of its efficiency and effectiveness, lots of task-
specific models have been proposed for various tasks. Word representation learning
has become a popular and important topic in NLP. However, word representation
learning is still challenging due to its ambiguity, data sparsity, and interpretability. In
recent years, word representation learning has been no longer studied in isolation, but
explored togetherwith sentence or document representation learning using pretrained
language models. Readers are recommended to refer to the following chapters to
further learn the integration of word representations in other scenarios.
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Abstract Many important applications in NLP fields rely on understanding more
complex language units such as phrases, sentences, and documents beyond words.
Therefore, compositional semantics has remained a core task in NLP. In this chapter,
wefirst introduce variousmodels for binary semantic composition, including additive
models and multiplicative models. After that, we present various typical models for
N-ary semantic composition including recurrent neural network, recursive neural
network, and convolutional neural network.
3.1 Introduction
From the previous chapter, following the distributed hypothesis, one could project
the semantic meaning of a word into a low-dimensional real-valued vector according
to its context information, which is named as word vectors. Here comes a further
problem: how to compress a higher semantic unit into a vector or other kinds of
mathematical representations like a matrix or a tensor. In other words, using repre-
sentation learning to model a semantic composition function remains an unsolved
but surging research topic recently.
Compositionality enables natural languages to construct complex semantic mean-
ings from the combinations of simpler semantic elements. This property is often
captured with the following principle: the semantic meaning of a whole is a function
of the semantic meanings of its several parts. Therefore, the semantic meanings of
complex structures will depend on how their semantic elements combine.
Here we express the composition of two semantic units, which are denoted as
u and v, respectively, and the most intuitive way to define the joint representation
could be formulated as follows:
p = f (u, v), (3.1)
where p corresponds to the representation of the joint semantic unit (u, v). It should
be noted that here u and v could denote words, phrases, sentences, paragraphs, or
even higher level semantic units.
© The Author(s) 2020
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However, given the representations of two semantic constituents, it is not enough
to derive their joint embeddings with the lack of syntactic information. For instance,
although the phrase machine learning and learning machine have the
same vocabulary, they contain different meanings: machine learning refers to
a research field in artificial intelligence while learning machine means some
specific learning algorithms. This phenomenon stresses the importance of syntactic
and order information in a compositional sentence. Reference [12] takes the role of
syntactic and order information into consideration and suggests a further refinement
of the above principle: the meaning of a whole is a function of the meaning of its
several parts and theway they are syntactically combined. Therefore, the composition
function inEq. (3.1) is redefined to combine the syntactic relationship ruleR between
the semantic units u and v:
p = f (u, v,R), (3.2)
where R denotes the syntactic relationship rule between two constituent semantic
units.
Unfortunately, even this formulation may not be fully adequate. Therefore, [7]
claims that the meaning of a whole is greater than the meanings of its several
parts. It implies that people may suffer from the problem of constructing com-
plex meanings rather than simply understanding the meanings of several parts and
their syntactic relations. In real language composition, in different contexts, the
same sentence could have different meanings, which means that some sentences
are hard to understand without any background information. For example, the
sentence Tom and Jerry is one of the most popular comedies
in that style. needs two main backgrounds: Firstly, Tom and Jerry is
a special noun phrase or knowledge entity which indicates a cartoon comedy, rather
than twoordinarypeople.Theother prior knowledge shouldbethat style,which
needs further explanation in the previous sentences. Hence, a full understanding of
the compositional semantics needs to take existing knowledge into account. Here,
the argument K is added into the composition function, incorporating knowledge
information as a prior in the compositional process:
p = f (u, v,R,K ), (3.3)
where K represents the background knowledge.
Reference [4] claims that we should ask for the meaning of a word in isolation but
only in the context of a statement. That is, themeaning of a whole is constructed from
its parts, and the meanings of the parts are meanwhile derived from the whole. More-
over, compositionality is a matter of degree rather than a binary notion. Linguistic
structures range from fully compositional (e.g., black hair), to partly compositional
syntactically fixed expressions, (e.g., take advantage), in which the constituents can
still be assigned separate meanings, and non-compositional idioms (e.g., kick the
bucket) or multi-word expressions (e.g., by and large), whose meaning cannot be
distributed across their constituents [11].
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From the above three equations formulating composition function, it could be
concluded that composition could be viewed as a specific binary operation but
beyond this. The syntactic message could help to indicate a particular approachwhile
background knowledge helps to explain some obscure words or specific context-
dependent entities such as pronouns. Beyond binary compositional operations, one
could build the sentence-level composition by applying binary composition oper-
ations recursively. In this chapter, we will first explain some sorts of basic binary
composition functions in both the semantic vector space and matrix-vector space.
After, wewill climb up tomore complex composition scenarios and introduce several
approaches to model sentence-level composition.
3.2 Semantic Space
3.2.1 Vector Space
In general, the central task in semantic representation is projecting words from an
abstract semantic space to a mathematical low-dimensional space. As introduced in
the previous chapters, to make the transformation reasonable, the purpose is to main-
tain the word similarity in this new projected space. In other words, the more similar
the words are, the closer their vectors should be. For instance, we hope the word
vectors w(book) and w(magazine) are close while the word vectors w(apple) and
w(computer) are far away. In this chapter, we will introduce several widely used
typical semantic vector space including one-hot representation, distributed represen-
tation, and distributional representation.
3.2.2 Matrix-Vector Space
Despite the wide use of semantic vector spaces, an alternative semantic space is
proposed to be a more powerful and general compositional semantic framework.
Different from conventional vector spaces, matrix-vector semantic space utilizes a
matrix to represent the word meaning rather than a skinny vector. The motivation
behind this is when modeling the semantic meaning under a specific context, one is
wondering not only what is the meaning of each word, but also the holistic meaning
of the whole sentence. Thus, we concern about the semantic transformation between
adjacent words inside each sentence. However, the semantic vector space could not
characterize the semantic transformation of one word on the others explicitly.
Driven by the idea of modeling semantic transformation, some researchers have
proposed to use a matrix to represent the transformation operation of one word on the
others. Different from those vector spacemodels, it could incorporate some structural
information like the word order and syntax composition.
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3.3 Binary Composition
The goal is to construct vector representations for phrases, sentences, paragraphs,
and documents. Without loss of generality, we assume that each constituent of a
phrase (sentence, paragraph, or document) is embedded into a vector which will
be subsequently combined in some way to generate a representation vector for the
phrase (sentence, paragraph, or document).1
In this section, we focus on binary composition. We will take phrases consisting
of a head and amodifier or complement as an example. If we cannot model the binary
composition (or phrase representation), there is little hope that we can construct more
complex compositional representations for sentences or even documents. Therefore,
given a phrase such as “machine learning” and the vectors u and v representing the
constituents “machine” and “learning”, respectively, we aim to produce a represen-
tation vector p of the whole phrase. Let the hypothetical vectors for machine and
learning be [0, 3, 1, 5, 2] and [1, 4, 2, 2, 0], respectively. This simplified seman-
tic space will serve to illustrate examples of the composition functions which we
consider in this section.
The fundamental problem of semantic composition modeling in representing a
two-word phrase is designing a primitive composition function as a binary operator.
Based on this function, one could apply it on a word sequence recursively and derive
sentence-level composition. Here a word sequence could be any level of the seman-
tic units, such as a phrase, a sentence, a paragraph, a knowledge entity, or even a
document.
From the previous section, one of the basic formulae is to formulate semantic
composition f in the following equation:
p = f (u, v,R,K ), (3.4)
where u, v denote the representations of the constituent parts in this semantic unit,
p denotes the joint representation, R indicates the relationship while K indicates
the necessary background knowledge. The expression defines a wide class of com-
position functions. For easier discussion, we give some appropriate constraints to
narrow the space of our considering function. First, we will ignore the background
knowledgeK to explore what can be achievedwithout any utilization of background
or world knowledge. Second, for the consideration of the syntactic relation R, we
can proceed by investigating only one relation at a time. And then we can remove
any explicit dependence onR which allows us to explore any possible distinct com-
position function for various syntactic relations. That is, we simplify the formula
p = f (u, v) by simply ignoring the background knowledge and relationship.
1Note that, the problem of combining semantic vectors of small units to make a representation for a
multi-word sequence is different from the problem of incorporating information about multi-word
contexts into a distributional representation for a single target word.
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In recent years, modeling the binary composition function is a well-studied but
still challenging problem. There are mainly two perspectives toward this question,
including the additive model and the multiplicative model.
3.3.1 Additive Model
The additive model has a constraint in which it assumes that p, u, and v lie in the
same semantic space. This essentially means that all syntactic types have the same
dimension. One of the simplest ways is to directly use the sum to represent the joint
representation:
p = u + v. (3.5)
According to Eq. (3.5), the sum of the two vectors representing machine and
learningwould bew(machine) + w(learning) = [1, 7, 3, 7, 2]. It assumes that
the composition of different constituents is a symmetric function of them; in other
words, it does not consider the order of constituents. Although having lots of draw-
backs such as lack of the ability to model word orders and absence from background
syntactic or knowledge information, this approach still provides a relatively strong
baseline [9].
To overcome the word order issue, one easy variant is applying a weighted sum
instead of uniform weights. This is to say, the composition has the following form:
p = αu + βv, (3.6)
whereα andβ correspond to differentweights for two vectors. Under this setting, two
sequences (u, v) and (v, u) have different representations, which is consistent with
real language phenomena. For example, “machine learning” and “learning machine”
have different meanings which requires different representations. In this setting, we
could give greater emphasis to heads than other constituents. As an example, if we
set α to 0.3 and β to 0.7, the 0.3 × w(machine) = [0, 0.9, 0.3, 1.5, 0.6] and 0.7 ×
w(learning) = [0.7, 2.8, 1.4, 1.4, 0], and “machine learning” is represented by their
addition 0.3 × w(machine) + 0.7 × w(learning) = [0.7, 3.6, 1.7, 2.9, 0.6].
However, this model could not consider prior knowledge and syntax information.
To incorporate prior information into the additive model, one method combines
nearest neighborhood semantics into composition, deriving




where n1, n2, . . . , nK denote all semantic neighbors of v. Therefore, this method
could ensemble all synonyms of the component as a smoothing factor into com-
position function, which reduces the variance of language. For example, if in
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the composition of “machine” and “learning”, the chosen neighbor is “optimiz-
ing”, with w(optimizing) = [1, 5, 3, 2, 1], then this leads to the situation that
the representation of “machine learning” becomes w(machine) + w(learning) +
w(optimizing) = [2, 12, 6, 9, 3].
Since the joint representations of one additive model still lie in the same semantic
space with their original component vectors, it is natural to conduct cosine similarity
to measure their semantic relationships. Thus, under a naive additive model, we have
the following similarity equation:
s(p,w) = p · w‖p‖ · ‖w‖ =
(u + v)w
‖u + v‖‖w‖ (3.8)
= ‖u‖‖u + v‖ s(u,w) +
‖v‖
‖u + v‖ s(v,w), (3.9)
where w denotes any other word in the vocabulary and s indicates the similarity
function. From derivation ahead, it could be concluded that this composition function
composes bothmagnitude and directions of two component vectors. In otherwords, if
one vector dominates themagnitude, itwill also dominate the similarity. Furthermore,
we have
‖p‖ = ‖u + v‖ ≤ ‖u‖ + ‖v‖. (3.10)
This lemma suggests that the semantic unit with a deeper-rooted parsing tree could
determine the joint representation when combining with a shallow unit. Because the
deeper the semantic unit is, the larger the magnitude it has.
Moreover, incorporating geometry insight, we can observe that the additivemodel
builds a more solid understanding of semantic composition. Supposing that our com-
ponent vectors are u and v, the additive model aims to project them to x and y, where
x follows the direction of u while y is orthogonal to u. The following figure could
clearly illustrate this issue (Fig. 3.1).
Fig. 3.1 An illustration of
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From the figure, the vector x and the vector y could be represented as
x = u · v
u · u · u,
y = v − x = v − u · v
u · u · u. (3.11)
Then, using the linear combination of these two new vectors x, y yields a new
additive model:
p = αx + βy (3.12)
= α u · v
u · u · u + β
(
v − u · v
u · u · u
)
(3.13)
= (α − β) · u · v
u · u · u + βv. (3.14)
Furthermore, using cosine similarity measurement, the relationship could be writ-
ten as follows:
s(p,w) = |α − β||α| s(u,w) +
|β|
|α| s(v,w). (3.15)
From similarity measurement derivation, it is indicated that with this projection
method, the composition similarity could be viewed as a linear combination of the
similarities of two components, which means that combining semantic units with
different semantic depths, the deeper one will not dominate the representation.
3.3.2 Multiplicative Model
Though the additive model achieves great success in semantic composition, the sim-
plification it adopted may be too restrictive because it assumes all words, phrases,
sentences, and documents are substantially similar enough to be represented in a uni-
fied semantic space. Different from the additive model which regards composition as
a simple linear transformation, the multiplicative model aims to make higher order
interaction. Among all models from this perspective, the most intuitive approach
tried to apply the pair-wise product as a composition function approximation. In this
method, the composition function is shown as the following:
p = u  v, (3.16)
where, pi = ui · vi , which implies each dimension of the output only depends on
the corresponding dimension of two input vectors. However, similar to the simplest
additive model, this model is also suffering from the lack of the ability to model word
order, and the absence from background syntactic or knowledge information.
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In the additive model, we have p = αu + βv to alleviate the word order issue.
Note that hereα andβ are two scalars, which could be easily changed to twomatrices.
Therefore, the composition function could be represented as
p = Wα · u + Wβ · v, (3.17)
where Wα and Wβ are matrices which determine the importance of u and v to p.
With this expression, the composition could bemore expressive and flexible although
much harder to train.
Generalizing multiplicative model ahead, another approach is to utilize tensors as
multiplicative descriptors and the composition function could be viewed as
p = −→W · uv, (3.18)
where
−→
W denotes a 3-order tensor, i.e., the formula above could be written as
pk = ∑i, j Wi jk · ui · v j . Hence, this model makes that each element of p could be
influenced by all elements of both u and v, with a relationship of linear combination
by assigning each (i, j) a unique weight.
Starting from this simple but general baseline, some researchers proposed to
make the function not symmetric to consider word order in the sequence. Paying
more attention to the first element, the composition function could be
p = −→W · uuv, (3.19)
where
−→
W denotes a 4-order tensor. This method could be understood as replacing
linear transformation of u and v to a quadratic in u asymmetrically. So this is a variant
of the tensor multiplicative compositional model.
Different from expanding a simple multiplicative model to complex ones, other
kinds of approaches are proposed to reduce the parameter space. With the reduction
of parameter size, people could make compositions much more efficient rather than
have an O(n3) time complexity in the tensor-based model. Thus, some compression
techniques could be applied in the original tensor model. One representative instance
is the circular convolution model, which could be shown as
p = u  v, (3.20)




u j · vi− j . (3.21)




Wi j · u j · vi− j . (3.22)
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Note that the circular convolution model could be viewed as a special instance of
a tensor-based composition model. If we write the circular convolution in the tensor
form, we have Wi jk = 0, where k = i + j . Thus, the parameter number could be
reduced from n3 to n2, while maintaining the interactions between each pair of
dimensions in the input vectors.
Both in the additive and multiplicative models, the basic condition is all compo-
nents lie in the same semantic space as the output. Nevertheless, different modeling
types of words in different semantic spaces could bring us a different perspective.
For instance, given (u, v), the multiplicative model could be reformulated as
p = W · (u · v) = U · v. (3.23)
This implies that each left unit could be treated as an operation on the repre-
sentation of the right one. In other words, each remaining unit could be formulated
as a transformation matrix, while the right one should be represented as a seman-
tic vector. This argument could be meaningful, especially for some kinds of phrase
compositions. Reference [2] argues that for ADJ-NOUN phrases, the joint semantic
information could be viewed as the conjunction of the semantic meanings of two
components. Given a phrase red car, its semantic meaning is the conjunction of
all red things and all different kinds of cars. Thus, red could be formulated as an
operator on the vector of car, deriving the new semantic vector, which expressed
the meaning of red car. These observations lead to another genre of semantic
compositional modeling: semantic matrix-composition space.
3.4 N-Ary Composition
In real-world NLP tasks, the input is usually a sequence of multiple words rather than
just a pair of words. Therefore, besides designing a suitable binary compositional
operator, the order to apply binary operations is also important. In this section, we
will introduce three mainstream strategies in N-ary composition by taking language
modeling as an example.
To illustrate the language modeling task more clearly, the composition problem
to model a sentence or even a document could be formulated as
Given a sentence/document consisting of a word sequence {w0,w1,w2, . . . ,wn},
we aim to design following functions to obtain the joint semantic representation of
the whole sentence/document:
1. A semantic representation method like semantic vector space or compositional
matrix space.
2. A binary compositional operation function f (u, v) like we introduced in the pre-
vious sections. Here the input u and v denote the representations of two constitute
semantic units, while the output is also the representation in the same space.
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3. A sequential order to apply the binary function in step 2. To describe in detail,
we could use a bracket to identify the order to apply the composition function.
For instance, we could use ((w1,w2),w3) to represent the sequential order from
beginning to end.
In this section, we will introduce several systematic strategies to model sentence
semantics by describing the solutions for the three problems above. We will classify
themethods byword-level order: sequential order, recursive order (following parsing
trees), and convolution order.
3.4.1 Recurrent Neural Network
To design orders to apply binary compositional functions, the most intuitive method
is utilizing sequentiality. Namely, the sequence order should be sn = (sn−1,wn),
where sn−1 is the order of the first n − 1 words. Motivated by this thought, the neural
network model used is the Recurrent Neural Network (RNN).
An RNN applies the composition function sequentially and derives the represen-
tations of hidden semantic units. Based on these hidden semantic units, we could
use them on some specific NLP tasks like sentiment analysis or text classification.
Also, note that the basic RNN only utilizes the sequential information from head to
tail of a sentence/document. To improve its representation ability, the RNN could
be enhanced as bi-directional RNN by considering sequential and reverse-sequential
information.
After deciding sequential order to model sentence-level semantics, the next ques-
tion is determining the binary composition functions. In detail, supposing that ht
denotes the representation of the first t words and wt represents the t th word, the
general composition could be formulated as
ht = f (ht−1, xt ), (3.24)
where f is a well-designed binary composition function.
From the definition of the RNN, the composition function could be formulated as
follows:
ht = tanh(W1ht−1 + W2wt ), (3.25)
where W1 and W2 are two weighted matrices.
We could see that here we use a matrix-weighted summation to represent binary
semantic composition:
p = Wαu + Wβv. (3.26)
LSTM. Since the raw RNN only utilizes the simple tangent function, it is hard
to obtain the long-term dependency of a long sentence/document. Reference [5]
reinvents Long Short-Term Memory (LSTM) networks to strengthen the ability to
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model long-term semantic dependency inRNN. In detail, the composition function of
the LSTM allows information from previous layers to flow directly to their following
layers. The composition function could be defined as
ft = Sigmoid(Whf ht−1 + Wxf xt + b f ), (3.27)
it = Sigmoid(Whi ht−1 + Wxi xt + bi ), (3.28)
ot = Sigmoid(Whoht−1 + Wxoxt + bo), (3.29)
ĉt = tanh(Whcht−1 + Wxcxt + bc), (3.30)
ct = ft  ct−1 + it  ĉt , (3.31)
ht = ot  ct . (3.32)
Variants of LSTM. To simplify LSTM and obtain more efficient algorithms,
[3] proposes to utilize a simple but comparable RNN architecture, named Gated
Recurrent Unit (GRU). Compared with LSTM, GRU has fewer parameters, which
bring higher efficiency. The composition function is showed as
zt = Sigmoid(Whzht−1 + Wxz xt + bz), (3.33)
rt = Sigmoid(Whr ht−1 + Wxr xt + br ), (3.34)
ĥt = tanh(Wh(rt  ht−1) + Wxhxt + bh), (3.35)
ht = (1 − zt )  ht−1 + zt  ĥt . (3.36)
3.4.2 Recursive Neural Network
Besides the recurrent neural network, another strategy to apply binary compositional
function follows a parsing tree instead of sequential word order. Based on this philos-
ophy, [15] proposes a recursive neural network to model different levels of semantic
units. In this subsection, we will introduce some algorithms following the recursive
parsing tree with different binary compositional functions.
Since all the recursive neural networks are binary trees, the basic problemwe need
to consider is how to derive the representation of the father component on the tree
given its two children semantic components. Reference [15] proposes a recursive
matrix-vector model (MV-RNN) which captures constituent parsing tree structure
information by assigning a matrix-vector representation for each constituent. The
vector captures the meaning of the constituent itself, and the matrix represents how
it modifies the meaning of the word it combines with. Suppose we have two children
components a, b and their father component p, the composition can be formulated
as follows:
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where a,b,p are the embedding vectors for each component and A,B,P are the
matrices, W1 is a matrix that maps the transformed words into another semantic
space, the element-wise function g is an activation function, andW2 is a matrix that
maps the two matrices into one combined matrix P with the same dimension. The
whole process is illustrated in Fig. 3.2. And then MV-RNN selects the highest node
of the path in the parse tree between the two target entities to represent the input
sentence.
In fact, the composition operation used in the above recursive network is similar
to an RNN unit introduced in the previous subsection. And the RNN unit here can
be replaced by LSTM units or GRU units. Reference [16] proposes two types of
tree-structured LSTMs including the Child-Sum Tree-LSTM and the N-ary Tree-
LSTM to capture constituent or dependency parsing tree structure information. For
the Child-Sum Tree-LSTM, given a tree, let C(t) denote the children set of the node









Fig. 3.2 The architecture of the matrix-vector recursive encoder





it = Sigmoid(W(i)wt + Ui ĥt + b(i)), (3.40)
ftk = Sigmoid(W( f )wt + U f ĥk + b( f )) (k ∈ C(t)), (3.41)
ot = Sigmoid(W(o)wt + Uoĥt + b(o)), (3.42)
ut = tanh(W(u)wt + Uu ĥt + b(u)), (3.43)
ct = it  ut +
∑
k∈C(t)
ftk  ct−1, (3.44)
ht = ot  tanh(ct ). (3.45)
The N-ary Tree-LSTM has similar transition equations as the Child-Sum Tree-
LSTM. The only difference is that it limits the tree structures to have at most N
branches.
3.4.3 Convolutional Neural Network
Reference [6] proposes to embed an input sentence using a Convolutional Neural
Network (CNN) which extracts local features by a convolution layer and combines
all local features via a max-pooling operation to obtain a fixed-sized vector for the
input sentence.
Formally, the convolution operation is defined as a matrix multiplication between
a sequence of vectors, a convolution matrix W, and a bias vector b with a sliding
window. Let us define the vector qi as the concatenation of the subsequence of input
representations in the i th window, we have
h j = max
i
[ f (Wqi + b)] j , (3.46)
where f indicates a nonlinear function such as sigmoid or tangent function, and h
indicates the final representation of the sentence.
3.5 Summary
In this chapter, we first introduce the semantic space for compositional semantics.
Afterwards, we take phrase representation as an example to introduce variousmodels
for binary semantic composition, including additive models and multiplicative mod-
els. Finally, we introduce typical models for N-ary semantic composition including
recurrent neural network, recursive neural network, and convolutional neural net-
work. Compositional semantics allows languages to construct complex meanings
from the combinations of simpler elements, and its binary semantic composition
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and N-ary semantic composition is the foundation of multiple NLP tasks including
sentence representation, document representation, relational path representation, etc.
We will give a detailed introduction to these scenarios in the following chapters.
For further understanding of compositional semantics, there are also some rec-
ommended surveys and books:
• Pelletier et al., The principle of semantic compositionality [13].
• Jeff et al., Composition in distributional models of semantics [10].
For better modeling compositional semantics, some directions require further
efforts in the future:
(1) Neurobiology-inspired Compositional Semantics. What is the neurobiology
for dealing with compositional semantics in human language? Recently, [14]
finds that the human combinatory system is related to rapidly peaking activity
in the left anterior temporal lobe and later engagement of the medial prefrontal
cortex. The analysis of how language builds meaning and lays out directions
in neurobiological research may bring some instructive reference for modeling
compositional semantics in representation learning. It is valuable to design novel
compositional forms inspired by recent neurobiological advances.
(2) Combination of Symbolic and Distributed Representation. Human language
is inherently a discrete symbolic representation of knowledge. However, we
represent the semantics of discrete symbols with distributed/distributional rep-
resentationswhen dealingwith natural language in deep learning. Recently, there
are some approaches such as neural module networks [1] and neural symbolic
machine [8] attempting to consider discrete symbols in neural networks. How
to take advantage of these symbolic neural models to represent the composition
of semantics is an open problem to be explored.
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Abstract Sentence is an important linguistic unit of natural language. SentenceRep-
resentation has remained as a core task in natural language processing, because many
important applications in related fields lie on understanding sentences, for example,
summarization, machine translation, sentiment analysis, and dialogue system. Sen-
tence representation aims to encode the semantic information into a real-valued rep-
resentation vector, which will be utilized in further sentence classification or match-
ing tasks. With large-scale text data available on the Internet and recent advances
on deep neural networks, researchers tend to employ neural networks (e.g., con-
volutional neural networks and recurrent neural networks) to learn low-dimensional
sentence representations and achieve great progress on relevant tasks. In this chapter,
we first introduce the one-hot representation for sentences and the n-gram sentence
representation (i.e., probabilistic language model). Then we extensively introduce
neural-based models for sentence modeling, including feedforward neural network,
convolutional neural network, recurrent neural network, and the latest Transformer,
and pre-trained language models. Finally, we introduce several typical applications
of sentence representations.
4.1 Introduction
Natural language sentences consist of words or phrases, follow grammatical rules,
and convey complete semantic information. Compared with words and phrases, sen-
tences have more complex structures, including both sequential and hierarchical
structures, which are essential for understanding sentences. In NLP, how to rep-
resent sentences is critical for related applications, such as sentence classification,
sentiment analysis, sentence matching, and so on.
Before deep learning took off, sentences were usually represented as one-hot vec-
tors or TF-IDF vectors, following the assumption of bag-of-words. In this case, a
sentence is represented as a vocabulary-sized vector, in which each element repre-
sents the importance of a specific word (either term frequency or TF-IDF) to the
sentence. However, this method confronts two issues. Firstly, the dimension of such
representation vectors is usually up to thousands or millions. Thus, they usually face
sparsity problem and bring in computational efficiency problem. Secondly, such a
© The Author(s) 2020
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representation method follows the bag-of-words assumption and ignores the sequen-
tial and structural information, which can be crucial for understanding the semantic
meanings of sentences.
Inspired by recent advances of deep learning models in computer vision and
speech, researchers proposed to model sentences with deep neural networks, such as
convolutional neural network, recurrent neural network, and so on. Compared with
conventional word frequency-based sentence representations, deep neural networks
can capture the internal structures of sentences, e.g., sequential and dependency
information, through convolutional or recurrent operations. Thus, neural network-
based sentence representations have achieved great success in sentence modeling
and NLP tasks.
4.2 One-Hot Sentence Representation
One-hot representation is the most simple and straightforward method for word rep-
resentation tasks. Thismethod represents eachwordwith a fixed length binary vector.
Specifically, for a vocabulary V = {w1,w2, . . . ,w|V |}, the one-hot representation of
wordw isw = [0, . . . , 0, 1, 0, . . . , 0]. Based on the one-hot word representation and





where l indicates the length of the sentence s. The sentence representation s is the
sum of the one-hot representations of n words within the sentence, i.e., each element
in s represents the Term Frequency (TF) of the corresponding word.
Moreover, researchers usually take the importance of different words into consid-
eration, rather than treat all the words equally. For example, the function words such
as “a”, “an”, and “the” usually appear in different sentences, and reserve little mean-
ings. Therefore, the Inverse Document Frequency (IDF) is employed to measure the





where |D| is the number of all documents in the corpus D and dfwi represents the
Document Frequency (DF) of wi .
With the importance of each word, the sentences are represented more precisely
as follows:
ŝ = s ⊗ idf, (4.3)
where ⊗ is the element-wise product.
Here, ŝ is the TF-IDF representation of the sentence s.
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4.3 Probabilistic Language Model
One-hot sentence representation usually neglects the structure information in a sen-
tence. To address this issue, researchers propose probabilistic languagemodel, which
treats n-grams rather than words as the basic components. An n-grammeans a subse-
quence of words in a context window of length n, and probabilistic language model




P(wi |wi−11 ). (4.4)
Actually,model indicated inEq. (4.4) is not practicable due to its enormous param-
eter space. In practice, we simplify the model and set an n-sized context window,
assuming that the probability of word wi only depends on [wi−n+1 · · ·wi−1]. More
specifically, an n-gram language model predicts word wi in the sentence s based












Typically, the conditional probabilities in n-gram language models are not cal-
culated directly from the frequency counts, since it suffers severe problems when
confronted with any n-grams that have not explicitly been seen before. Therefore,
researchers proposed several types of smoothing approaches, which assign some of
the total probability mass to unseen words or n-grams, such as “add-one” smoothing,
Good-Turing discounting, or back-off models.
n-gram model is a typical probabilistic language model for predicting the next
word in an n-gram sequence, which follows the Markov assumption that the proba-
bility of the target word only relies on the previous n − 1words. The idea is employed
by most of current sentence modeling methods. n-gram language model is used as
an approximation of the true underlying language model. This assumption is crucial
because it massively simplifies the problem of learning the parameters of language
models from data. Recent works on word representation learning [3, 40, 43] are
mainly based on the n-gram language model.
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4.4 Neural Language Model
Although smoothing approaches could alleviate the sparse problem in the probabilis-
tic languagemodel, it still performs poorly for those unseen or uncommonwords and
n-grams. Moreover, since probabilistic language models are constructed on larger
and larger texts, the number of unique words (the vocabulary) increases and the
number of possible sequences of words increases exponentially with the size of the
vocabulary, causing a data sparsity problem. Thus statistics are needed to estimate
probabilities accurately.
To address this issue, researchers propose neural language models which use
continuous representations or embeddings ofwords andneural networks tomake their
predictions, in which embeddings in the continuous space help to alleviate the curse
of dimensionality in language modeling, and neural networks avoid this problem by
representing words in a distributed way, as nonlinear combinations of weights in a
neural net [2]. An alternate description is that a neural network approximates the
language function. The neural net architecture might be feedforward or recurrent,
and while the former is simpler, the latter is more common.
Similar to probabilistic language models, neural language models are constructed




P(wi |wi−11 ), (4.7)
where the conditional probability of the selecting word wi can be calculated by
various kinds of neural networks such as feedforward neural networks, recurrent
neural networks, and so on. In the following sections, we will introduce these neural
language models in detail.
4.4.1 Feedforward Neural Network Language Model
The goal of neural network language model is to estimate the conditional probabil-
ity P(wi |w1, . . . ,wi−1). However, the feedforward neural network (FNN) lacks an
effective way to represent the long-term historical context. Therefore, it adopts the
idea of n-gram language models to approximate the conditional probability, which
assumes that each word in a word sequence more statistically depends on those
words closer to it, and only n − 1 context words are used to calculate the conditional
probability, i.e., P(wi |wi−11 ) ≈ P(wi |wi−1i−n+1).
Theoverall architecture of theFNN languagemodel is proposedby [3]. To evaluate
the conditional probability of the word wi , it first projects its n − 1 context-related
words to their word vector representations x = [wi−n+1, . . . ,wi−1], and then feeds
them into an FNN, which can be generally represented as
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y = M f (Wx + b) + d, (4.8)
where W is a weighted matrix to transform word vectors to hidden representations,
M is a weighted matrix for the connections between the hidden layer and the output
layer, and b,d are bias vectors. And then the conditional probability of the word wi
can be calculated as
P(wi |wi−1i−n) =
exp(ywi )∑
j exp(y j )
. (4.9)
4.4.2 Convolutional Neural Network Language Model
The Convolutional Neural Network (CNN) is the family of neural network models
that features a type of layer known as the convolutional layer. This layer can extract
features by a learnable filter (or kernel) at the different positions of an input. Pham
et al. [47] propose the CNN language model to enhance the FNN language model.
The proposed CNN network is produced by injecting a convolutional layer after the
word input representation x = [wi−n, . . . ,wi−1]. Formally, the convolutional layer
involves a sliding window of the input vectors centered on each word vector using a




where max(·) indicates a max-pooling layer. The architecture of CNN is shown in
Fig. 4.1.
Moreover, [12] also introduces a convolutional neural network for language mod-
eling with a novel gating mechanism.
4.4.3 Recurrent Neural Network Language Model
To address the lack of ability for modeling long-term dependency in the FNN lan-
guage model, [41] proposes a Recurrent Neural Network (RNN) language model
which applies RNN in language modeling. RNNs are fundamentally different from
FNNs in the sense that they operate on not only an input space but also an internal
state space, and the internal state space enables the representation of sequentially
extended dependencies. Therefore, the RNN language model can deal with those
sentences of arbitrary length. At every time step, its input is the vector of its previous
word instead of the concatenation of vectors of its n previous words, and the infor-
mation of all other previous words can be taken into account by its internal state.
Formally, the RNN language model can be defined as
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hi = f (W1hi−1 + W2wi + b), (4.11)
y = Mhi−1 + d, (4.12)
where W1,W2,M are weighted matrices and b,d are bias vectors. Here, the RNN
unit can also be implemented by LSTM or GRU. The architecture of RNN is shown
in Fig. 4.2.
Recently, researchers make some comparisons among neural network language
modelswith different architectures on both small and large corpora. The experimental
results show that, generally, theRNN languagemodel outperforms theCNN language
model.
4.4.4 Transformer Language Model
In 2018, Google proposed a pre-trained language model (PLM), called BERT, which
achieved state-of-the-art results on a variety of NLP tasks. At that time, it was very
big news. Since then, all the NLP researchers began to consider how PLMs can
benefit their research tasks.


























Fig. 4.2 The architecture of RNN
In this section, we will first introduce the Transformer architecture and then talk
about BERT and other PLMs in detail.
4.4.4.1 Transformer
Transformer [65] is a nonrecurrent encoder-decoder architecture with a series of
attention-based blocks. For the encoder, there are 6 layers and each layer is composed
of a multi-head attention sublayer and a position-wise feedforward sublayer. And
there is a residual connection between sublayers. The architecture of the Transformer
is as shown in Fig. 4.3.
There are several attention heads in the multi-head attention sublayer. A head
represents a scaled dot-product attention structure, which takes the query matrix Q,








where dk is the dimension of query matrix.
The multi-head attention sublayer linearly projects the input hidden states H
several times into the query matrix, the key matrix, and the value matrix for h heads.
The dimensions of the query, key, and value vectors are dk , dk , and dv , respectively.




























Fig. 4.3 The architecture of Transformer
The multi-head attention sublayer could be formulated as
Multihead(H) = [head1, head2, . . . , headh]WO , (4.14)
where headi = Attention(HWQi ,HWKi ,HWVi ), and WQi , WKi and WVi are linear
projections. WO is also a linear projection for the output. Here, the fully connected
position-wise feedforward sublayer contains two linear transformations with ReLU
activation:
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FFN(x) = W2 max(0,W1x + b1) + b2. (4.15)
Transformer is better than RNNs for modeling the long-term dependency, where
all tokens will be equally considered during the attention operation. The Transformer
was proposed to solve the problem of machine translation. Since Transformer has a
very powerful ability tomodel sequential data, it becomes themost popular backbone
of NLP applications.
4.4.4.2 Transformer-Based PLM
Neural models can learn large amounts of language knowledge from language mod-
eling. Since the language knowledge covers the demands of many downstream
NLP tasks and provides powerful representations of words and sentences, some
researchers found that knowledge can be transferred to other NLP tasks easily. The
transferred models are called Pre-trained Language Models (PLMs).
Language modeling is the most basic and most important NLP task. It contains a
variety of knowledge for language understanding, such as linguistic knowledge and
factual knowledge. For example, the model needs to decide whether it should add
an article before a noun. This requires linguistic knowledge about articles. Another
example is the question of what is the following word after “Trump is the president
of”. The answer is “America”, which requires factual knowledge. Since language
modeling is very complex, the models can learn a lot from this task.
On the other hand, language modeling only requires plain text without any human
annotation.With this feature, themodels can learn complexNLP abilities from a very
large-scale corpus. Since deep learning needs large amounts of data and language
modeling can make full use of all texts in the world, PLMs significantly benefit the
development of NLP research.
Inspired by the success of the Transformer, GPT [50] and BERT [14] begin to
adopt the Transformer as the backbone of the pre-trained language models. GPT and
BERT are the most representative Transformer-based pre-trained language models
(PLMs). Since they achieved state-of-the-art performance on various NLP tasks,
nearly all PLMs after them are based on the Transformer. In this subsection, we will
talk about GPT and BERT in more detail.
GPT is the first work to pretrain a PLM based on the Transformer. The train-
ing procedure of GPT [50] contains two classic stages: generative pretraining and
discriminative fine-tuning.
In the pretraining stage, the input of the model is a large-scale unlabeled corpus
denoted asU = {u1, u2, . . . , un}. The pretraining stage aims to optimize a language
model. The learning objective over the corpus is tomaximize a conditional likelihood




log P(ui |ui−k, . . . , ui−1;Θ), (4.16)
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where k represents the size of the window, the conditional likelihood P is modeled
by a neural network with parameters Θ .
For a supervised dataset χ , the input is a sequence of words s = (w1,w2, ..,wl)
and the output is a label y. The pretraining stage provides an advantageous start
point of parameters that can be used to initialize subsequent supervised tasks. At





log P(y|w1, . . . ,wl), (4.17)
where P(y|w1, . . . ,wl) is modeled by a K-layer Transformer. After the input tokens
pass through the pretrained GPT, a hidden vector of the final layer hKl will be pro-
duced. To obtain the output distribution, a linear transformation layer is added, which
has the same size as the number of labels:
P(y|w1, . . . ,wm) = Softmax(WyhKl ). (4.18)
The final training objective is combined with a language modeling L1 for better
generalization:
L (χ) = L2(χ) + λ ∗ L1(χ), (4.19)
where λ is a weight hyperparameter.
BERT [14] is a milestone work in the field of PLM. BERT achieved significant
empirical results on 17 different NLP tasks, including SQuAD (outperform human
being), GLUE (7.7% point absolute improvement), MultiNLI (4.6% point absolute
improvement), etc. Compared to GPT, BERT uses a bidirectional deep Transformer
as the model backbone. As illustrated in Fig. 4.4, BERT contains pretraining and
fine-tuning stages.
In the pretraining stage, two objectives are designed: Masked Language Model
(MLM) and Next Sentence Prediction (NSP). (1) For MLM, tokens are randomly
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Fig. 4.4 The pretraining and fine-tuning stages for BERT
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masked with a special token [MASK]. The training objective is to predict the masked
tokens based on the contexts. Compared with the standard unidirectional conditional
languagemodel, which can only be trained in one direction,MLMaims to train a deep
bidirectional representationmodel. This task is inspired byCloze [64]. (2) The objec-
tive of NSP is to capture relationships between sentences for some sentence-based
downstream tasks such as natural language inference (NLI) and question answering
(QA). In this task, a binary classifier is trained to predict whether the sentence is
the next sentence for the current. This task effectively captures the deep relationship
between sentences, exploring semantic information from a different level.
After pretraining, BERT can capture various language knowledge for downstream
supervised tasks. By modifying inputs and outputs, BERT can be fine-tuned for any
NLP tasks, which contain the applications with the input of single text or text pairs.
The input consists of sentence A and sentence B, which can represent (1) sentence
pairs in paraphrase, (2) hypothesis-premise pairs in entailment, (3) question-passage
pairs in QA, and (4) text-∅ for text classification task or sequence tagging. For the
output, BERT can produce the token-level representation for each token, which is
used to sequence tagging task or question answering. Besides, the special token
[CLS] in BERT is fed into the classification layer for sequence classification.
4.4.4.3 PLM Family
Pre-trained language models have rapid progress after BERT. We summarize sev-
eral important directions of PLMs and show some representative models and their
relationship in Fig. 4.5.
Here is a brief introduction of the PLMs after BERT. Firstly, there are some
variants of BERT for better general language representation, such as RoBERTa [38]
andXLNet [70]. Thesemodelsmainly focus on the improvement of pretraining tasks.
Secondly, some people work on pretrained generation models, such as MASS [57]
and UniLM [15]. These models achieve promising results on the generation tasks
instead of the Natural Language Understanding (NLU) tasks used by BERT. Thirdly,
the sentencepair format ofBERT inspiredworks on the cross-lingual and cross-modal
fields. XLM [8], ViLBERT [39], andVideoBERT [59] are the important works in this
direction. Lastly, there are some works [46, 81] that explore to incorporate external




Inspired by the contrastive divergence model, [4] proposes to adopt importance sam-
pling to accelerate the training of neural language models. They first normalize the
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Fig. 4.5 The Pre-trained language model family
outputs of neural network languagemodel and view neural network languagemodels
as a special case of energy-based probability models as following:
P(wi |wi−1i−n) =
exp(−ywi )∑
j exp(−y j )
. (4.20)
The key idea of importance sampling is to approximate themean of log-likelihood
gradient of the loss function of neural network language model by sampling several
important words instead of calculating the explicit gradient. Here, the log-likelihood




















where θ indicates all parameters of the neural network language model. Here, the
log-likelihood gradient of the loss function consists of two parts including positive
gradient for target word wi and negative gradient for all words wj , i.e., Ewi∼P [ ∂y j∂θ ].
Here, the second part can be approximated by sampling important words following
the probability distribution P:














where V ′ is the word set sampled under P .
However, sincewe cannot obtain probability distribution P in advance, it is impos-
sible to sample important words following the probability distribution P . Therefore,
importance sampling adopts a Monte Carlo scheme which uses an existing proposal












where V ′′ is the word set sampled under Q. Moreover, the sample size of impor-
tance sampling approach should be increased as training processes in order to avoid










where rl is further defined as
rl = P(wl |w
i−1
i−n)/Q(wl)∑
wj∈V ′′ P(wj |wi−1i−n)/Q(wj )
. (4.25)
4.4.5.2 Word Classification
Besides important sampling, researchers [7, 22] also propose class-based language
model, which adopts word classification to improve the performance and speed of a
language model. In class-based language model, all words are assigned to a unique
class, and the conditional probability of a word given its context can be decomposed
into the probability of the word’s class given its previous words and the probability




P(wi |c(wi ))P(c(wi )|wi−1i−n), (4.26)
where C indicates the set of all classes and c(wi ) indicates the class of word wi .
Moreover, [44] proposes a hierarchical neural network language model, which
extends word classification to a hierarchical binary clustering of words in a language
model. Instead of simply assigning each word with a unique class, it first builds
a hierarchical binary tree of words according to the word similarity obtained from
WordNet.Next, it assigns a unique bit vector c(wi ) = [c1(wi ), c2(wi ), . . . , cl(wi )] for
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each word, which indicates the hierarchical classes of them. And then the conditional




P(c j (wi )|c1(wi ), c2(wi ), . . . , c j−1(wi ),wi−1i−n). (4.27)
The hierarchical neural network language model can achieve O(k/ log k) speed
up as compared to a standard language model. However, the experimental results of
[44] show that although the hierarchical neural network language model achieves
an impressive speed up for modeling sentences, it has worse performance than the
standard language model. The reason is perhaps that the introduction of hierarchical
architecture or word classes imposes a negative influence on the word classification
by neural network language models.
4.4.5.3 Caching
Caching is also one of the important extensions in language model. A type of cache-
based language model assumes that each word in recent context is more likely to
appear again [58]. Hence, the conditional probability of a word can be calculated by
the information from history and caching:
P(wi |wi−1i−n) = λPs(wi |wi−1i−n) + (1 − λ)Pc(wi |wi−1i−n), (4.28)
where Ps(wi |wi−1i−n) indicates the conditional probability generated by standard lan-
guage and Pc(wi |wi−1i−n) indicates the conditional probability generated by caching,
and λ is a constant.
Another cache-based language model is also used to speed up the RNN language
modeling [27]. The main idea of this approach is to store the outputs and states of
language models for future predictions given the same contextual history.
4.5 Applications
In this section, wewill introduce two typical sentence-level NLP applications includ-
ing text classification and relation extraction, as well as how to utilize sentence rep-
resentation for these applications.
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4.5.1 Text Classification
Text classification is a typical NLP application and has lots of important real-world
tasks such as parsing and semantic analysis. Therefore, it has attracted the interest of
many researchers. The conventional text classification models (e.g., the LDA [6] and
tree kernel [48] models) focus on capturing more contextual information and correct
word order by extracting more useful and distinct features, but still expose a few
issues (e.g., data sparseness) which has the significant impact on the classification
accuracy. Recently, with the development of deep learning in the various fields of
artificial intelligence, neural models have been introduced into the text classification
field due to their abilities of text representation learning. In this section, we will
introduce the two typical tasks of text classification, including sentence classification
and sentiment classification.
4.5.1.1 Sentence Classification
Sentence classification aims to assign a sentence an appropriate category, which is a
basic task of the text classification application.
Considering the effectiveness of the CNN models in capturing sentence semantic
meanings, [31] first proposes to utilize the CNN models trained on the top of pre-
trained word embeddings to classify sentences, which achieved promising results on
several sentence classification datasets. Then, [30] introduces a dynamic CNNmodel
to model the semantic meanings of sentences. This model handles sentences of vary-
ing lengths and uses dynamic max-pooling over linear sequences, which could help
the model capture both short-range and long-range semantic relations in sentences.
Furthermore, [9] proposes a novel CNN-based model named as Very Deep CNN,
which operates directly at the character level. It shows that those deeper models have
better results on sentence classification and can capture the hierarchical information
from scattered characters to whole sentences. Yin and Schütze [74] also propose
MV-CNN, which utilizes multiple types of pretrained word embeddings and extracts
features from multi-granular phrases with variable-sized convolutional layers. To
address the drawbacks of MV-CNN such as model complexity and the requirement
for the same dimension of embeddings, [80] proposes a novelmodel calledMG-CNN
to capture multiple features from multiple sets of embeddings that are concatenated
at the penultimate layer. Zhang et al. [79] present RA-CNN to jointly exploit labels
on documents and their constituent sentences, which can estimate the probability
that a given sentence is informative and then scales the contribution of each sentence
to aggregate a document representation in proportion to the estimates.
The RNN model which aims to capture the sequential information of sentences
is also widely used in sentence classification. Lai et al. [32] propose a neural net-
work for text classification, which applies a recurrent structure to capture contextual
information. Moreover, [37] introduces a multitask learning framework based on the
RNN to jointly learn across multiple sentence classification tasks, which employs
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three differentmechanisms of sharing information tomodel sentenceswith both task-
specific and shared layers. Yang et al. [71] introduce word-level and sentence-level
attention mechanisms into an RNN-based model as well as a hierarchical structure
to capture the hierarchical information of documents for sentence classification.
4.5.1.2 Sentiment Classification
Sentiment classification is a special task of the sentence classification application,
whose objective is to classify the sentimental polarities of opinions a piece of text
contains, e.g., favorable or unfavorable, positive or negative. This task appeals the
NLP community since it has lots of potential downstream applications such as movie
review suggestions.
Similar to text classification, the sentence representation based on neural models
has also been widely explored for sentiment classification. Glorot et al. [20] use a
stacked denoising autoencoder in sentiment classification for the first time. Then,
a series of recursive neural network models based on the recursive tree structure
of sentences are conducted to learn sentence representations for sentiment classi-
fication, including the recursive autoencoder (RAE) [55], matrix-vector recursive
neural network (MV-RNN) [54], and recursive neural tensor network (RNTN) [56].
Besides, [29] adopts a CNN to learn sentence representations and achieves promising
performance in sentiment classification.
The RNN models also benefit sentiment classification as they are able to capture
the sequential information. Li et al. [35] andTai et al. [62] investigate a tree-structured
LSTMmodel on text classification. There are also somehierarchicalmodels proposed
to deal with document-level sentiment classification [5, 63], which generate seman-
tic representations at different levels (e.g., phrase, sentence, or document) within
a document. Moreover, the attention mechanism is also introduced into sentiment
classification, which aims to select important words from a sentence or important
sentences from a document [71].
4.5.2 Relation Extraction
To enrich existing KGs, researchers have devoted many efforts to automatically find-
ing novel relational facts in text. Therefore, relation extraction (RE), which aims
at extracting relational facts according to semantic information in plain text, has
become a crucial NLP application. As RE is also an important downstream applica-
tion of sentence representation, we will, respectively, introduce the techniques and
extensions to show how to utilize sentence representation for different RE scenarios.
Considering neural networks have become the backbone of the recent NLP research,
we mainly focus on Neural RE (NRE) models in this section.
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Fig. 4.6 An example of sentence-level relation extraction
4.5.2.1 Sentence-Level NRE
Sentence-level NRE aims at predicting the semantic relations between the given
entity (or nominal) pair in a sentence. As shown in Fig. 4.6, given the input sentence
s which consists of n words s = {w1,w2, . . . ,wn} and its corresponding entity pair
e1 and e2 as input, sentence-level NRE wants to obtain the conditional probability
P(r |s, e1, e2) of relation r (r ∈ R) via a neural network, which can be formalized
as
P(r |s, e1, e2) = P(r |s, e1, e2, θ), (4.29)
where θ is all parameters of the neural network and r is a relation in the relation set
R.
A basic form of sentence-level NRE consists of three components: (a) an input
encoder to give a representation for each input word, (b) a sentence encoder which
computes either a single vector or a sequence of vectors to represent the original
sentence, and (c) a relation classifier which calculates the conditional probability
distribution of all relations.
Input Encoder. First, a sentence-level NRE system projects the discrete words
of the source sentence into a continuous vector space, and obtains the input repre-
sentation w = {w1,w2, . . . ,wm} of the source sentence.
(1) Word Embeddings. Word embeddings aim to transform words into distributed
representations to capture the syntactic and semantic meanings of the words.
In the sentence s, every word wi is represented by a real-valued vector. Word
representations are encoded by column vectors in an embedding matrix E ∈
R
da×|V | where V is a fixed-sized vocabulary. Although word embeddings are
the most common way to represent input words, there are also efforts made to
utilize more complicated information of input sentences for RE.
(2) Position Embeddings. In RE, the words close to the target entities are usually
informative to determine the relation between the entities. Therefore, position
embeddings are used to help models keep track of how close each word is to
the head or tail entities. It is defined as the combination of the relative distances
from the current word to the head or tail entities. For example, in the sentence
Bill_Gates is the founder of Microsoft., the relative distance
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from the word founder to the head entity Bill_Gates is −3 and the tail
entity Microsoft is 2. Besides word position embeddings, more linguistic
features are also considered in addition to the word embeddings to enrich the
linguistic features of the input sentence.
(3) Part-of-speech (POS) Tag Embeddings. POS tag embeddings are to represent the
lexical information of the target word in the sentence. Because word embeddings
are obtained from a large-scale general corpus, the general information they
containmay not be in accordancewith themeaning in a specific sentence. Hence,
it is necessary to align each word with its linguistic information considering its
specific context, e.g., noun and verb. Formally, each word wi is encoded by the
corresponding column vector in an embedding matrix Ep ∈ Rd p×|V p |, where d p
is the dimension of embedding vector and V p indicates a fixed-sized POS tag
vocabulary.
(4) WordNet Hypernym Embeddings. WordNet hypernym embeddings aim to take
advantages of the prior knowledge of hypernym to help RE models. When
given the hypernym information of each word in WordNet (e.g., noun.food and
verb.motion), it is easier to build the connections between different but concep-
tually similar words. Formally, each word wi is encoded by the corresponding
column vector in an embeddingmatrixEh ∈ Rdh×|V h |, where dh is the dimension
of embedding vector and V h indicates a fixed-sized hypernym vocabulary.
For each word, the NRE models often concatenate some of the above four feature
embeddings as their input embeddings. Therefore, the feature embeddings of all
words are concatenated and denoted as a final input sequencew = {w1,w2, . . . ,wm},
where wi ∈ Rd , d is the total dimension of all feature embeddings concatenated for
each word.
Sentence Encoder. The sentence encoder is the core for sentence representation,
which encodes input representations into either a single vector or a sequence of
vectors x to represent sentences. We will introduce the different sentence encoders
in the following.
(1) Convolutional Neural Network Encoder. Zeng et al. [76] propose to encode
input sentences using a CNNmodel, which extracts local features by a convolutional
layer and combines all local features via a max-pooling operation to obtain a fixed-
sized vector for the input sentence. Formally, a convolutional layer is defined as an
operation on a vector sequence w:
p = CNN(w), (4.30)
where CNN indicates the convolution operation inside the convolutional layer.
And the i th element of the sentence vector x can be calculated as follows:
[x]i = f (max(pi )), (4.31)
where f is a nonlinear function applied at the output, such as the hyperbolic tangent
function.
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Further, PCNN [75], which is a variation of CNN, adopts a piece-wise max-
pooling operation. All hidden vectors {p1,p2, . . .} are divided into three segments
by the head and tail entities. The max-pooling operation is performed over the three
segments separately, and the x is the concatenation of the pooling results over the
three segments.
(2) Recurrent Neural Network Encoder. Zhang and Wang [78] propose to embed
input sentences using anRNNmodelwhich can learn the temporal features. Formally,
each input word representation is put into recurrent layers step by step. For each step
i , the network takes the i th word representation vector wi and the output of the
previous i − 1 steps hi−1 as input:
hi = RNN(wi ,hi−1), (4.32)
where RNN indicates the transform function inside the RNN cell, which can be the
LSTM units or the GRU units mentioned before.
The conventional RNN models typically deal with text sequences from start to
end, and build the hidden state of each word only considering its preceding words.
It has been verified that the hidden state considering its following words is more
effective. Hence, the bi-directional RNN (BRNN) [52] is adopted to learn hidden
states using both preceding and following words.
Similar to the previous CNN models in RE, the RNN model combines the output
vectors of the recurrent layer as local features, and then uses amax-pooling operation
to extract the global feature, which forms the representation of the whole input
sentence. The max-pooling layer could be formulated as
[x] j = max
i
[hi ] j . (4.33)
Besides max-pooling, word attention can also combine all local feature vectors
together. The attention mechanism [1] learns attention weights on each step. Sup-
posing H = [h1,h2, . . . ,hm] is the matrix consisting of all output vectors produced
by the recurrent layer, the feature vector of the whole sentence x is formed by a





where s is a trainable query vector.
Besides, [42] proposes amodel that captures information frombothword sequence
and tree-structured dependency by stacking bidirectional path-based LSTM-RNNs
(i.e., bottom-up and top-down). More specifically, it focuses on the shortest path
between the two target entities in the dependency tree, and utilizes the stacked layers
to encode the shortest path for the whole sentence representation. In fact, some
preliminary work [69] has shown that these paths are useful in RE, and various
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recursive neural models are also proposed for this. Next, we will introduce these
recursive models in detail.
(3) Recursive Neural Network Encoder. The recursive encoder aims to extract
features from the information of syntactic parsing trees, considering the syntactic
information is beneficial for extracting relations from sentences. Generally, these
encoders treat the tree structure inside syntactic parsing trees as a strategy of com-
position as well as a direction to combine each word feature.
Socher et al. [54] propose a recursive matrix-vector model (MV-RNN) which
captures the structure information by assigning a matrix-vector representation for
each constituent of the constituents in parsing trees. The vector captures the meaning
of the constituent itself and the matrix represents how it modifies the meaning of the
word it combines with. Tai et al. [62] further propose two types of tree-structured
LSTMs including the Child-Sum Tree-LSTM and the N-ary Tree-LSTM to capture
tree structure information. For the Child-Sum Tree-LSTM, given a tree, let C(t)





where TLSTM(·) indicates a Tree-LSTM cell, which is simply modified from LSTM
cell. The N-ary Tree-LSTM has similar transition equations as the Child-Sum Tree-
LSTM. The only difference is that it limits the tree structures to have at most N
branches.
Relation Classifier. When obtaining the representation x of the input sentence,
relation classifier calculates the conditional probability P(r |x, e1, e2) via a softmax
layer as follows:
P(r |x, e1, e2) = Softmax(Mx + b), (4.37)
where M indicates the relation matrix and b is a bias vector.
4.5.2.2 Bag-Level NRE
Although existing neural models have achieved great success for extracting novel
relational facts, it always suffers the lack of training data. To address this issue,
researchers proposed a distant supervision assumption to generate training data
via aligning KGs and plain text automatically. The intuition of distant supervision
assumption is that all sentences that contain two entities will express their relations
in KGs. For example, (New York, city_of, United States) is a relational
fact in a KG, distant supervision assumption will regard all sentences that contain
these two entities as positive instances for the relation city_of. It offers a natural
way of utilizing information from multiple sentences (bag-level) rather than a single
sentence (sentence-level) to decide if a relation holds between two entities.
Therefore, bag-level NRE aims to predict the semantic relations between an entity
pair using all involved sentences. As shown in Fig. 4.7, given the input sentence set
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Fig. 4.7 An example of bag-level relation extraction
S which consists of n sentences S = {s1, s2, . . . , sn} and its corresponding entity
pair e1 and e2 as inputs, bag-level NRE wants to obtain the conditional probability
P(r |S, e1, e2) of relation r (r ∈ R) via a neural network, which can be formalized
as
P(r |S, e1, e2) = P(r |S, e1, e2, θ). (4.38)
A basic form of bag-level NRE consists of four components: (a) an input encoder
similar to sentence-level NRE, (b) a sentence encoder similar to sentence-level NRE,
(c) a bag encoder which computes a vector representing all related sentences in a bag,
and (d) a relation classifier similar to sentence-level NRE which takes bag vectors
as input instead of sentence vectors. As the input encoder, sentence encoder, and
relation classifier of bag-level NRE are similar to the ones of sentence-level NRE,
we will thus mainly focus on introducing the bag encoder in detail.
Bag Encoder. The bag encoder encodes all sentence vectors into a single vector
S. We will introduce the different bag encoders in the following:
(1) RandomEncoder. It simply assumes that each sentence can express the relation
between two target entities and randomly select one sentence to represent the bag.
Formally, the bag representation is defined as
S = si (i ∈ {1, 2, . . . , n}), (4.39)
where si indicates the sentence representation of si ∈ S and i is a random index.
(2) Max Encoder. As introduced above, not all sentences containing two target
entities can express their relations. For example, the sentence New York City
is the premier gateway for legal immigration to the
United States does not express the relation city of. Hence, in [75], they
follow the at-least-one assumption which assumes that at least one sentence that
contains these two target entities can express their relations, and select the sentence
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with the highest probability for the relation to represent the bag. Formally, bag rep-
resentation is defined as
S = si (i = argmax
i
P(r |si , e1, e2)). (4.40)
(3) Average Encoder. Both random encoder or max encoder use only one sentence
to represent the bag, which ignores the rich information of different sentences. To
exploit the information of all sentences, [36] believes that the representation S of
the bag depends on all sentences’ representations. Each sentence representation si
can give the relation information about two entities to a certain extent. The average
encoder assumes that all sentences contribute equally to the representation of the







(4) Attentive Encoder. Due to the wrong label issue brought by distant supervision
assumption inevitably, the performance of average encoder will be influenced by
those sentences that contain no relation information. To address this issue, [36]
further proposes to employ a selective attention to reduce those noisy sentences.




αi si , (4.42)










where A is a diagonal matrix and r is the representation vector of relation r .
Relation Classifier. Similar to sentence-level NRE, when obtaining the bag rep-
resentation S, relation classifier also calculates the conditional probability P(r |S, e1,
e2) via a softmax layer as follows:
P(r |S, e1, e2) = Softmax(MS + b), (4.44)
where M indicates the relation matrix and b is a bias vector.
4.5.2.3 Extensions
Recently, NRE systems have achieved significant improvements in both, the super-
vised and distantly supervised scenarios. However, there are still many challenges in
the task of RE, and many researchers have been focusing on other aspects to improve
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the performance of NRE as well. In this section, we will introduce these extensions
in detail.
Utilization of External Information. Most existing NRE systems stated above
only concentrate on the sentences which are extracted, regardless of the rich external
information such as KGs. This heterogeneous information could provide additional
knowledge from KG and is essential when extracting new relational facts.
Han et al. [24] propose a novel joint representation learning framework for knowl-
edge acquisition. The key idea is that the joint model learns knowledge and text
representations within a unified semantic space via KG-text alignments. For the text
part, the sentence with two entities Mark Twain and Florida is regarded as
the input for a CNN encoder, and the output of CNN is considered to be the latent
relation PlaceOfBirth of this sentence. For the KG part, entity and relation rep-
resentations are learned via translation-based methods. The learned representations
of KG and text parts are aligned during training. Besides this preliminary attempt,
many efforts have been devoted to this direction [25, 28, 51, 67, 68].
Incorporating Relational Paths. Although existing NRE systems have achieved
promising results, they still suffer a major problem: the models can only directly
learn from those sentences which contain both two-target entities. However, those
sentences containing only one of the entities could also provide useful information
and help build inference chains. For example, if we know that “A is the son of B”
and “B is the son of C”, we can infer that A is the grandson of C.
To utilize the information of both direct and indirect sentences, [77] introduces
a path-based NRE model that incorporates textual relational paths. The model first
employs a CNN encoder to embed the semantic meanings of sentences. Then, the
model builds a relation path encoder, which measures the probability of relations
given an inference chain in the text. Finally, the model combines information from
both direct sentences and relational paths, and then predicts the confidence of each
relationship. This work is the first effort to consider the knowledge of relation path
in text for NRE, and there are also several methods later to consider the reasoning
path of sentence semantic meanings for RE [11, 19].
Document-level Relation Extraction. In fact, not all relational facts can be
extracted by sentence-level RE, i.e., a large number of relational facts are expressed
in multiple sentences. Taking Fig. 4.9 as an example, multiple entities are mentioned
in the document and exhibit complex interactions. In order to identify the relational
fact (Riddarhuset, country, Sweden), one has to first identify the fact that
Riddarhuset is located in Stockholm from Sentence 4, then identify the facts
Stockholm is the capital of Sweden and Sweden is a country from Sentence 1.
With the above facts, we can finally infer that the sovereign state of Riddarhuset
is Sweden. This process requires reading and reasoning over multiple sentences in
a document, which is intuitively beyond the reach of sentence-level RE methods.
According to the statistics on a human-annotated corpus sampled from Wikipedia
documents [72], at least 40.7% relational facts can only be extracted from multi-
ple sentences, which is not negligible. Swampillai and Stevenson [61] and Verga
et al. [66] also report similar observations. Therefore, it is necessary to move RE
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Fig. 4.8 An example of document-level relation extraction
forward from the sentence level to the document level. Figure4.8 is an example for
document-level RE.
Fig. 4.9 An example from DocRED [72]
4.5 Applications 83
However, existing datasets for document-level RE either only have a small num-
ber of manually annotated relations and entities [34], or exhibit noisy annotations
from distant supervision [45, 49], or serve specific domains or approaches [33]. To
address this issue, [72] constructs a large-scale, manually annotated, and general-
purpose document-level RE dataset, named as DocRED. DocRED is constructed
from Wikipedia and Wikidata, and has two key features. First, DocRED contains
132, 375 entities and 56, 354 relational facts annotated on 5, 053 Wikipedia docu-
ments, which is the largest human-annotated document-level RE dataset now. Sec-
ond, over 40% of the relational facts in DocRED can only be extracted frommultiple
sentences. This makes DocRED require reading multiple sentences in a document
to recognize entities and inferring their relations by synthesizing all information of
the document.
The experimental results on DocRED show that the performance of existing
sentence-level RE methods declines significantly on DocRED, indicating the task
document-level RE is more challenging than sentence-level RE and remains an open
problem. It also relates to the document representation which will be introduced in
the next chapter.
Few-shot Relation Extraction.
As we mentioned before, the performance of the conventional RE models [23,
76] heavily depend on time-consuming and labor-intensive annotated data, which
make themselves hard to generalize well. Although adopting distant supervision
is a primary approach to alleviate this problem, the distantly supervised data also
exhibits a long-tail distribution, where most relations have very limited instances.
Furthermore, distant supervision suffers the wrong labeling problem, which makes
it harder to classify long-tail relations. Hence, it is necessary to study training RE
models with insufficient training instances. Figure4.10 is an example for few-shot
RE.
Fig. 4.10 An example of few-shot relation extraction
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Table 4.1 An example for a 3 way 2 shot scenario. Different colors indicate different entities,
underline for head entity, and emphasize for tail entity
Supporting set
(A) capital_of (1) London is the capital of the U.K
(2) Washington is the capital of the U.S.A
(B) member_of (1) Newton served as the president of the Royal
Society
(2) Leibniz was a member of the Prussian
Academy of Sciences
(C) birth_name (1) Samuel Langhorne Clemens, better known
by his pen name Mark Twain, was an American
writer
(2) Alexei Maximovich Peshkov, primarily
known asMaxim Gorky, was a Russian and
Soviet writer
Test instance
(A) or (B) or (C) Euler was elected a foreign member of the
Royal Swedish Academy of Sciences
FewRel [26] is a new large-scale supervised few-shot RE dataset, which requires
models capable of handling classification task with a handful of training instances,
as shown in Table4.1. Benefiting from the FewRel dataset, there are some efforts to
exploring few-shot RE [17, 53, 73] and achieve promising results. Yet, few-shot RE
still remains a challenging problem for further research [18].
4.6 Summary
In this chapter, we introduce sentence representation learning. Sentence representa-
tion encodes the semantic information of a sentence into a real-valued representation
vector, and can be utilized in further sentence classification or matching tasks. First,
we introduce the one-hot representation for sentences and probabilistic language
models. Secondly, we extensively introduce several neural language models, includ-
ing adopting the feedforward neural networks, the convolutional neural networks, the
recurrent neural networks, and the Transformer for language models. These neural
models can learn rich linguistic and semantic knowledge from language modeling.
Benefiting from this, the pre-trained language models trained with large-scale cor-
pora have achieved state-of-the-art performance on various downstream NLP tasks
by transferring the learned semantic knowledge from general corpora to the target
tasks. Finally, we introduce several typical applications of sentence representation
including text classification and relation extraction.
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For further understanding of sentence representation learning and its applications,
there are also some recommended surveys and books including
• Yoav, Neural network methods for natural language processing [21].
• Deng & Liu, Deep learning in natural language processing [13].
In the future, for better sentence representation, some directions are requiring
further efforts:
(1) Exploring Advanced Architectures. The improvement of model architectures
is the key factor in the success of sentence representation. From the feedforward
neural networks to the Transformer, people are designing more suitable neural
models for sequential inputs. Based on the Transformer, some researchers are
working on new NLP architectures. For instance, Transformer-XL [10] is pro-
posed to solve the problem of fixed-length context in the Transformer. Since
the Transformer is the state-of-the-art NLP architecture, current works mainly
adopt attention mechanisms. Beyond these works, is it possible to introduce
more human cognitive mechanisms to neural models?
(2) Modeling LongDocuments.The representation of long documents is an impor-
tant extension of sentence representation. There are some new challenges during
modeling long documents, such as discourse analysis and co-reference resolu-
tion. Although some existing works already provide document-level NLP tasks
(e.g., DocRED [72]), the model performance on these tasks is still much lower
than the human performance. We will also introduce the advances in document
representation learning in the following chapter.
(3) Performing Efficient Representation. Although the combination of Trans-
former and large-scale data leads to very powerful sentence representation, these
representation models require expensive computational cost, which limits the
applications in downstream tasks. Some existing works explore to use model
compression techniques for more efficient models. These techniques include
knowledge distillation [60], parameter pruning [16], etc. Beyond these works,
there remain lots of unsolved problems for developing better representationmod-
els,which can efficiently learn from large-scale data and provide effective vectors
in downstream tasks.
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58. Daniel Soutner, Zdeněk Loose, Luděk Müller, and Aleš Pražák. Neural network language
model with cache. In Proceedings of ICTSD, 2012.
59. Chen Sun, Austin Myers, Carl Vondrick, Kevin Murphy, and Cordelia Schmid. Videobert: A
joint model for video and language representation learning. In Proceedings of ICCV, 2019.
60. Siqi Sun, Yu Cheng, Zhe Gan, and Jingjing Liu. Patient knowledge distillation for bert model
compression. In Proceedings of EMNLP-IJCNLP, page 4314–4323, 2019.
61. Kumutha Swampillai and Mark Stevenson. Inter-sentential relations in information extraction
corpora. In Proceedings of LREC, 2010.
62. Kai Sheng Tai, Richard Socher, and Christopher D. Manning. Improved semantic representa-
tions from tree-structured long short-term memory networks. In Proceedings of ACL, 2015.
63. Duyu Tang, Bing Qin, and Ting Liu. Document modeling with gated recurrent neural network
for sentiment classification. In Proceedings of EMNLP, 2015.
64. Wilson L Taylor. “cloze procedure": A new tool for measuring readability. Journalism Bulletin,
30(4):415–433, 1953.
65. Ashish Vaswani, Noam Shazeer, Niki Parmar, Llion Jones, Jakob Uszkoreit, Aidan N Gomez,
and Lukasz Kaiser. Attention is all you need. In Proceedings of NeurIPS, 2017.
66. Patrick Verga, Emma Strubell, and Andrew McCallum. Simultaneously self-attending to all
mentions for full-abstract biological relation extraction. In Proceedings of NAACL-HLT, 2018.
67. Zhen Wang, Jianwen Zhang, Jianlin Feng, and Zheng Chen. Knowledge graph and text jointly
embedding. In Proceedings of EMNLP, pages 1591–1601, 2014.
68. Zhigang Wang and Juan-Zi Li. Text-enhanced representation learning for knowledge graph. In
Proceedings of IJCAI, pages 1293–1299, 2016.
69. Kun Xu, Yansong Feng, Songfang Huang, and Dongyan Zhao. Semantic relation classification
via convolutional neural networks with simple negative sampling. In Proceedings of EMNLP,
2015.
70. Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Russ R Salakhutdinov, and Quoc V
Le. Xlnet: Generalized autoregressive pretraining for language understanding. In Proceedings
of NeurIPS, 2019.
71. ZichaoYang,DiyiYang,ChrisDyer,XiaodongHe,Alex Smola, andEduardHovy.Hierarchical
attention networks for document classification. In Proceedings of NAACL, 2016.
72. YuanYao, DemingYe, Peng Li, XuHan, Yankai Lin, Zhenghao Liu, Zhiyuan Liu, LixinHuang,
Jie Zhou, andMaosongSun.DocRED:A large-scale document-level relation extraction dataset.
In Proceedings of ACL, 2019.
73. Zhi-Xiu Ye and Zhen-Hua Ling. Multi-level matching and aggregation network for few-shot
relation classification. In Proceedings of ACL, pages 2872–2881, 2019.
74. Wenpeng Yin and Hinrich Schütze. Multichannel variable-size convolution for sentence clas-
sification. In Proceedings of CoNLL, 2015.
75. Daojian Zeng, Kang Liu, Yubo Chen, and Jun Zhao. Distant supervision for relation extraction
via piecewise convolutional neural networks. In Proceedings of EMNLP, 2015.
References 89
76. Daojian Zeng, Kang Liu, Siwei Lai, Guangyou Zhou, and Jun Zhao. Relation classification via
convolutional deep neural network. In Proceedings of COLING, 2014.
77. Wenyuan Zeng, Yankai Lin, Zhiyuan Liu, and Maosong Sun. Incorporating relation paths in
neural relation extraction. In Proceedings of EMNLP, 2017.
78. Dongxu Zhang and Dong Wang. Relation classification via recurrent neural network. arXiv
preprint arXiv:1508.01006, 2015.
79. Ye Zhang, Iain Marshall, and Byron C Wallace. Rationale-augmented convolutional neural
networks for text classification. In Proceedings of EMNLP, 2016.
80. Ye Zhang, Stephen Roller, and Byron C Wallace. Mgnc-cnn: A simple approach to exploiting
multiple word embeddings for sentence classification. In Proceedings of NAACL, 2016.
81. Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong Sun, and Qun Liu. Ernie:
Enhanced language representation with informative entities. In Proceedings of ACL, 2019.
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by




Abstract A document is usually the highest linguistic unit of natural language.
Document representation aims to encode the semantic information of the whole
document into a real-valued representation vector, which could be further utilized
in downstream tasks. Recently, document representation has become an essential
task in natural language processing and has been widely used in many document-
level real-world applications such as information retrieval and question answering.
In this chapter, we first introduce the one-hot representation for documents. Next,
we extensively introduce topic models that learn the topic distribution of words and
documents. Further, we give an introduction to distributed document representation,
including paragraph vector and neural document representations. Finally, we intro-
duce several typical real-world applications of document representation, including
information retrieval and question answering.
5.1 Introduction
Advances in information and communication technologies offer ubiquitous access to
vast amounts of information and are causing an exponential increase in the number
of documents available online. While more and more textual information is avail-
able electronically, effective retrieval and mining are getting more and more difficult
without the efficient organization, summarization, and indexing of document content.
Therefore, document representation is playing an important role in many real-world
applications, e.g., document retrieval, web search, and spam filtering. Document rep-
resentation aims to represent document input into a fixed-length vector, which could
describe the contents of the document, to reduce the complexity of the documents
and make them easier to handle. Traditional document representation models such
as one-hot document representation have achieved promising results in many docu-
ment classification and clustering tasks due to their simplicity, efficiency, and often
surprising accuracy.
However, the one-hot document representation model has many disadvantages.
First, it loses the word order, and thus, different documents can have the same repre-
sentation, as long as the same words are used. Second, it usually suffers data sparsity
© The Author(s) 2020
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andhighdimensionality.One-hot document representationmodel has very little sense
about the semantics of the words or, more formally, the distances between the words.
Hence, the approach for representing text documents usesmulti-word terms as vector
components, which are noun phrases extracted using a combination of linguistic and
statistical criteria. This representation is motivated by the notion of topic models that
terms should contain more semantic information than individual words. And another
advantage of using terms for representing a document is its lower dimensionality
compared with the traditional one-hot document representation.
Nevertheless, applying these to generation tasks remains difficult. To understand
howdiscourse units are connected, one has to understand the communicative function
of each unit, and the role it plays within the context that encapsulates it, recursively
all the way up for the entire text. Identifying increasingly sophisticated human-
developed features may be insufficient for capturing these patterns, but developing
representation-based alternatives has also been difficult. Although document repre-
sentation can capture aspects of coherent sentence structure, it is not clear how it
could help in generating more broadly cohesive text.
Recently, neural network models have shown compelling results in generating
meaningful and grammatical documents in sequence generation tasks like machine
translation or parsing. It is partially attributed to the ability of these systems to cap-
ture local compositionally: the way neighboring words are combined semantically
and syntactically to form meanings that they wish to express. Based on neural net-
work models, many research works have developed a variety of ways to incorporate
document-level contextual information. These models are all hybrid architectures in
that they are recurrent at the sentence level, but use a different structure to summarize
the context outside the sentence. Furthermore, somemodels exploremultilevel recur-
rent architectures for combining local and global information in language modeling.
In this chapter, we first introduce the one-hot representation for documents. Next,
we extensively introduce topic models that aim to learn latent topic distributions of
words and documents. Further, we give an introduction on distributed document rep-
resentation including paragraph vector and neural document representations. Finally,
we introduce several typical real-world applications of document representations,
including information retrieval and question answering.
5.2 One-Hot Document Representation
Majority of machine learning algorithms take a fixed-length vector as the input,
so documents are needed to be represented as vectors. The bag-of-words model
is the most common and simple representation method for documents. Similar to
one-hot sentence representation, for a document d = {w1,w2, . . . ,wl}, a bag-of-
word representation d can be used to represent this document. Specifically, for
a vocabulary V = [w1,w2, . . . ,w|V |] , the one-hot representation of word w is
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w = [0, 0, . . . , 1, . . . , 0]. Based on the one-hot word representation and a vocab-





where l is the length of the document d. And similar to one-hot sentence represen-
tation, the TF-IDF method is also proposed to enhance the ability of bag-of-words
representation in reflecting how important a word is to a document in a corpus.
Actually, the bag-of-words representation is mainly used as a tool of feature gen-
eration, and the most common type of features calculated from this method is word
frequency appearing in the documents. This method is simple but efficient and some-
times can reach excellent performance inmany real-world applications. However, the
bag-of-words representation still ignores entirely the word order information, which
means different documents can have the same representation as long as the same
words are used. Furthermore, bag-of-words representation has little sense about the
semantics of the words or, more formally, the distances between words, which means
this method cannot utilize rich information hidden in the word representations.
5.3 Topic Model
As our collective knowledge continues to be digitized and stored in the form of
news, blogs, web pages, scientific articles, books, images, audio, videos, and social
networks, it becomes more difficult to find and discover what we are looking for. We
need new computational tools to help organize, search, and understand these vast
amounts of information.
Right now, we work with online information using two main tools—search and
links. We type keywords into a search engine and find a set of documents related to
them. We look at the documents in that set, possibly navigating to other linked doc-
uments. This is a powerful way of interacting with our online archive, but something
is missing.
Imagine searching and exploring documents based on the themes that run through
them. We might “zoom in” and “zoom out” to find specific or broader themes; we
might look at how those themes changed through time or how they are connected.
Rather than finding documents through keyword search alone, we might first find
the theme that we are interested in, and then examine the documents related to that
theme.
For example, consider using themes to explore the complete history of the New
York Times. At a broad level, some of the themes might correspond to the sections
of the newspaper, such as foreign policy, national affairs, and sports. We could zoom
in on a theme of interest, such as foreign policy, to reveal various aspects of it, such
as Chinese foreign policy, the conflict in the Middle East, and the United States’
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relationship with Russia. We could then navigate through time to reveal how these
specific themes have changed, tracking, for example, the changes in the conflict in
the Middle East over the last 50 years. And, in all of this exploration, we would be
pointed to the original articles relevant to the themes. The thematic structure would
be a new kind of window through which to explore and digest the collection.
But we do not interact with electronic archives in this way. While more and more
texts are available online, we do not have the human power to read and study them to
provide the kind of browsing experience described above. To this end, machine learn-
ing researchers have developed probabilistic topic modeling, a suite of algorithms
that aim to discover and annotate vast archives of documents with thematic informa-
tion. Topic modeling algorithms are statistical methods that analyze the words of the
original texts to explore the themes that run through them, how those themes are con-
nected, and how they change over time. Topic modeling algorithms do not require
any prior annotations or labeling of the documents. The topics emerge from the
analysis of the original texts. Topic modeling enables us to organize and summarize
electronic archives at a scale that would be impossible by human annotation.
5.3.1 Latent Dirichlet Allocation
A variety of probabilistic topic models have been used to analyze the content of
documents and the meaning of words. Hofmann first introduced the probabilistic
topic approach to document modeling in his Probabilistic Latent Semantic Indexing
method (pLSI). The pLSI model does not make any assumptions about how the
mixture weights are generated, making it difficult to test the generalization ability of
the model to new documents. Thus, Latent Dirichlet Allocation (LDA) was extended
from this model by introducing a Dirichlet prior to the model. LDA is believed as a
simple but efficient topic model. We first describe the basic ideas of LDA [6].
The intuition behind LDA is that documents exhibit multiple topics. LDA is a
statistical model of document collections that tries to capture this intuition. It is most
easily described by its generative process, the imaginary random process by which
the model assumes the documents arose.
We formally define a topic to be a distribution over a fixed vocabulary. We assume
that these topics are specified before any data has been generated. Now for each
document in the collection, we generate the words in a two-stage process.
1. Randomly choose a distribution over topics.
2. For each word in the document,
• Randomly choose a topic from the distribution over topics in step #1.
• Randomly choose a word from the corresponding distribution over the vocab-
ulary.
This statistical model reflects the intuition that documents exhibit multiple topics.
Each document exhibits the topics with different proportions (step #1); each word in
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each document is drawn from one of the topics (step #2b), where the selected topic
is chosen from the per-document distribution over topics (step #2a).
We emphasize that the algorithms have no information about these subjects and the
articles are not labeled with topics or keywords. The interpretable topic distributions
arise by computing the hidden structure that likely generated the observed collection
of documents.
5.3.1.1 LDA and Probabilistic Models
LDA and other topic models are part of the broader field of probabilistic modeling.
In generative probabilistic modeling, we treat our data as arising from a generative
process that includes hidden variables. This generative process defines a joint prob-
ability distribution over both the observed and hidden random variables. Given the
observed variables, we perform data analysis by using that joint distribution to com-
pute the conditional distribution of the hidden variables. This conditional distribution
is also called the posterior distribution.
LDA falls precisely into this framework. The observed variables are the words of
the documents, the hidden variables are the topic structure, and the generative process
is as described above. The computational problem of inferring the hidden topic
structure from the documents is the problem of computing the posterior distribution,
the conditional distribution of the hidden variables given the documents.
We can describe LDA more formally with the following notation. The topics are
β1:K , where eachβk is a distribution over the vocabulary. The topic proportions for the
dth document are θd , where θdk is the topic proportion for topic k in document d. The
topic assignments for the dth document are zd , where zd,n is the topic assignment
for the nth word in document d. Finally, the observed words for document d are
wd , where wd,n is the nth word in document d, which is an element from the fixed
vocabulary.
With this notation, the generative process for LDA corresponds to the following
joint distribution of the hidden and observed variables:











Notice that this distribution specifies the number of dependencies. For example,
the topic assignment zd,n depends on the per-document topic proportions θd . As
another example, the observed word wd,n depends on the topic assignment zd,n and
all of the topics β1:K .
These dependencies define LDA. They are encoded in the statistical assumptions
behind the generative process, in the particular mathematical form of the joint distri-
bution, and in a third way, in the probabilistic graphical model for LDA. Probabilistic
graphical models provide a graphical language for describing families of probability
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α θd zd,n wd,n βi η
N D K
Fig. 5.1 The architecture of graphical model for Latent Dirichlet Allocation
distributions. The graphical model for LDA is in Fig. 5.1. Each node is a random vari-
able and is labeled according to its role in the generative process. The hidden nodes,
the topic proportions, assignments, and topics are unshaded. The observed nodes and
the words of the documents, are shaded.We use rectangles as plate notation to denote
replication. The N plate denotes the collection of words within documents; the D
plate denotes the collection of documents within the collection. These three repre-
sentations are equivalent ways of describing the probabilistic assumptions behind
LDA.
5.3.1.2 Posterior Computation for LDA
We now turn to the computational problem, computing the conditional distribution
of the topic structure given the observed documents. (As we mentioned above, this
is called the posterior.) Using our notation, the posterior is
P(β1:K , θ1:D, z1:D|v1:D) = P(β1:K , θ1:D, z1:D, v1:D)
P(v1:D)
. (5.3)
The numerator is the joint distribution of all the random variables, which can
be easily computed for any setting of the hidden variables. The denominator is
the marginal probability of the observations, which is the probability of seeing the
observed corpus under any topic model. In theory, it can be computed by summing
the joint distribution over every possible instantiation of the hidden topic structure.
Topicmodeling algorithms form an approximation of the above equation by form-
ing an alternative distribution over the latent topic structure that is adapted to be close
to the true posterior. Topic modeling algorithms generally fall into two categories:
sampling-based algorithms and variational algorithms.
Sampling-based algorithms attempt to collect samples from the posterior by
approximating it with an empirical distribution. The most commonly used sampling
algorithm for topic modeling is Gibbs sampling, where we construct aMarkov chain,
a sequence of random variables, each dependent on the previous—whose limiting
distribution is posterior. The Markov chain is defined on the hidden topic variables
for a particular corpus, and the algorithm is to run the chain for a long time, collect
samples from the limiting distribution, and then approximate the distribution with
the collected samples.
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Variational methods are a deterministic alternative to sampling-based algorithms.
Rather than approximating the posterior with samples, variational methods posit a
parameterized family of distributions over the hidden structure and then find the
member of that family that is closest to the posterior. Thus, the inference problem
is transformed into an optimization problem. Variational methods open the door for
innovations in optimization to have a practical impact on probabilistic modeling.
5.3.2 Extensions
The simple LDA model provides a powerful tool for discovering and exploiting
the hidden thematic structure in large archives of text. However, one of the main
advantages of formulating LDA as a probabilistic model is that it can easily be
used as a module in more complicated models for more complex goals. Since its
introduction, LDA has been extended and adapted in many ways.
5.3.2.1 Relaxing the Assumptions of LDA
LDA is defined by the statistical assumptions it makes about the corpus. One active
area of topic modeling research is how to relax and extend these assumptions to
uncover a more sophisticated structure in the texts.
One assumption that LDA makes is the bag-of-words assumption that the order
of the words in the document does not matter. While this assumption is unrealistic, it
is reasonable if our only goal is to uncover the coarse semantic structure of the texts.
Formore sophisticated goals, such as language generation, it is patently not appropri-
ate. There have been many extensions to LDA that model words non-exchangeable.
For example, [59] develops a topic model that relaxes the bag-of-words assumption
by assuming that the topics generate words conditional on the previous word; [22]
develops a topicmodel that switches betweenLDAand a standardHMM.Thesemod-
els expand the parameter space significantly but show improved language modeling
performance.
Another assumption is that the order of documents does not matter. Again, this
can be seen by noticing that Eq. 5.3 remains invariant to permutations of the ordering
of documents in the collection. This assumption may be unrealistic when analyzing
long-running collections that span years or centuries. In such collections, we may
want to assume that the topics change over time. One approach to this problem is the
dynamic topic model [5], a model that respects the ordering of the documents and
gives a more productive posterior topical structure than LDA.
The third assumption about LDA is that the number of topics is assumed known
and fixed. TheBayesian nonparametric topicmodel provides an elegant solution: The
collection determines the number of topics during posterior inference, and new doc-
uments can exhibit previously unseen topics. Bayesian nonparametric topic models
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have been extended to hierarchies of topics, which find a tree of topics, moving from
more general to more concrete, whose particular structure is inferred from the data
[4].
5.3.2.2 Incorporating Meta-Data to LDA
In many text analysis settings, the documents contain additional information such
as author, title, geographic location, links, and others that we might want to account
for when fitting a topic model. There has been a flurry of research on adapting topic
models to include meta-data.
The author-topic model [51] is an early success story for this kind of research. The
topic proportions are attached to authors; papers with multiple authors are assumed
to attach each word to an author, drawn from a topic drawn from his or her topic
proportions. The author-topic model allows for inferences about authors as well as
documents.
Manydocument collections are linked. For example, scientific papers are linkedby
citations, or web pages are connected by hyperlinks. And several topic models have
been developed to account for those links when estimating the topics. The relational
topic model of [9] assumes that each document is modeled as in LDA and that the
links between documents depend on the distance between their topic proportions.
This is both a new topicmodel and a new networkmodel. Unlike traditional statistical
models of networks, the relational topic model takes into account node attributes in
modeling the links.
Other work that incorporates meta-data into topic models includes models of
linguistic structure [8], models that account for distances between corpora [60], and
models of named entities [42]. General-purpose methods for incorporating meta-
data into topic models include Dirichlet-multinomial regression models [39] and
supervised topic models [37].
5.3.2.3 Acceleration
In the existing fast algorithms, it is difficult to decouple the access to Cd and Cw
because both counts need to be updated instantly after the sampling of every token.
Many algorithms have been proposed to accelerate LDA based on this equation.
WarpLDA [13] is built based on a new Monte Carlo Expectation Maximization
(MCEM) algorithm, which is similar to CGS, but both counts are fixed until the
sampling of all tokens is finished. This scheme can be used to develop a reordering
strategy to decouple the accesses to Cd and Cw, and minimize the size of randomly
accessed memory.
Specifically, WarpLDA seeks a MAP solution of the latent variables Θ and Φ,
with the latent topic assignments Z integrated out: where α′ and β ′ are the Dirichlet
hyperparameters. Reference [2] has shown that this MAP solution is almost identical
with the solution of CGS, with proper hyperparameters.
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Computing log P(Θ,Φ|W, α′, β ′) directly is expensive because it needs to enu-
merate all the K possible topic assignments for each token. We, therefore, optimize
its lower bound as a surrogate. Let Q(Z) be a variational distribution. Then, by
Jensen’s inequality, the lower bound can beJ (Θ,Φ, Q(Z)):
log P(Θ,Φ|W, α′, β ′) ≥EQ[log P(W, Z |Θ,Φ) − log Q(Z)] + log P(Θ|α′) + log P(Φ|β ′)
J (Θ,Φ, Q(Z)). (5.4)
An Expectation Maximization (EM) algorithm is implemented to find a local
maximum of the posterior P(Θ,Φ|W, α′, β ′), where the E-step maximizesJ with
respect to the variational distribution Q(Z) and the M-step maximizes J with
respect to the model parameters (Θ,Φ), while keeping Q(Z) fixed. One can prove
that the optimal solution atE-step isQ(Z) = P(Z |W,Θ,Φ)without further assump-
tion on Q. We apply Monte Carlo approximation on the expectation in Eq.5.4,




log P(W, Z (s)|Θ,Φ) − log Q(Z (s)),
(5.5)
where Z (1), . . . , Z (S) ∼ Q(Z) = P(Z |W,Θ,Φ). The sample size is set as S = 1
and the model uses Z as an abbreviation of Z (1).
Sampling Z : Each dimension of Z can be sampled independently:
Q(zd,n = k) ∝ P(W, Z |Θ,Φ) ∝ θdkφwd,n ,k . (5.6)
Optimizing Θ,Φ: With the Monte Carlo approximation, we have




(Cdk + α′k − 1) log θdk +
∑
k,w
(Ckw + β ′ − 1) logφkw + const., (5.7)
and with the optimal solutions, we have
θ̂dk ∝ Cdk + α′k − 1, φ̂wk =
Cwk + β ′ − 1
Ck + β̄ ′ − V
. (5.8)
Instead of computing and storing Θ̂ and Φ̂, we compute and store Cd and Cw to
savememory because the latter are sparse. PlugEqs. 5.8–5.6, and letα = α′ − 1, β =
β ′ − 1, we get the full MCEM algorithm, which iteratively performs the following
two steps until a given iteration number is reached:
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• E-step: We can sample zd,n ∼ Q(zd,n = k) according to
Q(zd,n = k) ∝ (Cdk + αk)Cwk + βw
Ck + β̄
. (5.9)
• M-step: Compute Cd and Cw by Z .
Note the resemblance intuitively justifies whyMCEM leads to similar results with
CGS. The difference between MCEM and CGS is that MCEM updates the counts
Cd and Cw after sampling all zd,ns, while CGS updates the counts instantly after
sampling each zd,n . The strategy that MCEM updates the counts after sampling all
zd,ns is called delayed count update, or simply delayed update.MCEMcan be viewed
as a CGS with a delayed update, which has been widely used in other algorithms
[1, 41]. While previous work uses the delayed update as a trick, we at this moment
present a theoretical guarantee to converge to a MAP solution. The delayed update
is essential for us to decouple the accesses of Cd and Cw to improve cache locality,
without affecting the correctness.
5.4 Distributed Document Representation
To address the disadvantages of bag-of-words document representation, [31] pro-
poses paragraph vector models, including the version with Distributed Memory
(PV-DM) and the version with Distributed Bag-of-Words (PV-DBOW). Moreover,
researchers also proposed several hierarchical neural network models to represent
documents. In this section, we will introduce these models in detail.
5.4.1 Paragraph Vector
As shown in Fig. 5.2, paragraph vector maps every paragraph to a unique vector,
represented by a column in the matrix P and maps every word to a unique vector,
represented by a column in word embedding matrix E. The paragraph vector and
word vectors are averaged or concatenated to predict the next word in a context.More
formally, compared to the word vector framework, the only change in this model is
in the following equation, where h is constructed from E and P.
y = Softmax(h(wt−k, . . . ,wt+k;E,P)), (5.10)
where h is constructed by the concatenation or average of word vectors extracted
from E and P.










Fig. 5.2 The architecture of PV-DM model
The other part of this model is that given a sequence of training words w1, w2, w3,






log P(wi | wi−k, . . . ,wi+k). (5.11)
And the prediction task is typically done via a multi-class classifier, such as
softmax. Thus, the probability equation is






The paragraph token can be thought of as another word. It acts as a memory that
rememberswhat ismissing from the current context, or the topic of the paragraph. For
this reason, this model is often called the Distributed Memory Model of Paragraph
Vectors (PV-DM).
The above method considers the concatenation of the paragraph vector with the
word vectors to predict the next word in a text window. Another way is to ignore the
context words in the input, but force the model to predict words randomly sampled
from the paragraph in the output. In reality, what this means is that at each iteration
of stochastic gradient descent, we sample a text window, then sample a randomword
from the text window and form a classification task given the Paragraph Vector. This
technique is shown in Fig. 5.3. This version is named the Distributed Bag-of-Words
version of Paragraph Vector (PV-DBOW), as opposed to the Distributed Memory
version of Paragraph Vector (PV-DM) in the previous section.
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Paragraph Matrix




Fig. 5.3 The architecture of PV-DBOW model
In addition to being conceptually simple, this model requires to store fewer data.
The data only needed to be stored is the softmax weights as opposed to both softmax
weights and word vectors in the previous model. This model is also similar to the
Skip-gram model in word vectors.
5.4.2 Neural Document Representation
In this part, we introduce two main kinds of neural networks for document repre-
sentation including document-context language model and hierarchical document
autoencoder.
5.4.2.1 Document-Context Language Model
Recurrent architectures can be used to combine local and global information in doc-
ument language modeling. The simplest such model would be to train a single RNN,
ignoring sentence boundaries as mentioned above; the last hidden state from the pre-
vious sentence t − 1 is used to initialize the first hidden state in sentence t . In such
an architecture, the length of the RNN is equal to the number of tokens in the docu-
ment; in typical genres such as news texts, this means training RNNs from sequences
of several hundred tokens, which introduces two problems: (1) Information decay
In a sentence with thirty tokens (not unusual in news text), the contextual informa-
tion from the previous sentence must be propagated through the recurrent dynamics
thirty times before it can reach the last token of the current sentence. Meaningful
document-level information is unlikely to survive such a long pipeline. (2)Learning
It is notoriously difficult to train recurrent architectures that involve many time steps.
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In the case of an RNN trained on an entire document, back-propagation would have
to run over hundreds of steps, posing severe numerical challenges.
To address these two issues, [28] proposes to use multilevel recurrent structures
to represent documents, thereby successfully efficiently leveraging document-level
context in language modeling. They first proposed Context-to-Context Document-
Context Language Model (ccDCLM), which assumes that contextual information
from previous sentences needs to be able to “short-circuit” the standard RNN, so as
tomore directly impact the generation of words across longer spans of text. Formally,
we have
ct−1 = ht−1,l , (5.13)
where l is the length of sentence t − 1. The ccDCLM model then creates additional
paths for this information to impact each hidden representation in the current sentence
t . Writing wt,n for the word representation of the nth word in the t th sentence, we
have
ht,n =gθ (ht,n−1, f (wt,n, ct−1), (5.14)
where gθ (·) is the activation function parameterized by θ and f (·) is a function that
combines the context vector with the input xt,n for the hidden state. Here we simply
concatenate the representations,
f (xt,n, ct−1) = [xt,n; ct−1]. (5.15)
The emission probability for yt,n is then computed from ht,n as in the standard
RNNLM. The underlying assumption of this model is that contextual information
should impact the generation of each word in the current sentence. The model,
therefore, introduces computational “short-circuits” for cross-sentence information,

















Fig. 5.4 The architecture of ccDCLM model

















Fig. 5.5 The architecture of coDCLM model
Besides, they also proposed Context-to-Output Document-Context Language
Model (coDCLM). Rather than incorporating the document context into the recurrent
definition of the hidden state, the coDCLMmodel pushes it directly to the output, as
illustrated in Fig. 5.5. Let ht,n be the hidden state from a conventional RNNLM of
sentence t ,
ht,n = gθ (ht,n−1, xt,n). (5.16)
Then, the context vector ct−1 is directly used in the output layer as
yt,n ∼ Softmax(Whht,n + Wcct−1 + b). (5.17)
5.4.2.2 Hierarchical Document Autoencoder
Reference [33] also proposes hierarchical document autoencoder to represent doc-
uments. The model draws on the intuition that just as the juxtaposition of words
creates a joint meaning of a sentence, the juxtaposition of sentences also creates a
joint meaning of a paragraph or a document.
They first obtain representation vectors at the sentence level by putting one layer
of LSTM (denoted as LSTMwordencode) on top of its containing words:
hwt (enc) = LSTMwordencode(wt , hvt−1(enc)). (5.18)
The vector output at the ending time step is used to represent the entire sentence
as
s = hwends . (5.19)
To build representation eD for the current document/paragraph, another layer of
LSTM (denoted as LSTMsentenceencode ) is placed on top of all sentences, computing rep-
resentations sequentially for each time step:
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Fig. 5.6 The architecture of hierarchical document autoencoder
hst (enc) = LSTMsentenceencode (s, hst−1(enc)). (5.20)
Representation hsendD computed at the final time step is used to represent the entire
document: d = hsendD .
Thus one LSTM operates at the token level, leading to the acquisition of sentence-
level representations that are then used as inputs into the second LSTM that acquires
document-level representations, in a hierarchical structure.
Aswith encoding, the decoding algorithmoperates on a hierarchical structurewith
two layers of LSTMs. LSTM outputs at sentence level for time step t are obtained
by
hst (dec) = LSTMsentencedecode (st , hst−1(dec)). (5.21)
The initial time step hs0(d) = eD , the end-to-end output from the encoding proce-
dure hst (d) is used as the original input into LSTM
word
decode for subsequently predicting
tokens within sentence t + 1. LSTMworddecode predicts tokens at each position sequen-
tially, the embedding of which is then combined with earlier hidden vectors for the
next time-step prediction until the ends token is predicted. The procedure can be
summarized as follows:
hwt (dec) = LSTMsentencedecode (wt , hwt−1(dec)), (5.22)
P(w|·) = Softmax(w, hwt−1(dec)). (5.23)
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Fig. 5.7 The architecture of hierarchical document autoencoder with attentions
During decoding, LSTMworddecode generates each word token w sequentially and
combines it with earlier LSTM-outputted hidden vectors. The LSTM hidden vector
computed at the final time step is used to represent the current sentence.
This is passed to LSTMsentencedecode , combined with h
s
t for the acquisition of ht+1,
and outputted to the next time step in sentence decoding. For each time step t ,
LSTMsentencedecode has to first decide whether decoding should proceed or come to a full
stop: we add an additional token endD to the vocabulary. Decoding terminates when
token endD is predicted. Details are shown in Fig. 5.6.
Attention models adopt a look-back strategy by linking the current decoding
stage with input sentences in an attempt to consider which part of the input is most
responsible for the current decoding state (Fig. 5.7).
Let H = {hs1(e), hs2(e), . . . , hsN (e)} be the collection of sentence-level hidden
vectors for each sentence from the inputs, outputted from LSTMsentenceencode . Each ele-
ment in H contains information about input sequences with a strong focus on the
parts surrounding each specific sentence (time step). During decoding, suppose that
est denotes the sentence-level embedding at current step and that h
s
t−1(dec) denotes
the hidden vector outputted from LSTMsentencedecode at previous time step t − 1. Atten-
tion models would first link the current-step decoding information, i.e., hst−1(dec)
which is outputted from LSTMsentencedec with each of the input sentences i ∈ [1, N ],
characterized by a strength indicator vi :
vi = U f (W1 · hst−1(dec) + W2 · hsi (enc)), (5.24)
5.4 Distributed Document Representation 107
where W1,W2 ∈ RK×K , U ∈ RK×1. vi is then normalized
αi = exp(vi )∑
j exp(v j )
. (5.25)








In this section, we will introduce several applications on document level analysis
based on representation learning.
5.5.1 Neural Information Retrieval
Information retrieval aims to obtain relevant resources from a large-scale collection
of information resources. As shown in Fig. 5.8, given the query “Steve Jobs” as input,
the search engine (a typical application of information retrieval) provides relevant
web pages for users. Traditional information retrieval data consists of search queries
anddocument collections D. And the ground truth is available through explicit human
judgments or implicit user behavior data such as click-through rate.
Fig. 5.8 An example of information retrieval
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For the given query q and document d, traditional information retrieval models
estimate their relevance through lexical matches. Neural information retrieval mod-
els pay more attention to garner the query and document relevance from semantic
matches. Both lexical and semantic matches are essential for neural information
retrieval. Thriving from neural network black magic, it helps information retrieval
models catch more sophisticated matching features and have achieved the state of
the art in the information retrieval task [17].
Current neural rankingmodels can be categorized into two groups: representation-
based and interaction-based [23]. The earlier works mainly focus on representation-
based models. They learn good representations and match them in the learned repre-
sentation space of queries and documents. Interaction-based methods, on the other
hand, model the query-document matches from the interactions of their terms.
5.5.1.1 Representation-Based Neural Ranking Models
The representation-based methods directly match the query and documents by learn-
ing two distributed representations, respectively, and then compute the matching
score based on the similarity between them. In recent years, several deep neural
models have been explored based on such Siamese architecture, which can be done
by feedforward layers, convolutional neural networks, or recurrent neural networks.
Reference [26] proposes Deep Structured Semantic Models (DSSM) first to hash
words to the letter-trigram-based representation. And then use a multilayer fully
connected neural network to encode a query (or a document) as a vector. The rel-
evance between the query and document can be simply calculated with the cosine
similarity. Reference [26] trains the model by minimizing the cross-entropy loss on
click-through data where each training sample consists of a query q, a positive doc-
ument d+, and a uniformly sampled negative document set D−:
LDSSM(q, d






where D = d+ ∪ D−.
Furthermore, CDSSM [54] and ARC-I [25] utilize convolutional neural network
(CNN), while LSTM-RNN [44] adopts recurrent neural network with Long Short-
TermMemory (LSTM)units to represent a sentence better. Reference [53] also comes
up with a more sophisticated similarity function by leveraging additional layers of
the neural network.
5.5.1.2 Interaction-Based Neural Ranking Models
The interaction-based neural ranking models learn word-level interaction patterns
from query-document pairs, as shown in Fig. 5.9. And they provide an opportunity to








Fig. 5.9 The architecture of interaction-based neural ranking models
and aggregate the partial evidence of relevance. ARC-II [25] and MatchPyra-
mind [45] utilize convolutional neural network to capture complicated patterns from
word-level interactions. The Deep Relevance Matching Model (DRMM) uses pyra-
mid pooling (histogram) to summarize the word-level similarities into ranking mod-
els [23]. There are also some works establishing position-dependent interactions for
ranking models [27, 46].
Kernel-based Neural RankingModel (K-NRM) [66] and its convolutional version
Conv-KNRM [17] achieve the state of the art in neural information retrieval. K-NRM
first establishes a translation matrix M in which each element Mi j is the cosine
similarity of i th word in q and j th word in d. Then K-NRM utilizes kernels to





K(Mi ) = {K1(Mi ), . . . , KK (Mi )}. (5.29)











Then the relevance of q and d is calculated by a ranking layer:
f (q, d) = tanh(wφ(M) + b), (5.31)
where w and b are trainable parameters.
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max(0, 1 − f (q, d+) + f (q, d−)). (5.32)
For the given query q, D+,− are the pair-wise preferences from the ground truth.
d+ and d− are two documents such that d+ is more relevant with q than d−. Conv-
KNRM extends K-NRM to model n-gram semantic matches based on the convolu-
tional neural network which can leverage snippet information.
5.5.1.3 Summary
Representation-based models and interaction-based models extract match features
from overall and local aspects, respectively. They can also be combined for further
improvements [40].
Recently, large-scale knowledge graphs such as DBpedia, Yago, and Freebase
have emerged. Knowledge graphs contain human knowledge about real-world enti-
ties and become an opportunity for search systems to understand queries and doc-
uments better. The emergence of large-scale knowledge graphs has motivated the
development of entity-oriented search, which brings in entities and semantics from
the knowledge graphs and has dramatically improved the effectiveness of feature-
based search systems.
Entity-oriented search and neural ranking models push the boundary of match-
ing from two different perspectives. Reference [36] incorporates semantics from
knowledge graphs into the neural ranking, such as entity descriptions and entity
types. This work significantly improves the effectiveness and generalization ability
of interaction-based neural ranking models. However, how to fully leverage semi-
structured knowledge graphs and establish semantic relevance between queries and
documents remains an open question.
Information retrieval has been widely used in many natural language processing
tasks such as reading comprehension and question answering. Therefore, it is no
doubt that neural information retrieval will lead to a new tendency for these tasks.
5.5.2 Question Answering
Question Answering (QA) is one of the most important tasks and so are document-
level applications in NLP. Many efforts have been invested in QA, especially in
machine reading comprehension and open-domain QA. In this section, we will intro-
duce the advances in these two tasks, respectively.
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5.5.2.1 Machine Reading Comprehension
As shown in Fig. 5.10, machine reading comprehension aims to determine the answer
a to the question q given a passage p. The task could be viewed as a supervised
learning problem: given a collection of training examples {(pi , qi , ai )}ni=1, we want
to learn a mapping f (·) that takes the passage pi and corresponding question qi as
inputs and outputs âi , where evaluate(âi , ai ) is maximized. The evaluation metric is
typically correlated with the answer type, which will be discussed in the following.
Generally, the current machine reading comprehension task could be divided into
four categories depending on the answer types according to [10], i.e., cloze style,
multiple choices, span prediction, and free-form answer.
The cloze style task such as CNN/Daily Mail [24] consists of fill-in-the-blank
sentences where the question contains a placeholder to be filled in. The answer a is
either chosen from a predefined candidate set |A| or from the vocabulary |V |. The
multiple-choice task such as RACE [30] and MCTest [50] aims to select the best
answer from a set of answer choices. It is typical to use accuracy to measure the
performance on these two tasks: the percentage of correctly answered questions in
the whole example set, since the question could be either correctly answered or not
from the given hypothesized answer set.
Fig. 5.10 An example of machine reading comprehension from SQuAD [49]
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The span prediction task such as SQuAD [49] is perhaps the most widely adopted
task among all, since it takes compromises between flexibility and simplicity. The
task is to extract amost likely text span from the passage as the answer to the question,
which is usually modeled as predicting the start position idxstart and end position
idxend of the answer span. To evaluate the predicted answer span â, we typically use
two evaluation metrics proposed by [49]. Exact match assigns full score 1.0 to the
predicted answer span â if it exactly equals the ground truth answer a, otherwise 0.0.
F1 score measures the degree of overlap between â and a by computing a harmonic
mean of the precision and recall.
The free-form answer task such asMS MARCO [43] does not restrict the answer
form or length and is also referred to as generative question answering. It is practical
to model the task as a sequence generation problem, where the discrete token-level
prediction was made. Currently, a consensus on what is the ideal evaluation metrics
has not been achieved. It is common to adopt standard metrics in machine translation
and summarization, including ROUGE [34] and BLEU [57].
As a critical component in the question answering system, the surging neural-
based machine reading comprehension models have greatly boosted the task of
question answering in the last decades.
Thefirst attempt [24] to apply neural networks onmachine reading comprehension
constructs bidirectional LSTM reader models along with attention mechanisms. The
work introduces two reader models, i.e., the attentive reader and the impatient reader,
as shown in Fig. 5.11. After encoding the passage and the query into hidden states
usingLSTMs, the attentive reader computes a scalar distribution s(t) over the passage
tokens and uses it to compute the weighted sum of the passage hidden states r . The
impatient reader extends this idea further by recurrently updating the weighted sum
of passage hidden states after it has seen each query token.
The attention mechanisms used in reading comprehension could be viewed as
a variant of Memory Networks [64]. Memory Networks use long-term memory
units to store information for inference dynamically. Typically, given an input x ,














Fig. 5.11 The architecture of bidirectional LSTM reader model
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the model first converts it into an internal feature representation F(x). Then, the
model can update the designated memory units mi given the new input: mi =
g(mi , F(x),m), or generate output features o given the new input and the mem-
ory states: o = f (F(x),m). Finally, the model converts the output into the response
with the desired format: r = R(o). The key takeaway of Memory Networks is the
retaining and updating of some internal memories that captivate global information.
We will see how this idea is further extended in some sophisticated models.
It is no doubt that the application of attention to machine reading comprehension
greatly promotes researches in this field. Following [11], the work [24] modifies the
method to compute attention and simplify the prediction layer in the attentive reader.
Instead of using tanh(·) to compute the relevance between the passage representa-
tions {p̃i }ni=1 and the query hidden state q (see Eq.5.33), Chen et al. use the bilinear
terms to directly capture the passage-query alignment (see Eq.5.34).
αi = Softmaxi (tanh(W1p̃i + W2q)), (5.33)
αi = Softmaxi (qW3p̃i ). (5.34)
Most machine reading comprehension models follow the same paradigm to locate
the start and endpoint of the answer span. As shown in Fig. 5.12, while encoding the
passage, the model retains the length of the sequence and encodes the question into
a fixed-length hidden representation q. The question’s hidden vector is then used
as a pointer to scan over the passage representation {pi }ni=1 and compute scores
on every position in the passage. While maintaining this similar architecture, most
machine reading comprehension models vary in the interaction methods between the
passage and the question. In the following, we will introduce several classic reading
comprehension architectures that follow this paradigm.
Fig. 5.12 The architecture
of classic machine reading
comprehension models
q
p1 p2 p3 pn-1 pn
…
…
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First, we introduce BiDAF, which is short for Bi-Directional Attention Flow [52].
TheBiDAFnetwork consists of the token embedding layer, the contextual embedding
layer, the bi-directional attention flow layer, the LSTM modeling layer, and the
softmax output layer, as shown in Fig. 5.13.
The token embedding layer consists of two levels. First, the character embedding
layer encodes each word in character level by adopting a 1D convolutional neural
network (CNN). Specifically, for each word, characters are embedded into fixed-
length vectors, which are considered as 1D input for CNNs. The outputs are then
max-pooled along the embedding dimension to obtain a single fixed-length vector.
Second, the word embedding layer uses pretrained word vectors, i.e., GloVe [47], to
map each word into a high-dimensional vector directly.
Then the concatenation of the twovectors is fed into a two-layerHighwayNetwork
[56]. Equation5.35 shows one layer of the highway network used in the paper, where
H1(·) and H2(·) represent two affine transformations:
g = Sigmoid(H1(x)), (5.35)
y = g 
 ReLU(H2(x)) + (1 − g) 
 x. (5.36)
Fig. 5.13 The architecture of BiDAF model
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After feeding the context and the query to the token embedding layer, we obtain
X ∈ Rd×T for the context and Q ∈ Rd×J for the query, respectively. Afterward, the
contextual embedding layer, which is a bidirectional LSTM, model the temporal
interaction between words for both the context and the query.
Then, come to the attention flow layer. In this layer, the attention dependency
is computed in both directions, i.e., the context-to-query (C2Q) attention and the
query-to-context (Q2C) attention. For both kinds of attention, we first compute a
similarity matrix S ∈ RT×J using the contextual embeddings of the context H and
the query U obtained from the last layer (Eq. 5.37). In the equation, α(·) computes
the scalar similarity of the given two vectors and m is a trainable weight vector.
St j = α(H:,t ,U:, j ) (5.37)
α(h,u) = m[h;u;h 
 u], (5.38)
where 
 indicates element-wise product.
For the C2Q attention, a weighted sum of contextual query embeddings is
computed given each context word. The attention distribution over the query is
obtained by a j = Softmax(S j,:) ∈ RJ . The final attended query vector is therefore
Ũ:,t = ∑ j at jU:, j for each context word.
For the Q2C attention, the context embeddings are merged into a single fixed
length hidden vector h̃. The attention distribution over the context is computed by
bt = Softmax(max j St j ), and h̃ = ∑t btH:,t . Lastly, themerged context embeddings
are tiled T times along the column to produce H̃.
Finally, the attended outputs are combined to yieldG, which is defined by Eq.5.39
G:,t = φ(H:,t , Ũ:,t , H̃:,t ) (5.39)
β(h, ũ, h̃) = [h; ũ;h 
 ũ;h 
 h̃]. (5.40)
Afterward, the LSTM modeling layer takes G as input and encodes it using a
two-layer bidirectional LSTM. The outputM ∈ R2d×T is combined with G to yield
the final start and end probability distributions over the passage.
P1 = Softmax(u1 [G;M]), (5.41)
P2 = Softmax(u2 [G;LSTM(M)]), (5.42)
where u1, u2 are two trainable weight vectors.
To train the model, the negative log likelihood loss is adopted and the goal is
to maximize the probability of the golden start index idxstart and end index idxend
being selected by the model,
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Besides BiDAF, where attention dependencies are computed in two directions,
we will also briefly introduce other interaction methods between the query and the
passage. The Gated-Attention Reader proposed by [19] adopts the gated attention
module, where each token representation of the passage di is scaled by the attended
query vector Q after each Bi-GRU layer (Eq.5.44).
αi = Softmax(Qdi ) (5.44)
q̃i = Qαi (5.45)
xi = di 
 q̃i . (5.46)
This gated attentionmechanism allows the query to directly interact with the token
embeddings of the passage at the semantic level. And such layer-wise interaction
enables the model to learn conditional token representation given the question at
different representation levels.
The Attention-over-Attention Reader [16] takes another path to model the inter-
action. The attention-over-attention mechanism involves calculating the attention
between the passage attentionα(t) and the averaged question attentionβ after obtain-
ing the similarity matrixM ∈ Rn×m (Eq. 5.47). This operation is considered to learn
the contributions of individual question words explicitly.






5.5.2.2 Open-Domain Question Answering
Open-domain QA (OpenQA) has been first proposed by [21]. The task aims to
answer open-domain questions using external resources such as collections of docu-
ments [58], web pages [14, 29], structured knowledge graphs [3, 7] or automatically
extracted relational triples [20].
Recently, with the development of machine reading comprehension techniques
[11, 16, 19, 55, 63], researchers attempt to answer open-domain questions via per-
forming reading comprehension on plain texts. Reference [12] proposes to employ
neural-based models to answer open-domain questions. As illustrated in Fig. 5.14,
neural-based OpenQA system usually retrieves relevant texts of the question from a
large-scale corpus and then extracts answers from these texts using reading compre-
hension models.
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Fig. 5.14 An example of open-domain question answering
TheDrQAsystemconsists of two components: (1) The document retrievermodule
for finding relevant articles and (2) the document readermodel for extracting answers
from given contexts.
The document retriever is used as a first quick skim to narrow the searching space
and focus on documents that are likely to be relevant. The retriever builds TF-IDF
weighted bag-of-words vectors for the documents and the questions, and computes
similarity scores for ranking. To further utilize local word order information, the
retriever uses bigram counts with hash while preserving both the speed and memory
efficiency.
The document reader model takes in the top 5 Wikipedia articles yielded by the
document retriever and extracts the final answer to the question. For each article, the
document reader predicts an answer spanwith a confidence score. Thefinal prediction
is made by maximizing the unnormalized exponential of prediction scores across the
documents.
Given each document d, the document reader first builds feature representation
d̃i for each word in the document. The feature representation d̃ is made up by the
following components.
1. Word embeddings: Theword embeddings femb(d) are obtained from large-scale
GloVe embeddings pretrained on Wikipedia.
2. Manual features: Themanual features ftoken(d) combined part-of-speech (POS)
and named entity recognition tags and normalized Term Frequencies (TF).
3. Exact match: This feature indicates whether di can be exactly matched to one
question word in q.
4. Aligned question embeddings: This feature aims to encode a soft alignment
between words in the document and the question in the word embedding space.




αi jE(q j ) (5.48)
αi j = exp(MLP(E(di ))
 MLP(E(q j )))∑
j ′ exp(MLP(E(di )) MLP(E(q j ′)))
(5.49)
where MLP(x) = max(0,Wx + b) and E(q j ) indicates the word embedding of
the j th word in the question.
Finally, the feature representation is obtained by concatenating the above features:
d̃i = ( femb(di ), ftoken(di ), fexact_match(di ), falign(di )). (5.50)
Then the feature representation of the document is fed into a multilayer bidirec-
tional LSTM (BiLSTM) to encode the contextual representation.
d1, . . . ,dn = BiLSTM(d̃1, . . . , d̃n). (5.51)
For the question, the contextual representation is simply obtained by encoding
the word embeddings using a multilayer BiLSTM.
q1, . . . ,qm = BiLSTM(q̃1, . . . , q̃m) (5.52)
After that, the contextual representation is aggregated into a fixed-length vector
using self-attention.
b j = exp(u
q j )∑





b jq j . (5.54)
In the answer prediction phase, the start and end probability distributions are
calculated following the paradigm mentioned in the Reading Comprehension Model
section (Sect. 5.5.2.1).


















Despite its success, theDrQAsystem is prone to noise in retrieved textswhichmay
hurt the performance of the system. Hence, [15] and [61] attempt to solve the noise
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problem in DrQA via separating the question answering into paragraph selection and
answer extraction, and they both only select the most relevant paragraph among all
retrieved paragraphs to extract answers. They lose a large amount of rich information
contained in those neglected paragraphs. Hence, [62] proposes strength-based and
coverage-based re-ranking approaches, which can aggregate the results extracted
from each paragraph by the existing DS-QA system to determine the answer better.
However, the method relies on the pre-extracted answers of existing DS-QA models
and still suffers the noise issue in distant supervision data because it considers all
retrieved paragraphs indiscriminately. To address this issue, [35] proposes a coarse-
to-fine denoising OpenQA model, which employs a paragraph selector to filter out
paragraphs and a paragraph reader to extract the correct answer from those denoised
paragraphs.
5.6 Summary
In this chapter, we have introduced document representation learning, which encodes
the semantic information of the whole document into a real-valued representation
vector, providing an effective way of downstream tasks utilizing the document infor-
mation and has significantly improved the performances of these tasks.
First, we introduce the one-hot representation for documents. Next, we exten-
sively introduce topic models to represent both words and documents using latent
topic distribution. Further, we give an introduction on distributed document repre-
sentation including paragraph vector and neural document representations. Finally,
we introduce several typical real-world applications of document representations,
including information retrieval and question answering.
In the future, for better document representation, some directions are requiring
further efforts:
(1) Incorporating External Knowledge. Current document representation
approaches focus on representing documents with the semantic information of
the whole document text. Moreover, knowledge bases provide external semantic
information to better understand the real-world entities in the given document.
Researchers have formed a consensus that incorporating entity semantics of
knowledge bases into document representation is a potential way toward better
document representation. Some existingwork leverages various entity semantics
to enhance the semantic information of document representation and achieves
better performance in multiple applications such as document ranking [36, 65].
Explicitly modeling structural and textual semantic information as well as con-
sidering the entity importance for the given document also share some lights for
amore interpretable and knowledgable document representation for downstream
NLP tasks.
(2) ConsideringDocument Interactions.The candidate documents in downstream
NLP tasks are usually relevant to each other and may help for better modeling
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document semantic information. There is no doubt that the interactions among
documents, no matter with implicit semantic relations or with explicit links, will
provide additional semantic signals to enhance the document representations.
Reference [32] preliminarily uses document interactions to extract important
words and improve model performance. Nevertheless, it remains an unsolved
problem of how to effectively and explicitly incorporate semantic information
into document representations from other documents.
(3) Pretraining for Document Representation. Pretraining has shown effective-
ness and thrives on downstreamNLP tasks. Existing pre-trained languagemodels
such as Word2vec style word co-occurrence models [38] and BERT style mask
language models [18, 48] focus on the representation learning at the sentence
level, which cannot work well for document-level representation. It is still chal-
lenging to model cross-sentence relations, text coherence, and co-reference at
the document level in document representation learning.Moreover, there are also
somemethods that leverage useful signals such as anchor-document information
to supervise document representation learning [67]. How to pretrain document
representation models with efficient and effective strategies is still a critical and
challenging problem.
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Abstract Linguistic Knowledge Graphs (e.g., WordNet and HowNet) describe lin-
guistic knowledge in formal and structural language, which can be easily incorpo-
rated in modern natural language processing systems. In this chapter, we focus on
the research about HowNet. We first briefly introduce the background and basic
concepts of HowNet and sememe. Next, we introduce the motivations of sememe
representation learning and existing approaches. At the end of this chapter, we review
important applications of sememe representation.
6.1 Introduction
In the field of Natural Language Processing (NLP), words are generally the smallest
objects of study because they are considered as the smallest meaningful units that
can stand by themselves of human languages. However, the meanings of words
can be further divided into smaller parts. For example, the meaning of man can be
considered as the combination of the meanings of human, male and adult, and
the meaning of boy is composed of the meanings of human, male, and child.
In linguistics, the minimum indivisible units of meaning, i.e., semantic units, are
defined as sememes [8]. And some linguists believe that meanings of all the words
can be composed of a limited closed set of sememes.
However, sememes are implicit and as a result, it is hard to intuitively define the set
of sememes and determine which sememes a word can have at a glance. Therefore,
some researchers spend tens of years sifting sememes from all kinds of dictionaries
and linguistic Knowledge Bases (KBs), and annotating words with these selected
sememes to construct sememe-based linguistic KB. WordNet and HowNet [17] are
the twomost famous ones of suchKBs. In this section, we focus on the representation
of linguistic knowledge in HowNet.
© The Author(s) 2020
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6.1.1 Linguistic Knowledge Graphs
6.1.1.1 WordNet
WordNet is a large lexical database for the English language and could also be viewed
as aKGcontainingmulti-relational data. It was first started in 1985, and created under
the direction of George Armitage Miller, a psychology professor in the Cognitive
Science Laboratory of Princeton University. Nowadays, WordNet is becoming the
most popular lexicon dictionary in the world that could be available through theWeb
for free and is widely used in NLP applications such as text analysis, information
retrieval, and relation extraction. There is also a GlobalWordNet Association aiming
to provide a public and noncommercial platform for WordNets of all languages in
the world.
Based on meanings, WordNet groups English nouns, verbs, adjectives, and
adverbs into synsets (i.e., sets of cognitive synonyms), which represent a distinct
concept. Each synset possesses a brief description, and in most cases, there are even
some short sentences functioning as examples illustrating the use of words in this
synset. The conceptual-semantic and lexical relations link the synsets andwords. The
main relation amongwords is synonymy, which indicates that thewords share similar
meanings and could be replaced by others in some contexts, while the main relation
among synsets is hyperonymy/hyponymy (i.e., the ISA relation), which indicates
the relationship between a more general synset and a more specific synset. There are
also hierarchical structures for verb synsets, and the antonymy is describing the rela-
tion between adjectives with opposite meanings. To sum up, all WordNets’ 117, 000
synsets are linked to each other by a small number of conceptual relations.
6.1.1.2 HowNet
HowNetwas initially designed and constructed byZhendongDong and his sonQiang
Dong in the 1990s. And it has been kept frequently updated since it was published
in 1999.
The sememe set of HowNet is determined by extracting, analyzing, merging,
and filtering semantics of thousands of Chinese characters. And the sememe set can
also be adjusted or expanded in the subsequent process of annotating words. Each
sememe in HowNet is represented by a word or phrase in Chinese and English such
as (human | { }) and (ProperName | { }).
HowNet also builds a taxonomy for the sememes. All the sememes of HowNet
can be classified as one of the following types: Thing, Part, Attribute, Time, Space,
Attribute Value, and Event. In addition, to depict the semantics of words more pre-
cisely, HowNet incorporates relations between sememes, which are called “dynamic
roles”, into the sememe annotations of words.
Considering the polysemy, HowNet differentiates diverse senses of each word

















apple(computer) apple(phone) apple(fruit) apple(tree)
patient patient agentmodifier
CoEvent CoEvent instrument PatientProdect
scopescope
modifier
Fig. 6.1 An example of word annotated with sememes in HowNet
Table 6.1 Statistics of HowNet
Type Count
Sense 229,767
Distinct Chinese word 127,266
Distinct English word 104,025
Sememe 2,187
English. An example of sememe annotation for a word is illustrated in Fig. 6.1.
We can see from the figure that the word apple has four senses including
apple(computer), apple(phone), apple(fruit), and apple(tree),
and each sense is the root node of a “sememe tree” where each pair of father and son
sememe nodes is multi-relational. Additionally, HowNet annotates the POS tag for
each sense, and adds sentiment category as well as some usage examples for certain
senses.
The latest version of HowNet was published in January 2019 and the statistics are
shown in Table6.1.
Since HowNet was published, it has attracted wide attention. People use HowNet
and sememe in various NLP tasks including word similarity computation [40], word
sense disambiguation [70], question classification [62], and sentiment analysis [16,
20]. Among these researches, [40] is one of the most influential works, in which the
similarity of given two words is computed by measuring the degree of resemblance
of their sememe trees.
Recent years also witnessed some works incorporating sememes into neural net-
work models. Reference [49] proposes a novel word representation learning model
named SST that reforms Skip-gram [43] by adding contextual attention to senses of
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the targetword,which are representedwith combinations of corresponding sememes’
embeddings. Experimental results show that SST can not only improve the quality
of word embeddings but also learn satisfactory sense embeddings to do word sense
disambiguation.
Reference [23] incorporates sememes into the decoding phase of language mod-
eling where sememes are predicted first, and then senses and words are predicted in
succession. The proposed model shows enhancement in the perplexity of language
modeling and the performance of the downstream task headline generation.
Besides, HowNet is also utilized in lexicon expansion [68], semantic rationality
evaluation [41], etc.
Considering that human annotation is time-consuming and labor-intensive, some
works attempt to employ machine learning methods to predict sememes for new
words automatically. Reference [66] proposes the task firstly and presents two sim-
ple but effective models: SPWE, which is based on collaborative filtering, and SPSE,
which is based onmatrix factorization. Reference [30] further takes the internal infor-
mation of words into account when predicting sememes and achieves a considerable
boost of performance. And [38] takes advantage of definitions of words to predict
sememes. As for [56], they propose the task of cross-lingual lexical sememe pre-
diction and present a bilingual word representation learning and alignment-based
model, which demonstrates effectiveness in predicting sememes for cross-lingual
words.
6.2 Sememe Knowledge Representation
WordRepresentationLearning (WRL) is a fundamental and critical step inmanyNLP
tasks such as language modeling [4] and neural machine translation [64]. There have
been a lot of researches for learning word representations, among which Word2vec
[43] achieves a nice balance between effectiveness and efficiency. InWord2vec, each
word corresponds to one single embedding, ignoring the polysemy of most words.
To address this issue, [29] introduces a multi-prototype model for WRL, conducting
unsupervised word sense induction and embeddings according to context clusters.
Reference [13] further utilizes the synset information in WordNet to instruct word
sense representation learning.
These previous studies demonstrate that word sense disambiguation is critical
for WRL, and the sememe annotation of word senses in HowNet can provide nec-
essary semantic regularization for these tasks [63]. To explore its feasibility, we
introduce the Sememe-Encoded Word Representation Learning (SE-WRL) model,
which detects word senses and learns representations simultaneously. More specif-
ically, this framework regards each word sense as a combination of its sememes,
and iteratively performs word sense disambiguation according to their contexts and
learns representations of sememes, senses, and words by extending Skip-gram in
Word2vec [43]. In this framework, an attention-based method is proposed to select
appropriate word senses according to contexts automatically. To take full advantage
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of sememes, we introduce three different learning and attention strategies SSA, SAC,
and SAT for SE-WRL, which will be described in the following paragraphs.
6.2.1 Simple Sememe Aggregation Model
The Simple Sememe Aggregation model (SSA) is a straightforward idea based on
Skip-gram model. For each word, SSA considers all sememes in all senses of the
word together, and represents the target word using the average of all its sememe









x(si )j , (6.1)
which means the word embedding of w is composed by the average of all its sememe
embeddings. Here, S(w) is the sense set of w and X (w)i is the sememe set of the i th
sense of w. m stands for the overall number of sememes belonging to w.
This model follows the assumption that the semantic meaning of a word is com-
posed of the semantic units, i.e., sememes. As compared to the conventional Skip-
gram model, since sememes are shared by multiple words, this model can utilize
sememe information to encode latent semantic correlations between words. In this
case, similar words that share the same sememes may finally obtain similar repre-
sentations.
6.2.2 Sememe Attention over Context Model
The SSA Model replaces the target word embedding with the aggregated sememe
embeddings to encode sememe information into word representation learning. How-
ever, each word in the SSAmodel still has only one single representation in different
contexts, which cannot deal with the polysemy of most words. It is intuitive that we
should construct distinct embeddings for a target word according to specific contexts,
with the favor of word sense annotation in HowNet.
To address this issue, the Sememe Attention over Context model (SAC) is pro-
posed. SAC utilizes the attention scheme to automatically select appropriate senses
for context words according to the target word. That is, SAC conducts word sense
disambiguation for context words to learn better representations of target words. The
structure of the SAC model is shown in Fig. 6.2.
More specifically, SAC utilizes the original word embedding for target word w,
and uses sememe embeddings to represent context word wc instead of the original
context word embeddings. Suppose a word typically demonstrates some specific
senses in one sentence. Here, the target word embedding is employed as attention
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Fig. 6.2 The architecture of SAC model
to select the most appropriate senses to make up the context word embeddings. The







where s(wc)j stands for the j th sense embedding of wc, and Att(s
(wc)
j ) represents the
attention score of the j th sense with respect to the target word w, defined as follows:
Att(s(wc)j ) =
exp(w · ŝ(wc)j )
∑|S(wc )|
k=1 exp(w · ŝ(wc)k )
. (6.3)
Note that, when calculating attention, the average of sememe embeddings is used




|X (wc )j |∑
k=1
x(s j )k . (6.4)
The attention strategy assumes that themore relevant a context word sense embed-
ding is to the target wordw, the more this sense should be considered when building
context word embeddings. With the favor of attention scheme, each context word











Fig. 6.3 The architecture of SAT model
can be represented as a particular distribution over its sense. This can be regarded as
soft WSD and it helps learn better word representations.
6.2.3 Sememe Attention over Target Model
The Sememe Attention over Context Model can flexibly select appropriate senses
and sememes for context words according to the target word. The process can also
be applied to select appropriate senses for the target word by taking context words
as attention. Hence, the Sememe Attention over Target model (SAT) is proposed,
which is shown in Fig. 6.3.
Different from the SAC model, SAT learns the original word embeddings for
context words and sememe embeddings for target words. Then SAT applies context
words to perform attention over multiple senses of the target word w to build the







and the context-based attention is defined as follows:
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Att(s(w)j ) =
exp(w′c · ŝ(w)j )
∑|S(w)|
k=1 exp(w′c · ŝ(w)k )
, (6.6)
where the average of sememe embeddings ŝ(w)j is also used to represent each sense
s(w)j . Here,w
′
c is the context embedding, consisting of a constrained window of word






wk, k = i. (6.7)
Note that, since in experiments, the sense selection of the target word is found to
be only dependent on more limited context words for calculating attention, hence a
smaller K ′ is selected as compared to K .
Recall that SAC only uses one target word as attention to select senses of context
words whereas SAT uses several context words together as attention to select appro-
priate senses of target words. Hence SAT is expected to conduct more reliable WSD
and result in more accurate word representations, which is explored in experiments.
6.3 Applications
In the previous section, we introduce HowNet and sememe representation. In fact,
linguistic knowledge graphs such as HowNet contain rich information which could
effectively help downstreamapplications.Therefore, in this section,wewill introduce
the major applications of sememe representation, including sememe-based word
representation, linguistic knowledge graph construction, and language modeling.
6.3.1 Sememe-Guided Word Representation
Sememe-Guided word representation is intended for improving word embeddings
for sememe prediction by introducing the information of sememe-based linguistic
KBs of the source language. Qi et al. [56] present twomethods of the sememe-guided
word representation.
6.3.1.1 Relation-Based Word Representation
A simple and intuitive method is to let words with similar sememe annotations tend
to have similar word embeddings, which is named as word relation-based approach.
To begin with, a synonym list is constructed from sememe-based linguistic KBs,
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where words sharing a certain number of sememes are regarded as synonyms. Next,
synonyms are forced to have closer word embeddings.
Formally, let wi be the original word embedding of wi and ŵi be its adjusted
word embedding. And let Syn(wi ) denote the synonym set of word wi . Then the loss





αi‖wi − ŵi‖2 +
∑
wj∈Syn(wi )
βi j‖ŵi − ŵ j‖2
]
, (6.8)
where α and β control the relative strengths of the two terms. It should be noted
that the idea of forcing similar words to have close word embeddings is similar
to the state-of-the-art retrofitting approach [19]. However, the retrofitting approach
cannot be applied here because sememe-based linguisticKBs such asHowNet cannot
directly provide its needed synonym list.
6.3.1.2 Sememe Embedding-Based Word Representation
Simple and effective as the word relation-based approach is, it cannot make full
use of the information of sememe-based linguistic KBs because it disregards the
complicated relations between sememes and words as well as relations between dif-
ferent sememes. To address this limitation, the sememe embedding-based approach
is proposed, which learns both sememe and word embeddings jointly.
In this approach, sememes are represented with distributed vectors as well and
place them into the same semantic space as words. Similar to SPSE [66], which
learns sememe embeddings by decomposing the word-sememe matrix and sememe-
sememe matrix, the method utilizes sememe embeddings as regularizers to learn
better word embeddings. Different from SPSE, the model described in [56] does not
use pretrained word embeddings. Instead, it learns word embeddings and sememe
embeddings simultaneously. More specifically, a word-sememe matrix M can be
extracted fromHowNet, whereMi j = 1 indicates wordwi is annotated with sememe




(wi · x j + bs + b′j − Mi j )2, (6.9)
where bi and b′j are the biases of wi and x j , and X denotes sememe set.
In this approach, word and sememe embeddings are obtained in a unified seman-
tic space. The sememe embeddings bear all the information about the relationships
between words and sememes, and they inject the information into word embed-
dings. Therefore, the word embeddings are expected to be more suitable for sememe
prediction.
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6.3.2 Sememe-Guided Semantic Compositionality Modeling
Semantic Compositionality (SC) is defined as the linguistic phenomenon that the
meaning of a syntactically complex unit is a function of meanings of the complex
unit’s constituents and their combination rule [50]. Some linguists regard SC as the
fundamental truth of semantics [51]. In the field of NLP, SC has proved effective in
many tasks including language modeling [47], sentiment analysis [42, 61], syntactic
parsing [59], etc.
Most literature on SC pays attention to using vector-based distributional mod-
els of semantics to learn representations of Multiword Expressions (MWEs), i.e.,
embeddings of phrases or compounds. Reference [46] conducts a pioneering work
which introduces a general framework to formulate this task:
p = f (w1,w2,R,K ), (6.10)
where1 f is the compositionality function, p denotes the embedding of an MWE,
w1 and w2 represent the embeddings of the MWE’s two constituents, R stands for
the combination rule, andK refers to the additional knowledge which is needed to
construct the semantics of the MWE.
Most of the proposed approaches ignoreR andK , centering on reforming com-
positionality function f [3, 21, 60, 61]. Some try to integrate combination rule R
into SC models [7, 35, 65, 71]. A few works consider external knowledge K . Ref-
erence [72] tries to incorporate task-specific knowledge into an LSTM model for
sentence-level SC.
Reference [55] proposes a novel sememe-based method to model semantic com-
positionality. They argue that sememes are beneficial to modeling SC. To verify this,
they first design a simple SC degree (SCD) measurement experiment and find that
the SCDs of MWEs computed by simple sememe-based formulae are highly corre-
lated with human judgment. This result shows that sememes can finely depict mean-
ings of MWEs and their constituents, and capture the semantic relations between
the two sides. Moreover, they propose two sememe-incorporated SC models for
learning embeddings of MWEs, namely Semantic Compositionality with Aggre-
gated Sememe (SCAS) model and Semantic Compositionality with Mutual Sememe
Attention (SCMSA) model. When learning the embedding of an MWE, the SCAS
model concatenates the embeddings of the MWE’s constituents and their sememes,
while the SCMSA model considers the mutual attention between a constituent’s
sememes and the other constituent. Finally, they integrate the combination rule, i.e.,
R in Eq. (6.10), into the two models. Their models achieve significant performance
over the MWE similarity computation task and sememe prediction task compared
with baseline methods.
In this section, we focus on the work conducted by [55]. We will first intro-
duce sememe-based SC Degree (SCD) computation formulae, and then expand their
Sememe-incorporated SC models.
1This formula only applies to two-word MWEs but can be easily extended to longer MWEs.
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6.3.2.1 Sememe-Based SCD Computation Formulae
Although SC widely exists in MWEs, not every MWE is fully semantically com-
positional. In fact, different MWEs show different degrees of SC. Reference [55]
believes that sememes can be used to measure SCD conveniently.
To this end, based on the assumption that all the sememes of a word accurately
depict the word’s meaning, they intuitively design a set of SCD computation formu-
lae, which are consistent with the principle of SCD.
The formulae are illustrated in Table6.2. They define four SCDs denoted by
numbers 3, 2, 1, and 0, where larger numbers mean higher SCDs. Sp, Sw1 , and Sw2
represent the sememe sets of an MWE, its first and second constituent, respectively.
Here is a brief explanation for their SCD computation formulae:
(1) For SCD 3, the sememe set of an MWE is identical to the union of the two
constituents’ sememe sets, which means the meaning of the MWE is exactly the
same as the combination of the constituents’ meanings. Therefore, the MWE is fully
semantically compositional and should have the highest SCD.
(2) For SCD0, anMWEhas totally different sememes from its constituents, which
means theMWE’smeaning cannot be derived from its constituents’meanings.Hence
the MWE is completely non-compositional, and its SCD should be the lowest.
(3) As for SCD 2, the sememe set of an MWE is a proper subset of the union of
its constituents’ sememe sets, which means the meanings of the constituents cover
the MWE’s meaning but cannot precisely infer the MWE’s meaning.
(4) Finally, for SCD 1, an MWE shares some sememes with its constituents, but
both the MWE itself and its constituents have some unique sememes.
There is an example for each SCD in Table6.2, including a Chinese MWE, its
two constituents, and their sememes.2
6.3.2.2 Evaluating SCD Computation Formulae
To evaluate their sememe-based SCD computation formulae, [55] constructs a
human-annotated SCD dataset. They ask several native speakers to label SCDs for
500 Chinese MWEs, where there are four degrees to choose. Before labeling an
MWE, they are shown the dictionary definitions of both the MWE and its con-
stituents.
Each MWE is labeled by 3 annotators, and the average of the 3 SCDs given by
them is the MWE’s final SCD.
Eventually, they obtain a dataset containing 500 Chinese MWEs together with
their human-annotated SCDs.
Then they evaluate the correlativity between SCDs of the MWEs in the dataset
computed by sememe-based rules and those given by humans. They find Pearson’s
correlation coefficient is up to 0.75, and Spearman’s rank correlation coefficient is
2In Chinese, most MWEs are words consisting of more than two characters which are actually
single-morpheme words.



















































































0.74. These results manifest remarkable capability of sememes to compute SCDs of
MWEs and provide a proof that sememes of a word can finely represent the word’s
meaning.
6.3.2.3 Sememe-Incorporated SC Models
In this section,wefirst introduce two basic sememe-incorporated SCmodels in detail,
namely Semantic Compositionality with Aggregated Sememe (SCAS) and Semantic
Compositionality with Mutual Sememe Attention (SCMSA). SCAS model simply
concatenates the embeddings of the MWE’s constituents and their sememes, while
the SCMSA model takes account of the mutual attention between a constituent’s
sememes and the other constituent. Then we describe how to integrate combination
rules into the two basic models.
Incorporating Sememes Only. Following the notations in Eq. (6.10), for an
MWE p = {w1,w2}, its embedding can be represented as
p = f (w1,w2,K ), (6.11)
where p,w1,w2 ∈ Rd , and d is the dimension of embeddings, K denotes the
sememe knowledge here, and we assume that we only know the sememes of w1
and w2, considering that MWEs are normally not in the sememe KBs. X indicates
the set of all the sememes and Xw = {x1, ..., x|Xw |} ⊂ X to signify the sememe set
of w. In addition, x ∈ Rd denotes the embedding of sememe x .
(1) SCAS Model The first model we introduce is the SCAS model, which is
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Fig. 6.4 The architecture of SCAS model
138 6 Sememe Knowledge Representation
concatenating word embedding of a constituent and the aggregation of its sememes’








wherew′1 andw′2 represent the aggregated sememe embeddings ofw1 andw2, respec-
tively. Then p can be obtained by
p = tanh(Wc[w1 + w2;w′1 + w′2] + bc), (6.13)
where Wc ∈ Rd×2d is the composition matrix and bc ∈ Rd is a bias vector.
(2) SCMSA Model
The SCAS model simply uses the sum of all the sememes’ embeddings of a
constituent as the external information. However, a constituent’s meaning may vary
with the other constituent, and accordingly, the sememes of a constituent should have
different weights when the constituent is combined with different constituents (there
is an example in the case study).
Correspondingly, we introduce the SCMSA model (Fig. 6.5), which adopts the
mutual attentionmechanism to dynamically endow sememeswithweights. Formally,
we have
e1 = tanh(Waw1 + ba),
a2,i = exp (si · e1)∑







where Wa ∈ Rd×d is the weight matrix and ba ∈ Rd is a bias vector. Similarly, w′1
can be calculated. Then they still use Eq. (6.13) to obtain p.
Integrating Combination Rules. Reference [55] further integrates combination
rules into their sememe-incorporated SC models. In other words,
p = f (w1,w2, K , R). (6.15)
We can use totally different composition matrices for MWEs with different com-
bination rules:
Wc = Wrc, r ∈ Rs, (6.16)
whereWrc ∈ Rd×2d and Rs refers to combination rule set containing syntax rules of
MWEs, e.g., adjective-noun and noun-noun.
However, there are many different combination rules, and some rules have sparse
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Fig. 6.5 The architecture of SCMSA model
with d × 2d parameters. In addition, we believe that the composition matrix should
contain common compositionality information except the combination rule-specific
compositionality information. Hence, they let composition matrixWc be the sum of
a low-rank matrix containing combination rule information and a matrix containing
common compositionality information:
Wc = Ur1Ur2 + Wcc, (6.17)
where Ur1 ∈ Rd×dr , Ur2 ∈ Rdr×2d , and dr ∈ N+ is a hyperparameter and may vary
with the combination rule, and Wcc ∈ Rd×2d .
6.3.3 Sememe-Guided Language Modeling
Language Modeling (LM) aims to measure the probability of a word sequence,
reflecting its fluency and likelihood as a feasible sentence in a human language.
Language Modeling is an essential component in a wide range of natural language





















Fig. 6.6 Decoders of a conventional LM, b sememe-driven LM
processing (NLP) tasks, such as machine translation [9, 10], speech recognition [34],
information retrieval [5, 24, 45, 54], and document summarization [2, 57].
A probabilistic language model calculates the conditional probability of the next
word given their contextual words, which are typically learned from large-scale text
corpora. Taking the simplest language model, for example, n-gram estimates the
conditional probabilities according to maximum likelihood over text corpora [31].
Recent years have witnessed the advances of Recurrent Neural Networks (RNNs)
as the state-of-the-art approach for language modeling [44], in which the context is
represented as a low-dimensional hidden state to predict the next word (Fig. 6.6).
Those conventional language models, including neural models, typically assume
words as atomic symbols and model sequential patterns at the word level. However,
this assumption does not necessarily hold to some extent. Consider the following
example sentence for which people want to predict the next word in the blank,
The U.S. trade deficit last year is initially estimated to be 40 billion .
People may first realize a unit should be filled in, then realize it should be a
currency unit. Based on the country this sentence is talking about, the U.S.,
one may confirm it should be an American currency unit and predict the
word dollars. Here, the unit, currency, and American, which are basic
semantic units of the word dollars, are also the sememes of the word dollars.
However, this process has not been explicitly taken into considerationby conventional
language models. That is in most cases, words are atomic language units, words are
not necessarily atomic semantic units for languagemodeling. Thus, explicitmodeling
of sememes could improve both the performance and the interpretability of language
models. However, as far as we know, a few efforts have been devoted to exploring the
effectiveness of sememes in language models, especially neural language models.
It is nontrivial for neural language models to incorporate discrete sememe knowl-
edge, as it is not compatible with continuous representations in neural models. In
this part, Sememe-Driven Language Model (SDLM) is proposed to leverage lexi-
cal sememe knowledge. In order to predict the next word, SDLM utilizes a novel
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sememe-sense-word generation process: (1) First, SDLM estimates sememes’ dis-
tribution according to the context. (2) Regarding these sememes as experts, SDLM
employs a sparse product of expert method to select the most probable senses. (3)
Finally, SDLM calculates the distribution of words by marginalizing out the distri-
bution of senses.
SDLM is composed of three modules in series: Sememe Predictor, Sense Pre-
dictor, and Word Predictor (Fig. 6.6). The Sememe Predictor first takes the context
vector as input and assigns a weight to each sememe. Then each sememe is regarded
as an expert and makes predictions about the probability distribution over a set of
senses in the Sense Predictor. Finally, the probability of each word is obtained in the
Word Predictor.
Sememe Predictor. The Sememe Predictor takes the context vector g ∈ RH1
as input and assigns a weight to each sememe. Assume that given the context
w1,w2, . . . ,wt−1, the events that word wt contains sememe xk (k ∈ {1, 2, . . . , K })
are independent, since the sememe is the minimum semantic unit and there is no
semantic overlap between any two different sememes. For simplicity, the superscript
t is ignored. The Sememe Predictor is designed as a linear decoder with the sig-
moid activation function. Therefore, pk , the probability that the next word contains
sememe xk , is formulated as
pk = P(xk |g) = Sigmoid(g · vk + bk), (6.18)
where vk ∈ RH1 , bk ∈ R are trainable parameters, and Sigmoid(·) denotes the sig-
moid activation function.
Sense Predictor andWord Predictor. The architecture of the Sense Predictor is
motivated by Product of Experts (PoE) [25]. Each sememe is regarded as an expert
that only makes predictions on the senses connected with it. Let S(xk ) denote the
set of senses that contain sememe xk , the kth expert. Different from conventional
neural language models, which directly use the inner product of the context vector
g ∈ RH1 and the output embedding w ∈ RH2 for word w to generate the score for
each word, Sense Predictor uses φ(k)(g,w) to calculate the score given by expert
xk . And a bilinear function parameterized with a matrix Uk ∈ RH1×H2 is chosen as a
straight implementation of φ(k)(·, ·):
φ(k)(g,w) = gUkw. (6.19)
The score of sense s provided by sememe expert xk can be written as φ(k)(g, s).
Therefore, P (xk )(s|g), the probability of sense s given by expert xk , is formulated as
P (xk )(s|g) = exp(qkCk,sφ
(k)(g, s))∑
s ′∈S(xk ) exp(qkCk,s ′φ(k)(g, s′))
, (6.20)
whereCk,s is a normalization constant because sense s is not connected to all experts
(the connections are sparse with approximately λN edges, λ < 5). Here we can
142 6 Sememe Knowledge Representation
choose either Ck,s = 1/|X (s)| (left normalization) or Ck,s = 1/
√|X (s)||S(xk )| (sym-
metric normalization).
In the Sense Predictor, qk can be viewed as a gate which controls the magnitude of
the termCk,sφ(k)(g, s), thus controlling the flatness of the sense distribution provided
by sememe expert xk . Consider the extreme case when pk → 0, the prediction will
converge to the discrete uniform distribution. Intuitively, it means that the sememe
expert will refuse to provide any useful information when it is not likely to be related
to the next word.
Finally, the predictions can be summarized on sense s by taking the product of
the probabilities given by relevant experts and then normalize the result; that is to




P (xk )(s|g). (6.21)
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. (6.22)
It should be emphasized that all the supervision information provided by HowNet
is embodied in the connections between the sememe experts and the senses. If the
modelwants to assign a high probability to sense s, it must assign a high probability to
some of its relevant sememes. If the model wants to assign a low probability to sense
s, it can assign a low probability to its relevant sememes. Moreover, the prediction
made by sememe expert xk has its own tendency because of its ownφ(k)(·, ·). Besides,
the sparsity of connections between experts and senses is also determined byHowNet
itself.
As illustrated in Fig. 6.7, in the Word Predictor, P(w|g), the probability of word







Themanual construction of HowNet is actually time-consuming and labor-intensive,
e.g., HowNet has been built for more than 10 years by several linguistic experts.
However, as the development of communications and techniques, new words and
phrases are emerging, the semantic meanings of existing words are also dynamically
evolving. In this case, sustained manual annotation and updates are becoming much











Fig. 6.7 The architecture of SDLM model
word meanings, it is also challenging to maintain annotation consistency among
experts when they collaboratively annotate lexical sememes.
To address the issues of inflexibility and inconsistency of manual annotation, the
automatic lexical sememe prediction task is proposed, which is expected to assist
expert annotation and reduce manual workload. Note that for simplicity, most works
introduced in this part do not consider the complicated hierarchies of word sememes,
and simply group all annotated sememes of each word as the sememe set for learning
and prediction.
The basic idea of sememe prediction is that those words of similar semantic mean-
ings may share overlapped sememes. Hence, the key challenge of sememe prediction
is how to represent semantic meanings of words and sememes to model the semantic
relatedness between them. In this part, we will focus on introducing the sememe pre-
diction word accomplished by Xie et al. [66]. In their work, they propose to model
the semantics of words and sememes using distributed representation learning [26].
Distributed representation learning aims to encode objects into a low-dimensional
semantic space, which has shown its impressive capability of modeling semantics of
human languages, e.g., word embeddings [43] have been widely studied and utilized
in various tasks of NLP.
As shown in previous work [43], it is effective to measure word similarities using
cosine similarity or Euclidean distance of their word embeddings learned from a
large-scale text corpus. Hence, a straightforward method for sememe prediction is
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that, given an unlabeled word, we find its most related words in HowNet according
to their word embeddings, and recommend the annotated sememes of these related
words to the given word. The method is intrinsically similar to collaborative filtering
[58] in recommendation systems, capable of capturing semantic relatedness between
words and sememes based on their annotation co-occurrences.
Word embeddings can also be learned with techniques of matrix factorization
[37]. Inspired by the successful practice of matrix factorization for personalized
recommendation [36], a new model which factorizes the word-sememe matrix from
HowNet and obtains sememe embeddings is proposed. In this way, the relatedness of
words and sememes can bemeasured directly using dot products of their embeddings,
according to which we could recommend the most related sememes to an unlabeled
word.
The two methods are named as Sememe Prediction with Word Embeddings
(SPWE) and with Sememe Embeddings (SPSE/SPASE), respectively.
6.3.4.1 Sememe Prediction with Word Embeddings
Given an unlabeled word, it is straightforward to recommend sememes according to
its most related words, assuming that similar words should have similar sememes.
This idea is similar to collaborative filtering in the personalized recommendation, for
in the scenario of sememe prediction words can be regarded as users and sememes
as the items/products to be recommended. Inspired by this, Sememe Prediction
with Word Embeddings (SPWE) model is proposed, which uses similarities of word
embeddings to judge user distances.
Formally, the score function P(x j |w) of sememes x j given a word w is defined
as
P(x j |w) =
∑
wi∈V
cos(w,wi)Mi j cri , (6.24)
where cos(w,wi) is the cosine similarity between word embeddings of w and wi
pretrained by GloVe.Mi j indicates the annotation of sememe x j on word wi , where
Mi j = 1 indicates the word wi which has the sememe x j in HowNet and otherwise
has not. Higher the score function P(x j |w) is, more possible the word w should be
recommended with x j .
Differing from classical collaborative filtering in recommendation systems, only
the most similar words should be concentrated when predicting sememes for new
words since irrelevant words have totally different sememes which may be noises
for sememe prediction. To address this problem, a declined confidence factor cri is
assigned for eachwordwi , where ri is the descend rank ofword similarity cos(w,wi),
and c ∈ (0, 1) is a hyperparameter. In this way, only a few top words that are similar
to w have strong influences on predicting sememes.
SPWE only uses word embeddings for word similarities and is simple and effec-
tive for sememe prediction. It is because, differing from the noisy and incomplete
user-item matrix in most recommender systems, HowNet is carefully annotated by
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human experts, and thus theword-sememematrix is with high confidence. Therefore,
the word-sememe matrix can be confidently applied to collaboratively recommend
reliable sememes based on similar words.
6.3.4.2 Sememe Prediction with Sememe Embeddings
Sememe Prediction with Word Embeddings model follows the assumption that the
sememes of a word can be predicted according to its related words’ sememes. How-
ever, simply considering sememes as discrete labels may inevitably neglect the latent
relations between sememes. To take the latent relations of sememes into consider-
ation, Sememe Prediction with Sememe Embeddings (SPSE) model is proposed,
which projects both words and sememes into the same semantic vector space, learn-
ing sememe embeddings according to the co-occurrences of words and sememes in
HowNet.
Similar to GloVe [53] which decomposes co-occurrence matrix of words to learn
word embeddings, sememe embeddings can be learned by factorizing word-sememe
matrix and sememe-sememe matrix simultaneously. These two matrices are both
constructed from HowNet. As for word embeddings, similar to SPWE, SPSE uses
word embeddings pretrained from a large-scale corpus and fixes them during fac-
torizing of the word-sememe matrix. With matrix factorization, both sememe and
word embeddings can be encoded into the same low-dimensional semantic space,
and then computed the cosine similarity between normalized embeddings of words
and sememes for sememe prediction.
More specifically, similar toM, a sememe-sememematrixC can also be extracted,
where C jk is defined as point-wise mutual information that C jk = PMI(x j , xk) to
indicate the correlations between two sememes x j and xk . Note that, by factorizing
C, two distinct embeddings for each sememe s will be obtained, denoted as x and x̄,














where bi and b′j denote the bias of wi and x j . These two parts correspond to the
losses of factorizing matrices M and C, adjusted by the hyperparameter λ. Since
the sememe embeddings are shared by both factorizations, our SPSE model enables
jointly encoding both words and sememes into a unified semantic space.
Since each word is typically annotated with 2–5 sememes in HowNet, most ele-
ments in the word-sememe matrix are zeros. If all zero elements and nonzero ele-
ments are treated equally during factorization, the performance will be much worse.
To address this issue, different factorization strategies are assigned for zero and
nonzero elements. For each zero element, the model chooses to factorize them with
a small probability like 0.5%, and otherwise, the model chooses to ignore. While for
nonzero elements, the model always chooses to factorize them. With the help of this
strategy, the model can pay more attention to those annotated word-sememe pairs.
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In SPSE, sememe embeddings are learned accompanying with word embeddings
via matrix factorization into the unified low-dimensional semantic space. Matrix
factorization has been verified as an effective approach in the personalized recom-
mendation, because it can accurately model relatedness between users and items, and
is highly robust to noises in user-item matrices. Using this model, we can flexibly
compute semantic relatedness of words and sememes, which provides us an effec-
tive tool to manipulate and manage sememes, including but not limited to sememe
prediction.
6.3.4.3 Sememe Prediction with Aggregated Sememe Embeddings
Inspired by the characteristics of sememes, we assume that the word embeddings are
semantically composed of sememe embeddings. In the word-sememe joint space, we
can simply implement semantic composition as additive operations that each word
embedding is expected to be the sum of its all sememes’ embeddings. Following this
assumption, Sememe Prediction with Aggregated Sememe Embeddings (SPASE)





M′i jx j , (6.26)
where Xwi is the sememe set of the word wi and M
′
i j represents the weight of
sememe x j for word wi , which only has value on nonzero elements of word-sememe
labeled matrixM. To learn sememe embeddings, we attempt to decompose the word
embeddingmatrixV intoM′ and sememe embeddingmatrixX, with pretrainedword
embeddings fixed during training, which could also be written as V = M′X.
The contribution of SPASE is that it complies with the definition of sememes
in HowNet that sememes are the semantic components of words. In SPASE, each
sememe can be regarded as a tiny semantic unit, and all words can be represented
by composing several semantic units, i.e., sememes, which make up an interesting
semantic regularity. However, SPASE is difficult to train because word embeddings
are fixed, and the number of words is much larger than the number of sememes. In the
case of modeling complex semantic compositions of sememes into words, the rep-
resentation capability of SPASE may be strongly constrained by limited parameters
of sememe embeddings and excessive simplification of additive assumption.
6.3.4.4 Lexical Sememe Prediction with Internal Information
In the previous section, we introduce the automatic lexical sememe prediction pro-
posed by Xie et al. [66]. These methods ignore the internal information within words
(e.g., the characters in Chinese words), which is also significant for word understand-
















Fig. 6.8 Sememes of the word (ironsmith) in HowNet, where occupation,human,
and industrial can be inferred by both external (contexts) and internal (characters) information,
while metal is well-captured only by the internal information within the character (iron)
at all. In this section, we introduce the work of Jin et al. [30], which takes Chinese
as an example and explores methods of taking full advantage of both external and
internal information of words for sememe prediction.
InChinese,words are composed of one ormultiple characters, andmost characters
have corresponding semanticmeanings.As shownby [67],more than 90%ofChinese
characters in modern Chinese corpora are morphemes. Chinese words can be divided
into single-morpheme words and compound words, where compound words account
for a dominant proportion. The meanings of compound words are closely related
to their internal characters as shown in Fig. 6.8. Taking a compound word
(ironsmith), for instance, it consists of two Chinese characters: (iron)
and (craftsman), and the semanticmeaning of can be inferred from the
combination of its two characters (iron+craftsman → ironsmith). Even for
some single-morpheme words, their semantic meanings may also be deduced from
their characters. For example, both characters of the single-morpheme word
(hover) represent the meaning of hover or linger. Therefore, it is intuitive to
take the internal character information into consideration for sememe prediction.
Reference [30] proposes a novel framework for Character-enhanced Sememe
Prediction (CSP), which leverages both internal character information and external
context for sememe prediction. CSP predicts the sememe candidates for a target word
from its word embedding and the corresponding character embeddings. Specifically,
following SPWE and SPSE as introduced by [66] to model external information,
Sememe Prediction with Word-to-Character Filtering (SPWCF) and Sememe Pre-
diction with Character and Sememe Embeddings (SPCSE) are proposed to model
internal character information.
Sememe Prediction with Word-to-Character Filtering. Inspired by collabora-
tive filtering [58], Jin et al. [30] propose to recommend sememes for an unlabeled
word according to its similar words based on internal information. And words are
considered as similar if they contain the same characters at the same positions.
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Fig. 6.9 An example of the
position of characters in a
word Begin EndMiddle
In Chinese, the meaning of a character may vary according to its position within
a word [14]. Three positions within a word are considered: Begin, Middle, and
End. For example, as shown in Fig. 6.9, the character at the Begin position of the
word (railway station) is (fire), while (vehicle) and
(station) are at the Middle and End position, respectively. The character
usually means station when it is at the End position, while it usually means
stand at the Begin position like in (stand), (standing
guard), and (stand up).
Formally, for a word w = c1c2...c|w|, we define πB(w) = {c1}, πM(w) =
{c2, ..., c|w−1|}, πE (w) = {c|w|}, and
Pp(x j |c) ∼
∑
wi∈W∧c∈πp(wi ) Mi j∑
wi∈W∧c∈πp(wi ) |Xwi |
, (6.27)
that represents the score of a sememe x j given a character c and a position p, where
πp may be πB , πM , or πE . M is the same matrix used in SPWE. Finally, the score
function P(x j |w) of sememe x j given a word w is defined as





Pp(x j |c). (6.28)
SPWCF is a simple and efficient method. It performs well because compositional
semantics are pervasive in Chinese compoundwords, whichmakes it straightforward
and effective to find similar words according to common characters.
Sememe Prediction with Character and Sememe Embeddings (SPCSE). The
method Sememe Prediction with Word-to-Character Filtering (SPWCF) can effec-
tively recommend the sememes that have strong correlations with characters. How-
ever, just like SPWE, it ignores the relations between sememes. Hence, inspired
by SPSE, Sememe Prediction with Character and Sememe Embeddings (SPCSE) is
proposed to take the relations between sememes into account. In SPCSE, the model
instead learns the sememe embeddings based on internal character information, then
computes the semantic distance between sememes and words for prediction.
Inspired by GloVe [53] and SPSE, matrix factorization is adopted in SPCSE, by
decomposing the word-sememe matrix and the sememe-sememe matrix simultane-
ously. Instead of using pretrained word embeddings in SPSE, pretrained character
embeddings are used in SPCSE. Since the ambiguity of characters is stronger than
that of words, multiple embeddings are learned for each character [14]. Themost rep-
resentative character and its embedding are selected to represent the word meaning.
Because low-frequency characters are much rare than those low-frequency words,
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Fig. 6.10 An example of adopting multiple-prototype character embeddings. The numbers are the
cosine distances. The sememe (metal) is the closest to one embedding of (iron)
and even low-frequency words are usually composed of common characters, it is
feasible to use pretrained character embeddings to represent rare words. During fac-
torizing of the word-sememe matrix, the character embeddings are fixed.
Ne is set as the number of embeddings for each character, and each character c
has Ne embeddings c1, ..., cNe . Given a word w and a sememe x , the embedding of
a character of w closest to the sememe embedding by cosine distance is selected as
the representation of the word w, as shown in Fig. 6.10. Specifically, given a word
w = c1...c|w| and a sememe x j , we define
k∗, r∗ = argmin
k,r
[
1 − cos(crk, x′j + x̄′j )
]
, (6.29)
where k∗ and r∗ indicate the indices of the character and its embedding closest to
the sememe x j in the semantic space. With the same word-sememe matrix M and
sememe-sememe correlation matrixC in SPSE, the sememe embeddings are learned



















where x′j and x̄
′
j are the sememe embeddings for sememe x j , and c
r∗
k∗ is the embedding
of the character that is the closest to sememe x j withinwi . Note that, as the characters
and the words are not embedded into the same semantic space, new sememe embed-
dings are learned instead of using those learned in SPSE, hence different notations
are used for the sake of distinction. bck and b
′′
j denote the biases of ck and x j , and
λ′ is the hyperparameter adjusting the two parts. Finally, the score function of word
w = c1...c|w| is defined as

















Fig. 6.11 An illustration of model ensembling in sememe prediction
Model Ensembling. SPWCF/SPCSE and SPWE/SPSE take different sources
of information as input, which means that they have different characteristics:
SPWCF/SPCSE only have access to internal information, while SPWE/SPSE can
only make use of external information. On the other hand, just like the difference
between SPWE and SPSE, SPWCF originates from collaborative filtering, whereas
SPCSEusesmatrix factorization.All of thosemethods have in common that they tend
to recommend the sememes of similar words, but they diverge in their interpretation
of similar.
Therefore, to obtain better prediction performance, it is necessary to combine these
models.Wedenote the ensemble of SPWCFandSPCSEas the internalmodel, and the
ensemble of SPWE and SPSE as the external model. The ensemble of the internal
and the external models is the novel framework CSP. In practice, for words with
reliable word embeddings, i.e., high-frequency words, we can use the integration of
the internal and the externalmodels; for words with extremely low frequencies (e.g.,
having no reliable word embeddings), we can just use the internalmodel and ignore
the externalmodel, because the external information is noisy in this case. Figure6.11
shows model ensembling in different scenarios. For the sake of comparison, we use
the integration of SPWCF, SPCSE, SPWE, and SPSE as CSP in all experiments.
And two models are integrated by simple weighted addition.
6.3.4.5 Cross-Lingual Sememe Prediction
Most languages do not have sememe-based linguistic KBs such as HowNet, which
prevents us from understanding and utilizing human languages to a greater extent.
Therefore, it is important to build sememe-based linguistic KBs for various lan-
guages.
To address the issue of the high labor cost of manual annotation, Qi et al. [56]
propose a new task, cross-lingual lexical sememe prediction (CLSP) which aims to
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automatically predict lexical sememes for words in other languages. There are two
critical challenges for CLSP:
(1) There is not a consistent one-to-one match between words in different lan-
guages. For example, English word “beautiful” can refer to Chinese words of either
or . Hence, we cannot simply translate HowNet into another language.
And how to recognize the semantic meaning of a word in other languages becomes
a critical problem.
(2) Since there is a gap between the semantic meanings of words and sememes,
we need to build semantic representations for words and sememes to capture the
semantic relatedness between them.
To tackle these challenges, Qi et al. [56] propose a novel model for CLSP, which
aims to transfer sememe-based linguistic KBs from source language to target lan-
guage. Their model contains three modules: (1) monolingual word embedding learn-
ing which is intended for learning semantic representations of words for source and
target languages, respectively; (2) cross-lingual word embedding alignment which
aims to bridge the gap between the semantic representations of words in two lan-
guages; (3) sememe-based word embedding learning whose objective is to incorpo-
rate sememe information into word representations.
They take Chinese as source language and English as the target language to
show the effectiveness of their model. Experimental results show that the proposed
model could effectively predict lexical sememes for words with different frequencies
in other languages and their model has consistent improvements on two auxiliary
experiments including bilingual lexicon induction and monolingual word similarity
computation by jointly learning the representations of sememes, words in source and
target languages.
The model consists of three parts: monolingual word representation learning,
cross-lingual word embedding alignment, and sememe-based word representation
learning. Hence, they define the objective function of our method corresponding to
the three parts:
L = Lmono + Lcross + Lsememe. (6.32)
Here, the monolingual term Lmono is designed for learning monolingual word
embeddings from nonparallel corpora for source and target languages, respectively.
The cross-lingual term Lcross aims to align cross-lingual word embeddings in a
unified semantic space. And Lsememe can draw sememe information into word rep-
resentation learning and conduce to better word embeddings for sememe prediction.
In the following paragraphs, we will introduce the three parts in detail.
MonolingualWordRepresentation.Monolingualword representation is respon-
sible for explaining regularities in monolingual corpora of source and target lan-
guages. Since the two corpora are nonparallel, Lmono comprises two monolingual
submodels that are independent of each other:
Lmono = L Smono + L Tmono, (6.33)
where the superscripts S and T denote source and target languages, respectively.
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As a common practice, the well-established Skip-gram model is chosen to obtain
monolingual word embeddings. The Skip-gram model is aimed at maximizing the
predictive probability of context words conditioned on the centered word. Formally,
taking the source side, for example, given a training word sequence {wS1 , . . . ,wSn },
Skip-gram model intends to minimize





log P(wSc+k |wSc ), (6.34)
where K is the size of the slidingwindow. P(wSc+k |wSc ) stands for the predictive prob-
ability of one of the context words conditioned on the centered word wSc , formalized
by the following softmax function:
P(wSc+k |wSc ) =
exp(wSc+k · wSc )∑
wSs ∈V S exp(w
S
s · wSc )
, (6.35)
in which V s indicates the word vocabulary of source language.L Tmono can be formu-
lated similarly.
Cross-lingual Word Embedding Alignment. Cross-lingual word embedding
alignment aims to build a unified semantic space for the words in source and target
languages. Inspired by [69], the cross-lingual word embeddings are aligned with
signals of a seed lexicon and self-matching.
Formally, Lcross is composed of two terms including alignment by seed lexicon
Lseed and alignment by matching Lmatch :
Lcross = λsLseed + λmLmatch, (6.36)
where λs and λm are hyperparameters for controlling relative weightings of the two
terms.
(1) Alignment by Seed Lexicon
The seed lexicon termLseed encourages word embeddings of translation pairs in




‖wSs − wTt ‖2, (6.37)
in which wSs and w
T
t indicate the words in source and target languages in the seed
lexicon, respectively.
(2) Alignment by Matching Mechanism
As for the matching process, it is found on the assumption that each target word
should be matched to a single source word or a special empty word, and vice versa.
The goal of the matching process is to find the matched source (target) word for each
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target (source) word and maximize the matching probabilities for all the matched
word pairs. The loss of this part can be formulated as
Lmatch = L T2Smatch + L S2Tmatch, (6.38)
where L T 2Smatch is the term for target-to-source matching and L
S2T
match is the term for
source-to-target matching.
Next, a detailed explanation of target-to-source matching is given, and the source-
to-target matching is defined in the sameway. A latent variablemt ∈ {0, 1, . . . , |V S|}
(t = 1, 2, . . . , |V T |) is first introduced for each target wordwTt , where |V S| and |V T |
indicate the vocabulary size of source and target languages, respectively. Here, mt
specifies the index of the source word thatwTt matches with, andmt = 0 signifies the
empty word is matched. Then we havem = {m1,m2, . . . ,m|V T |}, and can formalize
the target-to-source matching term:
L T 2Smatch = − log P(C T |C S) = − log
∑
m
P(C T ,m|C S), (6.39)
whereC T andC S denote the target and source corpus, respectively.Here, they simply
assume that the matching processes of target words are independent of each other.
Therefore, we have
P(C T ,m|C S) =
∏
wT ∈C T






where wSmt is the source word that w
T
t matches with, and c(w
T
t ) is the number of
times wTt occurs in the target corpus.
6.3.5 Other Sememe-Guided Applications
6.3.5.1 Chinese LIWC Lexicon Expansion
Linguistic Inquiry and Word Count (LIWC) [52] has been widely used for comput-
erized text analysis in social science. Not only can LIWC be used to analyze text
for classification and prediction, but it has also been used to examine the underlying
psychological states of a writer or speaker. In the beginning, LIWC was developed
to address content analytic issues in experimental psychology. Nowadays, there is
an increasing number of applications across fields such as computational linguistics
[22], demographics [48], health diagnostics [11], and social relationship [32].
Chinese is the most spoken language in the world, but we cannot use the original
LIWC to analyze Chinese text. Fortunately, Chinese LIWC [28] has been released
154 6 Sememe Knowledge Representation
to fill the vacancy. In this part, we mainly focus on Chinese LIWC and using LIWC
to stand for Chinese LIWC if not otherwise specified.
While LIWChas been used in a variety of fields, its lexicon only contains less than
7,000 words. This is insufficient because according to [39], there are at least 56,008
common words in Chinese. Moreover, LIWC lexicon does not consider emerging
words and phrases on the Internet. Therefore, it is reasonable and necessary to
expand the LIWC lexicon so that it is more accurate and comprehensive for sci-
entific research. One way to expand LIWC lexicon is to annotate the new words
manually. However, it is too time-consuming and often requires language expertise
to add new words. Hence, expanding LIWC lexicon automatically is proposed.
In LIWC lexicon, words are labeled with different categories and categories form
a certain hierarchy. Therefore, hierarchical classification algorithms can be naturally
applied to LIWC lexicon. Reference [15] proposes Hierarchical SVM (Support Vec-
tor Machine), which is a modified version of SVM based on the hierarchical problem
decomposition approach. In [6], the authors presented a novel algorithm which can
be used on both tree- and Directed Acyclic Graph (DAG)-structured hierarchies.
Some recent works [12, 33] attempted to use neural networks in the hierarchical
classification.
However, these methods are often too generic without considering the special
properties of words and LIWC lexicon. Many words and phrases have multiple
meanings and are thereby classified intomultiple leaf categories. This is often referred
to as polysemy.Additionally,many categories in LIWCare fine-grained, thusmaking
it more difficult to distinguish them. To address these issues, we introduce several
models to incorporate sememe information when expanding the lexicon, which will
be discussed after the introduction of the basic model.
Basic Decoder for Hierarchical Classification. First, we introduce the basic
model forChineseLIWC lexicon expansion. Thewell-knownSequence-to-Sequence
decoder [64] is exploited for hierarchical classification. The original Sequence-to-
Sequence decoder is often trained to predict the next word wt with consideration of
all the previously predicted words {w1, . . . ,wt−1}. This is a useful feature since an
important difference between flat multilabel classification and hierarchical classifi-
cation is that there are explicit connections among hierarchical labels. This property
is utilized by transforming hierarchical labels into a sequence. Let Y denote the label
set and π : Y → Y denote the parent relationship where π(y) is the parent node of
y ∈ Y . Given a word w, its labels form a tree structure hierarchy. We then choose
each path from the root node to the leaf node, and transform it into a sequence
{y1, y2, . . . , yL} where π(yi ) = yi−1, ∀i ∈ [2, L] and L is the number of levels in
the hierarchy. In this way, when the model predicts a label yi , it takes into consid-
eration the probability of parent label sequence {y1,. . . ,yi−1}. Formally, the decoder
defines a probability over the label sequence:
P(y1, y2, . . . , yL) =
L∏
i=1
P(yi |(y1, . . . , yi−1),w). (6.41)
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A common approach for decoder is to use LSTM [27] so that each conditional
probability is computed as
P(yi |(y1, . . . , yi−1),w) = g(yi−1, si ) = oi  tanh(hi ), (6.42)
where
hi = fi  hi−1 + ii  h̃i ,
h̃i = tanh(Wh[hi−1; yi−1] + bh),
oi = Sigmoid(Wo[hi−1; yi−1] + bo),
zi = Sigmoid(Wz[hi−1; yi−1] + bz),
fi = Sigmoid(W f [hi−1; yi−1] + b f ), (6.43)
where  is an element-wise multiplication and hi is the i th hidden state of the RNN.
Wh ,Wo,Wz ,W f are weights and bh , bo, bz , b f are biases. oi , zi , and fi are known
as output gate layer, input gate layer, and forget gate layer, respectively.
To take advantage of word embeddings, the initial state h0 = w is defined where
w represents the embedding of the word. In other words, the word embeddings are
applied as the initial state of the decoder.
Specifically, the inputs of our model are word embeddings and label embeddings.
First, rawwords are transformed into word embeddings by an embeddingmatrixE ∈
R
|V |×dw , where dw is the word embedding dimension. Then, at each time step, label
embeddings y are fed to the model, which is obtained by a label embedding matrix
Y ∈ R|Y |×dy , where dy is the label embedding dimension. Here word embeddings are
pretrained and fixed during training.
Generally speaking, the decoder is expected to decode word labels hierarchically
based on word embeddings. At each time step, the decoder will predict the current
label depending on previously predicted labels.
Hierarchical Decoder with Sememe Attention. The basic decoder uses word
embeddings as the initial state, then predicts word labels hierarchically as sequences.
However, each word in the basic decoder model has only one representation. This
is insufficient because many words are polysemous and many categories are fine-
grained in the LIWC lexicon. It is difficult to handle these properties using a single
real-valued vector. Therefore, Zeng et al. [68] propose to incorporate sememe infor-
mation.
Because different sememes represent different meanings of a word, they should
have different weights when predicting word labels. Moreover, we believe that the
same sememe should have different weights in different categories. Take the word
apex in Fig. 6.12, for example. The sememe location should have a relatively
higherweight when the decoder chooses among the subclasses of relative.When
choosing among the subclasses of PersonalConcerns, location should have
a lower weight because it represents a relatively irrelevant sense vertex.
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Fig. 6.12 Example word apex and its senses and sememes in HowNet annotation
To achieve these goals, the utilization of attention mechanism [1] is proposed
to incorporate sememe information when decoding the word label sequence. The
structure of the model is illustrated in Fig. 6.13.
Similar to the basic decoder approach, word embeddings are applied as the initial
state of the decoder. The primary difference is that the conditional probability is
defined as
P(yi |(y1, . . . , yi−1),w, ci ) = g([yi−1; ci ],hi ), (6.44)
where ci is known as context vector. The context vector ci depends on a set of sememe
embeddings {x1, . . . , xN}, acquired by a sememe embedding matrix X ∈ R|S|×ds ,
where ds is the sememe embedding dimension.
To be more specific, the context vector ci is computed as a weighted sum of the




αi jx j . (6.45)
The weight αi j of each sememe embedding x j is defined as
αi j = exp(v · tanh(W1yi−1 + W2x j ))∑N
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…
Fig. 6.13 The architecture of sememe attention decoder with word embeddings as the initial state
where v ∈ Ra is a trainable parameter, W1 ∈ Ra×dy and W2 ∈ Ra×ds are weight
matrices, and a is the number of hidden units in attention model.
Intuitively, at each time step, the decoder chooses which sememes to pay atten-
tion to when predicting the current word label. In this way, different sememes can
have different weights, and the same sememe can have different weights in differ-
ent categories. With the support of sememe attention, the decoder can differentiate
multiple meanings in a word and the fine-grained categories and thus can expand a
more accurate and comprehensive lexicon.
6.4 Summary
In this chapter, we first give an introduction to the most well-known sememe knowl-
edge base, HowNet, which uses about 2, 000 predefined sememes to annotate over
100, 000 Chinese and English words and phrases. Different from other linguistic
knowledge bases like WordNet, HowNet is based on the minimum semantics units
(sememes) and captures the compositional relations between sememes and words.
To learn the representations of sememe knowledge, we elaborate on three models,
namely Simple Sememe Aggregation model (SSA), Sememe Attention over Context
model (SAC), and Sememe Attention over Target model (SAT). These models not
only learn the representations of sememes but also help improve the representations
ofwords.Next,wedescribe someapplications of sememeknowledge, includingword
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representation, semantic composition, and language modeling.We also detail how to
automatically predict sememes for both monolingual and cross-lingual unannotated
words.
For further learning of sememe knowledge-based NLP, you can read the book
written by the authors of HowNet [18]. You can also find more related papers in
this paper list https://github.com/thunlp/SCPapers. You can use the open source API
OpenHowNet https://github.com/thunlp/OpenHowNet to access HowNet data.
In the future, there are some research directions worth exploring:
(1) Utilizing Structures of Sememe Annotations. The sememe annotations in
HowNet are hierarchical, and sememes annotated to a word are actually organized
as a tree. However, existing studies still do not utilize the structural information of
sememes. Instead, in current methods, sememes are simply regarded as semantic
labels. In fact, the structures of sememes also incorporate abundant semantic infor-
mation and will be helpful to the deep understanding of lexical semantics. Besides,
existing sememe prediction studies also predict unstructured sememes only, and it
is an interesting task to conduct structured sememe predictions.
(2) Leveraging Sememes in Low-data Regimes. One of the most important and
typical characteristics of sememes is that limited sememes can represent unlimited
semantics, which can play an important and positive role in tackling the low-data
regimes. Inword representation learning, the representations of low-frequencywords
can be improved by their sememes, which have been well learned with the high-
frequency words they annotate. We believe sememes will be beneficial to other
low-data regimes, e.g., low-resource language NLP tasks.
(3)BuildingSememeKnowledgeBases forOtherLanguages.OriginalHowNet
annotates sememes for only two languages: Chinese and English. As far as we
know, there are not sememe knowledge bases like HowNet in other languages. Since
HowNet and its sememe knowledge have been verified helpful for better understand-
ing human languages, it will be of great significance to annotate sememes for words
and phrases in other languages. In the section, we have described a study on cross-
lingual sememe prediction. And we think it is promising to make efforts toward this
direction.
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Abstract World knowledge representation aims to represent entities and relations
in the knowledge graph in low-dimensional semantic space, which have been widely
used in large knowledge-driven tasks. In this chapter, we first introduce the concept
of the knowledge graph. Next, we introduce the motivations and give an overview
of the existing approaches for knowledge graph representation. Further, we discuss
several advanced approaches that aim to deal with the current challenges of knowl-
edge graph representation. We also review the real-world applications of knowledge
graph representation, such as language modeling, question answering, information
retrieval, and recommender systems.
7.1 Introduction
Knowledge Graph (KG), which is also named as Knowledge Base (KB), is a signif-
icant multi-relational dataset for modeling concrete entities and abstract concepts in
the real world. It provides useful structured information and plays a crucial role in
lots of real-world applications such as web search and question answering. It is not
exaggerated to say that knowledge graphs teach us how to model the entities as well
as the relationships among them in this complicated real world.
To encode knowledge into a real-world application, knowledge graph represen-
tation, which represents entities and relations in knowledge graphs with distributed
representations, has been proposed and applied to various real-world artificial intel-
ligence fields including question answering, information retrieval, and dialogue sys-
tem. That is, knowledge graph representation learning plays a vital role as a bridge
between knowledge graphs and knowledge-driven tasks.
In this section, we will introduce the concept of knowledge graph, several typical
knowledge graphs, knowledge graph representation learning, and several typical
knowledge-driven tasks.
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7.1.1 World Knowledge Graphs
In ancient times, knowledge was stored and inherited through books and letters
written on parchment or bamboo slip. With the Internet thriving in the twenty-first
century, millions of thousands of messages have flooded into the World Wide Web,
and knowledge was transferred to the semi-structured textual information on the
web. However, due to the information explosion, it is not easy to extract knowledge
we want from the significant, noisy plain text on the Internet. To obtain knowledge
effectively, people notice that the world is not only made of strings but also made of
entities and relations. Knowledge Graph, which arranges structured multi-relational
data of concrete entities and abstract concepts in the real world, is blooming in recent
years and attracts wide attention in both academia and industry.
KGs are usually constructed from existing Semantic Web datasets in Resource
Description Framework (RDF) with the help of manual annotation, while it can
also be automatically enriched by extracting knowledge from large plain texts on
the Internet. A typical KG usually contains two elements, including entities (i.e.,
concrete entities and abstract concepts in the real world) and relations between
entities. It usually represents knowledge with large quantities of triple facts in the
triple form of 〈head entity, relation, tail entity〉 abridged as 〈h, r, t〉. For example,
William Shakespeare is a famous English poet and playwright, who is widely
regarded as the greatest writer in the English language, and Romeo and Juliet
is one of his masterpieces. In knowledge graph, we will represent this knowledge as
〈William Shakespeare, works_written, Romeo and Juliet〉. Note
that in the real world, the same head entity and relation may have multiple tail
entities (e.g., William Shakespeare also wrote Hamlet and A Midsummer
Night’s Dream), and reversely the same situation will happen when tail entity
and relation are fixed. Even it is possible when both the head entity and tail entity are
multiple (e.g., in relations like actor_in_movie). However, in KG, all knowl-
edge can be represented in triple facts regardless of the types of entities and relations.
Through these triples, we can generate a huge directed graph whose nodes corre-
spond to entities and edges correspond to relations to model the real world. With the
well-structured united knowledge representation, KGs are widely used in a variety
of applications to enhance their system performance.
There are several KGs widely utilized nowadays in applications of information
retrieval and question answering. In this subsection, we will introduce some famous
KGs such as Freebase, DBpedia, Yago, and WordNet. In fact, there are also lots
of comparatively smaller KGs in specific fields of knowledge functioned in vertical
search.
7.1.1.1 Freebase
Freebase is one of the most popular knowledge graphs in the world. It is a large
community-curated database consisting of well-known people, places, and things,
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Fig. 7.1 An example of search results in Freebase
which is composed of existing databases and its community members. Freebase
was first developed by Metaweb, an American software company, and ran since
March 2007. In July 2010, Metaweb was acquired by Google, and Freebase was
combined to power up Google’s Knowledge Graph. In December 2014, the Freebase
team officially announced that the website, as well as the API of Freebase, would
be shut down by June 30, 2015. While the data in Freebase would be transferred
to Wikidata, which is another collaboratively edited knowledge base operated by
Wikimedia Foundation. Up to March 24, 2016, Freebase arranged 58,726,427 topics
and 3,197,653,841 facts.
Freebase contains well-structured data representing relationships between entities
aswell as the attributes of entities in the formof triple facts (Fig. 7.1).Data in Freebase
was mainly harvested from various sources, including Wikipedia, Fashion Model
Directory, NNDB, MusicBrainz, and so on. Moreover, the community members also
contributed a lot to Freebase. Freebase is an open and shared database that aims to
construct a global database which encodes the world’s knowledge. It announced an
open API, RDF endpoint, and a database dump for its users for both commercial and
noncommercial use. As described by Tim O’Reilly, Freebase is the bridge between
the bottom-up vision ofWeb 2.0 collective intelligence and themore structuredworld
of the Semantic Web.
7.1.1.2 DBpedia
DBpedia is a crowd-sourced community effort aiming to extract structured content
from Wikipedia and make this information accessible on the web. It was started by
researchers at Free University of Berlin, Leipzig University and OpenLink Software,
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initially released to the public in January 2007. DBpedia allows users to ask semantic
queries associated with Wikipedia resources, even including links to other related
datasets, which makes it easier for us to fully utilize the massive amount of informa-
tion in Wikipedia in a novel and effective way. DBpedia is also an essential part of
the Linked Data effort described by Tim Berners-Lee.
The English version of DBpedia describes 4.58 million entities, out of which
4.22 million are classified in a consistent ontology, including 1,445,000 persons,
735,000 places, 411,000 creativeworks, 251,000 species, 241,000 organizations, and
6,000 diseases. There are also localized versions of DBpedia in 125 languages, all of
which contain 38.3million entities. Besides, DBpedia also contains a great number of
internal and external links, including 80.9million links toWikipedia categories, 41.2
million links toYAGOcategories, 25.2million links to images, and 29.8million links
to external web pages. Moreover, DBpedia maintains a hierarchical, cross-domain
ontology covering overall 685 classes, which has been manually created based on
the commonly used infoboxes in Wikipedia.
DBpedia has several advantages over other KGs. First, DBpedia has a close con-
nection to Wikipedia and can automatically evolve as Wikipedia changes. It makes
the update process of DBpedia more efficient. Second, DBpedia is multilingual that
is convenient for users over the world with their native languages.
7.1.1.3 YAGO
YAGO, which is short for Yet Another Great Ontology, is a high-quality KG devel-
opedbyMaxPlanck Institute forComputer Science inSaarbruücken initially released
in 2008. Knowledge in YAGO is automatically extracted fromWikipedia, WordNet,
and GeoNames, whose accuracy has been manually evaluated and proves a con-
firmed accuracy of 95%. YAGO is special not only because of the confidence value
every fact possesses depending on themanual evaluation but also because that YAGO
is anchored in space and time, which can provide a spatial dimension or temporal
dimension to part of its entities.
Currently, YAGO has more than 10 million entities, including persons, organi-
zations, and locations, with over 120 million facts about these entities. YAGO also
combines knowledge extracted from Wikipedias of 10 different languages and clas-
sifies them into approximately 350,000 classes according to the Wikipedia category
system and the taxonomy of WordNet. YAGO has also joined the linked data project
and been linked to the DBpedia ontology and the SUMO ontology (Fig. 7.2).
7.2 Knowledge Graph Representation
Knowledge Graphs provide us with a novel aspect to describe the world with entities
and triple facts, which attract growing attention from researchers. Large KGs such
as Freebase, DBpedia, and YAGO have been constructed and widely used in an
enormous amount of applications such as question answering and Web search.
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Fig. 7.2 An example of search results in YAGO
However, with KG size increasing, we are facing two main challenges: data spar-
sity and computational inefficiency. Data sparsity is a general problem in lots of
fields like social network analysis or interest mining. It is because that there are too
many nodes (e.g., users, products, or entities) in a large graph, while too few edges
(e.g., relationships) between these nodes, since the number of relations of a node is
limited in the real world. Computational efficiency is another challenge we need to
overcome with the increasing size of knowledge graphs.
To tackle these problems, representation learning is introduced to knowledge rep-
resentation. Representation learning inKGs aims to project both entities and relations
into a low-dimensional continuous vector space to get their distributed representa-
tions, whose performance has been confirmed in word representation and social rep-
resentation. Compared with the traditional one-hot representation, distributed repre-
sentation hasmuch fewer dimensions, and thus lowers the computational complexity.
What is more, distributed representation can explicitly show the similarity between
entities through some distance calculated by the low-dimensional embeddings, while
all embeddings in one-hot representation are orthogonal, making it difficult to tell
the potential relations between entities.
With the advantages above, knowledge graph representation learning is blooming
in knowledge applications, significantly improving the ability of KGs on the task
of knowledge completion, knowledge fusion, and reasoning. It is considered as the
bridge between knowledge construction, knowledge graphs, and knowledge-driven
applications. Up till now, a high number of methods have been proposed using a
distributed representation for modeling knowledge graphs, with the learned knowl-
edge representations widely utilized in various knowledge-driven tasks like question
answering, information retrieval, and dialogue system.
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In summary, Knowledge graph Representation Learning (KRL) aims to construct
distributed knowledge representations for entities and relations, projecting knowl-
edge into low-dimensional semantic vector spaces. Recent years have witnessed sig-
nificant advances in knowledge graph representation learning with a large amount of
KRL methods proposed to construct knowledge representations, among which the
translation-based methods achieve state-of-the-art performance in many KG tasks,
with a right balance in both effectiveness and efficiency.
In this section, we will first describe the notations that we will use in KRL. Then,
we will introduce TransE, which is the fundamental version of translation-based
methods. Next, we will explore the various extension methods of TransE in detail.
At last, we will take a brief look over other representation learning methods utilized
in modeling knowledge graphs.
7.2.1 Notations
First, we introduce the general notations used in the rest of this section. We use
G = (E, R, T ) to denote the whole KG, in which E = {e1, e2, . . . , e|E |} stands for
the entity set, R = {r1, r2, . . . , r|R|} stands for the relation set, and T stands for the
triple set. |E | and |R| are the corresponding entity and relation numbers in their
overall sets. As stated above, we represent knowledge in the form of triple fact
〈h, r, t〉, where h ∈ E means the head entity, t ∈ E means the tail entity, and r ∈ R
means the relation between h and t .
7.2.2 TransE
TransE [7] is a translation-based model for learning low-dimensional embeddings of
entities and relations. It projects entities as well as relations into the same semantic
embedding space, and then considers relations as translations in the embedding space.
First, we will start with the motivations of this method, and then discuss the details
in how knowledge representations are trained under TransE. Finally, we will explore
the advantages and disadvantages of TransE for a deeper understanding.
7.2.2.1 Motivation
There are three main motivations behind the translation-based knowledge graph
representation learning method. The primary motivation is that it is natural to con-
sider relationships between entities as translating operations. Through distributed
representations, entities are projected to a low-dimensional vector space. Intuitively,
we agree that a reasonable projection should map entities with similar semantic
meanings to the same field, while entities with different meanings should belong to
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distinct clusters in the vector space. For example, William Shakespeare and
Jane Austenmay be in the same cluster of writers,Romeo, and Juliet and
Pride and Prejudice may be in another cluster of books. In this case, they
share the same relation works_written, and the translations between writers and
books in the vector space are similar.
The secondarymotivation of TransE derives from the breakthrough in word repre-
sentation byWord2vec [49]. Word2vec proposes two simple models, Skip-gram and
CBOW, to learn word embeddings from large-scale corpora, significantly improv-
ing the performance in word similarity and analogy. The word embeddings learned
by Word2vec have some interesting phenomena: if two word-pairs share the same
semantic or syntactic relationships, their subtraction embeddings in each word pair
will be similar. For instance, we have
w(king) − w(man) ≈ w(queen) − w(woman), (7.1)
which indicates that the latent semantic relation between king and man, which is
similar to the relation between queen and woman, is successfully embedded in
the word representation. This approximate relation could be found not only with the
semantic relations but also with the syntactic relations. We have
w(bigger) − w(big) ≈ w(smaller) − w(small). (7.2)
The phenomenon found in word representation strongly implies that there may
exist an explicit method to represent relationships between entities as translating
operations in vector space.
The last motivation comes from the consideration of computational complexity.
On the one hand, a substantial increase in model complexity will result in high
computational costs and obscure model interpretability. Moreover, a complex model
may lead to overfitting. On the other hand, experimental results on model complexity
demonstrate that the simplermodels perform almost as good asmore expressivemod-
els in most KG applications, in the condition that there are sizeable multi-relational
dataset and a relatively large amount of relations. As KG size increases, computa-
tional complexity becomes the primary challenge in the knowledge graph represen-
tation. The intuitive assumption of translation leads to a better trade-off between
accuracy and efficiency.
7.2.2.2 Methodology
As illustrated in Fig. 7.3, TransE projects entities and relations into the same low-
dimensional space. All embeddings take values in Rd , where d is a hyperparameter
indicating the dimension of embeddings. With the translation assumption, for each
triple 〈h, r, t〉 in T , we want the summation embedding h + r to be the nearest
neighbor of tail embedding t. The score function of TransE is then defined as follows:
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E (h, r, t) = ‖h + r − t‖. (7.3)
More specifically, to learn such embeddings of entities and relations, TransE
formalizes a margin-based loss function with negative sampling as objective for






max(γ + E (h, r, t)) − E (h′, r ′, t ′), 0), (7.4)
in which E (h, r, t) is the score of energy function for a positive triple (i.e., triple in
T ) and E (h′, r ′, t ′) is that of a negative triple. The energy function E can be either
measured by L1 or L2 distance. γ > 0 is a hyperparameter of margin and a bigger
γ means a wider gap between positive and the corresponding negative scores. T− is
the negative triple set with respect to T .
Since there are no explicit negative triples in knowledge graphs, we define T− as
follows:
T− = {〈h′, r, t〉|h′ ∈ E} ∪ {〈h, r ′, t〉|r ′ ∈ R} ∪ {〈h, r, t ′〉|t ′ ∈ E}, 〈h, r, t〉 ∈ T,
(7.5)
which means the negative triple set T− is composed of the positive triple 〈h, r, t〉
with head entity, relation, or tail entity randomly replaced by any other entities or
relations in KG. Note that the new triple generated after replacement will not be
considered as a negative sample if it has already been in T .
TransE is optimized using mini-batch stochastic gradient descent (SGD), with
entities and relations randomly initialized. Knowledge completion, which is a link
prediction task aiming to predict the third element in a triple (could be either entity
or relation) with the given rest two elements, is designed to evaluate the learned
knowledge representations.
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7.2.2.3 Disadvantages and Challenges
TransE is effective and efficient and has shown its power on link prediction. However,
it still has several disadvantages and challenges to be further explored.
First, in knowledge completion, we may have multiple correct answers with the
given two elements in a triple. For instance, with the given head entity William
Shakespeare and the relation works_written, we will get a list of master-
pieces includingRomeo and Juliet,Hamlet andA Midsummer Night’s
Dream. These books share the same information in thewriterwhile differing inmany
other fields such as theme, background, and famous roles in the book. However,
with the translation assumption in TransE, every entity has only one embedding
in all triples, which significantly limits the ability of TransE in knowledge graph
representations. In [7], the authors categorize all relations into four classes, 1-to-1,
1-to-Many, Many-to-1, Many-to-Many, according to the cardinalities of their head
and tail arguments. A relation is considered as 1-to-1 if most heads appear with
one tail, 1-to-Many if a head can appear with many tails, Many-to-1 if a tail can
appear with many heads, and Many-to-Many if multiple heads appear with multiple
tails. Statistics demonstrate that the 1-to-Many, Many-to-1, Many-to-Many relations
occupy a large proportion. TransE does well in 1-to-1, but it has issues when dealing
with 1-to-Many, Many-to-1, Many-to-Many relations. Similarly, TransE may also
struggle with reflexive relations.
Second, the translating operation is intuitive and effective, only considering the
simple one-step translation, which may limit the ability to model KGs. Taking enti-
ties as nodes and relations as edges, we can construct a huge knowledge graph
with the triple facts. However, TransE focuses on minimizing the energy function
E (h, r, t) = ‖h + r − t‖, which only utilize the one-step relation information in
knowledge graphs, regardless of the latent relationships located in long-distance
paths. For example, if we know the triple fact that 〈The forbidden city,
locate_in, Beijing〉 and 〈Beijing, capital_of, China〉, we can infer
that The forbidden city locates in China. TransE can be further enhanced
with the favor of multistep information.
Third, the representation and the dissimilarity function in TransE are oversimpli-
fied for the consideration of efficiency. Therefore, TransEmay not be capable enough
of modeling those complicated entities and relations in knowledge graphs. There still
exist challenges on how to balance the effectiveness and efficiency, avoiding both
overfitting and underfitting.
Besides the disadvantages and challenges stated above, multisource information
such as textual information and hierarchical type/label information is of great sig-
nificance, which will be further discussed in the following.
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7.2.3 Extensions of TransE
There are lots of extension methods following TransE to address the challenges
above. Specifically, TransH, TransR, TransD, and TranSparse are proposed to solve
the challenges in modeling 1-to-Many, Many-to-1, and Many-to-Many relations,
PTransE is proposed to encode long-distance information located in multistep paths,
and CTransR, TransA, TransG, and KG2E further extend the oversimplified model
of TransE. We will discuss these extension methods in detail.
7.2.3.1 TransH
With distributed representation, entities are projected to the semantic vector space,
and similar entities tend to be in the same cluster. However, it seems that William
Shakespeare should be in the neighborhood of Isaac Newton when talking
about nationality, while it should be next to Mark Twainwhen talking about occu-
pation. To accomplish this, we want entities to show different preferences in different
situations, that is, to have multiple representations in different triples.
To address the issue when modeling 1-to-Many, Many-to-1, Many-to-Many, and
reflexive relations, TransH [77] enables an entity to have multiple representations
when involved in different relations. As illustrated in Fig. 7.4, TransH proposes a
relation-specific hyperplane wr for each relation, and judge dissimilarities on the
hyperplane instead of the original vector space of entities. Given a triple 〈h, r, t〉,
TransH first projects h and t to the corresponding hyperplanewr to get the projection
h⊥ and t⊥, and the translation vector r is used to connect h⊥ and t⊥ on the hyperplane.
The score function is defined as follows:
E (h, r, t) = ‖h⊥ + r − t⊥‖, (7.6)
in which we have
h⊥ = h − w
r hwr , t⊥ = t − w
r twr , (7.7)
where wr is a vector and ‖wr‖2 is restricted to 1. As for training, TransH also
minimizes the margin-based loss function with negative sampling which is similar
to TransE, and use mini-batch SGD to learn representations.
7.2.3.2 TransR/CTransR
TransH enables entities to have multiple representations in different relations with
the favor of hyperplanes, while entities and relations are still restricted in the same
semantic vector space, whichmay limit the ability formodeling entities and relations.
TransR [39] assumes that entities and relations should be arranged in distinct spaces,
that is, entity space for all entities and relation space for each relation.




Fig. 7.4 The architecture of TransH model [47]
As illustrated in Fig. 7.5, For a triple 〈h, r, t〉, h, t ∈ Rk and r ∈ Rd , TransR first
projects h and t from entity space to the corresponding relation space of r . That is
to say, every entity has a relation-specific representation for each relation, and the
translating operation is processed in the specific relation space. The energy function
of TransR is defined as follows:
E (h, r, t) = ‖hr + r − tr‖, (7.8)
where hr and tr stand for the relation-specific representation for h and tr in the
corresponding relation space of r . The projection from entity space to relation space
is
hr = hMr , tr = tMr , (7.9)
where Mr ∈ Rk×d is a projection matrix mapping entities from the entity space to
the relation space of r . TransR also constrains the norms of the embeddings and has
‖h‖2 ≤ 1, ‖t‖2 ≤ 1, ‖r‖2 ≤ 1, ‖hr‖2 ≤ 1, ‖tr‖2 ≤ 1. As for training, TransR shares
the same margin-based score function as TransE.
Furthermore, the author found that some relations in knowledge graphs could
be divided into a few sub-relations that give more precise information. The dif-
ferences between those sub-relations can be learned from corresponding entity
pairs. For instance, the relation location_contains has head-tail patterns like
city-street, country-city, and even country-university, showing
different attributes in cognition. With the sub-relations being considered, entities
may be projected to more precise positions in the semantic vector space.
Cluster-basedTransR (CTransR),which is an enhanced version of TransRwith the
sub-relations into consideration, is then proposed.More specifically, for each relation
r , all entity pairs (h, t) are first clustered into several groups. The clustering of entity
pairs depends on the subtraction result of t − h, in which h and t are pretrained by
TransE. Next, we learn a distinct sub-relation vector rc for each cluster according to
the corresponding entity pairs, and the original energy function is modified as








entity space relation space of r
Fig. 7.5 The architecture of TransR model [47]
E (h, r, t) = ‖hr + rc − tr‖ + α‖rc − r‖, (7.10)
where ‖rc − r‖wants the sub-relation vector rc not to be too distinct from the unified
relation vector r.
7.2.3.3 TransD
TransH and TransR focus on the multiple representations of entities in different
relations, improving the performance on knowledge completion and triple classi-
fication. However, both models only project entities according to the relations in
triples, ignoring the diversity of entities. Moreover, the projection operation with
matrix-vector multiplication leads to a higher computational complexity compared
to TransE, which is time consuming when applied on large-scale graphs. To address
this problem, TransD [32] proposes a novel projection method with a dynamic map-
pingmatrix depending on both entity and relation,which takes the diversity of entities
as well as relations into consideration.
TransD defines two vectors for each entity and relation, i.e., the original vector that
is also used in TransE, TransH, and TransR for distributed representation of entities
and relations, and the projection vector that is used in constructing projectionmatrices
for mapping entities from entity space to relation space. As illustrated in Fig. 7.6,
TransD uses h, t, r to represent the original vectors, while hp, tp, and rp are used to
represent the projection vectors. There are two projection matricesMrh ,Mr t ∈ Rm×n
used to project from entity space to relation space, and the projection matrices are
dynamically constructed as follows:
Mrh = rph
p + Im×n, Mr t = rpt
p + Im×n, (7.11)













Fig. 7.6 The architecture of TransD model [47]
which means the projection vectors of entity and relation are combined to determine
the dynamic projection matrix. The score function is then defined as
E (h, r, t) = ‖Mrhh + r − Mr t t‖. (7.12)
The projection matrices are initialized with identity matrices, and there are also
some normalization constraints as in TransR.
TransD proposes a dynamic method to construct projection matrices with the
consideration of diversity in both entities and relations, achieving better performance
compared to existing methods in link prediction and triple classification. Moreover,
it lowers both computational and spatial complexity compared to TransR.
7.2.3.4 TranSparse
The extension methods of TransE stated above focus on the multiple representa-
tions for entities in different relations and entity pairs. However, there are still two
challenges ignored: (1) The heterogeneity. Relations in knowledge graphs differ in
granularity. Some complex relations may link to many entity pairs, while some rela-
tively simple relations not. (2) The unbalance. Some relations may have more links
to head entities and fewer links to tail entities, and vice versa. The performance will
be further improved if we consider these rather than merely treat all relations equally.
Existing methods like TransR build projection matrices for each relation, while
these projectionmatrices have the same number of parameters, regardless of the vari-
ety in the complexity of relations. TranSparse [33] is then proposed to address the
issues. The underlying assumption of TranSparse is that complex relations should
havemore parameters to learn while simple relations have fewer, where the complex-
ity of a relation is judged from the number of triples or entities linked by the relation.
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To accomplish this, two models, i.e., TranSparse(share) and TranSparse(separate),
are proposed for avoiding overfitting and underfitting.
Inspired by TransR, TranSparse(share) builds a projection matrixMr (θr ) for each
relation r . This projectionmatrix is sparse, and the sparse degree θr mainlydepends on
the number of entity pairs linked to r . Suppose Nr is the number of linked entity pairs,
N ∗r represents the maximum number of Nr , and θmin denotes the minimum sparse
degree of projection matrixMr that 0 ≤ θmin ≤ 1. The sparse degree of relation r is
defined as follows:
θr = 1 − (1 − θmin)Nr/N ∗r . (7.13)
Both head and tail entities share the same sparse projection matrix Mr (θr ) in
translation. The score function is
E (h, r, t) = ‖Mr (θr )h + r − Mr (θr )t‖. (7.14)
Differing from TranSparse(share), TranSparse(separate) builds two different
sparse matrices Mrh(θrh) and Mr t (θr t ) for head and tail entities. The sparse degree
θrh (or θr t ) then depends on the number of head (or tail) entities linked by relation
r . We have Nrh (or Nrt ) to represent the number of head (or tail) entities, as well as
N ∗rh (or N ∗r t ) to represent the maximum number of Nrh (or Nrt ). And θmin will also
be set as the minimum sparse degree of projection matrices that 0 ≤ θmin ≤ 1. We
have
θrh = 1 − (1 − θmin)Nrh/N ∗rh, θr t = 1 − (1 − θmin)Nrt/N ∗r t . (7.15)
The score function of TranSparse(separate) is
E (h, r, t) = ‖Mrh(θrh)h + r − Mr t (θr t )t‖. (7.16)
Through the sparse projection matrix, TranSparse solves the heterogeneity and
the unbalance simultaneously.
7.2.3.5 PTransE
The extension models of TransE stated above are mainly focused on the challenge of
multiple representations of entities in different scenarios. However, those extension
models only consider the simple one-step paths (i.e., relation) in translating operation,
ignoring the rich global information located in the whole knowledge graphs. Consid-
ering the multistep relational path is a potential method to utilize the global informa-
tion. For instance, if we notice the multistep relational path that 〈The forbidden
city, locate_in, Beijing〉 → 〈Beijing, capital_of, China〉, we can
inference with confidence that the triple 〈The forbidden city, locate_in,
China〉 may exist. The relational path provides us with a powerful way to con-
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struct better knowledge graph representations and even get a better understanding of
knowledge reasoning.
There are two main challenges when encoding the information in multistep rela-
tional paths. First, how to select reliable and meaningful relational paths among
enormous path candidates in KGs, since there are lots of relation sequence patterns
which do not indicate reasonable relationships. Let us just consider the relational
path 〈The forbidden city, locate_in, Beijing〉 → 〈Beijing, held,
2008 Summer Olympics〉, it is hard to describe the relationship between The
forbidden city and 2008 Summer Olympics. Second, how to model
those meaningful relational paths once we get them since it is difficult to solve
this composition semantic problem in relational paths.
PTransE [38] is then proposed to model the multistep relational paths. To select
meaningful relational paths, the authors propose a Path-Constraint Resource Alloca-
tion (PCRA) algorithm to judge the relation path reliability. Suppose there is infor-
mation (or resource) in head entity h which will flow to tail entity t through some
certain relational paths. The basic assumption of PCRA is that: the reliability of path
 depends on the resource amount that finally flows from head to tail. Formally, we
set  = (r1, . . . , rl) for a certain path between h and t . The resource travels from h
to t and the path could be represented as S0/h
r1−→ S1 r2−→ . . . rl−→ Sl/t . For an entity





|Si (n, ·)| R(n), (7.17)
where Si−1(·,m) indicates all direct predecessors of entitym along with relation ri in
Si−1, and Si (n, ·) indicates all direct successors of n ∈ Si−1 with relation r . Finally,
the resource amount of tail R(t) is used to measure the reliability of  in the given
triple 〈h, , t〉.
Once we have learned the reliability and select those meaningful relational path
candidates, the next challenge is how to model the meaning of those multistep paths.
PTransE proposes three types of composition operation, namely, Addition, Multipli-
cation, and recurrent neural networks, to get the representation l of  = (r1, . . . , rl)
through those relations. The score function of the path triple 〈h, , t〉 is defined as
follows:
E (h, , t) = ‖l − (t − h)‖ ≈ ‖l − r‖ = E (, r), (7.18)
where r indicates the golden relation between h and t . Since PTransE wants to meet
the assumption in TransE that r ≈ t − h simultaneously, PTransE directly utilizes r








R(|h, t)L (, r)], (7.19)
















Fig. 7.7 The architecture of TransA model [47]
where L (h, r, t) is the margin-based score function with E (h, r, t) and L (, r) is
themargin-based score functionwithE (, r). The reliability R(|h, t) of  in (h, , t)
is well considered in the overall loss function.
Besides PTransE, similar ideas such as [21, 22] also consider the multistep rela-
tional paths on different tasks such as knowledge completion and question answer-
ing successfully. These works demonstrate that there is plentiful information located
in multi-step relational paths, which could significantly improve the performance
of knowledge graph representation, and further explorations on more sophisticated
models for relational paths are still promising.
7.2.3.6 TransA
TransA [78] is proposed to solve the following problems in TransE and other
extensions: (1) TransE and its extensions only consider the Euclidean distance in
their energy functions, which seems to be less flexible. (2) Existing methods regard
each dimension in the semantic vector space identically whatever the triple is, which
may bring in errors when calculating dissimilarities. To solve these problems, as
illustrated in Fig. 7.7, TransA replaces the inflexible Euclidean distancewith adaptive
Mahalanobis distance, which is more adaptive and flexible. The energy function of
TransA is as follows:
E (h, r, t) = (|h + r − t|)
Wr (|h + r − t|), (7.20)
where Wr is a relation-specific nonnegative symmetric matrix corresponding to the
adaptive matric. Note that the |h + r − t| stands for a nonnegative vector that each
dimension is the absolute value of the translating operation. We have
(|h + r − t|)  (|h1 + r1 − t1|, |h2 + r2 − t2|, . . . |hn + rn − tn|). (7.21)
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7.2.3.7 KG2E
Existing translation-based models usually consider entities and relations as vectors
embedded in low-dimensional semantic spaces.However, as explained above, entities
and relations in KGs are various with different granularities. Therefore, the margin
in the margin-based score function that is used to distinguish positive triples from
negative triples should be more flexible due to the diversity, and the uncertainties of
entities and relations should be taken into consideration.
To solve this, KG2E [30] is proposed, introducing the multidimensional Gaus-
sian distributions to KG representations. As illustrated in Fig. 7.8, KG2E represents
each entity and relation with a Gaussian distribution. Specifically, the mean vector
denotes the entity/relation’s central position, and the covariance matrix denotes its
uncertainties. To learn the Gaussian distributions for entities and relations, KG2E
also follows the score function proposed in TransE. For a triple 〈h, r, t〉, the Gaussian
distributions of entity and relation are defined as follows:
h ∼ N (μh,Σh), t ∼ N (μt ,Σ t ), r ∼ N (μr ,Σr ). (7.22)
Note that the covariances are diagonal for the consideration of efficiency. KG2E
hypothesizes that the head and tail entity are independent with specific relations, then
the translation h − t could be defined as
h − t = e ∼ N (μh − μt ,Σh + Σ t ). (7.23)
To measure the dissimilarity between e and r, KG2E proposes two methods con-
sidering both asymmetric similarity and symmetric similarity.
The asymmetric similarity is based on the KL divergence between e and r, which
is a straightforward method to measure the similarity between two probability dis-
tributions. The energy function is as follows:









tr(Σ−1r Σr ) + (μr − μe)







where tr(Σ) indicates the trace of Σ , and Σ−1 indicates the inverse.
The symmetric similarity is based on the expected likelihood or probability prod-
uct kernel. KE2G takes the inner product between Pe and Pr as the measurement of
similarity. The logarithm of energy function is
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E (h, r, t) =
∫
x∈Rke
N (x; μe, Σe)N (x;μr , Σr )dx
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The optimization objective of KG2E is also margin-based similar to TransE. Both
asymmetric and symmetric similarities are constrained by some regularization to
avoid overfitting:
∀l ∈ E ∪ R, ‖μl‖2 ≤ 1, cminI ≤ Σ l ≤ cmaxI, cmin > 0. (7.26)
Figure7.8 shows a brief example of representations in KG2E.
7.2.3.8 TransG
Wehave discussed the problemofTransE in the session ofTransR/CTransR that some
relations in knowledge graphs such as location_contains or has_partmay
have multiple sub-meanings. These relations are more likely to be some combina-
tions that could be divided into several more precise relations. To address this issue,
CTransR is proposed with a preprocess of clustering for each relation r depending
on the entity pairs (h, t). TransG [79] also focuses on this issue more elegantly by
introducing a generative model. As illustrated in Fig. 7.9, it assumes that different
semantic component embeddings should follow a Gaussian Mixture Model. The
generative process is as follows:
1. For each entity e ∈ E , TransG sets a standard normal distribution:μe ∼ N (0, I).
2. For a triple 〈h, r, t〉, TransG uses Chinese Restaurant Process to automatically
detect semantic components (i.e., sub-meanings in a relation): πr,n ∼ CRP(β).

















Fig. 7.9 The architecture of TransG model [47]
3. Draw thehead embedding to forma standardnormal distribution:h ∼ N (μh , σ 2h I).
4. Draw the tail embedding to form a standard normal distribution: t ∼ N (μt , σ 2t I).
5. Draw the relation embedding for this semantic component: μr,n = t − h ∼
N (μt − μh, (σ 2h + σ 2t )I).
μ is the mean embedding and σ is the variance. Finally, the score function is
E (h, r, t) ∝
Nr∑
n=1
πr,nN (μt − μh, (σ 2h + σ 2t )I), (7.27)
in which Nr is the number of semantic components of r , and πr,n is the weight of i th
component generated by the Chinese Restaurant Process.
Figure7.9 shows the advantages of the generative Gaussian Mixture Model.
7.2.3.9 ManifoldE
KG2E and TransG introduce Gaussian distributions to knowledge graph represen-
tation learning, improving the flexibility and diversity with the various forms of
entity and relation representation. However, TransE and its most extensions view the
golden triples as almost points in the low-dimensional vector space, following the
assumption of translation. This point assumption may lead to two problems: being
an ill-posed algebraic system and being over-strict with the geometric form.
ManifoldE [80] is proposed to address this issue, considering the possible position
of the golden candidate in vector space as amanifold instead of one point. The overall
score function of ManifoldE is defined as follows:
E (h, r, t) = ‖M (h, r, t) − D2r ‖2, (7.28)
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in which D2r is a relation-specific manifold parameter indicating the bias. Two kinds
ofmanifolds are thenproposed inManifoldE.ManifoldE(Sphere) is a straightforward
manifold that supposes t should be located in the sphere which has h + r to be the
center and Dr to be the radius. We have
M (h, r, t) = ‖h + r − t‖22. (7.29)
The second manifold utilized is the hyperplane for it is much easier for two
hyperplanes to intersect. The function of ManifoldE(Hyperplane) is
M (h, r, t) = (h + rh)
(t + rt ), (7.30)
in which rh and rt represent the two relation embeddings. This indicates that for
a triple 〈h, r, t〉, the tail entity t should locate in the hyperplane whose direction
is h + rh with the bias to be D2r . Furthermore, ManifoldE(Hyperplane) considers
absolute values in M (h, r, t) as |h + rh |
|t + rt | to double the solution number of
possible tails. For both manifolds, the author applies kernel forms on Reproducing
Kernel Hilbert Space.
7.2.4 Other Models
Translation-based methods such as TransE are simple but effective, whose power
has been consistently verified on various tasks like knowledge graph completion and
triple classification, achieving state-of-the-art performance. However, there are also
some other representation learning methods performing well on knowledge graph
representation. In this part, we will take a brief look at these methods as inspiration.
7.2.4.1 Structured Embeddings
Structured Embeddings (SE) [8] is a classical representation learning method for
KGs. In SE, each entity is projected to a d-dimensional vector space. SE designs two
relation-specificmatricesMr,1,Mr,2 ∈ Rd×d for each relation r , projecting both head
and tail entitieswith these relation-specificmatriceswhen calculating the similarities.
The score function of SE is defined as follows:
E (h, r, t) = ‖Mr,1h − Mr,2t‖1, (7.31)
in which both h and t are transformed into a relation-specific vector space with
those projection matrices. The assumption of SE is that the projected head and tail
embeddings should be as similar as possible according to the loss function. Different
from the translation-based methods, SE models entities as embeddings and relations
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as projection matrices. In training, SE considers all triples in the training set and
minimizes the overall loss function.
7.2.4.2 Semantic Matching Energy
SemanticMatchingEnergy (SME) [5, 6] proposes amore complicated representation
learning method. Differing from SE, SME considers both entities and relations as
low-dimensional vectors. For a triple 〈h, r, t〉,h and r are combined using a projection
function g to get a new embedding lh,r , and the same with t and r to get lt,r . Next, a
point-wise multiplication function is used on the two combined embeddings lh,r and
lt,r to get the score of this triple. SME proposes two different projection functions in
the second step, among which the linear form is
E (h, r, t) = (M1h + M2r + b1)
(M3t + M4r + b2), (7.32)
and the bilinear form is:
E (h, r, t) = ((M1h  M2r) + b1)
((M3t  M4r) + b2), (7.33)
where  is the element-wise (Hadamard) product. M1, M2, M3, M4 are weight
matrices in the projection function, and b1 and b2 are the bias. Bordes et al. [6] is
based on SME and improves the bilinear form with three-way tensors instead of
matrices.
7.2.4.3 Latent Factor Model
Latent Factor Model (LFM) is proposed for modeling large multi-relational datasets.
LFM is based on a bilinear structure, which models entities as embeddings and
relations as matrices. It could share sparse latent factors among different relations,
significantly reducing the model and computational complexity. The score function
of LFM is defined as follows:
E (h, r, t) = h
Mr t, (7.34)
in which Mr is the representation of the relation r . Moreover, [92] proposes DIST-
MULT model, which restrictsMr to be a diagonal matrix. This enhanced model not
only reduces the parameter number of LFM and thus lowers the model’s computa-
tional complexity, but also achieves better performance.
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7.2.4.4 RESCAL
RESCAL is a knowledge graph representation learning method based on matrix
factorization [54, 55]. In RESCAL, to represent all triple facts in knowledge graphs,
the authors employ a three-way tensor
−→
X ∈ Rd×d×k in which d is the dimension of
entities and k is that of relations. In the three-way tensor
−→
X , two modes stand for
the head and tail entities while the third mode represents the relations. The entries of−→
X are based on the existence of the corresponding triple facts. That is,
−→
X i jm = 1 if
the triple 〈i th entity, mth relation, j th entity〉 holds in the training set, and otherwise−→
X i jm = 0 if the triple is nonexisting.
To capture the inherent structure of all triples, a tensor factorization model named
RESCAL is then proposed. Suppose
−→
X = {X1, . . . ,Xk}, for each slice Xn , we have
the following rank-r factorization:
Xn ≈ ARnA
, (7.35)
where A ∈ Rd×r stands for the r -dimensional entity representations, and Rn ∈ Rr×r
represents the interactions of the r latent components for n-th relation. The assump-
tion in this factorization is similar to LFM, while RESCAL also optimizes the nonex-
isting triples where
−→
X i jm = 0 instead of only considering the positive instances.




















in which the second term is a regularization term and λ is a hyperparameter.
7.2.4.5 HOLE
RESCAL works well with multi-relational data but suffers from high computational
complexity. To leverage both effectiveness and efficiency, Holographic Embeddings
(HOLE) is proposed as an enhanced version of RESCAL [53].
HOLE employs an operation named circular correlation to generate compositional
representations, which is similar to those holographic models of associative memory.
The circular correlation operation 
 : Rd × Rd → Rd between two entities h and t
is as follows:
h 
 tt k =
d−1∑
i=0
hi t(k+i)mod d . (7.37)
Figure7.10a also demonstrates a simple instance of this operation. The probability
of a triple 〈h, r, t〉 is then defined as
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Fig. 7.10 The architecture of RESCAL and HOLE models
P(φr (h, t) = 1) = Sigmoid(r
(h 
 t)). (7.38)
Considering circular correlation brings in lots of advantages: (1) unlike other
operations like multiplication or convolution, circular correlation is noncommutative
(i.e., h 
 t = t 
 h), which is capable of modeling asymmetric relations in knowledge
graphs. (2) Circular correlation has lower computational complexity compared to
tensor product in RESCAL.What’s more, the circular correlation could further speed
up with the help of Fast Fourier Transform (FFT), which is formalized as follows:
h 
 t = F−1(F (h)  F (b)). (7.39)
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F (·) andF (·)−1 represent the FFT and its inverse, whileF (·) denotes the complex
conjugate in Cd , and  stands for the element-wise (Hadamard) product. Due to
FFT, the computational complexity of circular correlation is O(d log d), which is
much lower than that of tensor product.
7.2.4.6 Complex Embedding (ComplEx)
ComplEx [70] employs an eigenvalue decomposition model, which makes use of
complex valued embeddings. The composition of complex embeddings can handle a
large variety of binary relations, among the symmetric and antisymmetric relations.
Formally, the log-odd of the probability that the fact 〈h, r, t〉 is true is
fr (h, t) = Sigmoid(Xhrt ), (7.40)
where fr (h, t) is expected to be 1 when (h, r, t) holds, otherwise −1. Here, Xhrt is
calculated as follows:
Xhrt = Re(〈r,h, t〉)
= 〈Re(r),Re(h),Re(t)〉 + 〈Re(r), Im(h), Im(t)〉
−〈Im(r),Re(h), Im(t)〉 − 〈Im(r), Im(h),Re(t)〉, (7.41)
where 〈x, y, z〉 = ∑i xi yi zi denotes the trilinear dot product, Re(x) and Im(x) indi-
cate the real part and the imaginary part of the number x respectively. In fact, Com-
plEx can be viewed as an extension of RESCAL, which assigns complex embedding
of the entities and relations.
Besides, [29] has proved that HolE is mathematically equivalent to ComplEx
recently.
7.2.4.7 Convolutional 2D Embeddings (ConvE)
ConvE [16] uses 2D convolution over embeddings and multiple layers of nonlinear
features to model knowledge graphs. It is the first nonlinear model that significantly
outperforms previous linear models.
Specifically, ConvE uses convolutional and fully connected layers to model the
interactions between input entities and relationships. After that, the obtained features
are flattened, transformed through a fully connected layer, and the inner product is
taken with all object entity vectors to generate a score for each triple.
For each triple 〈h, r, t〉, ConvE defines its score function as
fr (h, t) = f (vec( f ([h̄; r̄] ∗ ω))W)t, (7.42)
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where ∗ denotes the convolution operator, and vec(·) means compressing a matrix
into a vector. r ∈ Rk is a relation parameter depending on r , h̄ and r̄ denote a 2D
reshaping of h and r, respectively: if h, r ∈ Rk , then h̄, r̄ ∈ Rka×kb , where k = kakb.
ConvE can be seen as an improvement on HolE. Compared with HolE, it learns
multiple layers of nonlinear features, and thus theoretically more expressive than
HolE.
7.2.4.8 Rotation Embeddings (RotatE)
RotatE [67] defines each relation as a rotation from the head entity to the tail entity in
the complex vector space. Thus, it is able to model and infer various relation patterns,
including symmetry/antisymmetry, inversion, and composition. Formally, the score
function of the fact 〈h, r, t〉 of RotatE is defined as
fr (h, t) = ‖h  r − t‖, (7.43)
where  denotes the element-wise (Hadamard) product, h, r, t ∈ Ck and |ri | = 1.
RotatE is simple but achieves quite good performance. Compared with previous
work, it is the first model that is capable of modeling and inferring all the three
relation patterns above.
7.2.4.9 Neural Tensor Network
Socher et al. [65] propose Neural Tensor Network (NTN) as well as Single Layer
Model (SLM), while NTN is an enhanced version of SLM. Inspired by the previous
attempts in KRL, SLM represents both entities and relations as low-dimensional
vectors, and also designs relation-specific projection matrices to map entities from
entity space to relation space. Similar to SE, the score function of SLM is as follows:
E (h, r, t) = r
 tanh(Mr,1h + Mr,2t), (7.44)
where h, t ∈ Rd represent head and tail embeddings, r ∈ Rk represents relation
embedding, and Mr,1, Mr,2 ∈ Rd×k stand for the relation-specific matrices.
Although SLM has introduced relation embeddings as well as a nonlinear layer
into the score function, the model representation capability is still restricted. Neural
tensor network is then proposed with tensors being introduced into the SLM frame-
work. Besides the original linear neural network layer that projects entities to the
relation space, NTN also adds another tensor-based neural layer which combines
head and tail embeddings with a relation-specific tensor, as illustrated in Fig. 7.11.
The score function of NTN is then defined as follows:
E (h, r, t) = r
 tanh(h
−→Mr t + Mr,1h + Mr,2t + br ), (7.45)
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Fig. 7.11 The architecture of NTN model [47]
where
−→
Mr ∈ Rd×d×k is a 3-way relation-specific tensor, br is the bias, and Mr,1,
Mr,2 ∈ Rd×k is the relation-specific matrices similar to SLM. Note that SLM is the
simplified version of NTN if the tensor and bias are set to zero.
Besides the improvements in score function, NTN also attempts to utilize the
latent textual information located in entity names and successfully achieves signif-
icant improvements. Differing from previous RL models that provide each entity
with a vector, NTN represents each entity as the average of its entity name’s word
embeddings. For example, the entity Bengal tiger will be represented as the
average word embeddings of Bengal and tiger. It is apparent that the entity
name will provide valuable information for understanding an entity, since Bengal
tigermay come from Bengal and be related to other tigers. Moreover, the number
of words is far less than that of entities. Therefore, using the average word embed-
dings of entity names will also lower the computational complexity and alleviate the
issue of data sparsity.
NTN utilizes tensor-based neural networks to model triple facts and achieves
excellent successes. However, the overcomplicated method will lead to higher com-
putational complexity compared to othermethods, and the vast number of parameters
will limit the performance on rather sparse and large-scale KGs.
7.2.4.10 Neural Association Model (NAM)
NAM [43] adopts multilayer nonlinear activations in the deep neural network to
model the conditional probabilities between head and tail entities. NAM studies
two model structures Deep Neural Network (DNN) and Relation Modulated Neural
Network (RMNN).
NAM-DNN feeds the head and tail entities’ embeddings into anMLPwith L fully
connected layers, which is formalized as follows:
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z(l) = Sigmoid(Mlz(l−1) + b(l)), l = 1, . . . , L , (7.46)
where z(0) = [h; r], M(l) and b(l) is the weight matrix and bias vector for the l-th
fully connected layer, respectively. And finally the score function of NAM-DNN is
defined as
fr (h, t) = Sigmoid(t
z(L)). (7.47)
Different from NAM-DNN, NAM-RMNN feds the relation embedding r into
each layer of the deep neural network as follows:
z(l) = Sigmoid(M(l)z(l−1) + B(l)r), l = 1, . . . , L , (7.48)
where z(0) = [h; r], M(l) and B(l) indicate the weight matrices. The score function
of NAM-RMNN is defined as
fr (h, t) = Sigmoid(t
z(L) + B(l+1)r). (7.49)
7.3 Multisource Knowledge Graph Representation
We are living in a complicated pluralistic real world, in which we can get information
through all senses and learn knowledge not only from structured knowledge graphs
but also from plain texts, categories, images, and videos. This cross-modal infor-
mation is considered as multisource information. Besides the structured knowledge
graph which is well utilized in previous KRL methods, we will introduce the other
kinds of KRL methods utilizing multisource information:
1. Plain text is one of the most common information we deliver, receive, and
analyze every day. There are vast amounts of plain texts we possess remaining to be
detected, in which the significant knowledge that structured knowledge graphs may
not include locates. Entity description is a special kind of textual information that
describes the corresponding entity within a few sentences or a short paragraph. Usu-
ally, entity descriptions are maintained by some knowledge graphs (i.e., Freebase)
or could be automatically extracted from huge databases like Wikipedia.
2.Entity type is another important structured information for building knowledge
representations. To learn new objects within our prior knowledge systems, human
beings tend to systemize those objects into existing categories. An entity type is usu-
ally represented with hierarchical structures, which consist of different granularities
of entity subtypes. It is natural that entities in the real world usually have multiple
entity types. Most of the existing famous knowledge graphs own their customized
hierarchical structures of entity types.
3. Images provide intuitive visual information to describe what the entity looks
like, which is confirmed to be themost significant informationwe receive and process
every day. The latent information located in images helps a lot, especially when
dealingwith concrete entities. For instance, wemay find out the potential relationship
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between Cherry and Plum (there are both plants belonging to Rosaceae) from
their appearances. Images could be downloaded from websites, and there are also
substantial image datasets like ImageNet.
Multisource information learningprovides a novelmethod to learn knowledge rep-
resentations not only from the internal information of structured knowledge graphs
but also from the external information of plain texts, hierarchical types, and images.
Moreover, the exploration inmultisource information learning helps to further under-
stand human cognition with all senses in the real world. The cross-modal represen-
tations learned based on knowledge graphs will also provide possible relationships
between different kinds of information.
7.3.1 Knowledge Graph Representation with Texts
Textual information is one of the most common and widely used information these
days. There are large plain texts generated every day on the web and easy to be
extracted. Words are compressed symbols of our thoughts and can provide the con-
nections between entities, which are of great significance in KRL.
7.3.1.1 Knowledge Graph and Text Joint Embedding
Wang et al. [76] attempt to utilize textual information by jointly embedding entities,
relations, and words into the same low-dimensional continuous vector space. Their
joint model contains three parts, namely, the knowledge model, the text model, and
the alignment model. More specifically, the knowledge model is learned based on the
triple facts in KGs by translation-basedmodels, while the text model is learned based
on the concurrences of words in the large corpus by Skip-gram. As for the alignment
model, two methods are proposed utilizingWikipedia anchors and entity names. The
main idea of alignment by Wikipedia anchors is replacing the word-word pair (w, v)
with the word-entity pair (w, ev) according to the anchors in Wiki pages, while the
main idea of alignment by entity names is replacing the entities in original triple
〈h, r, t〉 with the corresponding entity names 〈wh, r, t〉, 〈h, r,wt 〉, and 〈wh, r,wt 〉.
Modeling entities and words into the same vector space are capable of encoding
both information in knowledge graphs and that in plain texts, while the performance
of this joint model depends on the completeness ofWikipedia anchors andmay suffer
from the weak interactions merely based on entity names. To address this issue,
[101] proposes a new joint embedding based on [76] and improves the alignment
model with entity descriptions into consideration, assuming that entities should be
similar to all words in their descriptions. These joint models learn knowledge and text
joint embeddings, improving evaluation performance in both word and knowledge
representations.












Fig. 7.12 The architecture of DKRL model
7.3.1.2 Description-Embodied Knowledge Graph Representation
Another way of utilizing textual information is directly constructing knowledge rep-
resentations from entity descriptions instead of merely considering the alignments.
Xie et al. [82] proposes Description-embodied Knowledge Graph Representation
Learning (DKRL) that provides two kinds of knowledge representations: the first is
the structure-based representation hS and tS , which can directly represent entities
widely used in previous methods, and the second is the description-based represen-
tation hD and tD which derives from entity descriptions. The energy function derives
from translation-based framework:
E (h, r, t) = ‖hS + r − tS‖ + ‖hS + r − tD‖ + ‖hD + r − tS‖ + ‖hD + r − tD‖.
(7.50)
The description-based representation is constructed via CBOW or CNN encoders
that encode rich textual information from plain texts into knowledge representations.
The architecture of DKRL is shown in Fig. 7.12.
Compared to conventional translation-based methods, the two types of entity
representations inDKRL are constructedwith both structural information and textual
information, and thus could get better performance in knowledge graph completion
and type classification. Besides, DKRL could represent an entity even if it is not in
the training set, as long as there are a few sentences to describe the entity. As their
millions of new entities come up every day, DKRL is capable of handling zero-shot
learning.
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7.3.2 Knowledge Graph Representation with Types
Entity types, which serve as a kind of category information of entities and are usu-
ally arranged with hierarchical structures, could provide structured information to
understand entities in KRL better.
7.3.2.1 Type-Constraint Knowledge Graph Representation
Krompaß et al. [36] take type information as type constraints, and improves exist-
ing methods like RESCAL and TransE via type constraints. It is intuitive that in a
particular relation, the head or tail entities should belong to some specific types. For
example, the head entities of the relation write_books should be a human (or
more precisely an author), and the tail entities should be a book.
Specifically, in RESCAL, the original factorization Xr ≈ ARrA
 is modified to
X′r ≈ A[headr ,:]RrA
[tailr ,:], (7.51)
in which headr , tailr are the set of entities fitting the type constraints of head or tail
andX′r is a sparse adjacency matrix of shape |headr | × |tailr |. In the enhanced ver-
sion, only the entities that fit type constraints will be considered during factorization.
In TransE, type constraints are utilized in negative sampling. The margin-based
score functions of translation-based methods need negative instances, which are
generated through randomly replacing head or tail entities with another entity in
triples. With type constraints, the negative samples are chosen by
h′ ∈ E[headr ] ⊆ E, t ′ ∈ E[tailr ] ⊆ E, (7.52)
where E[headr ] is the subset of entities following type constraints for head in relation
r , and E[tailr ] is that for tail.
7.3.2.2 Type-Embodied Knowledge Graph Representation
Considering type information as constraints is simple but effective, while the per-
formance is still limited. Instead of merely viewing type information as type con-
straints, Xie et al. [83] propose Type-embodied Knowledge Graph Representation
Learning (TKRL), utilizing hierarchical-type structures to instruct the construction
of projection matrices. Inspired by TransR that every entity should have multiple
representations in different scenarios, the energy function of TKRL is defined as
follows:
E (h, r, t) = ‖Mrhh + r − Mr t t‖, (7.53)
















Fig. 7.13 The architecture of TKRL model
in which Mrh and Mr t are two projection matrices for h and t that depend on their
corresponding hierarchical types in this triple. Two hierarchical-type encoders are
proposed to learn the projection matrices, regarding all subtypes in the hierarchy
as projection matrices, in which Recursive Hierarchy Encoder is based on matrix








βiMc(i) = β1Mc(1) + · · · + βmMc(m) , (7.55)
where Mc(i) stands for the projection matrix of the i th subtype of the hierarchical
type c, βi is the corresponding weight of the subtype. Figure7.13 demonstrates a
simple illustration of TKRL. Taking RHE, for instance, given an entity William
Shakespeare, it is first projected to a rather general sub-type space like human,
and then sequentially projected to amore precise subtype like author or English
author. Moreover, TKRL also proposes an enhanced soft-type constraint to alle-
viate the problems caused by type information incompleteness.





Fig. 7.14 Examples of entity images [81]
7.3.3 Knowledge Graph Representation with Images
Images could provide intuitive visual information of their corresponding entities’
outlook, whichmay give significant hints suggesting some latent attributes of entities
from certain aspects. For instance, Fig. 7.14 demonstrates some examples of entity
images of their corresponding entities Suit of armour and Armet. The left
side shows the triple facts that 〈Suit of armour,has_a_part,Armet〉, and
surprisingly, we can infer this knowledge directly from the images.
7.3.3.1 Image-Embodied Knowledge Graph Representation
Xie et al. [81] propose Image-embodied Knowledge Graph Representation Learning
(IKRL) to take visual information into consideration when constructing knowledge
representations. Inspired by the multiple entity representations in [82], IKRL also
proposes the image-based representation hI and tI besides the original structure-
based representation, and jointly learn both two types of entity representations simul-
taneously within the translation-based framework.
E (h, r, t) = ‖hS + r − tS‖ + ‖hS + r − tI‖ + ‖hI + r − tS‖ + ‖hI + r − tI‖.
(7.56)
More specifically, IKRL first constructs the image representations for all entity
images with neural networks, and then project these image representations from
image space to entity space via a projection matrix. Since most entities may have
multiple images with different qualities, IKRL selects the more informative and
discriminative images via an attention-based method. The evaluation results of
IKRL not only confirm the significance of visual information in understanding
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Fig. 7.15 An example of semantic regularities in word space [81]
entities but also show the possibility of a joint heterogeneous semantic space.
Moreover, the authors also find some interesting semantic regularities such as
w(man) − w(king) ≈ w(woman) − w(queen) found in word space, which are
shown in Fig. 7.15.
7.3.4 Knowledge Graph Representation with Logic Rules
Typical knowledge graphs store knowledge in the formof triple factswith one relation
linking twoentities.Most existingKRLmethods only consider the informationwithin
triple facts separately, ignoring the possible interactions and correlations between dif-
ferent triples. Logic rules, which are certain kinds of summaries deriving fromhuman
beings’ prior knowledge, could help us with knowledge inference and reasoning. For
instance, if we know the triple fact that 〈 Beijing, is_capital_of, China〉,
we can easily infer with high confidence that 〈Beijing, located_in, China〉,
since we know the logic rule that the relation is_capital_of⇒ located_in.
Some works are focusing on introducing logic rules to knowledge acquisition and
inference, among which Markov Logic Networks are intuitively utilized to address
this challenge [3, 58, 75]. The path-based TransE [38] stated above also implicitly
considers the latent logic rules between different relations via relation paths.
7.3.4.1 KALE
KALE is a translation-based KRL method that jointly learns knowledge representa-
tions with logic rules [24]. The joint learning consists of two parts, namely, the triple
modeling and the rule modeling. For triple modeling, KALE follows the translation
assumption with minor alteration in scoring function as follows:
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‖h + r − t‖, (7.57)
in which d stands for the dimension of knowledge embeddings. E (h, r, t) takes value
in [0, 1] for the convenience of joint learning.
For the newly added rule modeling, KALE uses the t-norm fuzzy logics proposed
in [25] that represent the truth value of a complex formula with the truth values of its
constituents. Specially, KALE focuses on two typical types of logic rules. The first is
∀h, t : 〈h, r1, t〉 ⇒ 〈h, r2, t〉 (e.g., given 〈Beijing, is_capital_of, China〉,
we can infer that 〈Beijing,located_in,China〉).KALE represents the scoring
function of this logic rule f1 via specific t-norm based logical connectives as follows:
E ( f1) = E (h, r1, t)E (h, r2, t) − E (h, r1, t) + 1. (7.58)
The second is∀h, e, t : 〈h, r1, e〉 ∧ 〈e, r2, t〉 ⇒ 〈h, r3, t〉 (e.g., given 〈Tsinghua,
located_in, Beijing〉) and 〈Beijing, located_in, China〉, we can infer
that 〈Tsinghua, located_in, China〉). And KALE defines the second scoring
function as
E ( f2) = E (h, r1, e)E (e, r2, t)E (h, r3, t) − E (h, r1, e)E (e, r2, t) + 1. (7.59)
The joint training contains all positive formulae, including triple facts as well as
logic rules. Note that for the consideration of logic rule qualities, KALE ranks all
possible logic rules by their truth values with pretrained TransE and manually filters
some rules ranked at the top.
7.4 Applications
Recent years have witnessed the great thrive in knowledge-driven artificial intelli-
gence, such as QA systems and chatbot. AI agents are expected to accurately and
deeply understand user demands, and then appropriately and flexibly give responses
and solutions. Such kind of work cannot be donewithout certain forms of knowledge.
To introduce knowledge to AI agents, researchers first extract knowledge from
heterogeneous information like plain texts, images, and structured knowledge bases.
These various kinds of heterogeneous information are then fused and stored with
certain structures like knowledge graphs. Next, the knowledge is projected to a low-
dimensional semantic space following someKRLmethods.Andfinally, these learned
knowledge representations are utilized in various knowledge applications like infor-
mation retrieval and dialogue system. Figure7.16 demonstrates a brief pipeline of
knowledge-driven applications from scratch.
From the illustration, we can observe that knowledge graph representation learn-
ing is the critical component in the whole knowledge-driven application’s pipeline.
It bridges the gap between knowledge graphs that store knowledge and knowledge
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Fig. 7.16 An illustration of knowledge-driven applications
applications that use knowledge. Knowledge representations with distributed meth-
ods, compared to those with symbolic methods, are able to solve the data sparsity and
modeling the similarities between entities and relations.Moreover, embedding-based
methods are convenient to be used with deep learning methods and are naturally fit
for the combination with heterogeneous information.
In this section, we will introduce possible applications of knowledge represen-
tations mainly from two aspects. First, we will introduce the usage of knowledge
representations for knowledge-driven applications, and then we will show the power
of knowledge representations for knowledge extraction and construction.
7.4.1 Knowledge Graph Completion
Knowledge graph completion aims to build structured knowledge bases by extract-
ing knowledge from heterogeneous sources such as plain texts, existing knowledge
bases, and images. Knowledge construction consists of several subtasks like relation
extraction and information extraction, making the fundamental step in the whole
knowledge-driven framework.
Recently, automatic knowledge construction has attracted considerable attention
since it is incredibly time consuming and labor intensive to deal with enormous
existing and new information. In the following section, we will introduce some
explorations on neural relation extraction, and concentrate on the combination of
knowledge representations.
7.4.1.1 Knowledge Representations for Relation Extraction
Relation extraction focuses on predicting the correct relation between two entities
given a short plain text containing the two entities. Generally, all relations to predict
are predefined, which is different to open information extraction. Entities are usually
markedwith named entity recognition systems or extracted according to anchor texts,
or automatically generated via distance supervision [50].















Fig. 7.17 The architecture of joint representation learning framework for knowledge acquisition
Conventional methods for relation extraction and classification are mainly based
on statistical machine learning, which strongly depends on the qualities of extracted
features. Zeng et al. [96] first introduce CNN to relation classification and achieve
great improvements. Lin et al. [40] further improves neural relation extractionmodels
with attention-based models over instances.
Han et al. [27, 28] propose a novel joint representation learning framework for
knowledge acquisition. The key idea is that the joint model learns knowledge and text
representations within a unified semantic space via KG-text alignments. Figure7.17
shows the brief framework of the KG-text joint model. For the text part, the sen-
tence with two entities Mark Twain and Florida is regarded as the input for
a CNN encoder, and the output of CNN is considered to be the latent relation
place_of_birth of this sentence. While for the KG part, entity and relation
representations are learned via translation-based methods. The learned representa-
tions of KG and text parts are aligned during training. This work is the first attempt
to encode knowledge representations from existing KGs to knowledge construc-
tion tasks and achieves improvements in both knowledge completion and relation
extraction.
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Fig. 7.18 The architecture of KNET model
7.4.2 Knowledge-Guided Entity Typing
Entity typing is the task of detecting semantic types for a named entity (or entitymen-
tion) in plain text. For example, given a sentenceJordan played 15 seasons
in the NBA, entity typing aims to infer thatJordan in this sentence is aperson,
an athlete, and even a basketball player. Entity typing is important for
named entity disambiguation since it can narrow down the range of candidates for an
entity mention [10]. Moreover, entity typing also benefits massive Natural Language
Processing (NLP) tasks such as relation extraction [46], question answering [90],
and knowledge base population [9].
Conventional named entity recognition models [69, 73] typically classify entity
mentions into a small set of coarse labels (e.g., person, organization,
location, and others). Since these entity types are too coarse grained for many
NLP tasks, a number of works [15, 41, 94, 95] have been proposed to introduce a
much larger set of fine-grained types, which are typically subtypes of those coarse-
grained types. Previous fine-grained entity typing methods usually derive features
using NLP tools such as POS tagging and parsing, and inevitably suffer from error
propagation. Dong et al. [18] make the first attempt to explore deep learning in entity
typing. The method only employs word vectors as features, discarding complicated
feature engineering. Shimaoka et al. [63] further introduce the attention scheme into
neural models for fine-grained entity typing.
Neural models have achieved state-of-the-art performance for fine-grained entity
typing. However, these methods face the following nontrivial challenges:
(1) Entity-Context Separation. Existing methods typically encode context
words without utilizing crucial correlations between entity and context. How-
ever, it is intuitive that the importance of words in the context for entity typ-
200 7 World Knowledge Representation
ing is significantly influenced by which entity mentions we concern about. For
example, in a sentence In 1975, Gates and Paul Allen co-founded
Microsoft, which became the world’s largest PC software
company, the word company is much more important for determining the type of
Microsoft than for the type of Gates.
(2)Entity-Knowledge Separation.Existingmethods only consider text informa-
tion of entity mentions for entity typing. In fact, Knowledge Graphs (KGs) provide
rich and effective additional information for determining entity types. For example,
in the above sentence In 1975, Gates ... Microsoft ... company,
even if we have no type information of Microsoft in KG, entities similar to
Microsoft (such as IBM) will also provide supplementary information.
In order to address the issues of entity-context separation and entity-knowledge
separation, we proposeKnowledge-guidedAttention (KNET)NeuralEntityTyping.
As illustrated in Fig. 7.18, KNET mainly consists of two parts. Firstly, KNET builds
a neural network, including a Long Short-Term Memory (LSTM) and a fully con-
nected layer, to generate context and named entity representations. Secondly, KNET
introduces knowledge attention to emphasize those critical words and improve the
quality of context representations. Here we introduce the knowledge attention in
detail.
Knowledge graphs provide rich information about entities in the form of triples
〈h, r, t〉, where h and t are entities and r is the relation between them. Many KRL
works have been devoted to encoding entities and relations into real-valued semantic
vector space based on triple information in KGs. KRL provides us with an efficient
way to exploit KG information for entity typing.
KNET employs themostwidely usedKRLmethodTransE to obtain entity embed-
ding e for each entity e. During the training scenario, it is known that the entity men-
tion m indicates the corresponding e in KGs with embedding e, and hence, KNET









where WKA is a bilinear parameter matrix, and aKAi is the attention weight for the
i th word.
Knowledge Attention in Testing. The challenge is that, in the testing scenario,
we do not know the corresponding entity in the KG of a certain entity mention. A
solution is to perform entity linking, but it will introduce linking errors. Besides,
in many cases, KGs may not contain the corresponding entities for many entity
mentions.
To address this challenge, we build an additional text-based representation for
entities in KGs during training. Concretely, for an entity e and its context sentence
s, we encode its left and right context into cl and cr using an one-directional LSTM,














where W is the parameter matrix, and m is the mention representation. Note that,
LSTM used here is different from those in context representation in order to prevent
interference. In order to bridge text-based and KG-based representations, in the





‖e − ê‖2. (7.62)
In this way, in the testing scenario, we can directly use Eq.7.61 to obtain the corre-
sponding entity representation and compute knowledge attention using Eq.7.60.
7.4.3 Knowledge-Guided Information Retrieval
The emergence of large-scale knowledge graphs has motivated the development of
entity-oriented search, which utilizes knowledge graphs to improve search engines.
Recent progresses in entity-oriented search include better text representations with
entity annotations [61, 85], richer ranking features [14], entity-based connections
between query and documents [45, 84], and soft-match query and documents through
knowledge graph relations or embeddings [19, 88]. These approaches bring in entities
and semantics from knowledge graphs and have greatly improved the effectiveness
of feature-based search systems.
Another frontier of information retrieval is the development of neural ranking
models (neural-IR). Deep learning techniques have been used to learn distributed
representations of queries and documents that capture their relevance relations
(representation-based) [62], or tomodel the query-document relevancy directly from
their word-level interactions (interaction-based) [13, 23, 87]. Neural-IR approaches,
especially the interaction-based ones, have greatly improved the ranking accuracy
when large-scale training data are available [13].
Entity-oriented search and neural-IR push the boundary of search engines from
two different aspects. Entity-oriented search incorporates human knowledge from
entities and knowledge graph semantics. It has shown promising results on feature-
based ranking systems. On the other hand, neural-IR leverages distributed repre-
sentations and neural networks to learn more sophisticated ranking models form
large-scale training data. Entity-Duet Neural Ranking Model (EDRM), as shown in
Fig. 7.19, incorporates entities in interaction-based neural ranking models. EDRM
first learns the distributed representations of entities using their semantics from
knowledge graphs: descriptions and types. Then it follows a recent state-of-the-art
entity-oriented search framework, the word-entity duet [86], andmatches documents
to queries with both bag-of-words and bag-of-entities. Instead of manual features,






































Fig. 7.19 The architecture of EDRM model
EDRM uses interaction-based neural models [13] to match the query and documents
with word-entity duet representations. As a result, EDRM combines entity-oriented
search and the interaction-based neural-IR; it brings the knowledge graph semantics
to neural-IR and enhances entity-oriented search with neural networks.
7.4.3.1 Interaction-Based Ranking Models
Given a query q and a document d, interaction-based models first build the word-
level translation matrix between q and d. The translation matrix describes word-
pairs similarities using word correlations, which are captured by word embedding
similarities in interaction-based models.
Typically, interaction-based ranking models first map each word w in q and d to
an L-dimensional embedding vw.
vw = Embw(w). (7.63)
It then constructs the interaction matrixM based on query and document embed-
dings. Each elementMi j in the matrix, compares the i th word in q and the j th word
in d, e.g., using the cosine similarity of word embeddings:
Mi j = cos(vwqi , vwdj ). (7.64)
With the translation matrix describing the term level matches between query and
documents, the next step is to calculate the final ranking score from the matrix. Many
approaches have been developed in interaction-based neural ranking models, but in
general, that would include a feature extractor onM and then one or several ranking
layers to combine the features to the ranking score.
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7.4.3.2 Semantic Entity Representation
EDRM incorporates the semantic information about an entity from the knowledge
graphs into its representation. The representation includes three embeddings: entity
embedding, description embedding, and type embedding, all in L dimension and are
combined to generate the semantic representation of the entity.
EntityEmbedding uses an L-dimensional embedding layer Embe to get the entity
embedding e for e:
ve = Embe(e). (7.65)
Description Embedding encodes an entity description which contains m words
and explains the entity. EDRM first employs the word embedding layer Embv to
embed the description word v to v. Then it combines all embeddings in the text to
an embedding matrix V. Next, it leverages convolutional filters to slide over the text
and compose the l length n-gram as g je :
g je = ReLU(WCNN · V j : j+hw + bCNN), (7.66)
where WCNN and bCNN are two parameters of the convolutional filter.
Then we use max pooling after the convolution layer to generate the description
embedding vdese :
vdese = max(g1e, ..., g je , ..., gme ). (7.67)
Type Embedding encodes the categories of entities. Each entity e has n kinds of
types Fe = { f1, ..., f j , ..., fn}. EDRM first gets the f j embedding v f j through the
type embedding layer Embt ype:
vembf j = Embt ype(e). (7.68)
Then EDRM utilizes an attention mechanism to combine entity types to the type




α jv f j , (7.69)
where α j is the attention score, calculated as:









· v f j , (7.71)
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where y j is the dot product of the query or document representation and type embed-
ding f j . We leverage bag-of-words for query or document encoding. Wbow is a
parameter matrix.
Combination. The three embeddings are combined by a linear layer to generate
the semantic representation of the entity:
vseme = vembe + We[vdese ; vt ypee ]
 + be, (7.72)
in which We is an L × 2L matrix and be is an L-dimensional vector.
7.4.3.3 Neural Entity-Duet Framework
Word-entity duet [86] is a recently developed framework in entity-oriented search. It
utilizes the duet representation of bag-of-words and bag-of-entities tomatch question
q and document d with handcrafted features. This work introduces it to neural-IR.
They first construct bag-of-entities qe and de with entity annotation as well as
bag-of-words qw and dw for q and d. The duet utilizes a four-way interaction: query
words to document words (qw-dw), query words to documents entities (qw-de), query
entities to document words (qe-dw), and query entities to document entities (qe-de).
Instead of features, EDRM uses a translation layer that calculates the similarity
between a pair of query-document terms: (viwq or v
i




ed ). It constructs the
interaction matrix M = {Mww,Mwe,Mew,Mee}. And Mww,Mwe,Mew,Mee denote
interactions of qw-dw, qw-de, qe-dw, qe-de respectively. And elements in them are
the cosine similarities of corresponding terms:
Mi jww = cos(viwq , v jwd );Mi jee = cos(vieq , v jed )
Mi jew = cos(vieq , v jwd );Mi jwe = cos(viwq , v jed ).
(7.73)
The final ranking feature (M) is a concatenation of four cross matches (φ(M)):
(M) = [φ(Mww);φ(Mwe);φ(Mew);φ(Mee)], (7.74)
where the φ can be any function used in interaction-based neural ranking models.
The entity-duet presents an effective way to crossly match query and document
in entity and word spaces. In EDRM, it introduces the knowledge graph semantics
representations into neural-IR models.
The duet translationmatrices provided byEDRMcan be plugged into any standard
interaction-based neural rankingmodels such asK-NRM[87] andConv-KNRM[13].
With sufficient training data, the whole model is optimized end-to-end with back-
propagation. During the process, the integration of the knowledge graph semantics,
entity embedding, description embeddings, type embeddings, and matching with
entities is learned jointly with the ranking neural network.
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7.4.4 Knowledge-Guided Language Models
Knowledge is an important external information for language modeling. It is because
the statistical co-occurrences cannot instruct the generation of all kinds of knowledge,
especially for those named entities with low frequencies. Researchers try to incorpo-
rate external knowledge into language models for better performance on generation
and representation.
7.4.4.1 NKLM
Language models aim to learn the probability distribution over sequences of words,
which is a classical and essential NLP task widely studied. Recently, sequence to
sequence neural models (seq2seq) are blooming and widely utilized in sequential
generative tasks like machine translation [68] and image caption generation [72].
However,most seq2seqmodels have significant limitationswhenmodeling and using
background knowledge.
To address this problem, Ahn et al. [1] propose a Neural Knowledge Language
Model (NKLM) that considers knowledge provided by knowledge graphs when
generating natural language sequences with RNN language models. The key idea is
thatNKLMhas twoways to generate aword. Thefirst is the sameway as conventional
seq2seq models that generate a “vocabulary word” according to the probabilities of
softmax, and the second is to generate a “knowledge word” according to the external
knowledge graphs.
Specifically, the NKLM model takes LSTM as the framework of generating
“vocabulary word”. For external knowledge graph information, NKLM denotes the
topic knowledge as K = {a1, . . . a|K |}, in which ai represents the entities (i.e.,
named as “topic” in [1]) that appear in the same triple of a certain entity. At each step
t , NKLM takes both “vocabulary word” wvt−1 and “knowledge word” w
o
t−1 as well as
the fact at−1 predicted at step t − 1 as the inputs of LSTM. Next, the hidden state of
LSTM ht is combined with the knowledge context e to get the fact key kt via anMLP
module. The knowledge context ek derives from the mean embeddings of all related
facts of fact k. The fact key kt is then used to extract the most appropriate fact at from
the corresponding topic knowledge. And finally, the selected fact at is combined with
hidden state ht to predict (1) both “vocabulary word” wvt and “knowledge word” w
o
t ,
and (2) which word to generate at this step. The architecture of NKLM is shown in
Fig. 7.20.
The NKLM model explores a novel neural model that combines the symbolic
knowledge information in external knowledge graphswith seq2seq languagemodels.
However, the topic of knowledge is given when generating natural languages, which
makes NKLM less practical and scalable for more general free talks. Nevertheless,
we still believe that it is promising to encode knowledge into language models with
such methods.
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Pretrained language models like BERT [17] have a strong ability to represent
language information from text. With rich language representation, pretrained
models obtain state-of-the-art results on various NLP applications. However, the
existing pretrained language models rarely consider incorporating external knowl-
edge to provide related background information for better language understanding.
For example, given a sentence Bob Dylan wrote Blowin’ in the Wind
and Chronicles: Volume One, without knowing Blowin’ in the
Wind and Chronicles: Volume One are song and book respectively, it
is difficult to recognize the two occupations of Bob Dylan, i.e., songwriter
and writer.
To enhance language representation models with external knowledge, Zhang et
al. [100] propose an enhanced language representation model with informative enti-
ties (ERNIE).KnowledgeGraphs (KGs) are important external knowledge resources,
and they think informative entities in KGs can be the bridge to enhance language
representation with knowledge. ERNIE considers overcoming two main challenges
for incorporating external knowledge: Structured Knowledge Encoding and Hetero-
geneous Information Fusion.
For extracting and encoding knowledge information, ERNIE firstly recognizes
named entity mentions in text and then aligns these mentions to their corresponding
entities in KGs. Instead of directly using the graph-based facts in KGs, ERNIE
encodes the graph structure of KGs with knowledge embedding algorithms like
TransE [7], and then takes the informative entity embeddings as input. Based on the
alignments between text and KGs, ERNIE integrates entity representations in the
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Fig. 7.21 The architecture of ERNIE model
Similar to BERT, ERNIE adopts the masked language model and the next sen-
tence prediction as the pretraining objectives. Besides, for the better fusion of textual
and knowledge features, ERNIE uses a new pretraining objective (denoising entity
auto-encoder) by randomly masking some of the named entity alignments in the
input text and training to select appropriate entities from KGs to complete the align-
ments. Unlike the existing pre-trained language representation models only utilizing
local context to predict tokens, these objectives require ERNIE to aggregate both
context and knowledge facts for predicting both tokens and entities, and lead to a
knowledgeable language representation model.
Figure7.21 is the overall architecture. The left part shows that ERNIE consists
of two encoders (T-Encoder and K-Encoder), where T-Encoder is stacked by several
classical transformer layers and K-Encoder is stacked by the new aggregator layers
designed for knowledge integration. The right part is the detail of the aggregator layer.
In the aggregator layer, the input token embeddings and entity embeddings from the
preceding aggregator are fed into two multi-head self-attention, respectively. Then,
the aggregator adopts an information fusion layer for the mutual integration of the
token and entity sequence and computes the output embedding for each token and
entity.
ERNIE explores how to incorporate knowledge information into language repre-
sentation models. The experimental results demonstrate that ERNIE has more pow-
erful abilities of both denoising distantly supervised data and fine-tuning on limited
data than BERT.
7.4.4.3 KALM
Pre-trained languagemodels can domany tasks without supervised training data, like
reading comprehension, summarization, and translation [60]. However, traditional
language models are unable to efficiently model entity names observed in text. To
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solve this problem, Liu et al. [42] propose a new language model architecture, called
Knowledge-Augmented Language Model (KALM), to use the entity types of words
for better language modeling.
KALM is a languagemodel with the option to generate words from a set of entities
from a knowledge database. An individual word can either come from a general
word dictionary as in the traditional language model or be generated as a name of an
entity from a knowledge database. The training objectives just supervise the output
and ignore the decision of the word type. Entities in the knowledge database are
partitioned by type and they use the database to build the types of words. According
to the context observed so far, the model decides whether the word is a general term
or a named entity in a given type. Thus, KALM learns to predict whether the context
observed is indicative of a named entity and what tokens are likely to be entities of
a given type.
With the languagemodeling, KALM learns a named entity recognizer without any
explicit supervision by using only plain text and the potential types of words. And,
it achieves a comparable performance with the state-of-the-art supervised methods.
7.4.5 Other Knowledge-Guided Applications
Knowledge enables AI agents to understand, infer, and address user demands, which
is essential inmost knowledge-driven applications like information retrieval, question
answering, and dialogue system. The behavior of AI agents will be more reasonable
and accurate with the favor of knowledge representations. In the following subsec-
tions, we will introduce the great improvements made by knowledge representation
in question answering.
7.4.5.1 Knowledge-Guided Question Answering
Question answering aims to give correct answers according to users’ questions,
which needs the capabilities of both natural language understanding of questions
and inference on answer selection. Therefore, combining knowledge with question
answering is a straightforward application for knowledge representations. Most con-
ventional question answering systems directly utilize knowledge graphs as certain
databases, ignoring the latent relationships between entities and relations. Recently,
with the thriving in deep learning, explorations have focused on neural models for
understanding questions and even generating answers.
Considering theflexibility anddiversity of generated answers in natural languages,
Yin et al. [93] propose a neural Generative Question Answering model (GENQA),
which explores on generating answers to simple factoid questions in natural lan-
guages. Figure7.22 demonstrates the workflow of GENQA. First, a bidirectional
RNN is regarded as the Interpreter to transform question q from natural language
to compressed representation Hq . Next, Enquirer takes HQ as the key to rank rel-
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Fig. 7.22 The architecture
of GENQA model
Q:“How tall is Yao Ming?”








evant triples facts of q in knowledge graphs and retrieves possible entities in rq .
Finally, Answerer combines Hq and rq to generate answers in the form of natural
languages. Similar to [1], at each step, Answerer first decides whether to generate
common words or knowledge words according to a logistic regression model. For
common words, Answerer acts in the same way as RNN decoders with Hq selected
by attention-based methods. As for knowledge words, Answerer directly generates
entities with higher ranks.
There are graduallymore efforts focusing on encoding knowledge representations
into knowledge-driven tasks like information retrieval and dialogue systems. How-
ever, how to flexibly and effectively combine knowledge with AI agents remains to
be explored in the future.
7.4.5.2 Knowledge-Guided Recommendation System
Due to the rapid growth of web information, recommendation systems have been
playing an essential role in the web application. The recommendation system aims
to predict the “rating” or “preference” that users may give to items. And since KGs
can provide rich information, including both structured and unstructured data, rec-
ommendation systems have utilized more and more knowledge from KGs to enrich
their contexts.
Cheekula et al. [11] explore to utilize the hierarchical knowledge from the DBpe-
dia category structure in the recommendation system and employs the spreading
activation algorithm to identify entities of interest to the user. Besides, Passant [56]
measures the semantic relatedness of the artist entity in a KG to build music recom-
mendation systems. However, most of these systems mainly investigate the problem
by leveraging the structure of KGs. Recently, with the development of representation
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learning, [98] proposes to jointly learn the latent representations in a collaborative
filtering recommendation system as well as entities’ representations in KGs.
Except the tasks stated above, there are gradually more efforts focusing on encod-
ing knowledge graph representations into other tasks such as dialogue system [37,
103], entity disambiguation [20, 31], knowledge graph alignment [12, 102], depen-
dency parsing [35], etc. Moreover, the idea of KRL has also motivated the research
on visual relation extraction [2, 99] and social relation extraction [71].
7.5 Summary
In this chapter, we first introduce the concept of the knowledge graph. Knowledge
graph contains both entities and the relationships among them in the form of triple
facts, providing an effective way of human beings learning and understanding the
real world. Next, we introduce the motivations of knowledge graph representation,
which is considered as a useful and convenient method for a large amount of data and
is widely explored and utilized in multiple knowledge-based tasks and significantly
improves the performance. And we describe existing approaches for knowledge
graph representation. Further, we discuss several advanced approaches that aim to
deal with the current challenges of knowledge graph representation. We also review
the real-world applications of knowledge graph representation such as language
modeling, question answering, information retrieval, and recommendation systems.
For further understanding of knowledge graph representation, you can find more
related papers in this paper list https://github.com/thunlp/KRLPapers. There are also
some recommended surveys and books including:
• Bengio et al. Representation learning: A review and new perspectives [4].
• Liu et al. Knowledge representation learning: A review [47].
• Nickel et al. A review of relational machine learning for knowledge graphs [52].
• Wang et al. Knowledge graph embedding:A survey of approaches and applications
[74].
• Ji et al. A survey on knowledge graphs: representation, acquisition and applications
[34].
In the future, for better knowledge graph representation, there are some directions
requiring further efforts:
(1) Utilizing More Knowledge. Current KRL approaches focus on represent-
ing triple-based knowledge from world knowledge graphs such as Freebase, Wiki-
data, etc. In fact, there are various kinds of knowledge in the real world such as
factual knowledge, event knowledge, commonsense knowledge, etc. What’s more,
the knowledge is stored with different formats, such as attributions, quantifier, text,
and so on. The researchers have formed a consensus that utilizing more knowledge
is a potential way toward more interpretable and intelligent NLP. Some existing
works [44, 82] have made some preliminary attempts of utilizing more knowledge
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in KRL. Beyond these works, is it possible to represent different knowledge in a
unified semantic space, which can be easily applied in downstream NLP tasks?
(2) Performing Deep Fusion of knowledge and language. There is no doubt
that the joint learning of knowledge and language information can further benefit
downstream NLP tasks. Existing works [76, 89, 97] have preliminarily verified the
effectiveness of joint learning. Recently, ERINE [100] and KnowBERT [57] further
provide us a novel perspective to fuse knowledge and language in pretraining. Soares
et al. [64] learn the relational similarity in text with the guidance of KGs, which is
also a pioneer of knowledge fusion. Besides designing novel pretraining objectives,
we could also design novel model architectures for downstream tasks, which are
more suitable to utilize KRL, such as memory-based models [48, 91] and graph
network-based models [66]. Nevertheless, it still remains an unsolved problem for
effectively performing the deep fusion of knowledge and language.
(3)OrientingHeterogeneousModalities.With the fast development of theWorld
Wide Web, the data size of audios, images, and videos on the Web have become
larger and larger, which are also important resources for KRL besides texts. Some
pioneer works [51, 81] explore to learn knowledge representations on a multi-modal
knowledge graph, but are still preliminary attempts. Intuitively, audio and visual
knowledge can provide complementary information, which benefits related NLP
tasks. To the best of our knowledge, there still lacks research on applyingmulti-modal
KRL in downstream tasks. How to efficiently and effectively integrate multi-modal
knowledge is becoming a critical and challenging problem for KRL.
(4) Exploring Knowledge Reasoning. Most of the existing KRL methods rep-
resent knowledge information in low-dimensional semantic space, which is feasible
for the computation of complex knowledge graphs in neural-based NLP models.
Although benefiting from the usability of low-dimensional embeddings, KRL cannot
perform explainable reasoning such as symbolic rules, which is of great importance
for downstream NLP tasks. Recently, there has been increasing interest in the com-
bination of embedding methods and symbolic reasoning methods [26, 59], aiming at
taking both advantages of them. Beyond these works, there remain lots of unsolved
problems for developing better knowledge reasoning ability for KRL.
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Abstract Network representation learning aims to embed the vertexes in a network
into low-dimensional dense representations, in which similar vertices in the net-
work should have “close” representations (usually measured by cosine similarity or
Euclidean distance of their representations). The representations can be used as the
feature of vertices and applied to many network study tasks. In this chapter, we will
introduce network representation learning algorithms in the past decade. Then we
will talk about their extensions when applied to various real-world networks. Finally,
we will introduce some common evaluation tasks of network representation learning
and relevant datasets.
8.1 Introduction
As a natural way to represent objects and their relationships, the network is ubiqui-
tous in our daily lives. The rapid development of social networks like Facebook and
Twitter encourage researchers to design effective and efficient algorithms on network
structure. A key problem of network study is how to represent the network informa-
tion properly. Traditional representations of networks are usually high dimensional
and sparse, which becomes a weakness when people apply statistical learning to
networks. With the development of machine learning, feature learning of vertices in
a network is becoming an emerging task. Therefore, network representation learn-
ing algorithms turn network information into low-dimensional dense real-valued
vectors, which can be used as input for existing machine learning algorithms. For
example, the representations of vertices can be fed to a classifier like Support Vector
Machine (SVM) for the vertex classification task. Also, the representations can be
used for visualization by taking the representations as points in Euclidean space. In
this section, we will formalize the network representation learning problem.
Denote a network as G = (V, E) where V is the vertex set and E is the edge set.
An edge e = (vi , v j ) ∈ E where vi , v j ∈ V is a directed edge from vertex vi to v j .
The outdegree of vertex vi is defined as degO(vi ) = |{v j |(vi , v j ) ∈ E}|. Similarly,
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Fig. 8.1 A visualization of vertex embeddings learned by DeepWalk model [93]
the indegree of vertex vi is degI (vi ) = |{v j |(v j , vi ) ∈ E}|. For undirected network,
we have deg(vi ) = degO(vi ) = degI (vi ). Taking social network as an example, a
vertex represents a user and an edge represents the friendship between two users.
The indegree and outdegree represent the number of followers and followees of a
user, respectively.
Adjacency matrix A ∈ R|V |×|V | is a matrix where Ai j = 1 if (vi , v j ) ∈ E and
Ai j = 0 otherwise. We can easily generalize adjacency matrix to weighted network
by setting Ai j to the weight of edge (vi , v j ). The adjacency matrix is a simple
and straightforward representation of the network. Each row of adjacency matrix
A denotes the relationship between a vertex and other vertices and can be seen as
the representation of the corresponding vertex.
Thoughconvenient and straightforward, the representationof the adjacencymatrix
suffers from the scalability problem. Adjacency matrix A takes |V | × |V | space to
store, and it is usually unacceptable when |V | grows large. Also, the adjacencymatrix
is very sparse, which means most of its entries are zeros. The data sparsity makes
discrete algorithms applicable, but it is still hard to develop efficient algorithms for
statistic learning [93].
Therefore, people come up with the idea to learn low-dimensional dense rep-
resentations for vertices in a network. Formally, the goal of network representation
learning is to learn a real-valued vector v ∈ Rd for vertex v ∈ V where dimension d is
much smaller than the number of vertices |V |. The idea is that similar vertices should
have close representations as shown in Fig. 8.1. Network representation learning can
be unsupervised or semi-supervised. The representations are automatically learned
without feature engineering and can be further used for specific tasks like classi-
fications once they are learned. These representations are low dimensional, which
enables efficient algorithms to be designed over the representations without consid-
ering the network structure itself. We will discuss more details about the evaluation
of network representations later in this chapter.
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8.2 Network Representation
In this section, we will introduce several kinds of network representation learning
algorithms in detail.
8.2.1 Spectral Clustering Based Methods
Spectral clustering based methods are a group of algorithms that compute first k
eigenvectors or singular vectors of an affinity matrix, such as adjacency or Lapla-
cian matrix of the network. These methods depend heavily on the construction of the
affinity matrix. The evaluation result of different affinity matrices varies a lot. Gener-
ally speaking, spectral clustering based methods have a high complexity because the
computations of eigenvectors and singular vectors have a nonlinear time complexity.
On the other hand, spectral clustering based methods need to save an affinity
matrix in the memory during the computation. Thus the space complexity cannot be
ignored, either. These disadvantages limit the large-scale and online generalization of
these methods. Now we will present several algorithms based on spectral clustering.
Locally Linear Embedding (LLE) [98] assumes that the representations of vertices
are sampled from a manifold. More specifically, LLE supposes that the representa-
tions of a vertex and its neighbors lie in a locally linear patch of the manifold. That
is to say, a vertex’s representation can be approximated by a linear combination of
the representation of its neighbors. LLE uses the linear combination of neighbors to













where V ∈ R|V |×d is the vertex embedding matrix andWi j is the contribution coef-
ficient of vertex v j to vi . LLE enforces Wi j = 0 if vi and v j are not connected,
i.e., (vi , v j ) /∈ E . Further, the summation of a row of matrix W is set to 1, i.e.,∑|V |
j=1 Wi j = 1.
Equation8.1 is solved by alternatively optimizing weight matrixW and represen-
tation V. The optimization over W can be solved as a least-squares problem. The




















vi vi = Id , (8.4)
where Id denotes d × d identity matrix. The conditions Eqs. 8.3 and 8.4 ensure
the uniqueness of the solution. The first condition enforces the center of all vertex
embeddings to zero point and the second condition guarantees different coordinates
have the same scale, i.e., equal contribution to the reconstruction error.
The optimization problem can be formulated as the computation of eigenvectors
of matrix (I|V | − W)(I|V | − W), which is an easily solvable eigenvalue problem.
More details can be found in the note [22].
Laplacian Eigenmap [8] algorithm simply follows the idea that the representations
of two connected vertices should be close. Specifically, the “closeness” is measured
by the square of Euclidean distance. We use D to denote diagonal degree matrix
where D is a |V | × |V | diagonal matrix and the i th diagonal entry Dii is the degree
of vertex vi . The Laplacianmatrix L of a graph is defined as the difference of diagonal
matrix D and adjacency matrix A, i.e., L = D − A.
Laplacian Eigenmap algorithm wants to minimize the following cost function:
L (V) =
∑
{i, j |(vi ,v j )∈E}
‖vi − v j‖2, (8.5)
s.t. VDV = Id . (8.6)
The cost function is the summation of square loss of all connected vertex pairs
and the condition prevents the trivial all-zero solution caused by arbitrary scale.
Equation8.5 can be reformulated in matrix form as
V∗ = arg min
VDV=Id
tr(VLV). (8.7)
Algebraic knowledge tells us that the optimal solution V∗ of Eq.8.7 is the cor-
responding eigenvectors of d smallest nonzero eigenvalues of Laplacian matrix L .
Note that theLaplacianEigenmap algorithmcan be easily generalized to theweighted
graph.
Both LLE and Laplacian Eigenmap have a symmetric cost function which indi-
cates that both algorithms cannot be applied to the directed graph. Directed Graph
Embedding (DGE) [17] was proposed to generalize Laplacian Eigenmap.
For both directed and undirected graph, we can define a transition probability
matrix P ∈ R|V |×|V |, where Pi j denotes the probability that vertex vi walks to v j .
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Table 8.1 Applicability of LLE, Laplacian Eigenmap, and DGE algorithms on undirected,
weighted, and directed graph
Algorithm Capability
Undirected Weighted Directed
LLE  – –
Laplacian Eigenmap   –
DGE   
The transition matrix defines a Markov random walk through the graph. We denote
the stationary value of vertex vi as πi where
∑
i πi = 1. The stationary distribution
of random walk is commonly used in many ranking algorithms such as PageRank.
DGE designs a new cost function which emphasizes the important vertices, which







Pi j‖vi − v j‖2. (8.8)
By denoting M = diag(π1, π2, . . . , π|V |), the cost function Eq.8.8 can be refor-
mulated as
L (V) = 2tr(VBV), (8.9)
s.t. VMV = Id , (8.10)
where




The condition Eq.8.10 is added to remove an arbitrary scaling factor. Similar to
Laplacian Eigenmap, the optimization problem can also be solved as a generalized
eigenvector problem.
For comparisons between the above three network embedding learning algo-
rithms, we conclude the following table to illustrate their applicability (Table8.1).
Unlike previous works which minimize the distance between vertex representa-
tions, Tang and Liu [112] introduces modularity [85] into the cost function instead.
Modularity is a measurement which characterizes how far the graph is away from
a uniform random graph. Given graph G = (V, E), we assume that vertices V are
divided into k nonoverlapping communities. By “uniform random graph”, we mean
vertices connect to each other based on a uniform distribution given their degrees.
Then the expected edges between vi and v j is
deg(vi ) deg(vj)
2|E | . Then the modularity of a
graph Q is defined as






Ai j − deg(vi ) deg(v j )
2|E |
]
δ(vi , v j ), (8.12)
where δ(vi , v j ) = 1 if vi and v j belong to the same community and δ(vi , v j ) = 0
otherwise. A larger modularity indicates that the subgraphs inside communities are
denser, which follows the intuition that a community is a dense well-connected
cluster. Then the problem is to find a partition that maximizes the modularity Q.
However, a hard clustering on modularity maximization is proved to be NP hard.
Therefore, they relax the problem to a soft case. Let d ∈ Z|V |+ denotes the degree of
all vertices and 1 ∈ {0, 1}|V |×k denotes the community indicator matrix where
1i j =
{
1 if vertex i belongs to community j,
0 otherwise.
(8.13)
Then we define modularity matrix B as
B = A − dd
T
2|E | , (8.14)




By relaxing 1 to a continuous matrix, it has been proved that the optimal solution
1 is the top-k eigenvectors of modularity matrix B [84].
As an alternatively cost function, Tang and Liu also proposed another algorithm
[113] by optimizing over normalized cut of the graph. Similarly, the algorithm turns
to the computation of top-k eigenvectors of normalized graph Laplacian L̃:
L̃ = D− 12 LD− 12 = I − D− 12 AD− 12 . (8.16)
Then the community indicator matrix 1 is taken as a k-dimensional vertex repre-
sentation.
To conclude spectral clusteringmethods for network representation learning, these
methods often define a cost function that is linear or quadratic to the vertex embed-
ding. Then they reformulate the cost function as a matrix form and figure out that
the optimal solutions are eigenvectors of a particular matrix according to algebra
knowledge. The major drawback of spectral clustering methods is the complexity:
the computation of eigenvectors for large-scale matrices is both time consuming and
space consuming.
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8.2.2 DeepWalk
As shown in previous subsections, accurate computation of the optimal solution, such
as eigenvector computation, is not very efficient for large-scale problems. Meantime,
neural network approaches have proved their effectiveness in many areas such as
natural language and image processing. Though the gradient descent method cannot
always guarantee an optimal solution of the neural network models, the implemen-
tation and learning of neural networks are relatively fast, and they usually have good
performances. On the other hand, neural network models can let people get rid of
feature engineering and are mostly data driven. Thus, the exploration of the neural
network approach on representation learning is becoming an emerging task.
DeepWalk [93] proposes a novel approach that introduces deep learning tech-
niques into network representation learning for the first time. The benefits of model-
ing truncated randomwalks instead of the adjacencymatrix are twofold: first, random
walks need only local information and thus enable discrete and online algorithms on
it while modeling of adjacency matrix may need to store everything in memory and
thus be space consuming; second, modeling random walks can alleviate the variance
and uncertainty of modeling original binary adjacency matrix. We will look insight
into DeepWalk in the next subsection.
Unsupervised representation learning algorithms have been widely studied and
applied in the natural language processing area. The authors show that the vertex fre-
quency in short random walks also follows the power law as words in documents do.
Showing the connection between vertex to the word and random walks to sentences,
the authors adapted a well-known word representation learning algorithm word2vec
[80] into vertex representation learning. Now, we will introduce DeepWalk algo-
rithms in detail.
Given graph G = (V, E), we denote a random walk started at vertex vi as vi .
We use kvi to represent the kth vertex in the random walk vi . The next vertex 
k+1
vi
is generated by uniformly random selection from neighbors of vertex kvi . Random
walk sequences have been used for many network analysis tasks, such as similarity
measurement and community detection [2, 32].
DeepWalk follows the idea of language modeling to model short random walk
sequences. That is to estimate the likelihood of observing vertex vi given all previous
vertices in the random walk:
P(vi |(v1, v2, . . . , vi−1)). (8.17)
To the extent of vertex representation learning, we turn to predict vertex vi given
the representations of all previous vertices:
P(vi |(v1, v2, . . . , vi−1)). (8.18)
A relaxation of this formula in language modeling turns to use vertex vi to predict
its neighboring vertices vi−w, . . . , vi−1, vi+1, . . . , vi+w where w is the window size.
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This part of model is named as Skip-gram model in word embedding learning. The
neighboring vertices are also called context vertices of the center vertex. As another
simplification, DeepWalk ignores the order and offset of the vertices and thus predict
vi−w and vi−1 in the same way. The optimization function of a single vertex of a
random walk can be formulated as
min
v
− log P({vi−w, . . . , vi−1, vi+1, . . . , vi+w}|vi ). (8.19)





− log P(vi+k |vi ). (8.20)
The overall loss function can be obtained by adding up over every vertex in every
random walk.
Now we talk about how to predict a single vertex v j given center vertex vi . In
DeepWalk, each vertex vi has two representations with the same dimension: ver-
tex representation vi ∈ Rd and context representation ci ∈ Rd . The probability of
prediction P(v j |vi ) is defined by a softmax function over all vertices:






Here we come to the parameter learning phase of DeepWalk. We first present the
pseudocode of the DeepWalk framework in Algorithm 8.1.
Algorithm 8.1 DeepWalk algorithm
Given graph G = (V, E), window size w, embedding size d, walks per vertex n and walk length l
for i = 1, 2, . . . , n do
for vi ∈ V do




where RandomWalk(G, vi , l) generates a random walk rooted at vi with length l and
Skip-gram(V, vi ,w) function is defined in Algorithm 8.2, where αl is the learning
rate of stochastic gradient descent.
Note that the parameter updating rule V = V − αl ∂ J∂V in Skip-gram has a com-
plexity of O(|V |) because in the computation of the gradient of P(vk |v j ) (as shown
in Eq.8.21), the denominator has |V | terms to compute. This complexity is unac-
ceptable for large-scale networks.
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Algorithm 8.2 Skip-gram(R,Wvi ,w)
for v j ∈ vi do
for vk ∈ vi [ j − w : j + w] do
if vk = v j then
J (V) = − log P(vk |V j )




Table 8.2 Analogy of DeepWalk and word2vec
Method Object Input Output
Word2vec Word Sentence Word embedding
DeepWalk Vertex Random walk Vertex embedding
To address this problem, people proposed Hierarchical Softmax as a variant of
original softmax function. The core idea is to map the vertices to a balanced binary
tree, where each vertex corresponds to a leaf of the tree. Then the prediction of a
vertex turns to the prediction of the path from the root to the corresponding leaf.
Assume that the path from root to vertex vk is denoted by a sequence of tree nodes
b1, b2 . . . , blog |V | and then we have
log P(vk |v j ) =
log |V |∑
i=1
log P(bi |v j ). (8.22)
A logistic function can easily implement a binary decision on a tree node. Hence,
the time complexity reduces to O(log |V |) from O(|V |). We can accelerate the
algorithm by using Huffman coding to map frequent vertices to the tree nodes that
are close to the root. We can also use negative sampling which is used in word2vec
to replace hierarchical softmax for speeding up.
So far, we have finished the introduction of the DeepWalk algorithm. Deep-
Walk introduces efficient deep learning techniques into network embedding learning.
Table8.2 gives an analogy between DeepWalk and Word2vec. DeepWalk outper-
forms traditional network representation learning methods on network classification
tasks and is also efficient for large-scale networks. Besides, the generation of random
walks can be generalized to nonrandom walk, such as the information propagation
streams. In the next subsection, we will give a detailed proof to demonstrate the
correlation between DeepWalk and matrix factorization.
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8.2.2.1 Matrix Factorization Comprehension of DeepWalk
Perozzi et al. introduced the Skip-gram model into the study of social network for
the first time, and designed an algorithm named DeepWalk [93] for learning vertex
representation on a graph. In this subsection, we prove that the DeepWalk algorithm
with Skip-gram and softmax model is actually factoring a matrix M where each
entry Mi j is the logarithm of the average probability that vertex vi randomly walks
to vertex v j in fix steps. We will explain it later.
Since the Skip-gram model does not consider the offset of context vertex and
predict context vertices independently, we can regard the random walks as a set of
vertex-context pairs. The useful information on random walks is the co-occurrence
of vertex pairs inside a window. Given networkG = (V, E), we suppose that vertex-
context set D is generated from random walks, where each piece of D is a vertex-
context pair (v, c). Let V be the set of nodes, and VC be the set of context nodes. In
most cases, V = VC .
Consider a vertex-context pair (v, c):
N(v,c) denotes the number of times (v, c) appears in D. Nv = ∑c′∈VC N(v,c′) and
Nc = ∑v′∈V N(v′,c) denotes the number of times v and c appears in D. Note that|D| = ∑v′∈V
∑
c′∈VC N(v′,c′).
A context vertex c ∈ VC is represented by a d-dimension vector c ∈ Rd and C
is a |VC | × d matrix, where row j is vector cj. Our goal is to figure out a matrix
M = VC.
Perozzi et al. implemented the DeepWalk algorithmwith the Skip-gram and Hier-
archical Softmax model. Note that Hierarchical Softmax is a variant of softmax for
speeding the training time. In this subsection, we give proofs for both negative sam-
pling and softmax with the Skip-gram model.
Negative sampling approximately maximizes the probability of softmax function
by randomly choosing k negative samples from the context set. Levy and Goldberg
showed that Skip-gram with the Negative Sampling model (SGNS) is implicitly fac-
torizing a word-context matrix [69] by assuming that dimensionality d is sufficiently
large. In other words, we can assign each product v · c a value independent of the
others.
In SGNS model, we have
P((v, c) ∈ D) = Sigmoid(v · c) = 1
1 + e−v·c . (8.23)
Suppose we choose k negative samples for each vertex-context pair (v, c) accord-
ing to the distribution PD(cN ) = NcN|D| . Then, the objective function for SGNS can be
written as

























N(v,c) log Sigmoid(v · c) + kNv Nc|D| log Sigmoid(−v · c).
(8.24)
Denote x = v · c. By solving ∂O
∂x = 0, we have
v · c = x = log N(v,c)|D|
NvNc
− log k. (8.25)
Thus we have Mi j = log






− log k. Mi j can be interpreted as Point-wise
Mutual Information(PMI) of vertex-context pair (vi , c j ) shifted by log k.
Since both negative sampling and hierarchical softmax are variants of softmax,
we pay more attention to the softmax model and give a further discussion on it. We
also assume that the values of v · c are independent.
In softmax model,















After extracting all terms associated to v · c as O(v, c), we have
O(v, c) = N(v,c) log e
v·c
∑
c′∈VC ,c′ =c ev·c





c′∈VC ,c′ =c ev·c
′ + ev·c .
(8.28)




c∈VC O(v, c). Denote x = v · c. By solving ∂O∂x = 0
for all such x, we have
v · c = x = log N(v,c)
Nv
+ bv, (8.29)
where bv can be any real constant since it will be canceled when we compute
P((v, c) ∈ D). Thus, we have Mi j = log N(vi ,c j )N(vi ) + bvi . We will discuss what Mi j
represents in next section.
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It is clear that the method of sampling vertex-context pairs, i.e., random walks





based on an ideal sampling method for DeepWalk algorithm.
Assume the graph is connected and undirected, and the window size is w. The
sampling algorithm is illustrated in Algorithm 8.3. We can easily generalize this
sampling method to the directed graph by only adding (RWi , RWj ) into D.
Algorithm 8.3 Ideal vertex-context pair sampling algorithm
Generate an infinite long random walk .
Denote i as the vertex on position i of , where i = 0, 1, 2, . . .
for i = 0, 1, 2, . . . do
for j ∈ [i + 1, i + w] do
add (i ,  j ) into D
add ( j , i ) into D
end for
end for
Each appearance of vertex i will be recorded 2w times in D for undirected graph
and w times for directed graph. Thus, we can figure out that
Nvi
|D| is the frequency of
vi that appears in the random walk, which is exactly the PageRank value of vi . Also
note that
N(vi ,v j )
Nvi /2w
is the expectation times that v j is observed in left/right w neighbors
of vi .
Denote the transition matrix in PageRank algorithm be P. More formally, let
deg(vi ) be the degree of vertex i . Pi j = 1deg(vi ) if (i, j) ∈ E and Pi j = 0 otherwise.
We use ei to denote a |V |-dimension row vector, where all entries are zero except
the i th entry is 1.
Suppose that we start a random walk from vertex i and use ei to denote the
initial state. Then eiP is the distribution over all the vertices where j th entry is the
probability that vertex vi walks to vertex v j . Hence, j th entry of eiPw is the probability
that vertex vi walks to vertex v j at exactly w steps. Thus [ei (P + P2 + · · · + Pw)] j
is the expectation times that v j appears in right w neighbors of vi .
Hence
N(vi ,v j )
Nvi /2w
= 2[ei (P + P2 + · · · + Pw)] j ,
N(vi ,v j )
Nvi
= [ei (P + P




This equality also holds for a directed graph.
By setting bvi = log 2w for all i ,Mi j = log
N(vi ,v j )
Nvi /2w
is logarithm of the expectation
times that v j appears in left/right w neighbors of vi .
By setting bvi = 0 for all i ,Mi j = log
N(vi ,v j )
Nvi
= log [ei (A+A2+···+Aw)] jw is logarithm
of the average probability that vertex vi randomly walks to vertex v j in w steps.
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8.2.2.2 Discussion
So far we have seen many different network representation learning algorithms and
we can figure out some patterns that how network representation methods share.
Then we will move forward and see how these patterns match some recent network
embedding algorithms.
Most network representation algorithms try to reconstruct a data matrix generated
from the graph with vertex embeddings. The simplest matrix would be the adjacency
matrix. However, recovering the adjacency matrix may not be the best choice. First,
real-world networks are mostly very sparse which means O(|E |) = O(|V |). There-
fore, the adjacency matrix will be very sparse as well. Though the sparseness enables
an efficient algorithm, it can harm the performance of vertex representation learning
because of the deficiency of useful information. Second, the adjacency matrix may
be noisy and sensitive. A single missing link can completely change the correlation
between two vertices.
Hence people seek to find an alternative matrix to replace the adjacency matrix
though implicitly. Take DeepWalk as an example, DeepWalk models the following
matrix based on matrix factorization comprehension of DeepWalk:




1/deg(vi ) if (vi , v j ) ∈ E,
0 otherwise.
(8.32)
Compared with the adjacency matrix A, the matrix M modeled by DeepWalk is
much denser. Furthermore, the window size parameter w can adjust the density: a
larger window size models a denser matrix but will slow down the algorithm. Hence,
thewindow sizewworks as a harmonic factor to balance efficiency and effectiveness.
On the other hand, the matrix M can alleviate the noises in the adjacency matrix.
Consider two similar vertices vi and v j , even though the edge between them is
missing, they can still have many co-occurrences by appearing inside a window size
of the same random walks.
In a real-world application, direct computation of M may have a high time com-
plexity when window size w grows. Thus, it is essential to choose a proper w. How-
ever, window size w is a discrete parameter, and thus the matrix M may grow from
too sparse to too dense by changing w by 1. Here, we can see another benefit of
random walks. Random walks used by DeepWalk serve as Monte Carlo simulations
for approximating matrixM. The more random walks you walk, the more likely you
can approximate the matrix.
After we choose a matrix to model, we need to correlate the matrix entry with
vertex representations pairs. There are two widely used measurements of vertices
pairs: Euclidean distance and inner product. Assume that we want to model the entry
Mi j given vertex representations vi and v j , we can employ
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Mi j = f (‖vi − v j‖2),
Mi j = f (vi · v j ), (8.33)
where function f can be any reasonablematching functions such as sigmoid function
or linear function for our propose. Actually, the inner product vi · v j is used more
widely and would correspond to equivalent matrix factorization methods.
The next phase is to design a proper loss function between Mi j and f (vi · v j ).
Several loss functions such as square loss and hinge loss can be employed. You can
also design a generative model and maximize the likelihood of matrixM.
The final step of a network representation learning algorithm would be parameter
learning. The most frequently used parameter learning method would be Stochastic
Gradient Descent (SGD). Other variants of SGD such as AdaGrad and AdaDelta can
make the learning phase converge faster. In the next subsection, we will see some
recent network representation learning algorithms which follow DeepWalk. We will
find that their models can match all these phases above and have some innovations
on building matrix M, modifying function f , and changing loss function.
8.2.3 Matrix Factorization Based Methods
We will focus on two network representation learning algorithms LINE and GraRep
[13, 111] in this subsection. They both follow the framework introduced in the last
subsection.
8.2.3.1 LINE
Tang et al. [111] proposed a network embedding model named as LINE. LINE algo-
rithm can handle large-scale networks with arbitrary types: (un)directed or weighted.
To model the interaction between vertices, LINEmodels first-order proximity which
is represented by observed links and second-order proximity which is determined by
shared neighbors but not links between vertices.
Before we introduce the details of the algorithm, we can move one step back
and see how the idea works. The modeling of first-order proximity, i.e., observed
links, is the modeling of the adjacency matrix. As we said in the last subsection,
the adjacency matrix is usually too sparse. Hence the modeling of second-order
proximity, i.e., vertices with shared neighbors, can serve as complement information
to enrich the adjacency matrix and make it denser. The enumeration of all vertex
pairs which have common neighbors is time consuming. Thus, it is necessary to
design a sampling phase to handle large-scale networks. The sampling phase works
like Monte Carlo simulation to approximate the ideal matrix.
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Now we only have two questions: how to define first-order and second-order
proximity and how to define the loss function. In other words, it is equal to how to
define M and loss function.
First-order proximity between vertex u and v is defined as the weight wuv on
edge (u, v). If there is no edge between vertex u and v, then the first-order proximity
between them is 0.
Second-order proximity between vertex u and v is defined as the similarity
between their neighborhood network. Let pu = (wu,1, . . . ,wu,|V |) denote the first-
order proximity between vertex u and all other vertices. Then the second-order prox-
imity between u and v is defined as the similarity of pu and pv. If they have no shared
neighbors, then the second-order proximity is zero.
Then we can introduce LINE model more specifically. The joint probability
between vi and v j is
p1(vi , v j ) = 1
1 + exp(−vi · v j ) , (8.34)
where vi and v j are d-dimensional row vectors which indicate the representations
of vertex vi and v j .
To supervise the probabilities, empirical probability is defined as p̂1(i, j) = wi jW ,




1+exp(−vi ·v j ) . Following the idea in last subsection, it is equivalent to say
vi · v j = Mi j = − log( Wwi j − 1).
The loss function between joint probability p1 and its empirical probability p̂1 is
L1 = DKL( p̂1 || p1), (8.35)
where DKL(· || ·) is KL-divergence of two probability distributions.
On the other hand, we define the probability that vertex v j appears in vi ’s context:
p2(v j |vi ) = exp(c j · vi )∑|V |
k=1 exp(ck · vi )
. (8.36)
Similarly, the empirical probability is defined as p̂2(v j |vi ) = wi jdi where di =∑




di DKL( p̂2(·, vi ) || p2(·, vi )). (8.37)
The first-order and second-order proximity embeddings are trained separately,
and we concatenate the embeddings together after the training phase as vertex rep-
resentations.
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8.2.3.2 GraRep
Now we turn to another network representation learning algorithm, GraRep, which
directly follows the proof of matrix factorization form of DeepWalk. Recall that
we prove DeepWalk is actually factorizing a matrixM whereM = log A+A2+···+Aww .
GraRep algorithm can be divided into 3 steps:
• Get k-step transition probability matrix Ak for each k = 1, 2, . . . , K .
• Get each k-step representation.
• Concatenate all k-step representations.
GraRep uses a simple idea, i.e., SVD decomposition on Ak , in the second step to
get embeddings. As K gets large, the matrixM gets denser and thus outputs a better
representation. However, this algorithm is not very efficient especially when K gets
large.
8.2.4 Structural Deep Network Methods
Different from previous methods that use a shallow neural network model to char-
acterize the network representations, Structural Deep Network Embedding (SDNE)
[125] employs the deeper neural model to model the nonlinearity between vertex
embeddings. As shown in Fig. 8.2, the whole model can be divided into two parts:
(1) the first part is supervised by Laplacian Eigenmaps, which models the first-order
proximity; (2) the second part is unsupervised deep neural autoencoder which char-
acterizes the second-order proximity. Finally, the algorithm takes the intermediate
layer which is used for the supervised part as the network representation.
First, we will give a brief introduction to deep neural autoencoder. A neural
autoencoder requires that the output vector should be as similar to the input vector.
Generally speaking, the output cannot be the same with the input vector because
the dimension of intermediate layers of the autoencoder is much smaller than that
of the input and output layer. That is to say, a deep autoencoder first compresses
the input into a low-dimensional intermediate vector and then tries to reconstruct
the original input vector from the low-dimensional intermediate vector. Once the
deep autoencoder is trained, we can say that the intermediate layer is an excellent
low-dimensional representation of the original inputs since we can recover the input
vector from it.
More formally, we assume the input vector is xi . Then the hidden representation
of each layer is defined as
y(1)i = Sigmoid(W(1)xi + b(1)),
y(k)i = Sigmoid(W(k)y(k−1)i + b(k)), k = 2, 3 . . . ,
(8.38)
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Unsupervised Component












































Vertex i Vertex j
Fig. 8.2 The architecture of structural deep network embedding model
where W(k) and b(k) are weighted matrix and bias vector of kth layer. We assume
that the hidden representation of the K th layer has the minimum dimension. After
obtaining y(K )i , we can get the output x̂i by reversing the calculation process. Then the
optimization objective of autoencoder is to minimize the difference between input




‖x̂i − xi‖2, (8.39)
where n is the number of input instances.
Back to the network representation problem, SDNE applies the autoencoder to
every vertex. The input vector xi of each vertex vi is defined as follows: if vertex vi
and v j are connected, then the j th entry xi j > 0, otherwise xi j = 0. For unweighed
graph, if vertex (vi , v j ) ∈ E , xi j = 1. Then the intermediate layer y(K )i can be seen
as the low-dimension representation of vertex vi . Also note that there are much more
zero entries in input vectors than positive entries due to the sparity of real-world
network. Therefore, the loss of positive entries should be emphasized. Therefore, the




‖(x̂i − xi )  bi‖2, (8.40)
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where  denotes element-wise multiplication and bi j = 1 if xi j = 0 while bi j =
β > 1 if xi j > 0.
We have introduced the unsupervised part modeled by deep autoencoder. Nowwe
turn to the supervised part. The supervised part simply requires that the representation





xi j‖y(K )i − y(K )j ‖2. (8.41)
Finally, the overall loss function included regularization term is
L = L2nd + αL1st + λLreg, (8.42)
where α and λ are harmonic hyperparameter and regularization lossLreg is the sum
of the square of all parameters. The model can be optimized by back-propagation
in a standard neural network way. After the training process, y(K )i is taken as the
representation of vertex vi .
8.2.5 Extensions
8.2.5.1 Network Representation with Internal Information
Asymmetric Transitivity Preserving Network Representation. Existing network
representation learning algorithms mostly focus on an undirected graph. Most of
the methods cannot handle the directed graph well because they do not accurately
characterize the asymmetric property. High-Order Proximity preserved Embedding
(HOPE) [89] is proposed to preserve high-order proximities of large-scale graphs and
capture the asymmetric transitivity. The algorithm further derives a general formula-
tion that covers multiple popular high-order proximity measurements and provides
an approximate algorithmwith an upper bound ofRMSE (RootMeanSquaredError).
Network embedding assumes that the more and the shorter paths from vi to v j ,
the more similar should be their representation vectors. In particular, the algorithm
assigns two vectors, i.e., source and target vectors for each vertex. We denote adja-
cency matrix as A and the user representations as U = [Us,Ut ], where Us ∈ R|V |×d
and Ut ∈ R|V |×d are source and target vertex embeddings, respectively. We define
a high-order proximity matrix as S, where Si j is the proximity between vi and v j .
Then our goal is to approximate the matrix S with the product of Us and Ut . The
optimization objective can be written as
min
Us ,Ut
‖S − UsUt‖2F . (8.43)
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Many high-order proximity measurements which characterize the asymmetric
transitivity share a general formulation which can be used for the approximation of
the proximities:
S = M−1g Ml , (8.44)
where Mg and Ml are both polynomials of matrices. Now we will take three com-
monly used high-order proximity measurements to illustrate the formula.
• Katz Index Katz Index is a weighted summation over the path set between two
vertices. The computation of the Katz Index can be written recurrently:
S := βAS + βA, (8.45)
where the decay parameter β represents how fast the weight decreases when the
length of paths grows.
• Rooted PageRank For rooted PageRank, Si j is the probability that a random walk
from vertex vi will locate at v j in the stable state. The formula can be written as
S := αSP + (1 − α)I, (8.46)
where α is the probability that a random walk returns to its start point and P is the
transition matrix.
• Common Neighbors Si j is the number of vertexes which is the target of an edge
from vi and the source of an edge to v j . The matrix S can be expressed as
S = A2. (8.47)
For the three high-order proximity measurements introduced above, we summa-
rize their equivalent form S = M−1g Ml in the following table (Table8.3).
A simple idea of approximating S with the product of matrices is SVD decom-
position. However, the direct computation of SVD decomposition of matrix S has a
complexity of O(|V |3). By writing matrix S asM−1g Ml , we do not need to compute
matrix S directly. Instead, we can do JDGSVD decomposition on Mg and Ml inde-
pendently and then use their results to derive the decomposition of S. The complexity
reduces to |E |d2 for each iteration of JDGSVD.
Community PreservingNetworkRepresentation.While previousmethods aim
at preserving the microscopic structure of a network such as first- and second-order
Table 8.3 General formula for high-order proximity measurements
Measurement Mg Ml
Katz index I − βA βA
Rooted PageRank I − αP (1 − α)I
Common neighbors I A2
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proximities. Wang et al. [127] proposed Modularized Nonnegative Matrix Factor-
ization (M-NMF), which encodes the mesoscopic community structure information
into the network representations. The basic idea is to consider the modularity as part
of the optimization function. Recall that the modularity is formulated in Eq.8.15 and
S is the community indicator matrix. Then the loss function of modularity part is to
minimize −tr(SBS).
Similar to previous methods, M-NMF also factorizes an affinity matrix which
encodes first-order and second-order proximities. Specifically, M-NMF takes adja-
cency matrix A as the first-order proximity matrix A1 and computes the cosine
similarity of corresponding rows of adjacency matrix A as the second-order prox-
imity matrix A2. M-NMF uses a mixture of A1 and A2 as the similarity matrix. To
conclude, the overall optimization function of M-NMF is
min
M,U,S,C
∥∥A1 + ηA2 − MU
∥∥2
F + α
∥∥S − UC∥∥2F − βtr(SBS), (8.48)
whereS ∈ R|V |×k,M,U∈R|V |×m,C∈Rk×m,Mi j ,Ui j ,Si j ,Ci j ≥ 0,∀i∀ j, tr(SS) =
|V | and α, β, η > 0 are harmonic hyperparameters. Subscript F denotes Frobenius
norm. Here similarity matrix A1 + ηA2 is factorized into two nonnegative matrices
M and U. Then community representation matrix C in the second term bridges the
matrix factorization part and the modularity part.
A concurrent algorithm Community-enhanced NRL (CNRL) [116, 117] is a
pipeline algorithm that learns node-community assignment at first and then reforms
the DeepWalk algorithm to incorporate community information. Specifically, in the
first phase, CNRL made an analogy between community detection and topic model-
ing. Then CNRL started by generating random walks and fed these vertex sequences
into Latent Dirichlet Allocation (LDA) algorithm. By taking a vertex as a word and a
topic as a community, CNRL can get a soft-assignment of vertex-community mem-
bership. Then in the second phase, both the embedding of a center node and the
embedding of its community are used to predict the neighborhood vertices in the
random walk sequences. The illustration figure is shown in Fig. 8.3.
8.2.5.2 Network Representation with External Information
Network Representation with Text Information. We will present the network
embedding algorithm TADW, which further generalizes the matrix factorization
framework to take advantage of text information. Text-Associated DeepWalk
(TADW) [136] incorporates text features of vertices into network representation
learning under the framework of matrix factorization. The matrix factorization view
ofDeepWalk enables the introduction of text information intomatrix factorization for
network representation learning. Figure8.4 shows the main idea of TADW: factorize
vertex affinity matrix M ∈ R|V |×|V | into the product of three matrices: W ∈ Rk×|V |,
H ∈ Rk× ft , and text features T ∈ R ft×|V |. Then TADW concatenates W and HT as
2k-dimensional representations of vertices.
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Fig. 8.3 The architecture of community preserving network embedding model
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Then the question is how to build vertex affinity matrix M and how to extract
text feature T from the text information. Following the proof of matrix factorization
form of DeepWalk, TADW set vertex affinity matrixM to a tradeoff between speed
and accuracy: factorize the matrixM = (A + A2)/2 where A is the row-normalized
adjacencymatrix. For text featurematrixT, TADWfirst constructs theTF-IDFmatrix
from the text and then reduces the dimension of the TF-IDF matrix to 200 via SVD
decomposition.















Fig. 8.5 The architecture of TransNet model
Formally, the model of TADW minimizes the following optimization function:
min
W,H
‖M − WHT‖2F +
λ
2
(‖W‖2F + ‖H‖2F ), (8.49)
where λ is the regularization factor. The optimization of parameters are processed
by updating W and H iteratively via conjugate gradient descent.
TransNet. Most existing NRLmethods neglect the semantic information of edges
and simplify the edge as a binary or continuous value. TransNet algorithm [119]
considers the label information on the edges instead of nodes. In particular, TransNet
is based on translation mechanism shown in Fig. 8.5.
In the settings of TransNet, each edge has a number of binary labels on it. Then the
loss function of TransNet consists of two parts: one part is the translation loss which
measures the distance between u + e and v where u, e, v stand for the embeddings
of head vertex, edge, and tail vertex; another part is the reconstruction loss of the
autoencoder which encodes the labels of an edge into its embedding e and restore
the labels from the embedding. After the learning phase, we can compute the edge
embedding by subtracting two vertices and use the decoder part of the autoencoder
to predict the labels of an unobserved edge.
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Semi-supervised Network Representation. In this part, we introduce several
semi-supervised network representation learning methods that are applied to het-
erogeneous networks. All methods learn vertex embeddings and their classification
labels simultaneously.
(1) LSHM The first algorithm LSHM (Latent Space Heterogeneous Model) [52],
follows the manifold assumption which assumes that two connected nodes tend to
have similar node embeddings. Thus, the regularization loss which forces connected
nodes to have similar representations can be formulated as
∑
i, j
wi j‖vi − v j‖2, (8.50)
where wi j is the weight of edge (vi , v j ).
As a semi-supervised representation learning algorithm, LHSM also needs to
predict the classification labels for unlabeled vertices. To train the classifiers, LHSM
computes the loss of observed labels as
∑
i
Δ( fθ (vi ), yi ), (8.51)
where fθ (vi ) is the predicted label for vertex vi , yi is the observed label for vi and
Δ(·, ·) is the loss function between predicted label and ground truth label. Specifi-
cally, fθ (·) is a linear function and Δ(·, ·) is set to hinge loss.
Finally, the objective function is
L (V, θ) =
∑
i
Δ( fθ (vi ), yi ) + λ
∑
i, j
wi j‖vi − v j‖2, (8.52)
where λ is a harmonic hyperparameter. The algorithm is optimized via stochastic
gradient descent.
(2) node2vec Node2vec [38] modifies DeepWalk by changing the generation
of random walks. As shown in previous subsections, DeepWalk generates rooted
randomwalks by choosing the next vertex according to a uniform distribution, which
could be improved by using a well-designed random walk generation strategy.
Node2vec first considers two extreme cases of vertex visiting sequences: Breadth-
First Search (BFS) and Depth-First Search (DFS). By restricting the search to nearby
nodes, BFS characterizes the nearby neighborhoods of center vertices and obtains
a microscopic view of the neighborhood of every node. Vertices in the sampled
neighborhoods of BFS tend to repeat many times, which can reduce the variance in
characterizing the distribution of neighboring vertices of the source node. In contrast,
the sampled nodes inDFS reflect amacro-viewof the neighborhoodwhich is essential
in inferring communities based on homophily.
Node2vec designs a neighborhood sampling strategy which can smoothly inter-
polate between BFS and DFS. More specifically, consider a random walk that just
walks through edge (t, v) and now stays at vertex v. The walk evaluates the transition
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probabilities of edge (v, x) to decide the next step. Node2vec sets the unnormalized






p if dtx = 0,
1 if dtx = 1,
1
q if dtx = 2,
(8.53)
and dtx denotes the shortest path distance between vertices t and x . p and q are
parameters that guide the random walk and control how fast the walk explores and
leaves the neighborhood of starting vertex. A low p will increase the probability of
revisiting a vertex and make the random walk focus on local neighborhoods while a
lowq will encourage the randomwalk to explore further vertices.After the generation
of the randomwalks, the rest of the algorithm is almost the same as that of DeepWalk.
(3) MMDW Max-Margin DeepWalk (MMDW) [118] utilizes the max-margin
strategy in SVM to generalize DeepWalk algorithm for semi-supervised learning.
Specifically, MMDW employs the matrix factorization form of DeepWalk proved
in TADW [136] and further add the max-margin constraint which requires that the
embeddings of nodes from different labels should be far from each other. The opti-











s.t. wli xi − wj xi ≥ e ji − ξi ,∀i, j,
(8.54)
whereW = [w1,w2, . . . ,wm]T is the weight matrix of SVM, ξ is the slack variables,
e ji = 1 if li = j and e ji = 0 otherwise, and LDW is the matrix factorization form
DeepWalk loss function:
LDW = ‖M − XY‖22 +
λ
2
(‖X‖22 + ‖Y‖22), (8.55)
which is introduced in previous sections.
Figure8.6 shows the visualization result of the DeepWalk and MMDW algorithm
on the Wiki dataset [103]. We can see that the embeddings of nodes from different
classes are more separable with the help of semi-supervised max-margin represen-
tation learning.
(4)PTEAnother algorithmcalledPTE (PredictiveTextEmbedding) [110] focuses
on text network such as the bibliography network where a paper is a vertex, and
the citation relationship between papers forms the edges. PTE considers network
structure together with plain text and observed vertex labels. PTE proposes a semi-
supervised framework to learn vertex representation and predict unobserved vertex
labels.
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Fig. 8.6 A visualization of t-SNE 2D representations on Wiki dataset (left: DeepWalk, right:
MMDW) [118]
A text network is divided into three bipartite networks: word-word, word-
document, and word-label networks. We will introduce the definition of the three
networks in more detail.
For the word-word network, the weight wi j of the edge between word vi and v j is
defined as the number of times that the two words co-occur in the same context win-
dows. For word-document network, the weight wi j between word vi and document
d j is defined as the number of times vi appears in document d j . For the word-label
network, the weight wi j of the edge between word vi and class c j is defined as:
wi j = ∑d:ld= j ndi , where ndi is the term frequency of word vi in document d, and ld
is the class label of document d.
Then following previous work LINE, given bipartite networkG = (VA ∪ VB, E),
the conditional probability of generating vi ∈ VA from v j ∈ VB is defined as
P(vi |v j ) = exp(v j · vi )∑|V |
k=1 exp(vk · vi )
. (8.56)
Similar to LINEmodel, the loss function is defined as the KL-divergence between
empirical distribution and conditional distribution. The optimization objective can
be further formulated as
L = −
∑
(vi ,v j )∈E
wi j log P(vi |v j ). (8.57)
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Then the final objective can be obtained by summing all three bipartite networks:




(vi ,v j )∈Eww
wi j log P(vi |v j ), (8.59)
Lwd = −
∑
(vi ,v j )∈Ewd
wi j log P(vi |d j ), (8.60)
Lwl = −
∑
(vi ,v j )∈Ewl
wi j log P(vi |l j ). (8.61)
Then the optimization can be done by stochastic gradient descent.
8.2.5.3 Task-Specific Network Representation
Network Representation for Community Detection. As shown in spectral cluster-
ing methods, people make their effort to learn community indicator matrix based on
modularity and normalized graph cut. The continuous community indicator matrix
can be seen as a k-dimensional vertex representation, where k is the number of com-
munities. Note that modularity and graph cut is defined for nonoverlapping commu-
nities. By alternating a cost function for overlapping communities, the idea can also
work for overlapping community detection. In this subsection, wewill introduce sev-
eral community detection algorithms. These community detection algorithms start
by learning a k-dimensional nonnegative vertex-community affinity matrix and then
derive a hard community assignment for vertices based on the matrix. Therefore, the
key procedure of these algorithms can be regarded as an unsupervised k-dimensional
nonnegative vertex embedding learning.
BIGCLAM [140] is an overlapping community detection method. It assumes that
matrix F ∈ R|V |×k is the user-community affinity matrix, where Fvc is the strength
between vertex v and community c. Matrix F is nonnegative and Fvc = 0 indicates
no affiliation. BIGCLAM builds a generative model by modeling the probability that
vertex vi connects v j givenuser-community affinitymatrixF.More specifically, given
matrix F, BIGCLAM generates an edge between vertex vi and v j with a probability
P(vi , v j ) = 1 − exp(−Fvi · Fv j ), (8.62)
where Fvi is the corresponding row of matrix F for vertex vi and can be seen as the
representation of vi . Note that the probability P(vi , v j ) has an increasing relationship
with Fvi · Fv j =
∑
c Fvi ,cFv j ,c, which indicates that the more communities a pair of
nodes shared, the more likely they are connected.
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For the case that Fvi · Fv j = 0, BIGCLAM adds a background probability ε =
2|E |
|V |(|V |−1) to the pair of nodes to avoid a zero probability.
Then BIGCLAM tries to maximize the log-likelihood of the graph G = (V, E):
O(F) =
∑
i, j :(vi ,v j )∈E
log P(vi , v j ) +
∑
i, j :(vi ,v j )/∈E
log(1 − P(vi , v j )), (8.63)
which can be reformulated as
O(F) =
∑
i, j :(vi ,v j )∈E
log(1 − exp(−Fvi · Fv j )) −
∑
i, j :(vi ,v j )/∈E
Fvi · Fv j . (8.64)
The parameters F are learned by projected gradient descent. Note that the train-
ing objective can be regarded as a variant of nonnegative matrix factorization. The
maximization of log-likelihood function is an approximation of adjacency matrix A
by FF. Compared with L2-norm loss function, the gradient of Eq.8.64 can be com-
puted more efficiently for a sparse matrix A which is the most case in the real-world
dataset.
The model can also be generalized to asymmetric case [141]. That is to replace
Eq.8.62 by
P(vi , v j ) = 1 − exp(−Fvi · Hv j ), (8.65)
where H is another matrix that has the same size with the matrix F. The generative
model can also consider attributes of vertices by adding attribute terms to Eq.8.62
[79].
8.2.5.4 Network Representation for Visualization
Different from previous algorithms that focus on machine learning tasks, the algo-
rithms introduced in this subsection are designed for visualization. As a commonly
used data structure, the visualization of networks is an important task. The dimen-
sions of representations of vertices are usually 2 or 3 to draw the graph.
Representation learning for network visualization generally follows the following
aesthetic criteria [30]:
• Distribute the vertices evenly in the frame.
• Minimize edge crossings.
• Make edge lengths uniform.
• Reflect inherent symmetry.
• Conform to the frame.
Following these criteria, graph visualization algorithms build a force-directed
graph drawing framework. The basic assumption is that there is a spring between
each pair of vertices. Then the optimization objective is to minimize the energy of
the graph according to Hooke’s law:






ki j (‖vi − v j‖ − li j )2, (8.66)
where ki j is spring constant, vi is the position of vertex vi and li j is the length of
shortest path between vertex vi and v j . The intuition is straightforward: close vertices
should have close positions in the drawing. Several algorithms have been proposed
to improve this framework [34, 54, 60] by changing the setting of spring constant ki j
or the energy function. The parameters can be easily learned via gradient descent.
8.2.5.5 Embedding Enhancement via High-Order Proximity
Approximation
Yang et al. [137] summarize several existing NRL methods into a unified two-step
framework, including proximity matrix construction and dimension reduction. They
conclude that anNRLmethod can be improved by exploring higher order proximities
when building the proximity matrix. Then they propose Network Embedding Update
(NEU) algorithm, which implicitly approximates higher order proximities with the-
oretical approximation bound and can be applied to any NRL methods to enhance
their performances. NEU can make a consistent and significant improvement over
some NRL methods with almost negligible running time.
The two-step framework is summarized as follows:
Step 1: Proximity Matrix Construction. Compute a proximity matrix M ∈
R
|V |×|V |, which encodes the information of k-order proximity matrix where k =
1, 2 . . . , K . For example, M = 1K A + 1K A2 · · · + 1K AK stands for an average com-
bination of k-order proximity matrix for k = 1, 2 . . . , K . The proximity matrix M is
usually represented by a polynomial of normalized adjacency matrix A of degree K ,
and we denote the polynomial as f (A) ∈ R|V |×|V |. Here the degree K of polynomial
f (A) corresponds to the maximum order of proximities encoded in the proximity
matrix. Note that the storage and computation of proximity matrix M doesn’t nec-
essarily take O(|V |2) time because we only need to save and compute the nonzero
entries.
Step 2: Dimension Reduction. Find network embedding matrix V ∈ R|V |×d and
context embedding C ∈ R|V |×d so that the product VC approximates proximity
matrix M. Here different algorithms may employ different distance functions to
minimize the distance between M and VC. For example, we can naturally use the
norm of matrixM − VC to measure the distance and minimize it.
Spectral Clustering, DeepWalk, and GraRep can be formalized into the two-step
framework. Nowwe focus on the first step and study how to define the right proximity
matrix for NRL.
We summarize the comparisons among Spectral Clustering (SC), DeepWalk, and
GraRep in Table8.4 and conclude the following observations.
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k , k = 1 . . . K
Computation Accurate Approximate Accurate
Scalability Yes Yes No
Performance Low Middle High
Observation 8.1 Modeling higher order and accurate proximitymatrix can improve
the quality of network representation. In otherwords,NRLcan benefit fromexploring
a polynomial proximity matrix f (A) of a higher degree.
From the development ofNRLmethods, it can be seen thatDeepWalk outperforms
Spectral Clustering because DeepWalk considers higher order proximity matrices,
and the higher order proximity matrices can provide complementary information for
lower order proximity matrices. GraRep outperforms DeepWalk because GraRep
accurately calculates the k-order proximity matrix rather than approximating it by
Monte Carlo simulation as DeepWalk does.
Observation 8.2 Accurate computation of high-order proximity matrix is not fea-
sible for large-scale networks.
The major drawback of GraRep is the computation complexity of calculating the
accurate k-order proximity matrix. In fact, the computation of high-order proximity
matrix takes O(|V |2) time and the time complexity of SVD decomposition also
increases as k-order proximity matrix gets dense when k grows. In summary, the
time complexity of O(|V |2) is too expensive to handle large-scale networks.
The first observation provides the motivation to explore higher order proximity
matrices in NRL models, but the second observation indicates that an accurate infer-
ence of higher order proximity matrices isn’t acceptable. Therefore, how to learn
network embeddings from approximate higher order proximity matrices efficiently
becomes important. To be more efficient, the network representations which encode
the information of lower order proximity matrices can be used as our basis to avoid
repeated computations. The problem is formalized below.
Problem Formalization. Assume that we have normalized adjacency matrix A
as the first-order proximitymatrix, network embeddingV, and context embeddingC,
whereV,C ∈ R|V |×d . Suppose that the embeddingsV andC are learned by the above
NRL framework which indicates that the product VC approximates a polynomial
proximity matrix f (A) of degree K . The goal is to learn a better representation V′
andC′, which approximates a polynomial proximity matrix g(A)with higher degree
than f (A). Also, the algorithm should be efficient in the linear time of |V |. Note
that the lower bound of time complexity is O(|V |d) which is the size of embedding
matrix R.
There is a simple, efficient, and effective iterative updating algorithm to solve the
above problem.
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Method. Given hyperparameter λ ∈ (0, 12 ], normalized adjacency matrix A, we
update V and C as follows:
V′ = V + λAV,
C′ = C + λAC. (8.67)
The time complexity of computing AV and AC is O(|V |d) because matrix A
is sparse and has O(|V |) nonzero entries. Thus the overall time complexity of one
iteration of operation (Eq.8.67) is O(|V |d).
Recall that product of previous embedding V and C approximates polynomial
proximity matrix f (A) of degree K . It can be proved that the algorithm can learn
better embeddings V′ and C′, where the product V′C′ approximates a polynomial
proximity matrix g(A) of degree K + 2 bounded by matrix infinite norm.
Theorem Denote the network and context embedding by V and C, and suppose
that the approximation between VC and proximity matrix M = f (A) is bounded
by r = ‖ f (A) − VC‖∞ and f (·) is a polynomial of degree K . Then the product
of updated embeddings V′ and C′ from Eq.8.67 approximates a polynomial g(A) =
f (A) + 2λA f (A) + λ2A2 f (A) of degree K + 2 with approximation bound r ′ =
(1 + 2λ + λ2)r ≤ 94r .
Proof Assume that S = f (A) − VC and thus r = ‖S‖∞.
‖g(A) − V′C′‖∞ = ‖g(A) − (V + λAV)(C + λCA)‖∞
= ‖g(A) − VC − λAVC − λVCA − λ2AVCA‖∞
= ‖S + λAS + λSA + λ2ASA‖∞
≤ ‖S‖∞ + λ‖A‖∞‖S‖∞ + λ‖S‖∞‖A‖∞ + λ2‖S‖∞‖A‖2∞
= r + 2λr + λ2r,
(8.68)
where the second last equality replaces g(A) and f (A) − VC by the definitions
of g(A) and S and the last equality uses the fact that ‖A‖∞ = maxi ∑ j |Ai j | = 1
because the summation of each row of A equals to 1.
In the experimental settings, it is assumed that the weight of lower order proxim-
ities should be larger than higher order proximities because they are more directly
related to the original network. Therefore, given g(A) = f (A) + 2λA f (A) + λ2A2
f (A), we have 1 ≥ 2λ ≥ λ2 > 0 which indicates that λ ∈ (0, 12 ]. The proof indicates
that the updated embedding can implicitly approximate a polynomial g(A) of 2 more
degrees within 94 times matrix infinite norm of previous embeddings. 
Algorithm. The update Eq.8.67 can be further generalized in two directions. First
we can update embeddings V and C according to Eq.8.69:
V′ = V + λ1A V + λ2A (A V),
C′ = C + λ1A C + λ2A (A C).
(8.69)
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The time complexity is still O(|V |d) but Eq.8.69 can obtain higher proximity
matrix approximation than Eq.8.67 in one iteration. More complex update formulas
that explore further higher proximities than Eq.8.69 can also be applied but Eq.8.69
is used in current experiments as a cost-effective choice.
Another direction is that the update equation can be processed for T rounds to
obtain higher proximity approximation. However, the approximation bound would
grow exponentially as the number of rounds T grows and thus the update cannot be
done infinitely.Note that the update operation ofV andC are completely independent.
Therefore, only updating network embedding V is enough for NRL. The above
algorithm (NEU) avoids an accurate computation of high-order proximity matrix
but can yield network embeddings that actually approximate high-order proximities.
Hence, this algorithm can improve the quality of network embeddings efficiently.
Intuitively, Eqs. 8.67 and 8.69 allow the learned embeddings to further propagate to
their neighbors. Hence, the proximities of longer distances between vertices will be
embedded.
8.2.6 Applications
In this part, wewill introduce common applications for network representation learn-
ing and their evaluation metrics.
8.2.6.1 Multi-label Classification
A multi-label classification task is the most widely used network representation
learning evaluation task. The representations of vertices are considered as vertex
features and applied to classifiers to predict vertex labels. More formally, we assume
that there are K labels in total. The vertex-label relationship can be expressed as a
binary matrix M ∈ {0, 1}|V |×K where Mi j = 1 indicates that vertex vi has j th label
and Mi j = 0 otherwise. Specifically, for the multiclass classification problem, each
vertex has exactly one label, which means there is only an “1” in each row of matrix
M. For the evaluation task, we set a training ratio which indicates how much percent
of vertices have observed labels. Then our goal is to predict the labels for the vertices
in the test set.
For unsupervised network representation learning algorithms, the labels of the
training set are not used for embedding learning. The network representations are
fed to classifiers like SVM or logistic regression. Each label will have its classi-
fier. For semi-supervised learning methods, they take the observed vertex labels into
account in the representation learning period. These algorithms will have their spe-
cific classifiers for label prediction.
Once the label prediction is done, we can move to compute the evaluation met-
rics. For multiclass classification, we assume that the number of correctly predicted
vertices is |Vr |. Then the classification accuracy is defined as the ratio of correctly
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predicted vertices which can be formulated as |Vr |/|V |. For multi-label classifica-
tion, the precision, recall, and F1 are the most popular metrics, which are computed
as follows:
Precision = Ncorrectly predicted labels
Npredicted labels
,
Recall = Ncorrectly predicted labels
Nunobserved labels
,
F1-Score = 2Precision × Recall
Precision + Recall .
(8.70)
8.2.6.2 Link Prediction
Link prediction is another important evaluation task for network representation learn-
ing because a good network embedding should have the ability to model the affinity
between vertices. For evaluation, we randomly pick up edges as training set and leave
the rest as test set. Cross-validation can also be employed for training and testing.
To make link prediction given the vertex representations, we first need to evaluate
the strength of a pair of vertices. The strength between two vertices is evaluated
by computing the similarity between their representations. This similarity is usually
computed by cosine similarity, inner product, or square loss, which depends on the
algorithm. For example, if an algorithm uses ‖Vi − C j‖22 in their objective function,
then square loss should be used to measure the similarity between vertex represen-
tations. Then after we get the similarity of all unobserved links, we can rank them
for link prediction. There are two significant metrics for link prediction: area under
the receiver operating characteristic curve (AUC) and precision.
AUC. The AUC value is the probability that a randomly chosen missing link has
a higher score than a randomly chosen nonexistent link. For implementation, we
randomly select a missing link and a nonexistent link and compare their similarity
score. Assume that there are n1 times that missing link having a higher score and n2
times they have the same score among n independent comparisons. Then the AUC
value is
AUC = n1 + 0.5n2
n
. (8.71)
Note that for a random network representation, the AUC value should be 0.5.
Precision. Given the ranking of all the non-observed links, we predict the links
with top-L highest score as predicted ones. Assume that there are Lr links that are
missing links, then the precision is defined as Lr/L .
8.2.6.3 Community Detection
For the network representation based community detection algorithm, we first need
to convert the nonnegative vertex representation into the hard assignment of commu-
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nities. Assume that we have network representation matrixV ∈ R+|V |×k where row i
ofV is the nonnegative embedding of vertex vi . For community detection, we regard
each dimension of the embeddings as a community. That is to say, Vi j denotes the
affinity between vertex vi and community c j . For each column of matrix V, we set
a threshold Δ and the vertices with affinity score higher than the threshold will be
considered as a member of the corresponding community. The threshold can be set
in various ways. For example, we can set δ so that a vertex belongs to a community c




≤ 1 − exp(−Δ2), (8.72)
which indicates that Δ = √− log(1 − 1/N ).
For evaluation metrics, we have two choices: modularity and matching score.






Ai j − deg(vi )deg(v j )
2|E |
]
δ(vi , v j ), (8.73)
where δ(vi , v j ) = 1 if vi and v j belong to the same community and δ(vi , v j ) = 0
otherwise. A larger modularity indicates a better community detection algorithm.
Matching Score. This is a more sophisticated evaluation metric for community
detection. To compare a set of ground truth communities C∗ to a set of detected
communities C , we first need to match each detected community to the most similar
ground truth community. On the other side, we also find the most similar detected
community for each ground truth community. Then the final performance is evaluated














δ(c∗i , c j ), (8.74)
where δ(c∗i , c j ) is a similarity measurement of ground truth community c
∗
i and
detected community c j , such as Jaccard similarity. The score is between 0 and 1,
where 1 indicates a perfect matching of ground truth communities.
8.2.6.4 Recommender System
Recommender systems aim at recommending items (e.g., products, movies, or loca-
tions) for users and cover a wide range of applications. In many cases, an application
comes with an associated social network between users. Now we will present an
example to show how to use the idea of network representation for building recom-
mender systems in location-based social networks.
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(a) Friendship Network (b) User Trajectory
Fig. 8.7 An illustrative example for the data in LBSNs: a Link connections represent the friendship
between users. bA trajectory generated by a user is a sequence of chronologically ordered check-in
records [138]
The accelerated growth of mobile trajectories in location-based services brings
valuable data resources to understand users’ moving behaviors. Apart from recording
the trajectory data, another major characteristic of these location-based services is
that they also allow the users to connect whomever they like or are interested in. As
shown in Fig. 8.7, a combination of social networking and location-based services
is called as Location-Based Social Networks (LBSN). As shown in [21], locations
that are frequently visited by socially related persons tend to be correlated, which
indicates the close association between social connections and trajectory behaviors
of users in LBSNs. In order to better analyze and mine LBSN data, we need to have
a comprehensive view to analyze and mine the information from the two aspects,
i.e., the social network and mobile trajectory data.
Specifically, JNTM [138] is proposed to model both social networks and mobile
trajectories jointly. The model consists of two components: the construction of social
networks and the generation of mobile trajectories. First, JNTM adopts a network
embedding method for the construction of social networks where a networking rep-
resentation can be derived for a user. Secondly, JNTM considers four factors that
influence the generation process of mobile trajectories, namely, user visit prefer-
ence, influence of friends, short-term sequential contexts, and long-term sequential
contexts. Then JNTM uses real-valued representations to encode the four factors and
set two different user representations to model the first two factors: a visit interest
representation and a network representation. To characterize the last two contexts,
JNTM employs the RNN and GRU models to capture the sequential relatedness in
mobile trajectories at different levels, i.e., short term or long term. Finally, the two
components are tied by sharing user network representations. The overall model is
illustrated in Fig. 8.8.








Friendship User Interest Long-term Context Short-term Context
Network G Trajectory T
Fig. 8.8 The architecture of JNTM model
8.2.6.5 Information Diffusion Prediction
Information diffusion prediction is an important task which studies how information
items spread among users. The prediction of information diffusion, also known as
cascade prediction, has been studied over a wide range of applications, such as
product adoption [67], epidemiology [124], social networks [63], and the spread of
news and opinions [68].
As shown in Fig. 8.9, microscopic diffusion prediction aims at guessing the next
infected user, while macroscopic diffusion prediction estimates the total numbers of
infected users during the diffusion process. Also, an underlying social graph among
userswill be availablewhen information diffusion occurs on a social network service.
The social graph will be considered as additional structural inputs for diffusion
prediction.
FOREST [139] is the first work to address both microscopic and macroscopic
predictions. As shown in Fig. 8.10, FOREST proposes a structural context extrac-
Fig. 8.9 Illustrative examples for microscopic next infected user prediction (left) and macroscopic
cascade size prediction (right) [139]
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Fig. 8.10 An illustrative example of structural context extraction of the orange node by neighbor
sampling and feature aggregation [139]
tion algorithm that was originally introduced for accelerating graph convolutional
networks [41] to build an RNN-based microscopic cascade model. For each user
v, we first sample Z users {u1, u2 . . . , uZ } from v and its neighbors N (v). Then
we update its feature vector by aggregating the neighborhood features. The updated
user feature vector encodes structural information by aggregating features from v’s
first-order neighbors. The operation can also be processed recursively to explore a
larger neighborhood of user v. Empirically, a two-step neighborhood exploration is
time efficient and enough to give promising results.
FOREST further incorporates the ability of macroscopic prediction, i.e., esti-
mating the eventual size of a cascade into the model by reinforcement learning. The
method can be divided into four steps: (a) encode observed K users by a microscopic
cascade model; (b) enable the microscopic cascade model to predict the size of a cas-
cade by cascade simulations; (c) use Mean-Square Log-Transformed Error (MSLE)
as the supervision signal for macroscopic predictions; and (d) employ a reinforce-
ment learning framework to update parameters through policy gradient algorithm.
The overall workflow is illustrated in Fig. 8.11.
8.3 Graph Neural Networks
In this section, we will introduce another kind of method for network representation
learning, which is called Graph Neural Networks (GNNs) [101]. These methods
aim to utilize neural networks to model graph data and have shown their strong
capabilities in many applications.
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… …h1 h2 hK
Microscopic Cascade Model
u1 u2 uK
(a) Feed observed K users into
microscopic cascade model
<STOP>
(b) cascade simulations by sampling




Fig. 8.11 The workflow of adopting microscopic cascade model for macroscopic size prediction
by reinforcement learning
8.3.1 Motivations
Graph Neural Networks (GNNs) are deep learning based methods that operate on
graph domain. Due to its convincing performance and high interpretability, GNN
has been a widely applied graph analysis method recently. In this subsection, we will
illustrate the fundamental motivations of graph neural networks.
In recent years, CNNs [65] have made breakthroughs in various machine learning
areas, especially in the area of computer vision, and started the revolution of deep
learning [64]. CNNs are capable of extracting multiscale localized features and these
features are used to generatemore expressive representations. Aswe are going deeper
into CNNs and graphs, we found the keys of CNNs: local connection, sharedweights,
and the use ofmultilayer [64]. These are also of great importance in solving problems
of graph domain, because (1) graphs are the most typical locally connected structure,
(2) shared weights reduce the computational cost compared with traditional spectral
graph theory [23], and (3) multilayer structure is the key to deal with hierarchical
patterns, which captures the features of various sizes. However, CNNs can only
operate on regular Euclidean data like images (2D grid) and text (1D sequence)
while these data structures can be regarded as instances of graphs. Therefore, it is
straightforward to think of finding the generalization of CNNs to graphs. As shown
in Fig. 8.12, it is hard to define localized convolutional filters and pooling operators,
which hinders the transformation of CNN from Euclidean domain to non-Euclidean
domain.
The other motivation comes from network embedding [12, 24, 37, 42, 149]. In
the field of graph analysis, traditional machine learning approaches usually rely on
hand-engineered features and are limited by its inflexibility and high cost. Follow-
ing the idea of representation learning and the success of word embedding [81],
DeepWalk [93], which is regarded as the first graph embedding method based on
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Fig. 8.12 Left: image in Euclidean space. Right: graph in non-Euclidean space [155]
representation learning, applies Skip-gram model [81] on the generated random
walks. Similar approaches such as node2vec [38], LINE [111], and TADW [136]
also achieved breakthroughs. However, these methods suffer from two severe draw-
backs [42]. First, no parameters are shared between nodes in the encoder, which leads
to computational inefficiency, since itmeans the number of parameters grows linearly
with the number of nodes. Second, the direct embedding methods lack the ability of
generalization, which means they cannot deal with dynamic graphs or generalize to
new graphs.
Based on CNNs and network embedding, Graph Neural Networks (GNNs) are
proposed to collectively aggregate information from graph structure. Thus, they can
model input and/or output consisting of elements and their dependency. Further, the
graph neural networks can simultaneously model the diffusion process on the graph
with the RNN kernel.
In the rest of this section, we will first introduce several typical variants of graph
neural networks such as Graph Convolutional Networks (GCNs), Graph Attention
Networks (GATs), and Graph Recurrent Networks (GRNs). Then we will introduce
several extensions to the original model and finally, we will give some examples of
applications that utilize graph neural networks.
8.3.2 Graph Convolutional Networks
Graph Convolutional Networks (GCNs) aim to generalize convolutions to the graph
domain. Advances in this direction are often categorized as spectral approaches and
spatial (nonspectral) approaches.
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8.3.2.1 Spectral Approaches
Spectral approaches work with a spectral representation of the graphs.
Spectral Network. Bruna et al. [11] proposes the spectral network. The convolu-
tion operation is defined in the Fourier domain by computing the eigendecomposition
of the graph Laplacian. The operation can be defined as the multiplication of a signal
x ∈ RN (a scalar for each node) with a filter gθ =diag(θ) parameterized by θ ∈ RN :
gθ  x = Ugθ ()UT x, (8.75)
where U is the matrix of eigenvectors of the normalized graph Laplacian L = IN −
D− 12 AD− 12 = UUT (D is the degree matrix and A is the adjacency matrix of the
graph), with a diagonal matrix of its eigenvalues .
This operation results in potentially intense computations and non-spatially local-
ized filters. Henaff et al. [47] attempts to make the spectral filters spatially localized
by introducing a parameterization with smooth coefficients.
ChebNet. Hammond et al. [43] suggests that gθ () can be approximated by a
truncated expansion in terms of Chebyshev polynomials Tk(x) up to K th order. Thus,
the operation is




with L̃ = 2/λmax L − IN . λmax denotes the largest eigenvalue of L . θ ∈ RK is now
a vector of Chebyshev coefficients. The Chebyshev polynomials are defined as
Tk(x) = 2xTk−1(x) − Tk−2(x), with T0(x) = 1 and T1(x) = x . It can be observed
that the operation is K -localized since it is a K th-order polynomial in the Laplacian.
Defferrard et al. [28] proposes the ChebNet. It uses this K -localized convolution to
define a convolutional neural network, which could remove the need to compute the
eigenvectors of the Laplacian.
GCN.Kipf andWelling [59] limits the layer-wise convolution operation to K = 1
to alleviate the problem of overfitting on local neighborhood structures for graphs
with very wide node degree distributions. It further approximates λmax ≈ 2 and the
equation simplifies to





with two free parameters θ ′0 and θ ′1. After constraining the number of parameters
with θ = θ ′0 = −θ ′1, we can obtain the following expression:
gθ  x ≈ θ
(
IN + D− 12 AD− 12
)
x. (8.78)
Note that stacking this operator could lead to numerical instabilities and
exploding/vanishing gradients, [59] introduces the renormalization trick:
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IN + D− 12 AD− 12 → D̃− 12 ÃD̃− 12 , with Ã = A + IN and D̃ii = ∑ j Ãi j . Finally, [59]
generalizes the definition to a signal X ∈ RN×C with C input channels and F filters
for feature maps as follows:
H = f (D̃− 12 ÃD̃− 12XW), (8.79)
whereW ∈ RC×F is a matrix of filter parameters,H ∈ RN×F is the convolved signal
matrix and f (·) is the activation function.
The GCN layer can be stacked for multiple times so that we have the equation:
H(t) = f (D̃− 12 ÃD̃− 12H(t−1)W(t−1)), (8.80)
where the superscripts t and t − 1 denote the layers of the matrices, the initial matrix
H(0) could be X. After L layers, we can use the final embedding matrix H(L) and a
readout function to get the final output matrix Z:
Z = Readout(H (L)), (8.81)
where the readout function can be any machine learning methods, such as MLP.
Finally, as a semi-supervised algorithm, GCN uses the feature matrix at the top
layer Z which has the same dimension with the total number of labels to predict the
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Fig. 8.13 The architecture of graph convolutional network model
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8.3.2.2 Spatial Approaches
In all of the spectral approaches mentioned above, the learned filters depend on
the Laplacian eigenbasis, which depends on the graph structure, that is, a model
trained on a specific structure could not be directly applied to a graph with a different
structure.
Spatial approaches define convolutions directly on the graph, operating on spa-
tially close neighbors. The major challenge of spatial approaches is defining the con-
volution operation with differently sized neighborhoods and maintaining the local
invariance of CNNs.
Neural FPs. Duvenaud et al. [31] uses different weight matrices for nodes with
different degrees




h(t)v = f (W(t)|Nv |x(t)),
(8.83)
whereW(t)|Nv | is the weight matrix for nodes with degree |Nv| at layer t . And the main
drawback of the method is that it cannot be applied to large-scale graphs with more
node degrees.
In the following description of other models, we use h(t)v to denote the hidden
state of node v at layer t . Nv denotes the neighbor set of node v and |Nv| denotes the
size of the set.
DCNN. Atwood and Towsley [4] proposes the Diffusion-Convolutional Neural
Networks (DCNNs). Transition matrices are used to define the neighborhood for
nodes in DCNN. For node classification, it has
H = f
(
Wc  −→P X
)
, (8.84)
where  is the element-wise multiplication and X is an N × F matrix of input
features.
−→
P is an N × K × N tensor which contains the power series {P,P2,…,
PK } of matrix P. And P is the degree-normalized transition matrix from the graphs
adjacency matrix A. Each entity is transformed to a diffusion-convolutional rep-
resentation, which is a K × F matrix defined by K hops of graph diffusion over
F features. And then it will be defined by a K × F weight matrix and a nonlin-
ear activation function f . Finally H (which is N × K × F) denotes the diffusion
representations of each node in the graph.
DGCN. Zhuang and Ma [158] proposes the Dual Graph Convolutional Network
(DGCN) to consider the local consistency and global consistency of graphs jointly. It
uses two convolutional networks to capture the local/global consistency and adopts
an unsupervised loss to ensemble them. The first convolutional network is the same
as Eq.8.80. And the second network replaces the adjacency matrix with Positive
Point-wise Mutual Information (PPMI) matrix:
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where XP is the PPMI matrix and DP is the diagonal degree matrix of XP .
GraphSAGE. Hamilton et al. [41] proposes the GraphSAGE, a general induc-
tive framework. The framework generates embeddings by sampling and aggregating
features from a node’s local neighborhood.
h(t)Nv = AGGREGATE(t)({h(t−1)u ,∀u ∈ Nv}),
h(t)v = f (W(t)[h(t−1)v ;h(t)Nv ]).
(8.86)
However, [41] does not utilize the full set of neighbors in Eq.8.86 but a fixed-
size set of neighbors by uniformly sampling. And [41] suggests three aggregator
functions.
• Mean aggregator. It could be viewed as an approximation of the convolutional
operation from the transductive GCN framework [59], so that the inductive version
of the GCN variant could be derived by
h(t)v = f
(
W · MEAN ({h(t−1)v } ∪ {h(t−1)u |∀u ∈ Nv}
))
. (8.87)
The mean aggregator is different from other aggregators because it does not per-
form the concatenation operation which concatenates ht−1v and htNv in Eq.8.86. It
can be viewed as a form of “skip connection” [46] and can achieve better perfor-
mance.
• LSTMaggregator. Hamilton et al. [41] also uses an LSTM-based aggregator which
has a larger expressive capability. However, LSTMs process inputs in a sequential
manner so that they are not permutation invariant. Hamilton et al. [41] adapts
LSTMs to operate on an unordered set by permutating node’s neighbors.
• Pooling aggregator. In the pooling aggregator, each neighbor’s hidden state is fed
through a fully connected layer and then a max-pooling operation is applied to the
set of the node’s neighbors.
h(t)Nv = max({ f (Wpoolh(t−1)u + b),∀u ∈ Nv}). (8.88)
Note that any symmetric functions could be used in place of the max-pooling
operation here.
Other methods. There are still many other spatial methods. The PATCHY-SAN
model [86] first extracts exactly k nodes for each node and normalizes them. Then
the convolutional operation is applied to the normalized neighborhood. LGCN [35]
leverages CNNs as aggregators. It performs max-pooling on nodes’ neighborhood
matrices to get top-k feature elements and then applies 1-D CNN to compute hid-
den representations. Monti et al. [82] proposes a spatial-domain model (MoNet)
on non-Euclidean domains which could generalize several previous techniques.
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The Geodesic CNN (GCNN) [78] and Anisotropic CNN (ACNN) [10] on manifolds
or GCN [59] and DCNN [4] on graphs could be formulated as particular instances
of MoNet. Our readers can refer to their papers for more details.
8.3.3 Graph Attention Networks
The attention mechanism has been successfully used in many sequence-based tasks
such as machine translation [5, 36, 121], machine reading [19], etc. Many works
focus on generalizing the attention mechanism to the graph domain.
GAT. Velickovic et al. [122] proposes a Graph Attention Network (GAT) which
incorporates the attention mechanism into the propagation step. Specifically, it uses
the self-attention strategy and each node’s hidden state is computed by attending
over its neighbors.
Velickovic et al. [122] defines a single graph attentional layer and constructs
arbitrary graph attention networks by stacking this layer. The layer computes the















where αi j is the attention coefficient of node j to i .W ∈ RF ′×F is the weight matrix
of a shared linear transformation which applied to every node, a ∈ R2F ′ is the weight
vector. It is normalized by a softmax function and the LeakyReLU nonlinearity (with
negative input slop 0.2) is applied.












Moreover, the layer utilizes themulti-head attention similarly to [121] to stabilize
the learning process. It applies K independent attention mechanisms to compute the
hidden states and then concatenates their features(or computes the average), resulting
in the following two output representations:
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where αki j is normalized attention coefficient computed by the kth attention mecha-
nism, ‖ is the concatenation operation.
The attention architecture in [122] has several properties: (1) the computation of
the node-neighbor pairs is parallelizable thus the operation is efficient; (2) it can
deal with nodes that have different degrees by assigning reasonable weights to their
neighbors; (3) it can be applied to the inductive learning problems easily.
GAAN. Besides GAT, Gated Attention Network (GAAN) [150] also uses the
multi-head attention mechanism. However, it uses a self-attention mechanism to
gather information from different heads to replace the average operation of GAT.
8.3.4 Graph Recurrent Networks
Several works are attempting to use the gatemechanism like GRU [20] or LSTM [48]
in the propagation step to release the limitations induced by the vanillaGNNarchitec-
ture and improve the effectiveness of the long-term information propagation across
the graph. We call these methods Graph Recurrent Networks (GRNs) and we will
introduce some variants of GRNs in this subsection.
GGNN.Li et al. [72] proposes the gated graphneural network (GGNN)which uses
the Gate Recurrent Units (GRU) in the propagation step. It follows the computation
steps from recurrent neural networks for a fixed number of L steps, then it back-
propagates through time to compute gradients.
Specifically, the basic recurrence of the propagation model is





















)  h(t−1)v + z(t)v  h̃(t)v .
The node v first aggregates message from its neighbors, where Av is the sub-
matrix of the graph adjacency matrix A and denotes the connection of node v with
its neighbors. Then the hidden state of the node is updated by the GRU-like function
using the information from its neighbors and the hidden state from the previous
timestep. a gathers the neighborhood information of node v, z and r are the update
and reset gates.
LSTMs are also used similarly as GRU through the propagation process based on
a tree or a graph.
Tree-LSTM. Tai et al. [109] proposes two extensions to the basic LSTM architec-
ture: the Child-Sum Tree-LSTM and the N-ary Tree-LSTM. Like in standard LSTM
units, each Tree-LSTM unit (indexed by v) contains input and output gates iv and ov,
a memory cell cv and hidden state hv. The Tree-LSTM unit replaces the single forget
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gate by a forget gate fvk for each child k, allowing node v to select information from
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ctv = itv  utv +
∑
k∈Nv
f tvk  ct−1k ,
htv = otv  tanh(ctv),
where xtv is the input vector at time t in the standard LSTM setting.
In a specific case, if each node’s number of children is atmost K and these children
can be ordered from 1 to K , then the N -ary Tree-LSTM can be applied. For node
v, htvk and c
t
vk denote the hidden state and memory cell of its kth child at time t
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ctv = itv  utv +
K∑
l=1
f tvl  ct−1vl ,
htv = otv  tanh(ctv).
Compared to the Child-Sum Tree-LSTM, the N -ary Tree-LSTM introduces sep-
arate parameters for each child k. These parameters allow the model to learn more
fine-grained representations conditioning on each node’s children.
Graph LSTM. The two types of Tree-LSTMs can be easily adapted to the graph.
The graph-structured LSTM in [148] is an example of the N -ary Tree-LSTM applied
262 8 Network Representation
to the graph. However, it is a simplified version since each node in the graph has at
most 2 incoming edges (from its parent and sibling predecessor). Peng et al. [92]
proposes another variant of the Graph LSTM based on the relation extraction task.
The main difference between graphs and trees is that edges of graphs have their
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ctv = itv  utv +
∑
k∈Nv
f tvk  ct−1k ,
htv = otv  tanh(ctv),
where m(v, k) denotes the edge label between node v and k.
Besides, [74] proposes a Graph LSTM network to address the semantic object
parsing task. It uses the confidence-driven scheme to adaptively select the starting
node and determine the node updating sequence. It follows the same idea of general-
izing the existing LSTMs into the graph-structured data but has a specific updating
sequence while the methods we mentioned above are agnostic to the order of nodes.
Sentence LSTM. Zhang et al. [152] proposes the Sentence LSTM (S-LSTM) for
improving text encoding. It converts text into a graph and utilizes the Graph LSTM
to learn the representation. The S-LSTM shows strong representation power in many
NLP problems.
8.3.5 Extensions
In this subsection, we will talk about some extensions of graph neural networks.
8.3.5.1 Skip Connection
Many applications unroll or stack the graph neural network layer aiming to achieve
better results as more layers (i.e., k layers) make each node aggregate more informa-
tion fromneighbors k hops away.However, it has been observed inmany experiments
that deeper models could not improve the performance and deeper models could even
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perform worse [59]. This is mainly because more layers could also propagate the
noisy information from an exponentially increasing number of expanded neighbor-
hood members.
A straightforward method to address the problem, the residual network [45], can
be found from the computer vision community. Nevertheless, even with residual
connections, GCNs with more layers do not perform as well as the 2-layer GCN on
many datasets [59].
Highway Network. Rahimi et al. [96] borrows ideas from the highway net-
work [159] and uses layer-wise gates to build a Highway GCN. The input of each
layer is multiplied by the gating weights and then summed with the output:
T (h(t)) = Sigmoid (W(t)h(t) + b(t)) ,
h(t+1) = h(t+1)  T (h(t)) + h(t)  (1 − T (h(t))). (8.97)
By adding the highway gates, the performance peaks at four layers in a specific
problemdiscussed in [96]. TheColumnNetwork (CLN) proposed in [94] also utilizes
the highway network. However, it has a different function to compute the gating
weights.
JumpKnowledge Network.Xu et al. [134] studies properties and resulting limi-
tations of neighborhood aggregation schemes. It proposes the Jump Knowledge Net-
work which could learn adaptive, structure-aware representations. The Jump Knowl-
edge Network selects from all of the intermediate representations (which"jump" to
the last layer) for each node at the last layer, which enables the model to select effec-
tive neighborhood information for each node. Xu et al. [134] uses three approaches
of concatenation,max-pooling, and LSTM-attention in the experiments to aggre-
gate information. The Jump Knowledge Network performs well on the experiments
in social, bioinformatics, and citation networks. It can also be combined with models
like Graph Convolutional Networks, GraphSAGE, and Graph Attention Networks to
improve their performance.
8.3.5.2 Hierarchical Pooling
In the area of computer vision, a convolutional layer is usually followed by a pooling
layer to getmore general features. Similar to these pooling layers,muchwork focuses
on designing hierarchical pooling layers on graphs. Complicated and large-scale
graphs usually carry rich hierarchical structures that are of great importance for
node-level and graph-level classification tasks.
To explore such inner features, Edge-Conditioned Convolution (ECC) [106]
designs its pooling module with the recursively downsampling operation. The down-
sampling method is based on splitting the graph into two components by the sign of
the largest eigenvector of the Laplacian.
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DIFFPOOL [144] proposes a learnable hierarchical clustering module by training
an assignment matrix in each layer:
S(l) = Softmax(GNNl,pool(A(l),V(l))), (8.98)
where V(l) is node features and A(l) is coarsened adjacency matrix of layer l.
8.3.5.3 Neighborhood Sampling
The original graph convolutional neural network has several drawbacks. Specifically,
GCN requires the full graphLaplacian,which is computationally consuming for large
graphs. Furthermore, the embedding of a node at layer L is computed recursively by
the embeddings of all its neighbors at layer L − 1. Therefore, the receptive field of a
single node grows exponentially with respect to the number of layers, so computing
gradient for a single node costs a lot. Finally, GCN is trained independently for a
fixed graph, which lacks the ability for inductive learning.
GraphSAGE [41] is a comprehensive improvement of the original GCN. To
solve the problems mentioned above, GraphSAGE replaced full graph Laplacian
with learnable aggregation functions, which are crucial to perform message passing
and generalize to unseen nodes. As shown in Eq.8.86, they first aggregate neighbor-
hood embeddings, concatenate with target node’s embedding, then propagate to the
next layer. With learned aggregation and propagation functions, GraphSAGE could
generate embeddings for unseen nodes. Also, GraphSAGE uses neighbor sampling
to alleviate the receptive field expansion.
PinSage [143] proposes importance-based sampling method. By simulating ran-
dom walks starting from target nodes, this approach chooses the top T nodes with
the highest normalized visit counts.
FastGCN [16] further improves the sampling algorithm. Instead of sampling
neighbors for each node, FastGCN directly samples the receptive field for each
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Adapt. In contrast to fixed sampling methods above, [51] introduces a parameter-
ized and trainable sampler to perform layer-wise sampling conditioned on the former
layer. Furthermore, this adaptive sampler could find optimal sampling importance
and reduce variance simultaneously.
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8.3.5.4 Various Graph Types
In the original GNN [101], the input graph consists of nodes with label information
and undirected edges, which is the simplest graph format. However, there are many
variants of graphs in the world. In the following, we will introduce some methods
designed to model different kinds of graphs.
Directed Graphs. The first variant of the graph is directed graphs. Undirected
edgewhich can be treated as two directed edges shows that there is a relation between
two nodes. However, directed edges can bring more information than undirected
edges. For example, in a knowledge graph where the edge starts from the head entity
and ends at the tail entity, the head entity is the parent class of the tail entity, which
suggests we should treat the information propagation process from parent classes
and child classes differently. DGP [55] uses two kinds of the weight matrix, Wp
andWc, to incorporate more precise structural information. The propagation rule is
shown as follows:
H(t) = f (D−1p Ap f (D−1c AcH(t−1)Wc)Wp), (8.100)
where D−1p Ap, D−1c Ac are the normalized adjacency matrix for parents and children,
respectively.
Heterogeneous Graphs. The second variant of the graph is a heterogeneous
graph, where there are several kinds of nodes. The simplest way to process the
heterogeneous graph is to convert the type of each node to a one-hot feature vector
which is concatenated with the original feature.
What’s more, GraphInception [151] introduces the concept of metapath into the
propagation on the heterogeneous graph.With metapath, we can group the neighbors
according to their node types and distances. For each neighbor group,GraphInception
treats it as a subgraph in a homogeneous graph to do propagation and concatenates
the propagation results from different homogeneous graphs to do a collective node
representation.Recently, [128] proposes theHeterogeneous graphAttentionNetwork
(HAN) which utilizes node-level and semantic-level attention. And the model has
the ability to consider node importance and metapaths simultaneously.
Graphs with Edge Information. In another variant of graph, each edge has
additional information like the weight or the type of the edge. We list two ways to
handle this kind of graphs:
Firstly, we can convert the graph to a bipartite graph where the original edges
also become nodes and one original edge is split into two new edges which means
there are two new edges between the edge node and begin/end nodes. The encoder













where Wr and br are the propagation parameters for different types of edges
(relations).
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Secondly, we can adapt different weight matrices for the propagation of different
kinds of edges. When the number of relations is huge, r-GCN [102] introduces two
kinds of regularization to reduce the number of parameters for modeling amounts of
relations: basis- and block-diagonal-decomposition. With the basis decomposition,





Here each Wr is a linear combination of basis transformations Mb ∈ Rdin×dout
with coefficients αrb. In the block-diagonal decomposition, r-GCN defines eachWr
through the direct sum over a set of low-dimensional matrices, which needs more
parameters than the first one.
Dynamic Graphs. Another variant of the graph is dynamic graph, which has
a static graph structure and dynamic input signals. To capture both kinds of infor-
mation, DCRNN [71] and STGCN [147] first collect spatial information by GNNs,
then feed the outputs into a sequence model like sequence-to-sequence model or
CNNs. Differently, Structural-RNN [53] and ST-GCN [135] collect spatial and tem-
poral messages at the same time. They extend static graph structure with temporal
connections so they can apply traditional GNNs on the extended graphs.
8.3.6 Applications
Graph neural networks have been explored in awide range of problemdomains across
supervised, semi-supervised, unsupervised, and reinforcement learning settings. In
this section, we simply divide the applications into three scenarios: (1) Structural
scenarios where the data has explicit relational structure, such as physical systems,
molecular structures, and knowledge graphs; (2) Nonstructural scenarios where the
relational structure is not explicit include image, text, etc; (3) Other application
scenarios such as generative models and combinatorial optimization problems. Note
thatwe only list several representative applications instead of providing an exhaustive
list. We further give some examples of GNNs in the task of fact verification and
relation extraction. Figure8.14 illustrates some application scenarios of graph neural
networks.
8.3.6.1 Structural Scenarios
In the following, wewill introduce GNN’s applications in structural scenarios, where
the data are naturally performed in the graph structure. For example, GNNs are
widely being used in social network prediction [41, 59], traffic prediction [25, 96],
recommender systems [120, 143], and graph representation [144]. Specifically, we
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Fig. 8.14 Application scenarios of graph neural network [155]
are discussing how to model real-world physical systems with object-relationship
graphs, how to predict the chemical properties ofmolecules and biological interaction
properties of proteins and the applications of GNNs on knowledge graphs.
Physics. Modeling real-world physical systems is one of the most fundamental
aspects of understanding human intelligence. By representing objects as nodes and
relations as edges, we can perform GNN-based reasoning about objects, relations,
and physics in a simplified but effective way.
Battaglia et al. [6] proposes Interaction Networks to make predictions and infer-
ences about various physical systems.Objects and relations are first fed into themodel
as input. Then the model considers the interactions and physical dynamics to predict
new states. They separately model relation-centric and object-centric models, mak-
ing it easier to generalize across different systems. In CommNet [107], interactions
are not modeled explicitly. Instead, an interaction vector is obtained by averaging all
other agents’ hidden vectors. VAIN [49] further introduced attentional methods into
the agent interaction process, which preserves both the complexity advantages and
computational efficiency as well.
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Visual Interaction Networks [132] can make predictions from pixels. It learns a
state code from two consecutive input frames for each object. Then, after adding
their interaction effect by an Interaction Net block, the state decoder converts state
codes to the next step’s state.
Sanchez-Gonzalez et al. [99] proposes aGraphNetwork basedmodel which could
either perform state prediction or inductive inference. The inference model takes
partially observed information as input and constructs a hidden graph for implicit
system classification.
Molecular Fingerprints.Molecular fingerprints are feature vectors representing
molecules, which are important in computer-aided drug design. Traditional molecu-
lar fingerprint discovering relies on heuristic methods which are hand-crafted. And
GNNs can provide more flexible approaches for better fingerprints.
Duvenaud et al. [31] propose neural graph fingerprints (Neural FPs) that calculate
substructure feature vectors via GCN and sum to get overall representation. The
aggregation function is introduced in Eq.8.83.
Kearnes et al. [56] further explicitly models atom and atom pairs independently
to emphasize atom interactions. It introduces edge representation e(t)uv instead of




uv . The node update function is
h(t+1)v = ReLU(W1[ReLU(W0h(t)u );h(t)Nv ]), (8.103)
while the edge update function is
e(t+1)uv = ReLU(W4[ReLU(W2e(t)uv );ReLU(W3[h(t)v ;h(t)u ])]). (8.104)
Protein Interface Prediction. Fout et al. [33] focuses on the task named protein
interface prediction, which is a challenging problem with critical applications in
drug discovery and design. The proposed GCN-based method, respectively, learns
ligand and receptor protein residue representation and merges them for pair-wise
classification.
GNN can also be used in biomedical engineering. With Protein-Protein Inter-
action Network, [97] leverages graph convolution and relation network for breast
cancer subtype classification. Zitnik et al. [160] also suggest a GCN-based model
for polypharmacy side effects prediction. Their work models the drug and protein
interaction network and separately deals with edges in different types.
Knowledge Graph. Hamaguchi et al. [40] utilizes GNNs to solve the Out-Of-
Knowledge-Base (OOKB) entity problem in Knowledge Base Completion (KBC).
The OOKB entities in [40] are directly connected to the existing entities thus the
embeddings of OOKB entities can be aggregated from the existing entities. The
method achieves satisfying performance both in the standard KBC setting and the
OOKB setting.
Wang et al. [130] utilize GCNs to solve the cross-lingual knowledge graph align-
ment problem. The model embeds entities from different languages into a unified
embedding space and aligns them based on the embedding similarity.
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8.3.6.2 Nonstructural Scenarios
In this section we will talk about applications on nonstructural scenarios such as
image, text, programming source code [1, 72], and multi-agent systems [49, 58,
107]. We will only give a detailed introduction to the first two scenarios due to the
length limit. Roughly, there are two ways to apply the graph neural networks on
nonstructural scenarios: (1) Incorporate structural information from other domains
to improve the performance, for example, using information from knowledge graphs
to alleviate the zero-shot problems in image tasks; (2) Infer or assume the relational
structure in the scenario and then apply the model to solve the problems defined on
graphs, such as the method in [152] which models text as graphs.
Image classification. Image classification is a fundamental and essential task
in the field of computer vision, which attracts much attention and has many famous
datasets like ImageNet [62]. Recent progress in image classification benefits from big
data and the strong power of GPU computation, which allows us to train a classifier
without extracting structural information from images. However, zero-shot and few-
shot learning become more and more popular in the field of image classification,
because most models can achieve similar performance with enough data. There are
several works leveraging graph neural networks to incorporate structural information
in image classification.
First, knowledge graphs can be used as extra information to guide zero-shot recog-
nition classification [55, 129]. Wang et al. [129] builds a knowledge graph where
each node corresponds to an object category and takes the word embeddings of nodes
as input for predicting the classifier of different categories. As the over-smoothing
effect happens with the deep depth of convolution architecture, the 6-layer GCN used
in [129] will wash out much useful information in the representation. To solve the
smoothing problem in the propagation of GCN, [55] uses single-layer GCN with a
larger neighborhood, which includes both one-hop andmulti-hop nodes in the graph.
And it proved effective in building a zero-shot classifier with existing ones.
Except for the knowledge graph, the similarity between images in the dataset is
also helpful for few-shot learning [100]. Satorras and Estrach [100] propose to build
a weighted fully connected image network based on the similarity and do message
passing in the graph for few-shot recognition. As most knowledge graphs are large
for reasoning, [77] selects some related entities to build a subgraph based on the
result of object detection and apply GGNN to the extracted graph for prediction.
Besides, [66] proposes to construct a new knowledge graph where the entities are all
the categories. And, they defined three types of label relations: super-subordinate,
positive correlation, and negative correlation and propagate the confidence of labels
in the graph directly.
Visual reasoning. Computer vision systems usually need to perform reasoning
by incorporating both spatial and semantic information. So it is natural to generate
graphs for reasoning tasks.
A typical visual reasoning task is Visual Question Answering (VQA), [114],
respectively, constructs image scene graph and question syntactic graph. Then it
appliesGGNN to train the embeddings for predicting the final answer. Despite spatial
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connections among objects, [87] builds the relational graphs conditioned on the
questions. With knowledge graphs, [83, 131] can perform finer relation exploration
and a more interpretable reasoning process.
Other applications of visual reasoning include object detection, interaction detec-
tion, and region classification. In object detection [39, 50], GNNs are used to calcu-
late RoI features; In interaction detection [53, 95], GNNs are message-passing tools
between human and objects; In region classification [18], GNNs perform reasoning
on graphs which connects regions and classes.
Text Classification. Text classification is an essential and classical problem in
natural language processing. The classical GCN models [4, 28, 41, 47, 59, 82] and
GAT model [122] are applied to solve the problem, but they only use the structural
information between the documents and they do not use much text information.
Peng et al. [91] propose a graph-CNN-based deep learning model. It first turns
texts to graph-of-words, then the graph convolution operations in [347] are used
on the word graph. Zhang et al. [152] propose the Sentence LSTM to encode text.
The whole sentence is represented in a single state which contains a global sentence-
level state and several substates for individual words. It uses the global sentence-level
representation for classification tasks.
These methods either view a document or a sentence as a graph of word nodes
or rely on the document citation relation to construct the graph. Yao et al. [142]
regard the documents and words as nodes to construct the corpus graph (hence
heterogeneous graph) and uses the Text GCN to learn embeddings of words and
documents. Sentiment classification could also be regarded as a text classification
problem and a Tree-LSTM approach is proposed by [109].
Sequence Labeling. As each node in GNNs has its hidden state, we can utilize
the hidden state to address the sequence labeling problem if we consider every word
in the sentence as a node. Zhang et al. [152] utilize the Sentence LSTM to label the
sequence. It has conducted experiments on POS-tagging andNER tasks and achieves
promising performance.
Semantic role labeling is another task of sequence labeling. Marcheggiani and
Titov [76] propose a Syntactic GCN to solve the problem. The Syntactic GCNwhich
operates on the direct graph with labeled edges is a special variant of the GCN [59].
It uses edge-wise gates that enable the model to regulate the contribution of each
dependency edge. The Syntactic GCNs over syntactic dependency trees are used as
sentence encoders to learn latent feature representations of words in the sentence.
Marcheggiani and Titov [76] also reveal that GCNs and LSTMs are functionally
complementary in the task.
8.3.6.3 Other Scenarios
Besides structural and nonstructural scenarios, there are some other scenarios where
graph neural networks play an important role. In this subsection, we will introduce
generative graph models and combinatorial optimization with GNNs.
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Generative Models.Generative models for real-world graphs have drawn signif-
icant attention for its essential applications, including modeling social interactions,
discovering new chemical structures, and constructing knowledge graphs. As deep
learning methods have a powerful ability to learn the implicit distribution of graphs,
there is a surge in neural graph generative models recently.
NetGAN [104] is one of the first works to build a neural graph generative model,
which generates graphs via random walks. It transformed the problem of graph
generation to the problem of walk generation, which takes the random walks from a
specific graph as input and trains a walk generative model using GAN architecture.
While the generated graph preserves essential topological properties of the original
graph, the number of nodes is unable to change in the generating process, which is
as same as the original graph. GraphRNN [146] generate the adjacency matrix of a
graph by generating the adjacency vector of each node step by step, which can output
required networks having different numbers of nodes.
Instead of generating adjacency matrix sequentially, MolGAN [27] predict a
discrete graph structure (the adjacency matrix) at once and utilizes a permutation-
invariant discriminator to solve the node variant problem in the adjacency matrix.
Besides, it applies a reward network for RL-based optimization towards desired
chemical properties. What is more, [75] proposes constrained variational autoen-
coders to ensure the semantic validity of generated graphs. Moreover, GCPN [145]
incorporates domain-specific rules through reinforcement learning.
Li et al. [73] propose a model that generates edges and nodes sequentially and
utilize a graph neural network to extract the hidden state of the current graph, which
is used to decide the action in the next step during the sequential generative process.
Combinatorial optimization. Combinatorial optimization problems over graphs
are a set of NP-hard problems that attract much attention from scientists of all fields.
Some specific problems like Traveling Salesman Problem (TSP) have got various
heuristic solutions. Recently, using a deep neural network for solving such problems
has been a hotspot, and some of the solutions further leverage graph neural networks
because of their graph structure.
Bello et al. [9] first propose a deep learning approach to tackle TSP. Their method
consists of twoparts: a PointerNetwork [123] for parameterizing rewards and a policy
gradient [108] module for training. This work has been proved to be comparable with
traditional approaches. However, Pointer Networks are designed for sequential data
like texts, while order-invariant encoders are more appropriate for such work.
Khalil et al. [57] and Kool andWelling [61] improve the above method by includ-
ing graph neural networks. The former work first obtains the node embeddings from
structure2vec [26] then feeds them into a Q-learning module for making decisions.
The latter one builds an attention-based encoder-decoder system. By replacing the
reinforcement learning module with an attention-based decoder, it is more efficient
for training. These work achieved better performance than previous algorithms,
which proved the representation power of graph neural networks.
Nowaket al. [88] focus onQuadraticAssignment Problem, i.e.,measuring the sim-
ilarity of two graphs. The GNN-based model learns node embeddings for each graph
independently and matches them using an attention mechanism. Even in situations
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where traditional relaxation-based methods may perform not well, this model still
shows satisfying performance.
8.3.6.4 Example: GNNs for Fact Verification
Due to the rapid development of Information Extraction (IE), huge volumes of data
have been extracted. How to automatically verify the data becomes a vital problem
for various data-driven applications, e.g., knowledge graph completion [126] and
open domain question answering [15]. Hence, many recent research efforts have
been devoted to Fact Verification (FV), which aims to verify given claims with the
evidence retrieved from plain text. More specifically, given a claim, an FV system
is asked to label it as “SUPPORTED”, “REFUTED”, or “NOT ENOUGH INFO”,
which indicates that the evidence can support, refute, or is not sufficient for the claim.
An example of the FV task is shown in Table8.5.
Existing FV methods formulate FV as a Natural Language Inference (NLI) [3]
task. However, they utilize simple evidence combination methods such as concate-
nating the evidence or just dealing with each evidence-claim pair. These methods are
unable to grasp sufficient relational and logical information among the evidence. In
fact, many claims require to simultaneously integrate and reason over several pieces
of evidence for verification. As shown in Table8.5, for this particular example, we
cannot verify the given claim by checking any evidence in isolation. The claim can
be verified only by understanding and reasoning over multiple evidence.
Table 8.5 A case of the claim that requires integrating multiple evidence to verify. The represen-
tation for evidence “{DocName, LineNum}” means the evidence is extracted from the document
“DocName” and of which the line number is LineNum
Claim:
Al Jardine is an American rhythm guitarist
Truth evidence:
{Al Jardine, 0}, {Al Jardine, 1}
Retrieved evidence:
{Al Jardine, 1}, {Al Jardine, 0}, {Al Jardine, 2}, {Al Jardine, 5}, {Jardine, 42}
Evidence:
(1) He is best known as the band’s rhythm guitarist, and for occasionally singing lead vocals
on singles such as “Help Me, Rhonda” (1965), “Then I Kissed Her” (1965), and “Come Go with
Me” (1978)
(2) Alan Charles Jardine (born September 3, 1942) is an American musician, singer and
songwriter who co-founded the Beach Boys
(3) In 2010, Jardine released his debut solo studio album, A Postcard from California
(4) In 1988, Jardine was inducted into the Rock and Roll Hall of Fame as a member of the
Beach Boys
(5) Ray Jardine American rock climber, lightweight backpacker, inventor, author, and global
adventurer
Label: SUPPORTED
8.3 Graph Neural Networks 273
To integrate and reason over information from multiple pieces of evidence, [156]
proposes a graph-based evidence aggregating and reasoning (GEAR) framework.
Specifically, [156] first builds a fully connected evidence graph and encourages
information propagation among the evidence. Then, GEAR aggregates the pieces
of evidence and adopts a classifier to decide whether the evidence can support,
refute, or is not sufficient for the claim. Intuitively, by sufficiently exchanging and
reasoning over evidence information on the evidence graph, the proposed model can
make the best of the information for verifying claims. For example, by delivering the
information “Los Angeles County is the most populous county in the USA” to “the
Rodney King riots occurred in Los Angeles County” through the evidence graph,
the synthetic information can support “The Rodney King riots took place in the
most populous county in the USA”. Furthermore, we adopt an effective pretrained
language representation model BERT [29] to better grasp both evidence and claim
semantics.
Zhou et al. [156] employ a three-step pipeline with components for document
retrieval, sentence selection, and claim verification to solve the task. In the document
retrieval and sentence selection stages, they simply follow themethod from [44] since
their method has the highest score on evidence recall in the former FEVER-shared
task. And they propose the GEAR framework in the final claim verification stage.
The full pipeline is illustrated in Fig. 8.15.
Given a claim and the retrieved evidence, GEAR first utilizes a sentence encoder
to obtain representations for the claim and the evidence. Then it builds a fully con-
nected evidence graph and uses an Evidence Reasoning Network (ERNet) to prop-
agate information among evidence and reason over the graph. Finally, it utilizes an
evidence aggregator to infer the final results.
Sentence Encoder. Given an input sentence, GEAR employs BERT [29] as the
sentence encoder by extracting the final hidden state of the [CLS] token as the
representation, where [CLS] is the special classification token in BERT.
ei = BERT (ei , c) ,
c = BERT (c) . (8.105)
Fig. 8.15 The pipeline used in [156]. The GEAR framework is illustrated in the claim verification
section
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EvidenceReasoningNetwork.To encourage the information propagation among
evidence, GEAR builds a fully connected evidence graph where each node indi-
cates a piece of evidence. It also adds self-loop to every node because each node
needs the information from itself in the message propagation process. We use
ht = {ht1, ht2, . . . , htN } to represent the hidden states of nodes at layer t . The ini-
tial hidden state of each evidence node h0i is initialized by the evidence presentation:
h0i = ei .
Inspired by recent work on semi-supervised graph learning and relational rea-
soning [59, 90, 122], Zhou et al. [156] propose an Evidence Reasoning Network
(ERNet) to propagate information among the evidence nodes. It first uses an MLP
to compute the attention coefficients between a node i and its neighbor j ( j ∈ Ni ),
yi j = W(t−1)1 (ReLU(W(t−1)0 [h(t−1)i ;h(t−1)j ])), (8.106)





matrices, and [·; ·] denotes concatenation operation.
Then, it normalizes the coefficients using the softmax function
αi j = Softmax j (yi j ) = exp(yi j )∑
k∈Ni exp(yik)
. (8.107)
Finally, the normalized attention coefficients are used to compute a linear com-








By stacking T layers of ERNet, [156] assumes that each evidence could grasp
enough information by communicating with other evidence.
Evidence Aggregator. Zhou et al. [156] employ an evidence aggregator to gather
information from different evidence nodes and obtain the final hidden state o. The
aggregator may utilize different aggregating strategies and [156] suggests three
aggregators:
Attention Aggregator. Zhou et al. [156] use the representation of the claim c to
attend the hidden states of evidence and get the final aggregated state o.
y j = W′1(ReLU(W′0[c;hj ])),
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Max Aggregator. The max aggregator performs the element-wise max operation
among hidden states.
o = Max(h1 ,h2 , . . . ,hN ). (8.110)
Mean Aggregator. The mean aggregator performs the element-wise mean opera-
tion among hidden states.
o = Mean(h1 ,h2 , . . . ,hN ). (8.111)
Once the final state o is obtained, GEAR employs a one-layer MLP to get the final
prediction l.
l = Softmax(ReLU(Wo + b)), (8.112)
where W and b are parameters.
Zhou et al. [156] conduct experiments on the large-scale benchmark dataset for
Fact Extraction and VERification (FEVER) [115]. Experimental results show that
the proposed framework outperforms recent state-of-the-art baseline systems. The
further case study indicates that the framework could better leverage multi-evidence
information and reason over the evidence for FV.
8.4 Summary
In this chapter, we have introduced network representation learning, which turns
the network structure information into the continuous vector space and make deep
learning techniques possible on network data.
Unsupervised network representation learning comes first during the development
of NRL. Spectral Clustering, DeepWalk, LINE, GraRep, and other methods utilize
the network structure for vertex embedding learning. Afterward, TADW incorporates
text information into NRL under the framework of matrix factorization. The NEU
algorithm then moves one step forward and proposes a general method to improve
the quality of any learned network embeddings. Other unsupervised methods also
consider preserving specific properties of the network topology, e.g., community and
asymmetry.
Recently, semi-supervised NRL algorithms have attracted much attention. This
kind of methods focus on a specific task such as classification and use the labels of
the training set to improve the quality of network embeddings. Node2vec, MMDW,
and many other methods including the family of Graph Neural Networks (GNNs)
are proposed for this end. Semi-supervised algorithms can achieve better results as
they can take advantage of more information from the specific task.
For further understanding of network representation learning, you can also find
more related papers in this paper list https://github.com/thunlp/GNNPapers. There
are also some recommended surveys and books including the following:
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• Cui et al. A survey on network embedding [24].
• Goyal and Ferrara. Graph embedding techniques, applications, and performance:
A survey [37].
• Zhang et al. Network representation learning: A survey [149].
• Wu et al. A comprehensive survey on graph neural networks [133].
• Zhou et al. Graph neural networks: A review of methods and applications [155].
• Zhang et al. Deep learning on graphs: A survey [154].
In the future, for better network representation learning, some directions are
requiring further efforts:
(1) More Complex and Realistic Networks. An intriguing direction would be
the representation of learning on heterogeneous and dynamic networks where most
real-world network data fall into this category. The vertices and edges in a heteroge-
neous network may belong to different types. Networks in real life are also highly
dynamic, e.g., the friendship between Facebook users may establish and disappear.
These characteristics require the researchers to design specific algorithms for them.
Network embedding learning on dynamic network structures is, therefore, an impor-
tant task. There have been some works proposed [14, 105] for much more complex
and realistic settings.
(2) Deeper Model Architectures. Conventional deep neural networks can stack
hundreds of layers to get better performance because the deeper structure has more
parameters and may improve the expressive power significantly. However, NRL and
GNNmodels are usually shallow. In fact,most of themhave nomore than three layers.
Taking GCN as an example, as experiments in [70] show, stacking multiple GCN
layers will result in over-smoothing: the representations of all vertices will converge
to the same. Although some researchers have managed to tackle this problem [70,
125] to some extents, it remains to be a limitation of NRL. Designing deeper model
architectures is an exciting challenge for future research, and will be a considerable
contribution to the understanding of NRL.
(3) Scalability. Scalability determines whether an algorithm is able to be applied
to practical use. How to apply NRL methods in real-world web-scale scenarios such
as social networks or recommendation systems has been an essential problem for
most network embedding algorithms. Scaling up NRL methods especially GNN
is difficult because many core steps are computationally consuming in a big data
environment. For example, network data are not regular Euclidean, and each node
has its own neighborhood structure. Therefore, batch tricks cannot be easily applied.
Moreover, computing graph Laplacian is also unfeasible when there are millions or
even billions of nodes and edges. Several works has proposed their solutions to this
problem [143, 153, 157] and we are paying close attention to the progress.
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Abstract Cross-modal representation learning is an essential part of representation
learning, which aims to learn latent semantic representations formodalities including
texts, audio, images, videos, etc. In this chapter,wefirst introduce typical cross-modal
representation models. After that, we review several real-world applications related
to cross-modal representation learning including image captioning, visual relation
detection, and visual question answering.
9.1 Introduction
As introduced in Wikipedia, a modality is the classification of a single independent
channel of sensory input/output between a computer and a human. To be more
general, modalities are different means of information exchange between human
beings and the real world. The classification is usually based on the form in which
information is presented to a human. Typical modalities in the real world include
texts, audio, images, videos, etc.
Cross-modal representation learning is an important part of representation learn-
ing. In fact, artificial intelligence is inherently amulti-modal task [30]. Human beings
are exposed to multi-modal information every day, and it is normal for us to integrate
information from different modalities and make comprehensive judgments. Further-
more, different modalities are not independent, but they have correlations more or
less. For example, the judgment of a syllable is made by not only the sound we hear
but also the movement of the lips and tongue of the speaker we see. An experiment
in [48] shows that a voiced /ba/ with a visual /ga/ is perceived by most people as
a /da/. Another example is human beings’ ability to consider the 2D image and 3D
scan of the same object together and reconstruct its structure: correlations between
image and scan can be found based on the fact that a discontinuity of depth in the
scan usually indicates a sharp line in the image [52]. Inspired by this, it is natural
for us to consider the possibility of combining inputs from multi-modalities in our
artificial intelligence systems and generate cross-modal representation.
Ngiam et al. [52] explore the probability of merging multi-modalities into one
learning task. The authors divide a typical machine learning task into three stages:
© The Author(s) 2020
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feature learning, supervised learning, and prediction. And they further propose four
kinds of learning settings for multi-modalities:
(1) Single-modal learning: all stages are all done on just one modality.
(2) Multi-modal fusion: all stages are all done with all modalities available.
(3) Cross-modal learning: in the feature learning stage, all modalities are avail-
able, but in supervised learning and prediction, only one modality is used.
(4) Shared representation learning: in the feature learning stage, all modalities
are available. In supervised learning, only one modality is used, and in prediction, a
different modality is used.
Experiments show promising results for these multi-modal tasks. When more
modalities are provided (such as multi-modal fusion, cross-modal learning, and
shared representation learning), the performance of the system is generally better.
In the following part of this chapter, we will first introduce cross-modal represen-
tation models, which are fundamental parts of cross-modal representation learning
in NLP. And then, we will introduce several critical applications, such as image
captioning, visual relationship detection, and visual question answering.
9.2 Cross-Modal Representation
Cross-modal representation learning aims to build embeddings using information
frommultiple modalities. Existing cross-modal representation models involving text
modality can be generally divided into two categories: (1) [30, 77] try to fuse infor-
mation from different modalities into unified embeddings (e.g., visually grounded
word representations). (2) Researchers also try to build embeddings for different
modalities in a common semantic space, which allows the model to compute cross-
modal similarity. Such cross-modal similarity can be further utilized for downstream
tasks, such as zero-shot recognition [5, 14, 18, 53, 65] and cross-media retrieval [23,
55]. In this section, we will introduce these two kinds of cross-modal representation
models, respectively.
9.2.1 Visual Word2vec
Computing word embeddings is a fundamental task in representation learning for
natural language processing. Typical word embedding models (like Word2vec [49])
are trained on a text corpus. These models, while being extremely successful, cannot
discover implicit semantic relatedness betweenwords that could be expressed in other
modalities. Kottur et al. [30] provide an example: even though eat and stare at
seem are unrelated from text, images might show that when people are eating
something they would also tend to stare at it. This implies that considering
othermodalitieswhen constructingword embeddingsmay help capturemore implicit
semantic relatedness.
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Two ducks in water
swim walk sit
CNN
Fig. 9.1 The architecture for word embedding with global visual context
Vision, being one of the most critical modalities, has attracted attention from
researchers seeking to improve word representation. Several models that incorporate
visual information and improve word embeddings with vision have been proposed.
We introduce two typical word representation models incorporating visual informa-
tion in the following.
9.2.1.1 Word Embedding with Global Visual Context
Xu et al. [77] propose a model that makes a natural attempt to incorporate visual
features. It claims that in most word representation models, only local context infor-
mation (e.g., trying to predict a word using neighboring words and phrases) is con-
sidered. Global text information (e.g., the topic of the passage), on the other hand,
is often neglected. This model extends a simple local context model by using visual
information as global features (see Fig. 9.1).
The input of the model is an image I and a sequence describing it. It is based
on a simple local context language model: when we consider a certain word wt in
a sequence, its local feature is the average of embeddings of words in a window,
i.e., {wt−k, . . . ,wt−1,wt+1, . . . ,wt+k}. The visual feature is computed directly from
the image I using a CNN and then used as the global feature. The local feature and
the global feature are then concatenated into a vector f . The predicted probability
of a word wt (in this blank) is the softmax normalized product of f and the word
embedding wt :
owt = wTt f, (9.1)
P(wt |wt−k, . . . ,wt−1,wt+1, . . . ,wt+k; I ) = exp(owt )∑
i exp(owi )
. (9.2)
The model is optimized by maximizing the average of log probability:





log P(wt |wt−k, . . . ,wt−1,wt+1, . . . ,wt+k; I ). (9.3)
The classification error will be back-propagated to local text vector (i.e., word
embeddings), visual vector, and all model parameters. This accomplishes jointly
learning for a set of word embeddings, a language model, and the model used for
visual encoding.
9.2.1.2 Word Embedding with Abstract Visual Scene
Kottur et al. [30] also propose a neural model to capture fine-grained semantics from
visual information. Instead of focusing on literal pixels, the abstract scene behind
the vision is considered. The model takes a pair of the visual scene and a related
word sequence (I,w) as input. At each training step, a window is used upon the
word sequence w, forming a subsequence Sw. All the words in Sw will be fed into the
input layer using one-hot encoding, and therefore the dimension of the input layer
is |V |, which is also the size of the vocabulary. The words are then transformed into
their embeddings, and the hidden layer is the average of all these embeddings. The
size of the hidden layer is NH , which is also the dimension of the word embeddings.
The hidden layer and the output layer are connected by a full connection matrix of
dimension NH ∗ NK and a softmax function. The output layer can be regarded as
a probability distribution over a discrete-valued function g(·) of the visual scene I
(details will be given in the following paragraph). The entire model is optimized by
minimizing the objective function:
L = − log P(g(w)|Sw). (9.4)
The most important part of the model is the function g(·). It maps the visual scene
I into the set {1, 2, . . . , NK }, which indicates what kind of abstract scene it is. In
practice, it is learned offline using K-means clustering, and each cluster represents
the semantics of one kind of visual scenes, consequently, theword sequencew, which
is designed to be related to the scene.
9.2.2 Cross-Modal Representation for Zero-Shot Recognition
Large-scale datasets partially support the success of deep learning methods. Even
though the scales of datasets continue to grow larger, and more categories are
involved, the annotation of datasets is expensive and time-consuming. For many
categories, there are very limited or even no instances, which restricts the scalability
of recognition systems.
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Zero-shot recognition is proposed to solve the problem asmentioned above,which
aims to classify instances of categories that have not been seen during training. Many
works propose to utilize cross-modal representation for zero-shot image classification
[5, 14, 18, 53, 65]. Specifically, image representation and category representation
are embedded into a common semantic space, where similarities between image and
category representations can serve for further classification. For example, in such a
common semantic space, the embedding of an image of cat is expected to be closer
to the embedding of category cat than the embedding of category truck.
9.2.2.1 Deep Visual-Semantic Embedding
The challenge of zero-shot learning lies in the absence of instances of unseen cat-
egories, which makes it challenging to obtain well-performed classifiers of unseen
categories. Frome et al. [18] present a model that utilizes both labeled images and
information from the large-scale plain text for zero-shot image classification. They
try to leverage semantic information from word embeddings and transfer it to image
classification systems.
Their model is motivated by the fact that word embeddings incorporate semantic
information of concepts or categories, which can be potentially utilized as classi-
fiers of corresponding categories. Similar categories cluster well in semantic space.
For example, in word embedding space, the nearest neighbors of the term tiger
shark are similar kinds of sharks, such as bull shark, blacktip shark,
sandbar shark, and oceanic whitetip shark. In addition, bound-
aries between different clusters are clear. The aforementioned properties indicate
that word embeddings can be further utilized as classifiers for recognition systems.
Specifically, the model first pretrains word embeddings using the Skip-gram text
model on large-scaleWikipedia articles. For visual feature extraction, the model pre-
trains a deep convolutional neural network for 1, 000 object categories on ImageNet.
The pretrained word embeddings and the convolutional neural network are used to
initialize the proposed Deep Visual-Semantic Embedding model (DeViSE).
To train the proposed model, they replace the softmax layer of the pretrained
convolutional neural network with a linear projection layer. The model is trained to
predict the word embeddings of categories for images using a hinge ranking loss:
L (I, y) =
∑
j =y
max[0, γ − wyMI + w jMI], (9.5)
wherewy andw j are the learned word embeddings of the positive label and sampled
negative label, respectively, I denotes the feature of the image obtained from the
convolutional neural network, M is the trainable parameters in linear projection
layer, and γ is a hyperparameter in hinge ranking loss. Given an image, the objective
requires the model to produce a higher score for the correct label than randomly
chosen labels, where the score is defined as the dot product of the projected image
feature and word embedding of terms.
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At test time, given a test image, the score of each possible category is obtained
using the same approach during training. Note that a crucial difference at test time is
that the classifiers (word embeddings) are expanded to all possible categories, includ-
ing unseen categories. Thus the model is capable of predicting unseen categories.
Experiment results show that DeViSE can make zero-shot predictions with more
semantically reasonable errors, which means that even if the prediction is not exactly
correct, it is semantically related to the ground truth class. However, a drawback is
that although the model can utilize semantic information in word embeddings to
make zero-shot image classification, using word embeddings as classifiers restricts
the flexibility of the model, which results in inferior performance in the original
1, 000 categories compared to the original softmax classifier.
9.2.2.2 Convex Combination of Semantic Embeddings
Inspired by DeViSE, [53] proposes a model ConSE that tries to utilize semantic
information from word embeddings for zero-shot classification. A vital difference
to DeViSE is that they obtain the semantic embedding of test image using a convex
combination of word embeddings of seen categories. The score of the corresponding
category determines the weights of the composing word embeddings.
Specifically, they train a deep convolutional neural network on seen categories.
At test time, given a test image I (possibly from unseen categories), they obtain
the top T confident predictions of seen categories, where T is a hyperparameter.
Then the semantic embedding f (I ) of I is determined by the convex combination
of semantic embeddings of the top T confident categories, which can be formally
defined as follows:




P(ŷ0(I, t)|I ) · w(ŷ0(I, t)), (9.6)
where ŷ0(I, t) is the t thmost confident training label for I ,w(ŷ0(I, t)) is the semantic




P(ŷ0(I, t)|I ). (9.7)
After obtaining the semantic embedding f (I ), the score of the categorym is given
by the cosine similarity of f (I ) and w(m).
The motivation of ConSE is that they assume novel categories can be mod-
eled as the convex combination of seen categories. If the model is highly confi-
dent about a prediction, (i.e., P(ŷ0(I, 1)|I ) ≈ 1), the semantic embedding f (I ) will
be close to w(ŷ0(I, 1)). If the predictions are ambiguous, (e.g., P(tiger|I ) =
0.5, P(lion|I ) = 0.5), the semantic embedding f (I ) will be between w(lion)
and w(tiger). And they expect the semantic embedding f (I ) = 0.5w(lion) +
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0.5w(tiger) to be close to the semantic embedding w(liger) (a hybrid cross
between lions and tigers).
Although ConSE and DeViSE share many similarities, there are also some crucial
differences. DeViSE replaces the softmax layer of the pretrained visual model with a
projection layer, while ConSE preserves the softmax layer. ConSE does not need to
be further trained and uses a convex combination of semantic embeddings to perform
zero-shot classification at test time. Experiment results show that ConSE outperforms
DeViSE on unseen categories, indicating better generalization capability. However,
the performance of ConSE on seen categories is not as competitive as DeViSE and
the original softmax classifier.
9.2.2.3 Cross-Modal Transfer
Socher et al. [65] present a cross-modal representation model for zero-shot recogni-
tion. In their model, all word vectors are initialized with pretrained 50-dimensional
word vectors and are kept fixed during training. Each image is represented by a vector
I constructed by a deep convolutional neural network. They first project an image






‖wy − θ(2) f (θ (1)I(i))‖2, (9.8)
where Ys denotes the set of images’ classes which can be seen in training data,
Xy denotes the set of images’ vectors of class y, wy denotes the word vector of
class y, and Θ = (θ(1), θ (2)) denotes parameters of the 2-layer neural network with
f (·) = tanh(·) as activation function.
They observe that instances from unseen categories are usually outliers of the
complete data manifold. Following this observation, they first classify an instance
into seen and unseen categories via outlier detection methods. Then the instance is
classified using corresponding classifiers.
Formally, they marginalize a binary random variable V ∈ {s, u} which denotes
whether an instance belongs to seen categories or unseen categories separately, which




P(y|V, I )P(V |I ). (9.9)
For seen image classes, they simply use softmax classifier to determine P(y|s, I ),
while for unseen classes, they assume an isometric Gaussian distribution around each
of the novel class word vectors and assign classes based on their likelihood. To detect
novelty, they calculate a Local Outlier Probability by Gaussian error function.
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9.2.3 Cross-Modal Representation for Cross-Media Retrieval
Learning cross-modal representation fromdifferentmodalities in a common semantic
space allows one to easily compute cross-modal similarities, which can facilitate
many important cross-modal tasks, such as cross-media retrieval. With the rapid
growth of multimedia data such as text, image, video, and audio on the Internet, the
need to retrieve information across different modalities has become stronger. Cross-
media retrieval is an important task in the multimedia area, which aims to perform
retrieval across different modalities such as text and image. For example, a user may
submit an image of a white horse, and retrieve relevant information from different
modalities, such as textual descriptions of horses, and vice versa.
A significant challenge of cross-modal retrieval is the domain discrepancies
between differentmodalities. Besides, for a specific area of interest, cross-modal data
can be insufficient, which limits the performance of existing cross-modal retrieval
methods. Many works have focused on the challenges as mentioned above in cross-
modal retrieval [23, 24].
9.2.3.1 Cross-Modal Hybrid Transfer Network
Huang et al. [24] present a framework that tries to relieve the cross-modal data
sparsity problem by transfer learning. They propose to leverage knowledge from
a large-scale single-modal dataset to boost the model training on the small-scale
dataset. The massive auxiliary dataset is denoted as the source domain, and the
small-scale dataset of interest is denoted as the target domain. In their work, they
adopt ImageNet [12], a large-scale image database as the source domain.
Formally, a training set consists of data from source domain Src = {I ps , y ps }Pp=1
and target domain Tartr = {(I js , t js ), y js }Jj=1, where (I, t) is the image/text pair with
label y. Similarly, a test set can be denoted as Tarte = {(I ms , tms ), yms }Mm=1. The goal
of their model is to transfer knowledge from Src to boost the model performance on
Tarte for cross-media retrieval.
Their model consists of a modal-sharing transfer subnetwork and a layer-sharing
correlation subnetwork. In modal-sharing transfer subnetwork, they adopt the con-
volutional layers of AlexNet [32] to extract image features for source and target
domains, and use word vectors to obtain text features. The image and text features
pass through two fully connected layers, where single-modal and cross-modal knowl-
edge transfer are performed.
Single-modal knowledge transfer aims to transfer knowledge from images in the
source domain to images in the target domain. The main challenge is the domain
discrepancy between the two image datasets. They propose to solve the domain
discrepancy problem by minimizing the Maximum Mean Discrepancy (MMD) of
image modality between the source and target domains. MMD is calculated in a
layer-wise style in the fully connected layers. By minimizing MMD in reproduced
kernel Hilbert space, the image representations from source and target domains are
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encouraged to have the same distribution, so knowledge from images in the source
domain is expected to transfer to images in the target domain. Besides, the image
encoder in the source domain is also fine-tuned by optimizing softmax loss on labeled
image instances.
Cross-modal knowledge transfer aims to transfer knowledge between image and
text in the target domain. Text and image representations from an annotated pair
in the target domain are encouraged to be close to each other by minimizing their
Euclidean distance. The cross-modal transfer loss of image and text representations
is also computed in a layer-wise style in the fully connected layers. The domain
discrepancy between image and text modalities is expected to be reduced in high-
level layers.
In layer-sharing correlation subnetwork, representations from modal-sharing
transfer subnetwork in the target domain are fed into shared fully connected layers
to obtain the final common representation for both image and text. As the parameters
are shared between two modalities, the last two fully connected layers are expected
to capture the cross-modal correlation. Their model also utilizes label information
in the target domain by minimizing softmax loss on labeled image/text pairs. After
obtaining the final common representations, cross-media retrieval can be achieved
by simply computing the nearest neighbors in semantic space.
9.2.3.2 Deep Cross-Media Knowledge Transfer
As an extension of [23, 24] also focuses on dealing with domain discrepancy and
insufficient cross-modal data for cross-media retrieval in specific areas, Huang and
Peng [23] present a framework that transfers knowledge from a large-scale cross-
media dataset (source domain) to boost themodel performanceon another small-scale
cross-media dataset (target domain).
A crucial difference from [24] is that the dataset in the source domain also consists
of image/text pairs with label annotations instead of a single-modal setting in [24].
Since both domains contain image and text media types, domain discrepancy comes
from the media-level discrepancy in the same media type, and correlation-level dis-
crepancy in image/text correlation patterns between different domains. They propose
to transfer intra-media semantic and inter-media correlation knowledge by jointly
reducing domain discrepancies on media-level and correlation-level.
To extract the distributed features for differentmedia types, they adoptVGG19 [63]
for image encoder and Word CNN [29] for text encoder. The two domains have the
same architecture but do not share parameters. The extracted image/text features
pass through two fully connected layers, respectively, where the media-level transfer
is performed. Similar to [24], they reduce domain discrepancies within the same
modalities by minimizingMaximumMean Discrepancy (MMD) between the source
and target domains. The MMD is computed in a layer-wise style to transfer knowl-
edge within the same modalities. They also minimize Euclidean distance between
image/text representations pairs in both source and target domains to preserve the
semantic information across modalities.
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Correlation-level transfer aims to reduce domain discrepancy in image/text corre-
lation patterns in different domains. In two domains, both image and text representa-
tions share the last two fully connected layers to obtain the common representation
for each domain. They optimize layer-wise MMD loss between the shared fully con-
nected layers in different domains for correlation-level knowledge transfer, which
encourages source and target domains to have the same image/text correlation pat-
terns. Finally, both domains are trained with label information of image/text pairs.
Note that the source domain and target domain do not necessarily share the same
label set.
In addition, they propose a progressive transfer mechanism, which is a curricu-
lum learning method aiming to promote the robustness of the model training. This is
achieved by selecting easy samples for model training in the early period, and grad-
ually increases the difficulty during the training. The difficulty of training samples
is measured according to the bidirectional cross-media retrieval consistency.
9.3 Image Captioning
Image captioning is the task of automatically generating natural language descrip-
tions for images. It is a fundamental task in artificial intelligence, which connects
natural language processing and computer vision. Compared with other computer
vision tasks, such as image classification and object detection, image captioning
is significantly harder for two reasons: first, not only objects but also relationships
between themhave to be detected; second, besides basic judgments and classification,
natural language sentences have to be generated.
Traditional methods for image captioning are usually using retrieval models or
generation models, of which the ability to generalize is comparatively weaker com-
paredwith that of novel deep neural networkmodels. In this section,wewill introduce
several typical models of both genres in the following.
9.3.1 Retrieval Models for Image Captioning
The primary pipeline of retrieval models is (1) represent images and/or sentences
using special features; (2) for new images and/or sentences, search for probable
candidates according to the similarity of features.
Linking words to images has a rich history, and [50] (a retrieval model) is the first
image annotation system. This paper tries to build a keyword assigning system for
images from labeled data. The pipeline is as follows:
(1) Image segmentation. Every image is divided into several parts, using the
simplest rectangular division. The reason for doing so is that an image is typically
annotated with multiple labels, each of which often corresponds to only a part of it.
Segmentation would help reduce noises in labeling.
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(2) Feature extraction. Features of every part of the image are extracted.
(3) Clustering. Feature vectors of image segments are divided into several clusters.
Each cluster accumulates word frequencies and thereby calculates word likelihood.
Concretely,
P(wi |c j ) = P(c j |wi )P(wi )∑




where n ji is the number of timeswordwi appears in cluster j , and N j is the number of
times that all words appear in cluster j . The calculation is based on using frequencies
as probabilities.
(4) Inference. For a new image, themodel divides it into segments, extracts features
for every part, and finally, aggregates keywords assigned to every part to obtain the
final prediction.
The key idea of this model is image segmentation. Take a landscape picture, for
instance, there are two parts: mountain and sky, and both parts will be annotated
with both labels. However, if another picture has two parts mountain and river,
the two mountain parts would hopefully be in the same cluster and discover that
they share the same label mountain. In this way, labels can be assigned to the
correct part of the image, and noises could be alleviated.
Another typical retrieval model is proposed by [17], which can assign a linking
score between an image and a sentence. An intermediate space of meaning calculates
this score of linking. The representation of themeaning space is a triple in the form of
〈object, action, scene 〉. Each slot of the triple has a finite discrete candidate set. The
problem of mapping images and sentences into the meaning space involves solving
a Markov random field.
Different from the previous model, this system can do not only image caption,
but also do the inverse, that is, given a sentence, the model provides certain probable
associated images. At the inference stage, the image (sentence) is first mapped to the
intermediate meaning space, then we search in the pool for the sentence (image) that
has the best matching score.
After that, researchers also proposed a lot of retrieval models which consider
different kinds of characteristics of the images, such as [21, 28, 34].
9.3.2 Generation Models for Image Captioning
Different from the retrieval-based model, the basic pipeline of generation models is
(1) use computer vision techniques to extract image features, (2) generate sentences
from these features using methods such as language models or sentence templates.
Kulkarni et al. [33] propose a system that makes a tight connection between the
particular image and the sentence generating process. Themodel uses visual detectors
to detect specific objects, as well as attributes of a single object and relationships
betweenmultiple objects. Then it constructs a conditional randomfield to incorporate
unary image potentials and higher order text potentials and thereby predicts labels
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for the image. Labels predicted by conditional random fields (CRF) is arranged as a
triple, e.g., 〈〈white,cloud〉,in, 〈blue,sky〉〉.
Then sentences are generated according to the labels. There are two ways to build
a sentence based on the triple skeleton. (1) The first is to use an n-gram language
model. For example, when trying to decide whether or not to put a glue word x
between a pair of meaningful words (which means they are inside the triple) a and b,
the probabilities p̂(axb) and p̂(ab) are compared for the decision. p̂ is the standard
length-normalized probability of the n-gram language model. (2) The second is to
use a set of descriptive language templates, which alleviates the problem of grammar
mistakes in the language model.
Further, [16] proposes a novel framework to explicitly represent the relationship
between image structure and its caption sentence’s structure. The method, Visual
DependencyRepresentation, detects objects in the image, and detects the relationship
between these objects based on the proposed Visual Dependency Grammar, which
includes eight typical relations like beside or above. Then the image can be
arranged as a dependency graph,where nodes are objects and edges are relations. This
image dependency graph can be alignedwith the syntactic dependency representation
of the caption sentence. The paper further provides four templates to generating
descriptive sentences from the extracted dependency representation.
Besides these two typical works, there are massive generation models for image
captioning, such as [15, 35, 78].
9.3.3 Neural Models for Image Captioning
In [33], it was claimed in 2011 that in image captioning tasks: Natural language
generation still remains an open research problem. Most previous work is based on
retrieval and summarization. From 2015, inspired by advances in neural language
model and neural machine translation, a number of end-to-end neural image caption-
ing models based on the encoder-decoder system have been proposed. These new
models significantly improve the ability to generate natural language descriptions.
9.3.3.1 The Basic Model
Traditional machine translation models typically stitch many subtasks together, such
as individual word translation and reordering, to perform sentence and paragraph
translation. Recent neural machine translation models, such as [8], use a single
encoder-decoder model, which can be optimized by stochastic gradient descent con-
veniently. The taskof image captioning is inherently analogous tomachine translation
because it can also be regarded as a translation task, where the source “language”
is an image. The encoders and decoders used for machine translations are typically
RNNs, which is a natural selection for sequences of words. For image captioning,
CNN is chosen to be the encoder, and RNN is still used as the decoder.










Correct Caption Sentence s={w1, w2, …, wN}
Fig. 9.2 The architecture of encoder-decoder framework for image captioning
Vinyals et al. [70] is the most typical model which uses encoder-decoder for
image captioning (see Fig. 9.2). Concretely, a CNN model is used to encode the
image into a fix length vector, which is believed to contain the necessary information
for captioning. With this vector, an RNN language model is used to generate natural
language descriptions, and this is the decoder. Here, the decoder is similar to the
LSTM used for machine translation. The first unit takes the image vector as the
input vector, and the rest units take the previous word embedding as input. Each unit
outputs a vector o and passes a vector to the next unit. o is further fed into a softmax
layer, whose output p is the probability of each word within the vocabulary. The
ways to deal with these calculated probabilities are different in training and testing:
Training.These probabilitiesp are used to calculate the likelihood of the provided
description sentences. Considering the nature of RNNs, it is easy to model the joint
probability into conditional probabilities.
log P(s|I ) =
N∑
t=0
log P(wt |I,w0, . . . ,wt−1), (9.11)
where s = {w1,w2, ...,wN } is the sentence and its words, w0 is a special START
token, and I is the image. Stochastic gradient descent can thereby be performed to
optimize the model.
Testing. There are multiple approaches to generate sentences given an image.
The first one is called Sampling. For each step, the single word with the highest
probability in p is chosen, and used as the input of the next unit until the END
token is generated or a maximal length is reached. The second one is called Beam
Search. For each step (now the length of sentences is t), k best sentences are kept.
Each of them generates several new sentences of length t + 1, and again, only k new
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Fig. 9.3 An example of image captioning with attention mechanism
sentences are kept. Beam Search provides a better approximation for
s∗ = argmax
s
log P(s|I ). (9.12)
9.3.3.2 Variants of the Basic Model
The research on image captioning tightly follows that on machine translation.
Inspired by [6], which uses attention mechanism in machine translation, [76] intro-
duces visual attention into the encoder-decoder image captioning model.
The major bottleneck of [70] is the fact that information from the image is shown
to the LSTM decoder only at the first decoding unit, which actually requires the
encoder to squeeze all useful information into one fixed-length vector. In contrast,
[76] does not require such compression. The CNN encoder does not produce one
vector for the entire image; instead, it produces L region vectors Ii , each of which is
the representation of a part of the image. At every step of decoding, the inputs include
standard LSTM inputs (i.e., output and hidden state of last step ot−1 and ht−1), and
an input vector z from the encoder. Here, z is the weighted sum of image vectors
Ii : z = ∑i αi Ii , where αi is the weight computed from Ii and ht−1. Throughout
the training process, the model learns to focus on parts of the image for generating
the next word by producing larger weights α on more relevant parts, as shown in
Fig. 9.3.1
While the above paper uses soft attention for the image, [27] makes explicit
alignment between image fragments and sentence fragments before generating a
description for the image. In the first stage, the alignment stage, sentence and image
fragments are aligned by being mapped to a shared space. Concretely, sentence
fragments (i.e., n consecutive words) are encoded using a bidirectional LSTM into
the embeddings s, and image fragments (i.e., part of the image, and also the entire
image) are encoded using aCNN into the embeddings I. The similarity score between
image I and sentence s is computed as
1The example is obtained from the implementation of Yunjey Choi (https://github.com/yunjey/
show-attend-and-tell).






i st ), (9.13)
where gs is the sentence fragment set of sentence s, and gI is the image fragment set
of image I . The alignment is then optimized by minimizing the ranking loss L for







max(0, sim(I, s) − sim(I, I ) + 1) +
∑
s




The assumption for this alignment procedure is similar to [50] (see Sect. 9.3.1): all
description sentences are regarded as (possibly noisy) labels for every image section
and are based on the massive training data, the model would hopefully be trained to
align caption sentences to their corresponding image fragments. The second stage is
similar to the basic model in [70], but the alignment results are used to provide more
precise training data.
As mentioned above, [76] makes the decoder have the ability to focus attention
on the different parts of the image for different words. However, there are some
nonvisual words in the decoding process. For example, words such as the and of
are more dependent on semantic information than visual information. Furthermore,
words such as phone followed by cell or meter before near the parking
are usually generated by the language model. To avoid the gradient of a nonvisual
word decreasing the effectiveness of visual attention, in the process of generating
captions, [43] adopts an adaptive attention model with a visual sentinel. At each time
step, the model needs to determine that it depends on an image region or a visual
sentinel.
Adaptive attention model [43] uses attention in the process of generating a word
rather than updating the LSTM state; it utilizes “visual sentinel" vector xt and image
region vectors Ii . Here, xt is produced by the inputs and states of LSTM at time step
t, while Ii is provided from CNN encoder. Then the adaptive context vector ĉt is the




αi Ii + αL+1xt , (9.15)
where αi are the weights computed by Ii , xt , and the LSTM hidden state ht . We
have
∑L+1
i=1 αi = 1. Finally the probability of a word in vocabulary at time t can be
calculated as a residual form:
pt = Softmax(Wp(ĉt + ht )), (9.16)
where Wp is a learned weight parameter.
Many existing image captioning models with attention allocate attention over
image’s regions, whose size is often 7 × 7 or 14 × 14 decided by the last pooling
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Resize
Latent Channel Activation Activated RegionImage
Ht ct
I
Fig. 9.4 An example of the activated region of a latent channel
layer in CNN encoder. Anderson et al. [2] first calculate attention at the level of
objects. It first employs Faster R-CNN [58] which is trained on ImageNet [60] and
Genome [31] to predict attribute class, such as an open oven, green bottle, floral
dress, and so on. After that, it applies attention over valid bounding boxes to get
fine-grained attention for helping the caption generation.
Besides, [11] rethinks the form of latent states in image captioning, which usu-
ally compresses two-dimensional visual feature maps encoded by CNN to a one-
dimensional vector as the input of the language model. They find that the language
model with 2D states can preserve the spatial locality, which can link the input visual
domain and output linguistic domain observed by visualizing the transformation of
hidden states.
Word embeddings and hidden states in [11] are 3D tensors of size C × H × W ,
which means C channels, each of size H × W . The encoded features maps will
be directly inputted to the 2D language model instead of going through an average
pooling layer. In the 2D language model, the convolution operator takes the place of
matrix multiplication in the 1D model, and mean pooling will be used to generate
the output word probability distribution from 2D hidden states. Figure9.4 shows
activated region of a latent channel at the t th step. When we set a threshold for the
activated regions, it is revealed that the special channels are associated with specific
nouns in the decoding process, which help get a better understanding of the process
of generating captions.
Traditional methods train the caption model by maximizing the likelihood of
training examples, which forms a gap between the optimization objective and evalu-
ating metrics. To alleviate the problem, [59] uses reinforcement learning to directly
maximize the CIDEr metric [69]. CIDEr reflects the diversity of generated cap-
tions by giving high weights to the low-frequency n-grams in the training set, which
demonstrates that people prefer detailed captions rather than universal ones, like a
boy is playing a game. To encourage the distinctiveness of captions, [10]
adopts contrastive learning. Their model learns to discriminate the caption of a given
image and the caption of an alike image by maximizing the difference between
ground truth positive pair and mismatch negative pair. The experiment shows that
contrastive learning increases the diversity of captions significantly.
Furthermore, automatic evaluation metrics, such as BLEU [54], METEOR [13],
ROUGE [38], CIDEr [69], SPICE [1], and so on, may neglect some novel expres-
sions restrained by the ground truth captions. To better evaluate the naturalness and
diversity of captions, [9] proposes a framework based on Conditional Generative
Adversarial Networks, whose generator tries to achieve a higher score in the evalua-
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tor, while the evaluator tries to distinguish between the generated caption and human
descriptions for a given image, as well as between the given image and the mismatch
description. The user study shows that the trained generator can generate natural and
diverse captions than the model trained by maximum likelihood estimate, while the
trained evaluator is more consistent with human’s evaluation.
Besides the works we introduced above, there are also a mass of variants of the
basic encoder-decoder model such as [20, 26, 40, 45, 51, 71, 73].
9.4 Visual Relationship Detection
Visual relationship detection is the task of detecting objects in an image and under-
standing the relationship between them. While detecting the objects is always based
on semantic segmentation or object detection methods, such as R-CNN, understand-
ing the relationship is the key challenge of this task. While detecting visual relation
with image information is intuitive and effective [25, 62, 84], leveraging information
from language can further boost the model performance [37, 41, 82].
9.4.1 Visual Relationship Detection with Language Priors
Lu et al. [41] propose a model that uses language priors to enhance the performance
on infrequent relationships for which sufficient training instances are hard to obtain
solely from images. The overall architecture is shown in Fig. 9.5.
They first train a CNN to calculate the unnormalized relations’ probability
obtained from visual inputs by
RCNN















Fig. 9.5 The architecture of visual relationship detection with language prior
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PV (R〈i, j,k〉,Θ|〈O1, O2〉) = Pi (O1)(z	k CNN(O1, O2) + sk)Pj (O2), (9.17)
where Pi (Oj ) denotes the probability that bounding box Oj is entity i , and
CNN (O1, O2) is the joint feature of box O1 with box O2. Θ = {zk, sk} is the set of
parameters.
Besides, language prior is considered in this model by calculating the unnormal-
ized probability that the entity pair 〈i, j〉 has the relation k:
Pf (R,W) = r	k [wi ;w j ] + bk, (9.18)
where wi and w j are the word embeddings of the text of subject and object, respec-
tively, rk is the learned relational embedding of the relation k.
Given the probabilities of a relation from visual and textual inputs, respectively,
the authors combine them into the integrated probability of a relation. The final
prediction is the one with maximal integrated probability:
R∗ = max
R
PV (R〈i, j,k〉|〈O1, O2〉)Pf (R,W). (9.19)
The rank of the ground truth relationship R with bounding boxes O1 and O2 is




max{1 − PV (R,Θ|〈O1, O2〉)Pf (R,W)
+ max
〈O ′1,O ′2〉=〈O1,O2〉,R′ =R
PV (R
′,Θ|〈O ′1, O ′2〉)Pf (R′,W), 0}.
(9.20)
In addition to the loss that optimizes the rank of the ground truth relationships,
the authors also propose two regularization functions for language priors. The final
loss function of this model is defined as
L = C(Θ,W) + λ1L(W) + λ2K (W). (9.21)
K (W) is a variance function to make the similar relationships’ corresponding
f (·) function closer:




where d(R, R′) is the sum of the cosine distances (in Word2vec space) between the
two objects and the predicates of the two relationships R and R′.
L(W) is a function to encourage less-frequent relation to have a lower f () score.




max{Pf (R′,W) − Pf (R,W) + 1, 0}. (9.23)










































R: On R: Inside
R: Inside
R: ?  Answer: On
(b) The corresponding scene graph.
Fig. 9.7 An illustration for scene graph generation
9.4.2 Visual Translation Embedding Network
Inspired by recent progress in knowledge representation learning, [82] proposes
VTransE, a visual translation embedding network. Objects and the relationship
between objects are modeled as TransE [7] like vector translation. VTransE first
projects subject and object into the same space as relation translation vector r ∈ Rr .
Subject and object could be denoted as xs, xo ∈ RM in the feature space, where
M  r . Similar to TransE relationship, VTransE establishes a relationship as
Wsxs + r ∼ Woxo, (9.24)
where Ws and Wo are projection matrices. The overall architecture is shown in
Fig. 9.6.
9.4.3 Scene Graph Generation
Li et al. [37] further formulate visual relation detection as a scene graph generation
task, where nodes correspond to objects and directed edges correspond to visual
relations between objects, as shown in Fig. 9.7.
This formulation allows [37] to leverage different levels of context information,
such as information from objects, phrases (i.e., 〈subject, predicate, object〉 triples),
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c)b)a)
Fig. 9.8 Dynamical graph construction. a The input image. b Object (bottom), phrase (middle),
and caption region (top) proposals. c The graph modeling connections between proposals. Some of
the phrase boxes are omitted
and region captions, to boost the performance of visual relation detection. Specifi-
cally, [37] proposes to construct a graph that aligns these three levels of information
and perform feature refinement viamessage passing, as shown in Fig. 9.8. By leverag-
ing complementary information from different levels, the performances of different
tasks are expected to be mutually improved.
Dynamic Graph Construction. Given an image, they first generate three kinds
of proposals that correspond to three kinds of nodes in the proposed graph structure.
The proposals include object proposals, phrase proposals, and region proposals. The
object and region proposals are generated using Region Proposal Network (RPN)
[57] trained with ground truth bounding boxes. Given N object proposals, phrase
proposals are constructed based on N (N − 1) object pairs that fully connect the
object proposals with direct edges, where each direct edge represents a potential
phrase between an object pair.
Each phrase proposal is connected to the corresponding subject and object with
two directed edges. A phrase proposal and a region proposal are connected if their
overlap exceeds a certain fraction (e.g., 0.7) of the phrase proposal. There are no direct
connections between objects and regions since they can be indirectly connected via
phrases.
Feature Refinement. After obtaining the graph structure of different levels of
nodes, they perform feature refinement by iterative message passing. The message
passing procedure is divided into three parallel stages, including object refinement,
phrase refinement, and region refinement.
In object feature refinement, the object proposal feature is updated with gated
features from adjacent phrases. Given an object i , the aggregated feature from regions
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where Es,p is the set of subject predicate connections, and Ei,p denotes the number of
phrases connected with the object i as the subject predicate pairs. f〈o,p〉 is a learnable






Sigmoid(ω(k)〈o,p〉 · [x(o)i ; x(p)j ]), (9.26)
where ω(k)〈o,p〉 is a gate template used to calculate the importance of the information
from a subject-predicate edge and K is the number of templates. The aggregated
feature from object-predicate edges x̂p→oi can be similarly computed.
After obtaining information x̂p→si and x̂
p→o
i from adjacent phrases, the object
refinement at time step t can be defined as follows:
x(o)i,t+1 = x(o)i,t + f (p→s)(x̂p→si ) + f (p→o)(x̂p→oi ), (9.27)
where f (·) = WReLU(·), W is a learnable parameter and not shared between
f (p→s)(·) and f (p→o)(·).
The refinement scheme of phrases and regions is similar to objects. The only
difference is the information sources: Phrase proposals receive information from
adjacent objects and regions, and region proposals receive information from phrases.
After feature refinement via iterative message passing, the feature of different
levels of nodes can be used for corresponding tasks. Region features can be used
as the initial state of a language model to generate region captions. Phrase features
can be used to predict visual relation between objects, which composes of the scene
graph of the image.
In comparison with scene graph generation methods that model the dependencies
between relation instances by attention mechanism or message passing, [47] decom-
poses the scene graph task into a mixture of two phases: extracting primary relations
from input, and completing the scene graph with reasoning. The authors propose a
Hybrid Scene Graph generator (HRE) that combines these two phases in a unified
framework and generates scene graphs from scratch.
Specifically, HRE first encodes the object pair into representations and then
employs a neural relation extractor resolving primary relations from inputs and a dif-
ferentiable inductive logic programming model that iteratively completes the scene
graph. As shown in Fig. 9.9, HRE contains two units, a pair selector and a relation
predictor, and runs in an iterative way.
At each time step, the pair selector takes a look at all object pairs P− that have not
been associated with a relation and chooses the next pair of entities whose relation
is to be determined. The relation predictor utilizes the information contained in all
pairs P+ whose relations have been determined, and the contextual information of
the pair to make the prediction on the relation. The prediction result is then added to
P+ and benefits future predictions.
To encode object pair into representations, HRE extends the union box encoder
proposed by [41] by adding the object features (what are the objects) and their
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Fig. 9.9 Framework of HRE that detects primary relations from inputs and iteratively completes
the scene graph via inductive logic programming
Fig. 9.10 Object pair encoder of HRE
locations (where are the objects) into the object pair representation, as shown in
Fig. 9.10.
Relation Predictor. The relation predictor is composed of two modules: a neural
module predicting the relations between entities based on the given context (i.e., a
visual image) and a differentiable inductive logic module performing reasoning on
P+. Both modules predict the relation score between a pair of objects individually.
The relation scores from the two modules are finally integrated by multiplication.
Pair Selector. The selector works as the predictor’s collaborator with the goal
to figure out the next relation which should be determined. Ideally, the choice p∗
made by the selector should satisfy the condition that all relations that will affect
the predictor’s prediction on p∗ should be sent to the predictor ahead of p∗. HRE
implements the pair selector as a greedy selector which always chooses the entity
pair from P− to be added to P+ as the entity pair of which the relation predictor is
most confident in its prediction.
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It is worth noting that the task of scene graph generation resembles document-
level relation extraction in many aspects. Both tasks seek to extract structured graphs
consisting of entities and relations. Also, they need to model the complex dependen-
cies between entities and relations in a rich context. We believe both tasks are worthy
to explore for future research.
9.5 Visual Question Answering
Visual Question Answering (VQA) aims to answer natural language questions about
an image, and can be seen as a single turn of dialogue about a picture. In this section,
we will introduce widely used VQA datasets and several typical VQA models.
9.5.1 VQA and VQA Datasets
VQA was first proposed in [46]. They first propose a single-world approach by





where z is a latent variable associated with the question and the worldw is a represen-
tation of the image. They further extend the single-world approach to a multi-world
approach by marginalizing over different segments s of the given image. The prob-







They also release the first dataset of VQA named as DAQUAR in their paper.
Besides DAQUAR, researchers also release a lot of VQA datasets with vari-
ous characteristics. The most widely used dataset was released in [4], where the
authors provided cases and experimental evidence to demonstrate that to answer
these questions, a human or an algorithm should use features of the image and exter-
nal knowledge. Figure9.11 shows examples of VQA dataset released in [4]. It is also
demonstrated that this problem cannot be solved by converting images to captions
and answering questions according to captions. Experiment results show that the
performance of vanilla methods is still far from human.
In fact, there are also other existing datasets for Visual QA such as Visual7W
[85], Visual Madlibs [80], COCO-QA [56], and FM-IQA [19].
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Question: Why are the men jumping?
Answer: to catch frisbee
Question: Is the water still?
Answer: no
Question: What is the kid doing?
Answer: skateboarding
Question: What is hanging on the wall 
above the headboard?
Answer: pictures
Fig. 9.11 Examples of VQA dataset
9.5.2 VQA Models
Besides, [4, 46] further investigate approaches to solve specific types of questions in
VQA.Moreover, [83] proposes an approach to solve “YES/NO” questions. Note that
the model is an ensemble model of two similar models: Q-model and Tuple-model,
the difference between which will be described later. The overall approach can be
divided into two steps: (1) Language Parsing and (2)VisualVerification. In the former
step, they extract 〈P, R, S〉 tuples from questions first by parsing it and assigning an
entity to each word. Then they summarize the parsed sentences through removing
“stop words”, auxiliary verbs, and all words before a nominal subject or passive
nominal subject, and further split the summary into PRS arguments according to the
part of speech of phrases. The difference between Q-Model and Tuple-model is that
the Q-model is the one used in their previous work [4], embedding the question into
a dense 256-dim vector by LSTM, while Tuple-model is to convert 〈P, R, S〉 tuples
into 256-dim embeddings by MLP. As for the Visual Verification step, they use the
same feature of images as in [39] which was encoded into the dense 256-dim vector
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by an inner-product layer followed by a tanh layer. These two vectors are passed
through an MLP to produce the final output (“Yes” or “No”).
Moreover, [61] proposes a method to calculate attention α j by the set of image
features I = (I1, I2, . . . , IK ) and the question embedding q by
α j = (W1I j + b1)	(W2q + b2), (9.30)
where W1,W2,b1,b2 are trainable parameters.
Attention based techniques are quite efficient for filtering noises that are irrelevant
to the question. However, some questions are only related to some small regions,
which encourages researchers to use stacked attention to further filtering noises. We
refer readers to Fig. 1b in [79] for an example of stacked attention.
Yang et al. [79] further extend the attention-based model used in [61], which
employs LSTMs to predict the answer. They take the question as input and attend
to different regions in the image to obtain additional input. The key idea is to grad-
ually filter out noises and pinpoint the regions that are highly relevant to the answer
by reasoning through multiple stacked attention layers progressively. The stacked
attention could be calculated by stacking:
hkA = tanh(Wk1I ⊕ (Wk2uk−1 + bkA)). (9.31)
Note that we denote the addition of a matrix and a vector by ⊕. The addition
between a matrix and a vector is performed by adding each column of the matrix by
the vector. u is a refined query vector that combines information from the question
and image regions. u0 (i.e, u from the first attention layer with k = 0) could be
initialized as the feature vector of the question. hkA is then used to compute p
k
I , which
corresponds to the attention probability of each image region,
pkI = Softmax(Wk3hkA + bkP). (9.32)





pki Ii , (9.33)
uk = uk−1 + Ĩk . (9.34)
That is, in every layer, the model progressively uses the combined question and
image vector uk−1 as the query vector for attending the image region to obtain the
new query.
The above models attend only on images, but questions should also be attended.
[44] calculates co-attention by
Z = tanh(Q	WI), (9.35)
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Fig. 9.12 The architecture of hierarchical co-attention model
Regions Proposals
Multi-label CNN
Cap 1: a dog laying on the floor with a
bird next to it and a cat behind them,
on the other side of a sliding glass door.
Cap 2: a brown and black dog laying
on a floor next to a bird.
Cap 3: the dog, cat, and bird are all on















The dog is a furry, carnivorous
member of the canidae family,
mammal class. The cat is a small,
usually furry, domesticated, and
carnivorous mammal. Birds, Aves
class, are a group of endothermic
vertebrates, characterised by
feathers, a beak with no teeth.
Plants, also called green plants ,





























Fig. 9.13 The architecture of VQA incorporating external knowledge bases
where Zi j represents the affinity of the i th word and j th region. Figure9.12 shows
the hierarchical co-attention model.
Another intuitive approach is to use external knowledge from knowledge bases,
which will help us better explain the implicit information hiding behind the image.
Such an approach was proposed in [75], which first encodes the image into cap-
tions and vectors representing different attributes of the image to retrieve documents
about a different part of the images from knowledge bases. Documents are encoded
through doc2vec [36]. The representation of captions, attributes, and documents are
transformed and concatenated to form the initial vector of an LSTM, which is trained
in Seq2seq fashion. Details of the model are shown in Fig. 9.13.
Neural Module Network is a framework for constructing deep networks with a
dynamic computational structure, which was first proposed in [3]. In such a frame-
work, every input is associated with a layout that provides a template for assembling
an instance-specific network from a collection of shallow network fragments called











Fig. 9.14 The architecture of the neural module network model
modules. The proposed method processes the input question through two separate
ways: (1) parsing and laying out several modules, and (2) encoding by an LSTM.
The corresponding picture is processed by the modules laid out according to the
question, the types of which are predefined, find, transform, combine,
describe, and measure. The authors defined find to be a transformation from
Image to Attention map, transform to be a mapping from one Attention to
another, combine to be a combination of two Attention, describe to be a
description relying on Image and Attention, and Measure to be a measure only
relying on Attention. The model is shown in Fig. 9.14.
A key drawback of [3] is that it relies on the parser to generate modules. [22]
proposes an end-to-end model to generate a sequence of Reverse-Polish expression
to describe the module network, as shown in Fig. 9.15. And the overall architecture
is shown in Fig. 9.16.
Graph Neural Networks (GNNs) have also been applied to VQA tasks. [68] tries
to build graphs about both the scene and the question. The authors described a deep
neural network to take advantage of such a structured representation. As shown in
Fig. 9.17, theGNN-basedVQAmodel could capture the relationships betweenwords
and objects.
9.6 Summary
In this chapter, we first introduce the concept of cross-modal representation learn-
ing. Cross-modal learning is essential since many real-world tasks require the ability
to understand the information from different modalities, such as text and image.
Next, we introduce the concept of cross-modal representation learning, which aims
to exploit the links and enable better utilization of information from different modali-
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Fig. 9.15 The architecture of Reverse-Polish expression and correspondingmodule networkmodel
How many other things are of the







How many other things are 
of the same size as the
green matte ball?
How many other things are
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Fig. 9.16 The architecture of end-to-end module network model
Fig. 9.17 The architecture of GNN-based VQA models
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ties. And we overview existing cross-modal representation learning methods for sev-
eral representative cross-modal tasks, including zero-shot recognition, cross-media
retrieval, image captioning, and visual question answering. These cross-modal learn-
ing methods either try to fuse information from different modalities into unified
embeddings, or try to build embeddings for different modalities in a common seman-
tic space, allowing the model to compute cross-modal similarity. Cross-modal repre-
sentation learning is drawing more and more attention and can serve as a promising
connection between different research areas.
For further understanding of cross-modal representation learning, there are also
some recommended surveys and books including:
• Skocaj et al., Cross-modal learning [64].
• Spence, Crossmodal correspondences: A tutorial review [66].
• Wang et al., A comprehensive survey on cross-modal retrieval [72].
In the future, for better cross-modal representation learning, some directions are
requiring further efforts:
(1) Fine-grained Cross-modal Grounding. Cross-modal grounding is a funda-
mental ability in solving cross-modal tasks, which aims to align semantic units in
different modalities. For example, visual grounding aims to ground textual symbols
(e.g., words or phrases) into visual objects or regions. Many existing works [27, 74,
76] have been devoted to cross-modal grounding, which mainly focuses on coarse-
grained semantic unit grounding (e.g., grounding of sentences and images). Better
fine-grained cross-modal grounding (e.g., grounding of words and objects) could
promote the development of a broad variety of cross-modal tasks.
(2) Cross-modal Reasoning. In addition to recognizing and grounding semantic
units in different modalities, understanding and inferring the relationship between
semantic units are also crucial to cross-modal tasks. Many existing works [37, 41,
82] have investigated detecting visual relation between objects. However, most visual
relations in existing visual relation detection datasets do not require complex reason-
ing. Someworks [81] havemade preliminary attempts on cross-modal commonsense
reasoning. Inferring the latent semantic relationships in cross-modal context is crit-
ical for cross-modal understanding and modeling.
(3)Utilizing Unsupervised Cross-modal Data. Most current cross-modal learn-
ing approaches rely on human-annotated datasets. The scale of such supervised
datasets is usually limited, which also limits the capability of data-hungry neural
models. With the rapid development of the World Wide Web, cross-modal data on
the Web have become larger and larger. Some existing works [42, 67] have lever-
aged unsupervised cross-modal data for representation learning. They first pretrained
cross-modal models on large-scale image-caption pairs, and then fine-tuned themod-
els on those downstream tasks, which shows significant improvement in a broad
variety of cross-modal tasks. It is thus promising to better leverage the vast amount
of unsupervised cross-modal data for representation learning.
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Abstract Deep learning has been shown as a powerful method for a variety of
artificial intelligence tasks, including some critical tasks in NLP. However, training a
deep neural network is usually a very time-intensive process and requires lots of code
to build related models. To alleviate these issues, some deep learning frameworks
have been developed and released, which incorporate some existing and necessary
arithmetic operators for neural network constructions. And these frameworks exploit
hardware features such as multi-core CPUs and many-core GPUs to shorten the
training time. Each framework has its advantages and disadvantages. In this chapter,
we aim to exhibit features and running performance of these frameworks so that
users can select an appropriate framework for their usage.
10.1 Open-Source Frameworks for Deep Learning
In this section, we will introduce several typical open-source frameworks for deep
learning including Caffe, Theano, TensorFlow, Torch, PyTorch, Keras, and MXNet.
In fact, as the rapid development of the deep learning community, these open-source
frameworks are updating every day, and therefore the information in this section
may not be up to date. In fact, this section mainly focuses on introducing the special
features of these frameworks and lets the readers have a preliminary understanding
of them. To know the latest features of these deep learning frameworks, please refer
to their official sites.
10.1.1 Caffe
Caffe1 is a well-known framework and is widely used for computer vision tasks. It
was created by Yangqing Jia and developed by Berkeley AI Research (BAIR). Caffe
uses a layer-wise approach to make building models become easy, and it is also
1http://caffe.berkeleyvision.org/.
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convenient to fine-tune the existing neural networks without writing too much code
via its simple interfaces. The underlying designs of Caffe are for the fast construction
of convolutional neural networks, which make it efficient and effective.
On the other hand, as normal pictures often have a fixed size, the interfaces of
Caffe are fixed and hard to be extended. It is thus difficult to use Caffe for other
tasks with a variable input length, such as text, sound, or other time-series data.
Recurrent neural networks are also not well supported by Caffe. Although users can
easily build an existing network architecture with the layer-wise framework, it is not
flexible when dealing with big and complex networks. If users want to design a new
layer, the users need to use C/C++ and CUDA for the underlying coding of the new
layer.
10.1.2 Theano
Theano2 is the typical framework developed to use symbolic tensor graphs for model
specification. Any neural networks or other machine-learning models can be repre-
sented as symbolic tensor graphs. Forward, backward, and gradient updates can be
calculated based on the flow between tensors. Hence, Theano provides more flexibil-
ity than Caffe using a layer-wise approach to build models. In Caffe, to define a new
layer that is not already in the existing repository of layers is complicated, which
needs to implement its forward, backward, and gradient update functions before. In
Theano, you only need to use basic operators to define the customized layer following
the order of operations.
Theano is a platform and is easy to configure as compared with other frameworks.
And some high-level frameworks are built on top of Theano such as Keras, which
further makes Theano easier to use. Theano supports cross-platform configuration
well, which means it works on not only Linux but also Windows. Because of this,
many researchers and engineers use Theano to build their models and then release
these projects. Rich open resources based on Theano attract some more users.
Though Theano uses Python syntax to define symbolic tensor graphs, its graph
processor will compile the graphs into high-performance C++ or CUDA code for
computing. Owing to this, Theano can run very fast and make programmers code
mode simply. Only one deficiency is that the compilation process is slow and needs
some time. If a neural network does not need to be trained for several days, it is
not a good idea to select Theano. Compiling too often in Theano is maddening and
annoying. As a comparison, the later framework like TensorFlow uses the compiled
package for the symbolic tensor operations, which seems a little more relaxing.
Theano has some other serious disadvantages. Theano cannot support many-core
GPUs very well, which makes it hard to train big neural networks. Besides the
compilation process, importing Theano is also slow. When you run your code in
Theano, you will be stuck for a long time with a preconfigured device. If you want to
improve and contribute to Theano itself, this will also be maddening and annoying.
2http://www.deeplearning.net/software/theano/.
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In fact, Theano is no longer maintained, but it is still worth introducing as a landmark
work in the history of deep learning frameworks, which inspires many subsequent
frameworks.
10.1.3 TensorFlow
TensorFlow3 is mainly developed and used by Google based on the experience on
Theano and DistBelief [1]. TensorFlow and Theano are in fact quite similar to some
extent. Both of them allow building a symbolic graph of the neural network archi-
tecture via the Python interface. Different from Theano, TensorFlow allows imple-
menting new operations or machine-learning algorithms using C/C++ and Java.With
building symbolic graphs, the auto-gradient can be easily used to train complicated
models. Hence, TensorFlow is more than a deep learning framework. Its flexibil-
ity enables it to solve various complex computing problems such as reinforcement
learning.
In TensorFlow, both code development and deployment is fast and convenient.
Trained models can be deployed quickly on a variety of devices, including servers
and mobile devices, without the need to implement a separate model setting code
or load Python/LuaJIT interpreter. Caffe also allows easy deployment of models.
However, Caffe has trouble running on devices without a GPU, which is a prevalent
situation of smartphones. TensorFlow supports model decoding using ARM/NEON
instructions and does not need too many operations to choose training devices.
TensorBoard of TensorFlow provides a platform for visualization of the model
architectures, which is beautiful and also useful. By visualizing the symbolic graph, it
is not difficult to find bugs in the source code. To debugmodels on other deep learning
frameworks is relatively bothering. TensorBoard can also log and generate real-time
visualization of variables during training, which is a pleasant way to monitor the
training process.
Though customizing operations in TensorFlow is convenient, it usually changes a
lot of function interfaces in every new release which is challenging for developers to
keep their code compatible with different TensorFlow versions. And mastering Ten-
sorFlow is also not easy. As TensorFlow 2.0 has been released recently, TensorFlow
may gradually handle these issues in the predictable future.
10.1.4 Torch
Torch4 is a computational framework mainly developed and used by Facebook and




machine-learning algorithms, especially convolutional neural networks. A temporal
convolutional layer implemented by Torch can have a variable input length, which
is extremely useful for NLP tasks and not designed in Theano and TensorFlow.
Torch also contains the 3D convolutional layer, which can be easily used in video
recognition tasks. Besides its various flexible convolutional layers, Torch is light and
speedy. The above reasons attract lots of researchers in universities and companies
to customize their own deep learning platforms.
However, the negative aspects of Torch are also apparent. Though Torch is pow-
erful, it is not designed to be widely accessible to the Python-based academic com-
munity. And there are not any other interfaces but Lua. Lua is a multi-paradigm
scripting language, which was developed in Brazil in the early 1990s and is not a
popular mainstream programming language. Hence, it needs some time to learn Lua
before you use Torch to construct models. Different from convolutional neural net-
works, there is no official support for recurrent neural networks. There are some open
resources about recurrent neural networks implemented by Torch, but they are not yet
integrated to the main repository. And it is difficult to distinguish the effectiveness
of these implementations.
Similar to Caffe, Torch is not a framework based on symbolic tensor graphs, it
also uses the layer-wise approach. This means that your models in Torch are a graph
of layers and not a graph of mathematical functions. The mechanism is convenient
to build a network whose layers are stable and hierarchical. If you want to design a
new connection layer or change an existing neural model, you need lots of code to
implement new layers with full forward, backward, and gradient update functions.
However, those frameworks based on symbolic tensor graphs, such as Theano and
TensorFlow, give more flexibility to do this. In fact, these issues are handled as
PyTorch has been released, which we will introduce then.
10.1.5 PyTorch
PyTorch5 is a Python package built over Torch, developed by Facebook and other
companies. However, it is not just an interface, and PyTorch has amounts of improve-
ments over Torch. The most important one is that PyTorch can use a symbolic graph
to define neural networks, and then use automatic differentiation following the graph
to automate the computation of backward passes in neural networks. Meanwhile,
PyTorch maintains some characteristics of the layer-wise approach in Torch, which
means codingwith PyTorch is easy.Moreover, PyTorch hasminimal framework over-
head and custommemory allocators for the GPU, which means PyTorch is faster and
memory-efficient than Torch.
5http://pytorch.org/.
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Compared with other deep learning frameworks, PyTorch has two main advan-
tages. First, most frameworks like TensorFlow are based on static computational
graphs (define-and-run), while PyTorch uses dynamic computational graphs (define-
by-run). What it means is that with dynamic computational graphs, you can change
the network architecture based on the data flowing through the network. There is a
way to do something similar in TensorFlow, but your static computational graphs
must contain all possible branches in advance, which will limit the performance.
Second, PyTorch is built to be deeply integrated into Python and has a seamless
connection with other popular Python packages, such as Numpy, Spicy, and Cython.
Thus, it is easy to extend your model when needed.
After Facebook released it, PyTorch has drawn considerable attention from the
deep learning community, andmany past Torch users switch to this new package. For
now, PyTorch already has a thriving community which contributes to its increasing
popularity among researchers. It is no exaggeration to say that PyTorch is one of the
most popular frameworks at present.
10.1.6 Keras
Keras6 is a top-design deep learning framework that is based on Theano and Tensor-
Flow. Interestingly, Keras sits atop Theano and TensorFlow, however, its interfaces
are similar to Torch. To use Keras needs Python code, and there are lots of detailed
documents and examples for a quick start. There is also a very active community
of developers, and they make Keras fastly updated. Hence, it is a very fast-growing
framework.
Because Theano and TensorFlow are the backends of Keras, disadvantages of
Keras are most similar to Theano and TensorFlow. With TensorFlow as the backend,
it will run even slower than the pure TensorFlow code. Because it is a high-level
framework, to customize a new neural layer is not easy, though you can easily use
existing layers under Keras. The package is too advanced, and it hides too many
training parameters. You cannot touch and change all details of your own models
unless you use Theano, TensorFlow, or PyTorch.
10.1.7 MXNet
MXNet7 is an effective and efficient open-source machine-learning framework,
mainly pushed by Amazon. It supports APIs with multiple languages, including
C++, Python, R, Scala, Julia, Perl, MATLAB, and JavaScript, some of which can be




futuremobile devices, just likeTensorFlow.MXNet is built on a dynamic dependency
scheduler that automatically parallelizes both symbolic and imperative operations on
the fly. A graph optimization layer on top of that makes symbolic execution fast and
memory efficient. The MXNet library is portable and lightweight, and it scales to
multiple GPUs and multiple machines. The main problem of MXNet is the lack of
detailed and well-organized documentation. The user groups are also smaller than
other frameworks, especially as compared with TensorFlow and PyTorch. It is more
challenging to graspMXNet for newbies. TheMXNet is developing fastly, and these
problems may be solved in the future.
10.2 Open Resources for Word Representation
10.2.1 Word2Vec
Word2vec8 is a widely used toolkit for word representation learning, which provides
an effective and efficient implementation of the continuous bag-of-words and Skip-
gram architectures. The word representations learned by Word2vec can be used in
many natural language processing fields. Empirically, To use pretrainedword vectors
as the model inputs can be a good way to enhance model performances.
Word2vec takes free text corpus as input and constructs the vocabulary list from
the training data. Then it uses simple predictive models based on neural networks
to learn the language model, which encode the co-occurrence information between
words into the resulting word representations.
The resulting representations showcase interesting linear substructures of theword
vector space. TheEuclidean distance (or cosine similarity) between two-word vectors
provides an effective method for measuring the linguistic or semantic similarity of
the correspondingwords. Sometimes, the nearest neighbors, according to this metric,
reveal rare but relevant words that lie outside an average human’s vocabulary.
Words frequently appearing together in the text will have representations with
close distance within the embedding space. Word2vec also provides a tool to find the
closest words for a user-specified word via the learned representations and distances
between representation embeddings.
10.2.2 GloVe
GloVe9 is a widely used toolkit, which supports an unsupervised learning method for
word representation learning. Similar to Word2vec, GloVe also trains on text corpus
8https://code.google.com/archive/p/word2vec/.
9https://nlp.stanford.edu/projects/glove/.
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and captures the aggregated global word-word co-occurrence information for word
embeddings. However, GloVe uses count-basedmodels instead of predictive models,
which are different from Word2vec.
The GloVe model first builds a global word-word co-occurrence matrix, which
can show how frequently words co-occur with one another in a given text. Then
word representations are trained on the nonzero entries of the matrix. To construct
this matrix requires the entire corpus traversal for the statistics collection. For large
corpora, this pass can be computationally expensive, but it is a one-time up-front
cost. Subsequent training iterations are much faster because the number of nonzero
matrix entries is typically much smaller than the total number of words in the corpus.
10.3 Open Resources for Knowledge Graph Representation
10.3.1 OpenKE
OpenKE10 [2] is an open-source toolkit for Knowledge Embedding (KE), which pro-
vides a unified framework and various fundamental KE models. OpenKE prioritizes
operational efficiency to support quick model validation and large-scale knowledge
representation learning. Meanwhile, OpenKE maintains sufficient modularity and
extensibility to incorporate new models easily. Besides the toolkit, the embeddings
of some existing large-scale knowledge graphs pretrained by OpenKE are also avail-
able. The toolkit, documentation, and pretrained embeddings are all released on
http://openke.thunlp.org/.
As compared to other implementations, OpenKE has five advantages. First,
OpenKE has implemented nine classical knowledge embedding algorithms, includ-
ing RESCAL, TransE, TransH, TransR, TransD, ComplEx, DistMult, HolE, and
Analogy, which are verified effective and stable. Second, OpenKE shows high per-
formance due tomemory optimization, multi-threading acceleration, andGPU learn-
ing. OpenKE supports multiple computing devices and provides interfaces to control
CPU/GPUmodes. Third, system encapsulation makes OpenKE easy to train and test
KE models. Users just need to set hyperparameters via interfaces of the platform to
construct KE models. Fourth, it is easy to construct new KE models. All specific
models are implemented by inheriting the base class by designing their own scoring
functions and loss functions. Fifth, besides the toolkit, OpenKE also provides the
embeddings of some existing large-scale knowledge graphs pretrained by OpenKE,
which can be directly applied for many applications, including information retrieval,




Scikit-kge11 is an open-source Python library for knowledge representation learn-
ing. The library supports different building blocks to train and develop models for
knowledge graph embeddings. The primary purpose of Scikit-kge is to compute the
embeddings of knowledge graphs for the method HolE; meanwhile, it also provides
some other methods. Besides HolE, RESCAL, TransE, TransR, and ER-MLP can
also be trained in Scikit-kge. The library contains some parameter update methods,
not only the basic SGD but also AdaGrad. It also implements different negative
sampling strategies to select negative samples.
10.4 Open Resources for Network Representation
10.4.1 OpenNE
OpenNE12 is an open-source standard NE/NRL (Network Representation Learning)
training and testing framework. It unifies the input and output interfaces of different
NE models and provides scalable options for each model. Moreover, typical NE
models under this framework are based on TensorFlow, which enables these models
to be trained with GPUs. The implemented or modified models include DeepWalk,
LINE, node2vec, GraRep, TADW,GCN,HOPE, GF, SDNE, and LE. The framework
also provides classification and embedding visualization modules for evaluating the
result of NRL.
10.4.2 GEM
GEM(GraphEmbeddingMethods)13 is a Python package that offers a general frame-
work for graph embedding methods. It implements many state-of-the-art embedding
techniques including Locally Linear Embedding, Laplacian Eigenmaps, Graph Fac-
torization, High-Order Proximity preserved Embedding (HOPE), Structural Deep
Network Embedding (SDNE), and node2vec. Furthermore, the framework imple-
ments several functions to evaluate the quality of the obtained embeddings including
graph reconstruction, link prediction, visualization, and node classification. For faster
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10.4.3 GraphVite
GraphVite14 is a general and high-performance graph embedding system for various
applications including node embedding, knowledge graph embedding, and graph
high-dimensional data visualization.
GraphVite provides a complete pipeline for users to implement and evaluate graph
embedding models. For reproducibility, the system integrates several commonly
used models and benchmarks, and you can also develop your own models with the
flexible interface. Additionally, for semantic tasks, GraphVite releases a bunch of
pretrained knowledge graph embedding models to enhance language understanding.
There are two core advantages of GraphVite over other toolkits: fast and large-scale
training. GraphVite accelerates graph embedding with multiple CPUs and GPUs.
It takes around one minute to learn node embeddings for graphs with one million
nodes. Moreover, GraphVite is designed to be scalable. Even with limited memory,
GraphVite can process node embedding task on billion-scale graphs.
10.4.4 CogDL
CogDL15 is another graph representation learning toolkit that allows researchers
and developers to easily train and evaluate baseline or custom models for node
classification, link prediction, and other tasks on graphs. It provides implementations
of many popular models, including non-GNN models and GNN-based ones.
CogDL benefits from several unique techniques. First, utilizing sparse matrix
operation, CogDL is capable of performing fast network embedding on large-scale
networks. Second, CogDL has the ability to deal with different types of graph struc-
tures attributed, multiplex, and heterogeneous networks. Third, CogDL supports
parallel training. With different seeds and different models, CogDL performs train-
ing on multiple GPUs and reports the result table automatically. Finally, CogDL is
extendable. New datasets, models, and tasks can be added without difficulty.
10.5 Open Resources for Relation Extraction
10.5.1 OpenNRE
OpenNRE16 [3] is an open-source framework for neural relation extraction, which





Compared with other implementations, OpenNRE has four advantages. First,
OpenNRE has implemented various state-of-the-art RE models, including atten-
tion mechanism, adversarial learning, and reinforcement learning. Second, Open-
NRE enjoys great system encapsulation. It divides the pipeline of relation extraction
into four parts, namely, embedding, encoder, selector (for distant supervision), and
classifier. For each part, it has implemented several methods. System encapsulation
makes it easy to train and test models by changing hyperparameters or appoint model
architectures by using Python arguments. Third, OpenNRE is extendable. Users can
construct new RE models by choosing specific blocks provided in four parts as men-
tioned above and combining them freely, with only a few lines of codes. Fourth, the
framework has implemented multi-GPU learning, which is efficient.
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Abstract The aforementioned representation learning models and methods have
shown their effectiveness in variousNLPscenarios and tasks.With the rapid growthof
data scales and thedevelopment of computationdevices, there are also newchallenges
and opportunities for next-stage researches of deep learning techniques. In the last
chapter, we will look into the future directions of representation learning techniques
for NLP. To be more specific, we will consider the following directions including
using more unsupervised data, utilizing few labeled data, employing deeper neural
architectures, improving model interpretability and fusing the advantages of other
areas.
11.1 Introduction
We have used ten chapters to introduce the advances of representation learning
for NLP, covering both multi-grained language entries including words, phrases,
sentences and documents, and closely related objects including world knowledge,
sememe knowledge, networks, and cross-modal data. Those mentioned models and
methods of representation learning for NLP have shown their effectiveness in various
NLP scenarios and tasks.
As shown by the unsatisfactory performance of most NLP systems in open
domains, and recent great advances of pre-trained language models, representation
learning for NLP is far from perfect. With the rapid growth of data scales and the
development of computation devices, we are facing new challenges and opportunities
for next-stage researches of representation learning and deep learning techniques.
In this last chapter, we will look into the future research and exploration directions
of representation learning techniques for NLP. Since we have summarized the future
work of each individual part in the summary section of each previous chapter, here
we focus on discussing the general and important issues that should be addressed by
representation learning for NLP.
© The Author(s) 2020




For general representation learning for NLP, we conclude the following direc-
tions, including using more unsupervised data, utilizing a few labeled data, employ-
ing deeper neural architectures, improving model interpretability, and fusing the
advances from other areas.
11.2 Using More Unsupervised Data
The rapid development of Internet technology and the popularization of information
digitization have brought massive text data for NLP researches and applications.
For example, the whole corpus of Wikipedia already contains more than 50 million
articles (including 6 million articles in English)1 and is growing rapidly every day
contributed by collaborative work all over the world. The amount of user-generated
content onmany social platforms such asTwitter,Weibo, andFacebook also increases
quickly bybillions of users. It isworth considering thesemassive text data for learning
better NLP models. However, due to the expensive cost of expert annotations, it is
impossible to label such massive amounts of data for specific NLP tasks.
Hence, an essential direction of NLP is how to take better advantages of unla-
beled data for efficient unsupervised representation learning. Thoughwithout labeled
annotations, unsupervised data can help initialize the randomized neural network
parameters and thus improve the performances of those downstream NLP tasks.
This line of work usually employs a pipeline strategy: first, pretrain the model
parameters and then fine-tune these parameters in specific downstream NLP tasks.
Recurrent language model [7], word embeddings [6], and pre-trained language mod-
els (PLM) such as BERT [3], all utilize unsupervised plain text to pretrain neural
parameters and then benefit downstream supervised tasks via fine-tuning.
Current state-of-the-art PLM models still can only learn from limited plain text
due to limited learning efficiency and computation power.Moreover, there are various
types of large-scale data online with abundant informative signals and labels, such as
HTML tags, anchor text, keywords, documentmeta-information, and other structured
and semi-structured data. How to take full advantage of the large-scaleWeb text data
has not been extensively studied. In the future, with better computation devices (e.g.,
GPUs) and data resources, we are expected to develop more advanced methods to
utilize more unsupervised data.
11.3 Utilizing Fewer Labeled Data
As NLP technologies become more powerful, people can explore more complicated
and fine-grained problems. Taking text classification as an example, early work tar-
geted on flat classification with limited categories, and now researchers are more
1http://en.wikipedia.org/wiki.
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interested in classification with hierarchical structure and a large number of classes.
However, when a problem gets more complicated, it requires more knowledge from
experts to annotate training instances for fine-grained tasks and increases the cost of
data labeling.
Therefore, we expect the models or systems can be developed efficiently with
(very) few labeled data. When each class has only one or a few labeled instances, the
problem becomes a one/few-shot learning problem. The few-shot learning problem is
derived fromcomputer vision andhas also been studied inNLP recently. For example,
researchers have explored few-shot relation extraction [5] where each relation has a
few labeled instances, and low-resource machine translation [11] where the size of
the parallel corpus is limited.
A promising approach to few-shot learning is to compare the semantic similarity
between the test instance and those labeled ones (i.e., the support set), and then make
the prediction. The idea is similar to k-nearest neighbor classification (kNN) [10].
Since the key is to represent the semantic meanings of each instance for measuring
their semantic similarity, it has been verified that language models pretrained on
unsupervised data and fine-tuned on the target few-shot domain are very effective
for few-shot learning.
Another approach to few-shot learning is to transfer the models from some related
domains into the target domain with the few-shot problem [2]. This is usually named
as transfer learning or domain adaptation. For these methods, representation learning
can also help the transfer or adaptation process by learning joint representations of
both domains.
In the future, one may go beyond the abovementioned frameworks and design
more appropriate methods according to the characteristics of NLP tasks and prob-
lems. The goal is to develop effective NLPmethods with as less annotated data in the
target domain as possible, by better utilizing unsupervised data that aremuch cheaper
to get from the Web and existing supervised data from other domains. The explo-
ration of the few-shot learning problem in NLP will help us develop data-efficient
methods for language learning.
11.4 Employing Deeper Neural Architectures
As the amount of available text data rapidly increases, the size of the training corpus
for NLP tasks grows as well. With more training data, a natural way to boost model
performances is to employ deeper neural architectures for modeling. Intuitively,
deeper neural models that have more sophisticated architecture and parameters can
better fit the increasing data. Another motivation for using deeper architectures for
modeling comes from the development of computation devices (e.g., GPUs). Cur-
rent state-of-the-art methods are usually a compromise between efficiency and effec-
tiveness. As the computation devices operate faster, the time/space complexities of
complicated models become acceptable, which motivate researchers to design more
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complex but effective models. To summarize, employing deeper neural architectures
would be one of the definite orientations for representation learning in NLP.
Very deep neural network architectures have beenwidely used in computer vision.
For example, the well-known VGG [8] network which was proposed in the famous
ImageNet contest has 16 layers of convolutional and fully connected layers. In NLP,
the depths of neural architectures were relatively shallow until the Transformer [9]
structure was proposed. Specifically, as compared with word embedding [6] which is
based on shallow models, the state-of-the-art pre-trained language model BERT [3]
can be regarded as a giantmodel that stacks 12 self-attention layers and each layer has
8 attention heads. BERT has demonstrated its effectiveness in a number of NLP tasks.
Besides the well-designed model architecture and training objectives, the success of
BERT also benefits from TPUswhich is one of the most powerful devices for parallel
computations. In contrast, it may take months or years for a single CPU to finish the
training process ofBERT.When these computation devices go popular,we can expect
more deep neural architectures to be developed for NLP as well.
11.5 Improving Model Interpretability
Model transparency and interpretability are hot topics in artificial intelligence and
machine learning. Human interpretable predictions are very important for decision-
critical applications related to ethics, privacy, and safety. However, neural network
models or deep learning techniques are short of model transparency for human inter-
pretable predictions and thus are often treated as black boxes.
Most NLP techniques based on neural networks and distributed representation are
also hard to be interpreted except for the attention mechanism where the attention
weights can be interpreted as the importance of corresponding inputs. For the sake of
employing representation learning techniques for decision-critical applications, there
is a need to improvemodel interpretability and transparency of current representation
learning and neural network models.
A recent survey [1] classifies interpretable machine learning methods into two
main categories: interpretablemodels andpost-hoc explainability techniques.Models
that are understandable by themselves are called interpretable models. For example,
linear models, decision trees, and rule-based systems are such transparent models.
However, in most cases, we have to probe into the model by a second one for expla-
nations, namely post-hoc explainability techniques. In NLP, there have been some
researches to visualize neural models such as neural machine translation [4] for
interpretable explanations. However, the understanding of most neural-based mod-
els remains unsolved. We are looking forward to more studies on improving model
interpretability to facilitate the extensive use of representation learning methods for
NLP.
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11.6 Fusing the Advances from Other Areas
During the development of deep learning techniques, mutual learning between dif-
ferent research areas has never stopped.
For example, Word2vec aims to learn word embeddings from large-scale text cor-
pus published in 2013 and can be regarded as a milestone of representation learning
for NLP. In 2014, the idea ofWord2vec was adopted for learning node embeddings in
a network/graph by treating random walks over the network as sentences, named as
DeepWalk; the analogical reasoning phenomenon learned byWord2vec, i.e., king−
man= queen−woman also inspired the representation learning ofworld knowledge,
named as TransE. Meanwhile, graph convolutional networks were first proposed for
semi-supervised graph learning in 2016, and have been widely applied onmany NLP
tasks such as relation extraction and text classification recently. Another example is
the Transformer model which was proposed for neural machine translation at first
and then transferred to computer vision, data mining, and many other areas.
The fusion also appears between two quite distant disciplines. We should recall
again that, the idea of distributed representation proposed in the 1980s is inspired by
the neural computation schemeof humans andother animals. It takes about 40years to
see the development of distributed representation and deep learning come to fruition.
In fact, many ideas such as convolution in CNN and the attention mechanism are
inspired by the computation scheme of human cognition.
Therefore, an intriguing direction of representation learning for NLP is to fuse
the advances from other areas, including not only those closely related areas in AI
such as machine learning, computer vision, and data mining, but also those distant
areas to some extent such as linguistics, brain science, psychology, and sociology.
This line of work requires researchers to have sufficient knowledge of other fields.
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