A subset S of a conic C in the projective plane PG(2, q) is called almost complete (AC-subset for short) if it can be extended to a larger arc in PG(2, q) only by the points of C \ S and by the nucleus of C when q is even. New upper bounds on the smallest size t(q) of an AC-subset are obtained, in particular, t(q) < q(3 ln q + ln ln q + ln 3) + q 3 ln q + 4 ∼ 3q ln q; t(q) < 1.835 q ln q.
surveys and references can be found. In particular, the following conjecture, connected with the famous Segre's three problems, is well known. Conjecture 1.2. Let 2 ≤ N ≤ q − 2. Every normal rational curve in PG(N, q) is a complete (q + 1)-arc except for the cases q even and N ∈ {2, q − 2} when one point can be added to the curve. Remark 1.3. As a comment to Conjecture 1.2 for q even, note the following. If N = 2, the point which can be added to a normal rational curve is unique. But if N = q −2, there are many points in PG(q − 2, q) which extend a normal rational curve to a (q + 2)-arc, see [13, Theorem 3.10] for the geometrical characterization of these points. Remark 1.4. If k ≥ q then an [n, k, n − k + 1] q MDS code has length n ≤ k + 1, see e.g. [10, 11] . For 2 ≤ N ≤ q − 2, the well known MDS conjecture assumes that an [n, N + 1, n − N] q MDS code (or equivalently an n-arc in PG(N, q)) has length n ≤ q + 1 except for the cases q even and N ∈ {2, q − 2} when n ≤ q + 2. The MDS conjecture considers all MDS codes (or all arcs) whereas Conjecture 1.2 says only something about normal rational curves (or GDRS codes). If the MDS conjecture holds for some pair (N, q) then Conjecture 1.2 holds too, but in general the reverse is not true.
For many pairs (N, q) Conjecture 1.2 is proved, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [14] [15] [16] [17] [18] [19] [20] and the references therein; but in general, completeness of normal rational curves is an open problem. The main known results are given in Table 1 , where p and p 0 (h) are prime. For rows 1-6 of Table 1 , in fact, the MDS conjecture is proved. In [5] , see row 7 of Table 1 , it is proved that a subset of size 3(N − 1) − 6 of a normal rational curve in PG(N, q), q odd, cannot be extended to an arc of size q + 2. This means that 3N − 3 ≤ q + 1 (otherwise the curve could not contain a such subset). So, N ≤ . The regions of N in rows 10-11 cover the ones in rows 6-8; we included rows 6-8 in Table 1 as the methods used for them are useful for further research.
For the problem of completeness of normal rational curves we use tools connected with almost complete subsets of a conic in the projective plane PG(2, q).
An n-arc in PG(2, q) is a set of n points no three of which are collinear. A point P of PG(2, q) is covered by an arc K ⊂ PG(2, q) if P lies on a bisecant of K. Throughout the paper, C = {(1, t, t 2 ) : t ∈ F q } ∪ {(0, 0, 1)} is a fixed conic in PG(2, q). Any point subset of C is an arc. For even q, denote by O the nucleus of C. Let M q := PG(2, q) \ C if q odd PG(2, q) \ (C ∪ {O}) if q even .
Definition 1.5. (i)
In PG(2, q), an almost complete subset of the conic C (AC-subset, for short) is a proper subset of C covering all the points of M q . An n-AC-subset is an AC-subset of size n.
(ii) An AC-subset is minimal if it does not contain a smaller AC-subset. Table 1 : Pairs (N, q) for which it is proved that every normal rational curve in PG(N, q) is a complete (q + 1)-arc no. Table 3 .4] Table 3 .
Note that an AC-subset S is an arc that can be extended to a larger arc in PG(2, q) only by the points of C \ S and by the nucleus O when q is even. The term "almost completeness" was introduced in [18, p. 94] for objects in the affine plane AG(2, q).
Denote by t(q) the smallest size of an AC-subset in PG(2, q).
In this work we provide new upper bounds on t(q). This is an open problem. It is addressed, for example, in [19] [20] [21] . In [21] , by probabilistic methods, it is proved that t(q) < 6 q ln q.
(1.1)
In [19, Theorem 3.1] , using the results and approaches of [20] , the following connection between t(q) and the completeness of normal rational curves is proved:
under the condition
every normal rational curve in PG(N, q) is a complete (q + 1)-arc. The aims of this paper are as follows: obtain new upper bounds on the smallest size of an AC-subset of a conic in PG(2, q); using the bounds, extend regions of pairs (N, q) for which it is proved that every normal rational curve in PG(N, q) is a complete (q + 1)-arc.
The paper is organized as follows. In Section 2 the main results of this paper are formulated. In Section 3, we consider an estimate of the number of new covered points in one step of a step-by-step algorithm constructing AC-subsets. In Section 4, implicit and explicit upper bounds on t(q), based on the results of Section 3, are obtained. In Section 5, computer assisted bounds on t(q) are studied. In Section 6, new bounds on t(q) are applied to the problem of completeness of normal rational curves. Finally, in Appendix tables of the smallest known sizes t(q) of AC-subsets in PG(2, q) are given.
The main results
We introduce the following set of prime powers.
Throughout the paper we denote
3) where min{1.835 q ln q, Φ(q)} = 1.835 √ q ln q for q < 12755807 Φ(q) for 12755807 ≤ q .
The main result of this paper is Theorem 2.1 based on Theorems 4.10, 4.12, and 5.1. In Section 4 we consider also implicit upper bounds on t(q). All bounds on t(q) obtained in this paper are better than the bound of (1.1). Corollaries 2.2 and 2.3 extend regions of pairs (N, q) for which it is proved that every normal rational curve in PG(N, q) is a complete (q + 1)-arc. 3 The number of new covered points in one step of a step-by-step algorithm constructing AC-subsets
Assume that an AC-subset is constructed by a step-by-step algorithm (Algorithm, for short) adding a new point to the subset on every step. As an example, we mention the greedy algorithm that on every step adds to the subset a point providing the maximal possible (for the given step) number of new covered points. Let w > 0 be a fixed integer. Consider the (w + 1)st step of Algorithm. This step starts from a w-subset K w ⊂ C constructed in the previous w steps. Let U(K w ) be the subset of points of M q not covered by the subset K w .
Let the subset K w consist of w points A 1 , A 2 , . . . , A w . Let A w+1 ∈ C \ K w be the point that will be included into the subset in the (w + 1)st step. Denote by U(K w ∪ {A w+1 }) the subset of points of M q not covered by the new subset K w ∪ {A w+1 }.
Let AB be the line through points A and B. The point A w+1 defines a bundle B(A w+1 ) = {A 1 A w+1 , A 2 A w+1 , . . . , A w A w+1 } of w tangents (unisecants) to K w which are bisecants of C. In order to obtain the next subset K w+1 , we may include to K w any of q + 1 − w points of C \ K w . So, there exist q + 1 − w distinct points A w+1 and q + 1 − w distinct bundles. Introduce the set of w(q + 1 − w) lines
Let P 
Introduce the point multiset
By the definitions above,
Let P ∈ U(K w ) ⊂ M q be a point not covered by K w . Every point of M q lies at most on two tangents of C. The rest of lines through this point and the points of C are bisecants. Therefore, among the w lines connecting P with K w there are at least w − 2 bisecants of C. None of those bisecants is a bisecant of K w otherwise the point P would be covered. Hence, all bisecants of C through P and
Remark 3.1. For even q, every point of M q lies on one tangent of C. Therefore for even q, in relation (3.1) we may change w − 2 by w − 1. Also, for odd q, an internal point does not belong to any tangent of a conic whereas each of the 1 2 q(q + 1) external points lies on two distinct tangents. Hence for odd q, in (3.1) we may change (w − 2) · #U(K w ) by (w − 2) · #U(K w ) + 2 max{0, #U(K w ) − 1 2 q(q + 1)}. These changes could slightly improve estimates below. However, for simplicity of presentation, we save relation (3.1) as it is.
By the above, the average number, say ∆ aver w+1 , of new covered points in a bundle in the (w + 1)st step is as follows
Clearly, max
So, we have proved the following lemma.
For an arbitrary step-by-step algorithm, there exists a point A w+1 providing
Note that the greedy algorithm always finds the point A w+1 with property (3.2).
4 Upper bounds on the smallest size of an AC-subset based on properties of step-by-step algorithms
We denote
The upper bounds on t * (q) are more convenient for graphical representation than bounds on t(q). If f (q) is called "Bound L", say, then we call f (q)/ √ q ln q "Bound L*".
Implicit bound A
By Section 3,
Define U w as an upper bound on #U(K w ):
From now on, we suppose
Under condition (4.3), it holds that
Assume that there exists a w 0 -subset K w 0 ⊂ C ⊂ P G(2, q) that does not cover at most U w 0 points of M q . Then, starting from values w 0 and U w 0 , one can iteratively apply the relation (4.4) and obtain eventually #U(K w ∪ {A w+1 }) = 0 for some w, say w fin . Clearly, w fin depends on w 0 and U w 0 , i.e. we have a function w fin (w 0 , U w 0 ). The size k of the obtained AC-subset is as follows:
From the above we have the following theorem. . Then it holds that
It is easily seen that, for any q, there exists a 5-subset 
A truncated iterative process
From (4.1) we have that
where
From now on, we will stop the iterative process when #U(K w ∪ {A w+1 }) ≤ ξ where ξ ≥ 1 is some value that we may assign to improve estimates. Note that if some point P ∈ M q is not covered by K w ∪ {A w+1 }, one always can find a point A w+2 ∈ C \ (K w ∪ {A w+1 }) such that P is covered by K w ∪ {A w+1 , A w+2 }. It means that after the end of the iterative process we can add at most ξ points of C to the running subset in order to get a k-ACsubset with size k satisfying
Then it holds that t(q) ≤ w + 1 + ξ. Proof. By (4.6), to provide the inequality #U(K w ∪ {A w+1 }) ≤ ξ it is sufficient to find w such that q 2 f q (w) ≤ ξ. Now (4.10) follows from (4.8).
Clearly, we should choose ξ such that w + 1 + ξ is small under condition #U(K w ∪ {A w+1 }) ≤ ξ.
In order to get more simple forms of upper bounds on t(q) we will find an upper bound on f q (w) of (4.7). To this end we use the Taylor series e −α = 1 − α + 
Proof. By (4.11),
It is well known that
Therefore, 
Then it holds that t(q) ≤ w + 1 + ξ.
Proof. We substitute (4.12) and (4.13) in (4.9). 
Then it holds that t(q) ≤ w + 1 + q 3 ln q .
Proof. In the assertions of Corollary 4.5, we use ξ = 
Explicit bounds
By (4.7) and (4.11), we have
Lemma 4.7. Let ξ ≥ 1 be a fixed value independent of w. The value
satisfies inequality (4.9).
Proof. By (4.14), to provide (4.9) it is sufficient to find w such that
As w should be an integer, in (4.15) one is added. Inequality w < q+3 2 is obvious.
Theorem 4.8. In P G(2, q) it holds that
where ξ is an arbitrarily chosen value.
Proof. The assertion follows from (4.10) and (4.15).
Remark 4.9. We consider the function of ξ of the form
Its derivative by ξ is
Put φ ′ (ξ) = 0. Then
We find ξ in the form ξ = is close to zero for growing q. Also, it is easy to check the following:
So, the choice ξ = q 3 ln q in (4.16) seems to be convenient. , we improve bound (4.18) . But, the improvement is unessential whereas the bound takes a lengthy form. 
Computer assisted results on t(q) and t * (q)
Let t(q) be the smallest known size of an AC-subset in PG(2, q). Let t * (q) = t(q)/ √ q ln q. We denote the following sets of values of q: Q 2 := {5 ≤ q ≤ 33013, q prime power}; Q 3 := {5 ≤ q ≤ 32, q prime power}; Q 4 := Q 1 ∪ {160801, 208849, 253009}. Let Q 1 be as in (2.1).
For the set Q 3 we obtained by computer search the smallest sizes t(q) of AC-subsets of C in PG(2, q), see Table 2 . The algorithm, used in the search, fixes a conic, computes all the non-equivalent point subsets of the conic of a certain size (6 in our complete cases) and extends each of them trying to obtain a minimal AC-subset. Each time an example is found only smaller examples are looked for. Minimality is checked explicitly: once we have found an AC-subset we test that deleting from it a point in all possible ways no almost complete subset is obtained. All computations are performed using the system for symbol calculations MAGMA [22] . For the sets Q 2 and Q 4 we obtained small AC-subsets of C in PG(2, q) by computer search 3 . For it we used step-by-step randomized greedy algorithms similar to those from [23] , see also the references therein. Recall that at each step a randomized greedy algorithm maximizes some objective function f , but some steps are executed in a random manner. Also, if one and the same maximum of f can be obtained in different ways, the choice is made at random. As the value of the objective function, the number of points lying on bisecants of the running subset is considered. As far as the authors know, sizes of AC-subsets, obtained by the mentioned computer search, are the smallest known. The corresponding values of t * (q) are shown by the bottom black curve in Fig. 1 . Recall that,
The values t(q) and t * (q) for q ∈ Q 4 and prime q ∈ Q 2 are given in Tables 3 and 4 , respectively, see Appendix. As values of t * (q) are not integers, in Tables 3 and 4 we give rounded values of t * (q), moreover we round up. This explains the entry " t * (q) <" in the top of columns. In Table 4 , the values t * (q) are written for not all q's. The rules for entries t * (q) are as follows. Assume that the following holds: q ′ < q ′′ ; the values t * (q ′ ) and t * (q ′′ ) are written in Table 4 ; no value t * (q) is written in the table if q ′ < q < q ′′ . Then t * (q ′ ) ≤ t * (q ′′ ) and t * (q) ≤ t * (q ′ ) with q ′ < q < q ′′ . For example, one may take q ′ = 19 and q ′′ = 307. We see that no value t * (q) is written in Table 4 if 19 < q < 307. We have t * (19) ≈ 1.471 < t * (307) ≈ 1.479 and t * (q) ≤ 1.471 with 19 < q < 307.
So, in Table 4 , the blank on place t * (q) means that t * (q) ≤ t * (q ′ ) under the conditions that q ′ < q, value t * (q ′ ) is written in the table, and no value t * (q • ) is written if q ′ < q • < q. By computer search for the sets Q 2 and Q 4 , see Tables 3 and 4 t(q) < 1.548 q ln q, 887 < q ≤ 1553, q prime power; (5.2) t(q) < 1.572 q ln q, 1553 < q ≤ 2351, q prime power, q = 11; (5.3) t(q) < 1.585 q ln q, 2351 < q ≤ 4027, q prime power; (5.4) t(q) < 1.620 q ln q, 4027 < q ≤ 17041, q prime power; (5.5) t(q) < 1.635 q ln q, 17041 < q ≤ 33013, q prime power, q = 7; (5.6)
t(q) < 1.686 q ln q, q = 160801, 208849, 253009.
The bounds (5.6), (5.7) are presented by dashed red lines y = 1.635, y = 1.674 in Fig. 1. 6 New bounds on t(q) and completeness of normal rational curves √ q ln q by c √ q ln q. As the result we obtain inequality (2.6). By (2. Remark 6.1. We can also improve the result of [19, Theorem 3.4] . If in the proof of [19, Theorem 3.4] one uses the new bound t(q) < 1.835 √ q ln q instead of (1.1) then the following assertion can be proved: for prime p ≥ 76207 every normal rational curve in PG(N, p) with 2 ≤ N ≤ p − 2 is a complete (q + 1)-arc.
For comparison note that in [19, Theorem 3.4 ] the value p > 1007215 is pointed out. Of course, due to the results of [4, 16, 17] , see row 5 of Table 1 , we know that for all primes p normal rational curves in PG(N, p) are complete.
Appendix. Tables of the smallest known sizes t(q) of AC-subsets in PG(2, q) Table 3 . The smallest known sizes t(q) of AC-subsets in PG(2, q) and values t * (q), q non-prime, q ∈ {8 ≤ q ≤ 139129, q = p m , p prime, m ≥ 2} ∪ {160801, 208849, 253009} t * (q) t * (q) t * (q) t * (q) t * (q) q t(q) < q t(q) < q t(q) < q t(q) < q t(q) < 21089 745
