While researchers have often sought to understand the learning curve in terms of multiple component processes, few studies have measured and mathematically modeled these processes on a complex task. In particular, there remains a need to reconcile how abrupt changes in strategy use can co-occur with gradual changes in task completion time. Thus, the current study aimed to assess the degree to which strategy change was abrupt or gradual, and whether strategy aggregation could partially explain gradual performance change. It also aimed to show how Bayesian methods could be used to model the effect of practice on strategy use. To achieve these aims, 162 participants completed 15 blocks of practice on a complex computer-based task-the Wynton-Anglim booking (WAB) task. The task allowed for multiple component strategies (i.e., memory retrieval, information reduction, and insight) that could also be aggregated to a global measure of strategy use. Bayesian hierarchical models were used to compare abrupt and gradual functions of component and aggregate strategy use. Task completion time was well-modeled by a power function, and global strategy use explained substantial variance in performance. Change in component strategy use tended to be abrupt, whereas change in global strategy use was gradual and well-modeled by a power function. Thus, differential timing of component strategy shifts leads to gradual changes in overall strategy efficiency, and this provides one reason for why smooth learning curves can co-occur with abrupt changes in strategy use.
The time it takes to complete a cognitive or psychomotor task generally decreases gradually with practice (e.g., Newell & Rosenbloom, 1981; Thorndike, 1908) . One way that individuals improve with practice is by adopting more efficient strategies (e.g., Crossman, 1959 ; F. J. Lee & Anderson, 2001; Logan, 1988; Tenison & Anderson, 2016) . Some research suggests that gradual changes in performance are an artifact of group-level analysis and that individual-level learning curves may show discontinuities when abrupt changes in strategy use occur (Gaschler, Marewski, & Frensch, 2015; Haider & Frensch, 2002; Rickard, 1997 Rickard, , 2004 . However, even at the individual-level, learning curves rarely display abrupt changes (Anglim & Wynton, 2015; Heathcote, Brown, & Mewhort, 2000) . Thus, there remains a need to reconcile how abrupt changes in strategy use can co-occur with gradual changes in task completion time. One explanation is that tasks involve multiple strategy components. Some component strategies may change abruptly, while others change gradually; the timing of abrupt strategy changes may also vary between components. Thus, the effect of practice on overall strategy efficiency may be more gradual and begin to mirror the functional forms typically seen for task completion time. The present study investigates this theory using novel methods for comparing abrupt and gradual strategy change on a complex task.
Practice, Strategy Use, and Performance
Practice leads to improvement in strategy use and performance. A general finding in skill acquisition research is that task completion time decreases with practice and that the rate of change decelerates monotonically toward an asymptote (Heathcote et al., 2000; Newell & Rosenbloom, 1981) . The three-parameter power function provides a good fit to data and has been widely adopted (Ghisletta, Kennedy, Rodrigue, Lindenberger, & Raz, 2010 ; F. J. Lee & Anderson, 2001; Logan, 1988; Newell & Rosenbloom, 1981) . This power law of practice (Newell & Rosenbloom, 1981) states that
where expected task completion time, y, is a function of practice, x ϭ 1, 2, . . . , and where the three parameters represent amount of learning (1) , rate of learning (2) , and asymptotic performance (3) . While researchers have debated whether the learning curve is better fit by an exponential or a power function (Anglim & Wynton, 2015; Heathcote et al., 2000; Myung, Kim, & Pitt, 2000) , both functions imply that change in task completion time with practice involves monotonic reduction, monotonic deceleration, and an approach to an asymptote.
Strategy use influences performance, and strategy change partially explains the effect of practice on performance (e.g., Anglim & Wynton, 2015 ; F. J. Lee & Anderson, 2001; Logan, 1988) . While strategy use can be defined as an optional method of task completion, for the present study we focus on three types of strategies linked to faster task completion times: memory retrieval, information reduction, and insight. Memory retrieval involves retrieving a solution from memory instead of applying a multistep algorithm (e.g., Bajic & Rickard, 2009 , 2011 Compton & Logan, 1991; Crowley, Shrager, & Siegler, 1997; Logan, 1988; Logan & Etherton, 1994; Rickard, 1997; Siegler, 1988b; Tenison & Anderson, 2016) . Information reduction involves ignoring task-irrelevant information (see, e.g., Haider & Frensch, 1996 ; F. J. Lee & Anderson, 2001 ). Finally, insight strategies involve discovery where the key to using the strategy is knowing that it exists, and then choosing to use it (e.g., Anglim & Wynton, 2015; Blessing & Anderson, 1996; Yechiam, Erev, & Parush, 2004) .
Research suggests that practice can lead to both abrupt and gradual changes in strategy use at the individual level. Abrupt changes seem to be more prevalent when strategy change involves an insight or a simple discrete change. For example, the transition to memory retrieval may occur abruptly on a single item but not on a set of items (Rickard, 2004) , and learning to ignore a single irrelevant piece of information (Haider & Frensch, 2002) can occur more abruptly than a gradual refinement of how visual attention is allocated on a complex computer-based task (F. J. Lee & Anderson, 2001 ). Formal instruction may also increase the prevalence of abrupt strategy shifts (Alibali, 1999) .
Some researchers have explicitly sought to reconcile abrupt strategy shifts with models of the learning curve. Haider and Frensch (2002) noted that if the timing of strategy shifts differ across individuals, group-level learning curves will appear gradual even when individual-level curves show discontinuities. While some research has obtained abrupt changes in performance when strategy shifts occur (Gaschler et al., 2015; Haider, Frensch, & Joram, 2005; Rickard, 2004) , most studies show that even for tasks that involve abrupt changes in strategy use, individual-level learning curves remain gradual (e.g., Anglim & Wynton, 2015; Heathcote et al., 2000) . Second, several researchers have suggested that learning curves are strategy-specific (Delaney, Reder, Staszewski, & Ritter, 1998; Palmeri, 1999; Siegler, 1987) , meaning that individuals get faster at implementing a particular strategy with practice. This suggests that the performance benefits of a strategy change may take time to accrue. Third, for some tasks, strategy change is an item-specific process (e.g., memory retrieval on multiplication problems). Thus, for tasks that include multiple items, performance may improve gradually due to different itemspecific timings for strategy change (e.g., Palmeri, 1997; Rickard, 2004) .
A Theory of Strategy Aggregation and Change
We propose that on complex tasks changes in task completion time will be influenced by multiple component strategies. These component strategies will often change abruptly with practice; that is, individuals will abruptly shift to retrieving one item from memory, ignoring a single piece of irrelevant information, or using a particular shortcut that makes task completion more efficient. These component-level strategies can then be aggregated to domains and to an overall level of strategy efficiency. In line with research that shows that aggregated curves smooth over discontinuities in underlying processes (Estes, 1956; Haider & Frensch, 2002; Heathcote et al., 2000) , we propose that when examined at the global level, strategy change will be gradual at the individuallevel. Furthermore, because strategy change is a driving factor of performance change, we propose that when there are a reasonable number of component strategies, changes in global strategy efficiency should broadly mirror changes in performance; that is, they should follow a learning curve similar to a power function.
Bayesian Hierarchical Models of Strategy Change
While several researchers have fit mathematical models of the effect of practice on strategy use (e.g., Gaschler et al., 2015 ; F. J. Lee & Anderson, 2001) , this literature generally shares limitations with research examining practice and performance. First, many studies have analyzed strategy change at the group level (e.g., Touron & Hertzog, 2009; Touron, Hertzog, & Frank, 2011) . Group-level curves can, and often do, have distinct functional forms to individual-level learning curves (Estes, 1956; Haider & Frensch, 2002; Heathcote et al., 2000) , and individual-level curves are of most relevance when developing a psychological theory of skill acquisition. Issues of aggregation are greater for strategy curves because individual differences in functional form are greater than they are for performance; and when strategy use shifts abruptly, the timing of the shift varies across individuals, which can yield smooth power-like functions at the group level (Haider & Frensch, 2002) . Second, researchers have rarely mathematically modeled both gradual and abrupt functions to assess which fits best to the data, although see Gaschler et al. (2015) for an exception. Third, researchers have rarely used formal statistical models of individual differences in strategy change. Researchers have often relied on descriptive statistics (John & Lallement, 1997; Siegler, 1988a Siegler, , 1988b Siegler, , 1991 and piecewise analyses where models are fit separately for each individual (e.g., Gaschler et al., 2015) . This often overfits the data, fails to pool parameter estimates over individuals, and does not model individual differences in strategy change. Finally, studies have rarely used methods that enable an appropriate penalization for sources of model complexity (see Pitt & Myung, 2002 for a discussion of sources of model complexity).
Bayesian hierarchical methods are particularly well-suited to overcoming the aforementioned limitations related to modeling the effects of practice on strategy use and performance (for further discussion and recent applications, see Anglim, Weinberg, & Cummins, 2015; Anglim & Wynton, 2015; Averell & Heathcote, 2011; Dennis, Lee, & Kinnell, 2008; Farrell & Ludwig, 2008; Jaeger, Moulding, Anglim, Aardema, & Nedeljkovic, 2015; M. D. Lee, 2008 M. D. Lee, , 2011 Wasserman, 2000) . Bayesian methods are flexible. It is easy to incorporate nonlinear functions such as the power function and nonnormal distributions suitable for skewed response time distributions and binary strategy use data. Bayesian methods also offer several approaches to model comparison that penalize different forms of model complexity that are well-suited to comparing abrupt and gradual models of strategy change. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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The Current Study
In summary, little research has formally modeled both component and overall strategy change on a complex task at the individual level, little research has formally tested competing models of gradual and abrupt strategy change, and finally, little research has sought to reconcile abrupt changes in strategy use with gradual changes in performance. Thus, the current study aimed to assess the degree to which strategy change was abrupt or gradual, and assess the degree to which strategy aggregation could explain power function learning. It also aimed to show how Bayesian methods could be used to model the effect of practice on component and aggregate strategy use on a complex task. To achieve these aims, we had participants practice a computer-based timetable booking task. The task permitted objective strategy measurement on each trial. Task analysis identified a range of componentlevel strategies which could be aggregated up to domains and global levels. Bayesian hierarchical modeling was used to model abrupt and gradual functions of the effect of practice on strategy use at the individual level. In particular, the models tested our theory of strategy aggregation whereby changes in strategy efficiency may be abrupt at the component level, but approximate a power function at the global level.
Method Participants
A sample of 162 participants (64% female) aged 18 -51 years (M ϭ 25.3, SD ϭ 8.2) completed the study. Participants were recruited through an Australian university and received an AU$25 gift card for their participation. From an original sample of 163 participants, data for one participant was removed due to not completing all practice blocks. Ethics approval for this study was granted by Deakin University Faculty Human Ethics Advisory Group.
The Task
The study used the WAB task (Anglim & Wynton, 2015 ; the version used in the present study is available at https://osf.io/ 5krfq). This computer-based task is designed to be more complex than simple cognitive tasks but simple enough for meaningful learning to take place in a lab setting. The task is a simulated version of that performed in swimming schools. The participant plays the role of a receptionist whose job it is to book children into swimming lessons that meet the requirements of the parent and child.
Each trial requires the participant to identify an appropriate class for a given child. To achieve this goal, participants will typically need to ask the simulated parent questions about their child, apply filters to reduce the number of classes displayed on the timetable, and select an appropriate class from the timetable. Appropriate classes need to meet three criteria: (a) each level can only contain a certain number of children, so classes cannot be overbooked; (b) the class must adhere to the day, time, and teacher requirements of the parent; and (c) the child must be booked into the right level for their age. There are six levels, Beginner (ages 0 -3), Tadpole (ages 4 -6), Seals (ages 7-9), Dolphins (ages 10 -12), Advanced (ages 13-16), and Squad (17-21). If participants ask the parent what level the child is, 80% of the time the answer is "I don't know," so participants typically identify the level by asking for the child's age and looking up the appropriate level in the class rules. There are 22 different answers to "How old is your child?" that range from 6 months to 21 years. Figure 1 displays the main screen presented to participants. This screen allows participants to ask questions of the parent, view the class rules (information regarding number of bookings allowed per level and the age requirements for each level), apply filters, and view the timetable. When asking questions of the parent or accessing the class rules, a pop-up message box appears that displays the parents response or class rules. The participant must click "ok" to close this dialog box, before they can perform another action. The timetable consisted of 120 classes (unfiltered) arranged in five columns by day, Monday to Friday, and sorted in rows by time. This also appears as a pop-up window that must be closed (or the correct class selected) before another action can be performed. If filters are applied, the timetable will only display classes consistent with the specified filters.
Because the WAB task records all participant actions, strategy use can be measured objectively. Strategy use was represented in terms of global, domain, and component levels. Component-level strategy use was calculated as the proportion of trials within each block that a component strategy was used. Domain and global strategy use was calculated as the mean of included component strategies. Task performance was measured as the average time taken to complete a trial within a block, so shorter times represent better performance. To align performance and strategy metrics so that lower strategy values indicated faster performance and more efficient strategy use, all strategy variables represented the proportion of trials in the block that an inefficient strategy was used. If the action was an efficient strategy, then inefficient strategy use was the proportion of trials where the strategy was not used. Thus, inefficient strategy use ranged from 0 (efficient) to 1 (inefficient). Figure 2 presents a hierarchical aggregation of task strategies. For the current study, we aggregated component strategies to domain levels based on strategy type. Inefficient information gathering reflects the amount of irrelevant information being processed, inefficient filtering reflects a lack of insight into the task, and accessing rules reflects the use of a look-up rather than a memoryretrieval strategy. Inefficient information gathering and inefficient filtering each consisted of several component-level strategies.
For inefficient information gathering there were three questions that individuals could ask parents for which the information provided was of no relevance to the task. Thus, we expected that over practice participants would stop asking these questions. Inefficient filtering was broken down into two separate measures of insight. The filters reduce the number of classes displayed on the timetable and therefore the amount of time participants spend scanning the timetable for the correct class. While all the filters reduced the number of classes displayed, the day/time filters had less impact on scanning time, because the timetable is already organized by day and time. Therefore, the first component measure of inefficient filtering was not using the level filter, as the level filter has the largest impact on the number of classes displayed on the timetable. Because the default for the level filter is to have all levels selected, filtering for a specific level requires five mouse clicks to deselect all but one level. However, a participant can reduce this to two This document is copyrighted by the American Psychological Association or one of its allied publishers.
clicks by pressing "deselect all" and then the desired level. Therefore, our second measure of inefficient filtering was not using the "deselect all" button. Accessing rules was also defined as a domain-level strategy as the age of the student, and thus the item-level memory retrieval required, differs from trial-to-trial. These item-level shifts reflect component-level shifts. However, as the age of the simulated child was random and the number of trials completed in a block differed between individuals, we did not examine these shifts within the models. Instead, these item-level memory retrieval shifts were examined separately (see the online supplemental material).
The WAB task was created using Visual Basic programming with Microsoft Excel. The task was delivered on desktop computers running Windows 7. The computers had LCD screens with a resolution of at least 1,680 ϫ 1,050 pixels. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Procedure
Participants completed the study in a computer laboratory in small groups and were seated apart to prevent any interactions. Before completing the task, participants completed measures of individual differences that are not the focus of the present study. The skill acquisition task first involved reading instructions about the task. Participants were instructed to identify a class for each child in the shortest amount of time. Participants then completed fifteen 3-min blocks of trials. In each block participants completed as many trials as possible. Blocks ended once trial completion coincided with the passage of at least three minutes since the beginning of the block. At the end of each block, participants were given feedback on their average trial completion time for that block. Trial characteristics such as the age of the child, teacher preferences, and time preferences were randomized according to a schedule (for more information on the task, see Anglim & Wynton, 2015) .
Bayesian Models
All models were estimated using Bayesian methods. The recent increase in Bayesian methods within psychology has been facilitated by increases in computer processing capabilities, software that simplifies Bayesian analysis, and the publication of introductory textbooks and tutorial papers (e.g., Gelman, Carlin, Stern, & Rubin, 2014; Gelman & Hill, 2007; Kruschke, 2010) . In this section we first set out the model of task completion time, followed by the model of strategy use. In broad terms, task completion time was modeled using a three-parameter power function with parameters that varied over individuals. Strategy use was modeled using both an abrupt and a power function. The abrupt function involved a single step (e.g., from always using a strategy to not using a strategy), and the power function was broadly equivalent to the model of task completion time. Various technical details were required to capture the positively skewed nature of task completion time and the use of proportions for strategy use. However, the important point is that the abrupt and power functions provide an empirical test of whether strategy change was abrupt or gradual.
The models state that an individual's expected task completion time or expected strategy use on a particular block comes from a distribution. The mean of the distribution is then defined using a function that describes the effect of practice. Each function includes parameters that reflect specific features of the change (i.e., in the power function
(1) reflects the amount of change). All models are hierarchical in that each individual has his or her own function parameters and these parameters are assumed to be drawn from a population distribution. This population distribution can then be described using means and standard deviations (called hyperparameters) to characterize how the practice-performance (or practice-strategy) relationship varies over individuals. In Bayesian analysis, the probability of every potential value for each hyperparameter is calculated, providing a full posterior distribution.
Practice and performance. In order to check that the relationship between practice and performance was similar to that of previous research with this and other tasks, the fit of a power function was examined. In the model below, expected task completion time, y ij , for participant i (i ϭ 1, . . . , n) on block j (j ϭ 1, . . . , 15) is distributed according to a gamma distribution with parameters ␣ ij and ␤ ij . The gamma distribution has characteristics suitable for modeling task completion time, in that it is strictly positive and can readily incorporate a positive skew. For ease of interpretation these parameters were reparameterized into mean, ij , and standard deviation, i . The mean is modeled as a power function where x ij represents block number. Each power function parameter ( (q) , where q ʦ {1, 2, 3} and indexes the parameter number) has a gamma distribution that is also reparameterized to be described by mean and standard deviation hyperparameters that describe the distribution across individuals:
The effect of inefficient strategy use on performance was then examined by comparing the fit of the above model to a model where
where z ij represents global inefficient strategy use for individual i on block j and ␥ is a parameter representing the influence of inefficient strategy use on performance.
Practice and strategy use. To provide a formal test of the degree to which strategy change was abrupt or gradual, abrupt and power models were fit for each strategy. For descriptive purposes, we focus on the observed proportion of trials that a participant, i, used a given strategy, z ij , in a particular block, j. However, because trial-level strategy use was a binary variable, we modeled the number of times a strategy was used z= ij using a binomial distribution. In this way we are modeling the latent probability of strategy use, ij , rather than the observed proportion, which includes error. In the model below, w ij represents the number of trials in the block, and k represents the number of strategy components (e.g., for inefficient filtering, k ϭ 2). Strategy use was modeled as
where the abrupt function was
,
and the power function was This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
and where the a and p in the parameter index indicates abrupt and power parameters, respectively. To ensure that ij remained within the bounds of a proportion (i.e., between 0 and 1), constraints were placed, for both power and abrupt functions, on the population distributions for i (1) and i (3) to ensure that 0
) Ͻ 1. The asymptote parameters for each function were drawn from a beta distribution (which only includes values between 0 and 1), that is, i (3) ϳ Beta(␣ (3), ␤ (3)) where ␣
and ␤ (3) are hyperparameters describing the distribution over individuals. All beta distributions were truncated 0.001 and 0.999 to prevent numerical estimation issues. Parameters representing amount of change for both functions, i
, were equal to i (1 Ϫ i (1) ), where i ϳ Beta(␣ , ␤ ). Because individuals could not shift strategy before the first block or after the last block, the distribution of the shift point for the abrupt function was distributed on a truncated normal constrained to be between 1.5 and 14.5, that is, i ͑a2͒~N c ͑ ͑a2͒, ͑a2͒͒ ʦ ͑1.5, 14.5͒. The rate parameter for the power function, i (p2) , was 1.5 ϫ i (p2) , where i (p2) was drawn from a beta distribution, that is, i (p2) ϳ Beta(␣ (p2), ␤ (p2)) and thus the values of i (p2) ranged from 0 to 1.5. Constraining the upper bound of i (p2) limited the ability of the power function to mimic abrupt changes in the first few blocks of practice, thus ensuring it mirrored the learning curve function rather than an abrupt, or rapid, shift.
Estimating Bayesian models requires the specification of priors on the hyperparameters. Relatively uninformative priors were used that respected natural constraints of the problem domain. Hyperparameters for amount of change and asymptotic performance in both abrupt and power functions had gamma priors: ␣ ϳ Gamma(4, 1), ␤ ϳ Gamma(4, 4), ␣ (3) ϳ Gamma(4, 4), and ␤ (3) ϳ Gamma(4, 1). These priors are relatively uninformative but also suggest that strategy use in the first block is closer to one, and asymptotic strategy use is close to zero. The priors on hyperparameters for the change point in the abrupt function were uniform: (␣2) ϳ Unif(1, 15), (␣2) ϳ Unif(0, 7). Priors for the hyperparameters for the rate parameter in the power function were gamma. ␣ (p2) ϳ Gamma(3, 1), ␤ (p2) ϳ Gamma(3, 3). Additional analyses where priors were varied suggested that results were broadly robust to the exact choice of prior. Model fitting was conducted using Markov chain Monte Carlo methods in JAGS with four chains of 20,000 iterations, each thinned by 10 with a burn-in of 8,000. Model evaluation and comparison was done by inspecting the Deviance Information Criterion (DIC) of each model, examining the plots of model fits and running posterior predictive checks. DIC is a measure of model fit based on how much the model deviates from the data after applying a penalty for model complexity (Spiegelhalter, Best, Carlin, & van der Linde, 2014) . Thus, lower DIC values represent better fit. We also performed model recovery simulation where we generated simulated strategy data from either a power or abrupt function. Results indicated that when data was generated using a power function, DIC was lower for the power model than the abrupt model, and similarly the abrupt model had a lower DIC for data generated from an abrupt function (see the online supplemental material for details).
General Data Analytic Approach
The Results section is structured as follows. First, to ensure that performance on the WAB task was similar to most skill acquisition tasks, the relationship between practice and task completion time was examined graphically and by analyzing the fit of a power function. Second, we examined the relationship between global inefficient strategy use and performance using a second power function with an extra parameter representing inefficient strategy use. Third, we examined plots of the relationship between practice and strategy use at each level of strategy decomposition at the group and individual level and examined the fit of the Bayesian models. Finally, we conducted posterior predictive checks to further assess the abruptness of strategy change and model fit.
Results

Practice and Performance
Average task completion time by block is shown at the group level in Figure 3 and at the individual level for a random sample of nine participants in Figure 4 (see the online supplemental material for individual-level plots for additional participants). Both figures overlay power function model fits. As expected, the figures show that task completion time decreased substantially in the first few blocks and that the rate of change tended to decrease with practice approaching an asymptote. The individual-level graphs show that the general pattern of monotonically decreasing and decelerating task completion time applied across individuals. However, there was variation between individuals in initial performance, rate of speed-up and block-to-block variation in performance. Table 1 presents parameter estimates and model fits for the power function models of task performance both with and without global strategy use as a covariate. The model fits superimposed on the data show that the power function provides reasonable fit for this data. Parameter estimates indicate that the expected change in task completion time from the first block to asymptotic levels was 39.6 s, and average asymptotic task completion time was 11.5 s. They also indicate that there was more variability between individuals in amount of learning than asymptotic performance. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Several analyses were conducted to examine the relationship between strategy use and performance. First, adding global strategy inefficiency as a predictor improved the power function model of task completion time (DIC went from 12,393 without strategy to 12,087 with strategy; see Table 1 ). The strategy parameter, ␥, indicates that task completion time was predicted to be 17.7 s faster when strategy use was the most efficient (i.e., global strategy inefficiency ϭ 0) compared to when it was least efficient (i.e., global strategy inefficiency ϭ 1). Second, when strategy inefficiency and task completion time were averaged over the 15 blocks for each participant, a strong correlation was obtained between these two variables r ϭ .70, p Ͻ .001. Thus, participants who used more efficient strategies tended to complete the task more quickly.
Practice and Strategy Use
The effect of practice on strategy use for each strategy is shown at the group level in Figure 5 , and at the individual level in Figure 6 for six random participants (see the online supplemental material for individual-level plots for additional participants). Both figures have model estimates from abrupt and power functions overlaid. As expected, group-level strategy change was smooth. While the rate and amount of change varied between strategies at the group-level, all strategies showed monotonic reduction and monotonic deceleration in inefficiency. The individual-level data, however, displayed substantial variation between individuals and between strategies, with many instances of abrupt shifts. In particular, componentlevel strategy use typically changed abruptly at a single point in practice while global measures tended to change more gradually. Table 2 presents model fit statistics for the abrupt and power function for each measure of strategy use. The power function provided a better fit for global strategy use (DIC difference of Ϫ392) while the abrupt function fit better at the component and domain levels. Among the component strategies, the largest difference in DIC was seen for the deselect all strategy and the smallest difference in DIC observed for the level filter strategy. The similar fit of power and abrupt functions for the level filter strategy may be due to the large proportion of participants who either always or never used the level filter (76%). At the domain This document is copyrighted by the American Psychological Association or one of its allied publishers.
level, the largest DIC difference was observed for inefficient filtering. Due to the consistency of not using the level filter, changes in this domain measure often reflected changes in not using deselect all. The smallest DIC difference at the domain level was observed for accessing rules. The graphs for this strategy indicate that although changes were generally gradual, they do not follow a power function.
Posterior Predictive Checks
To evaluate the degree to which the competing models captured features of strategy change in the data, posterior predictive checks were performed (for a general discussion, see Anglim & Wynton, 2015; Gelman et al., 2014; Lynch & Western, 2004) . Posterior predictive checks involve defining sample statistics of interest and then assessing how well a model is able to generate simulated data that captures these statistics. We assessed two sample statistics: (a) mean shift point and (b) proportion abrupt. To obtain the first statistic we calculated the point of greatest change between two blocks. Shift point was defined as the block before this point. We then calculated the mean shift point across individuals. Proportion abrupt provided a sample estimate of the proportion of individuals engaging in an abrupt strategy shift. To obtain this statistic, we first identified the block after which the greatest change in strategy use occurred. Here, we define the shift point as half way between this block and the next. We then obtained the variance in strategy use before and after the shift point, weighted by the number of blocks in each half (within variance), as well as the total variance. If the ratio of within variance to total variance was less that 0.15 then that participant was considered to have shifted strategies abruptly. Excluding participants who did not change strategies at all during practice, we then calculated the proportion classified as abrupt shifters.
To calculate posterior predictive checks, 1,000 simulated data sets were generated for both abrupt and power models and for each strategy. These data sets were generated by fitting each model with 50,000 iterations of one chain. Every 50th estimate was saved, thus generating 1,000 data sets. Then, the sample statistics for the actual dataset and the mean, .025 quantile, and .975 quantile for the simulated statistics were calculated. Table 3 presents the results of the posterior predictive checks for both statistics. The data statistics show that the shift point varied substantially between component strategies. This explains how aggregating over these components leads to more gradual changes. Table 3 also shows that both the abrupt and power functions are able to recover the mean shift point with some accuracy. However, data produced by the abrupt function tends to shift later in practice than what is seen in the actual data. This later shift could be the result of the truncation applied to the distribution of the shift parameter for the abrupt function.
The proportion of individuals classified as abrupt was lowest for the global measure of inefficient strategy use as well as for the domain measure of accessing rules. This low proportion for accessing rules supports the assertion that while changes in this measure are not better modeled by a power function, they still occur gradually rather than abruptly. The highest values for proportion abrupt were observed for three of the component measures, supporting the assertion that at least some component strategy changes are abrupt. Generally, the power function underestimates the proportion abrupt and is thus only superior to the abrupt function at capturing this statistic for accessing rules. When the proportion of abrupt shifters in the actual data was low, the proportion was overestimated by the abrupt function. However, when the proportion of abrupt shifters in the actual data was high, the proportion was underestimated by the abrupt function.
Discussion
The present study examined the abruptness of strategy change at component and aggregate levels. It sought to reconcile how abrupt changes in strategy use can coexist with gradual changes in task completion time. Consistent with past research (Anglim & Wynton, 2015; Newell & Rosenbloom, 1981) , performance improvement on the WAB task was gradual and well modeled by a power function, and strategy use was strongly correlated with performance. In particular, including global strategy use as a predictor in a model of the effect of practice on performance resulted in improved model fit. Importantly, the relationship between practice and strategy use varied greatly between individuals and between strategies. However, Bayesian hierarchical modeling was able to capture whether changes were Note. For each parameter we present mean and 95% credible intervals for their respective posterior distributions. SD ϭ standard deviation; DIC ϭ Deviance Information Criterion.
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generally abrupt or gradual while incorporating individual differences. Supporting expectations, component strategies often displayed abrupt shifts. Because these shifts typically varied in timing within individuals, changes in global strategy efficiency were relatively gradual and were often well approximated by a power function. Thus, the differential timing of component strategy shifts at the individual level provides one explanation for why abrupt strategy shift can co-occur with gradual power function learning.
Practice, Strategy, and Performance
Overall, the results are consistent with a multifaceted explanation for how abrupt strategy shifts can co-occur with gradual power function learning. First, for a given individual the timing of abrupt changes in component strategies varies across components, which when aggregated to a global level can lead to gradual strategy change. Second, the timing of strategy shifts was broadly distributed like a power function where the probability of a strategy change decreased with practice. When strategy changes occur at the beginning of practice they coincide with a wide range of other learning processes, and variance in task completion time is also greater at the start of practice. Thus, the effect of a single strategy shift is harder to distinguish from other sources of variation early in practice. Third, some component strategy changes are less abrupt, which amplifies the gradual nature of global strategy change. Fourth, although not the focus on the present study, individuals can improve in how they execute a strategy (e.g., Delaney et al., 1998; Siegler, 1987) ; thus, the performance benefits of a new strategy may take time to accrue. Finally, performance metrics like task completion time are not direct reflections of latent skill. Variations in task features, chance, and the noise that accompanies executing cognitive, perceptual, and motor processes leads to variations in task performance. In contrast, many of the strategies examined in this study are relatively discrete and deterministic choices. Thus, even if the strategy shift leads to an abrupt change in latent skill, the noise in performance execution will often obscure the latent change.
Our results support theories that suggest that the overall learning curve is composed of multiple component learning processes that have different functional forms to the overall learning curve. Research has shown that task performance can be decomposed into subtasks and strategies, and that the functional form of changes on subtasks and This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
strategies does not necessarily reflect the trial-to-trial changes in overall task performance (e.g., Anglim & Wynton, 2015; Kirsner & Speelman, 1996 ; F. J. Lee & Anderson, 2001; Rickard, 1997) . Often these studies have shown how the power function can occur as a result of summing components that change exponentially (e.g., Heathcote et al., 2000; Neves & Anderson, 1981; Rickard, 1997) . More generally, several seminal papers have outlined the mathematics of how changes in component processes can yield a power function (Crossman, 1959; Haider & Frensch, 2002; Newell & Rosenbloom, 1981) . The present study extends this past theorizing by measuring and formally modeling the changes in component strategies that underlie performance change. While mathematical modeling has shown what is possible, the present study provides, for a given task, an empirical estimate of the prevalence of the functional forms of several component learning processes.
The present study also contributes to an understanding of the factors that moderate the effect of practice on strategy use. Results suggest that abrupt strategy shifts are more likely when the strategy involves a single clear insight that is consistently useful across trials of a task. For example, for the current task, recognizing that certain questions never provide useful information could be derived from experience or an understanding of the task. Thus, the shift to using these strategies tended to happen early and abruptly. In contrast, use of a memory retrieval strategy, implied by not accessing the class rules, required knowledge that varied across trials (i.e., the age of the child determined the level). While supplementary analyses suggested that the shift for a given age tended to be abrupt, the large number of possible ages meant that the overall shift to memory retrieval was less abrupt. This is similar to other studies examining item-level shift to memory retrieval (e.g., Palmeri, 1997 Palmeri, , 1999 Rickard, 2004; Touron, 2006) .
More generally, it is interesting to consider the broader context and the relevance of factors such as practice structure, task complexity, and strategy features on the generalization of the present results. First, the present study involved strategies that were clearly useful and easy to apply; in some cases new strategies can be difficult to apply (e.g., Figure 6 . Individual-level strategy inefficiency by practice block for the nine strategies with abrupt and power function model fits for six sample participants. Global ϭ inefficient strategy use; Info ϭ inefficient information gathering; Filt ϭ inefficient filtering; Rules ϭ accessing rules; Name ϭ asking for name; Exp ϭ asking about experience; Spec ϭ asking about special needs; Level ϭ not using the level filter; Desel ϭ not using the "deselect all" button. This document is copyrighted by the American Psychological Association or one of its allied publishers.
using a script to automate a task) and can lead to decreases in performance as the individual learns how to appropriately apply a new strategy (Yechiam et al., 2004) . Second, simple tasks commonly studied in cognitive psychology, such as the noun-pair lookup task (e.g., Hertzog, Cooper, & Fisk, 1996 ) and the alphabet verification task (e.g., Haider & Frensch, 1996; may not have the same multicomponent structure as the current task. Skill acquisition on these simple tasks is defined more by the large number of stimulus-response pairs that need to be memorized in order to transition to a more efficient retrieval strategy. Similarly, very complex tasks such as chess, computer programming, or using sophisticated computer software may involve hundreds or thousands of component strategies. Finally, the structure of practice should influence the abruptness of strategy shift. The present study used massed practice on a highly repetitive task. When practice involves greater spacing, processes relating to forgetting may yield more gradual strategy acquisition and reversions to simpler or less memory-demanding strategies.
Modeling Strategy Change
The present study sought to show the benefits of a Bayesian approach to modeling skill acquisition, in general, and strategy use, in particular. Previous modeling approaches have had various limitations (Crossman, 1959; Gaschler et al., 2015 ; F. J. Lee & Anderson, 2001 ). In addition to the benefits to statistical inference (Wagenmakers, 2007; Wetzels et al., 2011; Zyphur & Oswald, 2013) , the present study illustrates the flexibility of the Bayesian approach, particularly in performing multilevel modeling of nonlinear functions with nonnormal data. The Bayesian approach also provided a more objective metric for judging the degree to which strategy changes were abrupt or gradual, and provided a means for integrating strategy use into models of the learning curve.
The formality of the modeling approach also helped to identify challenges in modeling strategy change at the individual-level. First, component level strategy use is more discrete than task completion time. At a trial level an individual either does or does not apply a Note. Values presented here for the simulated data are the mean across the 1,000 simulated datasets. a Highlights the most successful model at reproducing the sample statistic. This document is copyrighted by the American Psychological Association or one of its allied publishers.
strategy. This requires models that incorporate the natural constraints of probabilities. In earlier modeling efforts, we considered employing a logistic transformation, but this led to issues such as the power function being able to mirror the abrupt function. In addition, while the binomial distribution provided a formal model of counts of blocklevel strategy use, data often implied probabilities of strategy use close to zero or one. Second, the substantial variability in individuallevel strategy change makes summarizing individual-level patterns more challenging. In particular, the aim of a task is to optimize performance (e.g., completion time); strategy use is typically subservient to this goal, which can lead to multiple functional forms of strategy change including constant strategy use (which we saw in this study could be approximated by the power and abrupt functions) and back and forth shifting, particularly for strategies with a weaker relationship with performance. While we focused on abrupt and power functions, and these worked quite well given the nature of the strategies being studied and the focus on differentiating between rapid/abrupt changes and learning curve changes, future research could consider a broader range of strategy change functions. Future research could also attempt to identify subgroups of individuals or component strategies that change in a similar manner across practice and fit a range of different models to each subgroup, then identify the individual-level factors that could explain the different groupings.
Conclusion
In summary, the present research represents the first instance of the use of hierarchical models to examine strategy change at different levels of aggregation and contributes to the study of strategy change and how it relates to task completion time. The models allowed for a formal test of abruptness in individual-level strategy change. The task used mirrored many real world tasks where strategy use could be examined at component, domain, and global levels. Results showed that the power law of practice holds at the group and individual level even when abrupt shifts occur in strategy use. This is partially because the changes in global strategy efficiency that underlie speed-up in task completion time occur gradually even when component strategy changes are abrupt.
