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ABSTRACT 
In this paper we consider the problem of nondinear convection in a compressible ayer with 
polytropic structure. After deriving the appropriate forms of the basic conservation equations 
a single mode expansion is used to obtain a simpler model, within the framework of  the anelastic 
approximation. These equations are integrated, using a band-matrix algorithm, for two charac- 
teristic density stratifications. The results are given in the form of graphs and are discussed in 
detail. An outline of the numerical algorithm is given in an appendix together with a discussion 
of its effectiveness. 
1. INTRODUCTION 
The study of non-linear thermal convection i a com- 
pressible medium is of great importance ina variety 
of disciplines uch as astrophysics [1] and geophysics 
[2]. Unfortunately, the complicated nature of the dif- 
ferential equations to be solved makes it necessary to 
use numerical simulation and, in general, quite a few 
simplifying assumptions are introduced. In a study 
of three dimensional convection the amount of com- 
puter time required rules out any extensive use of 
numerical methods [3] and solutions of the general 
equations are usually restricted to two-dimensional 
problems [4]. 
Fortunately, it is possible to find approximate solu- 
tions with the help of the one-mode approximation 
and in recent years quite a few investigations along 
these lines have been carried out, although most 
studies have been restricted to the investigation of 
problems for which the Boussinesq approximation 
is valid, e.g. [5], [6], [7]. 
For applications to astrophysical problems, the com- 
pressibility and density stratification of the medium 
have to be taken into account and recently anumber 
of studies, using the one-mode approximation, have 
appeared such as those by Latour et al. [8], Toomre 
et al. [9] and the author [10, 11]. These papers, like 
the present one, use the anelastic approximation eg. 
[12], due to the complexity of the full equations [13]. 
In this paper a comparison ismade between the char- 
acteristics of non-linear convection i two compres- 
sible media of quite different density stratifications. 
An outline is also given, in the appendix, of the 
algorithm used in the numerical integrations; this may 
be of interest to readers who wish to solve problems 
of the same type. 
2. BASIC EQUATIONS 
In order to achieve conservation of heat-flux when 
solving time-dependent convection problems it is 
necessary for the basic equations to be written into 
conservation law form e.g. Graham [4], before apply- 
ing the averaging process described in the following 
pages. 
The continuity equation isalready in the required form 
ap a 
~- + ~ (pu i) = 0 (2.1) 
Introducing the following scalings 
p -, POO p 
g (2.2) 
d 2 
t -~  t 
g 
x -~ dz  
where P00' d and r are the density at the upper level, 
the thickness of the layer and the thermal diffusivity 
respectively, the continuity equation takes a dimen- 
sionless form similar to (2.1). 
The equation of motion can be written as follows 
a_(oui )+ a (SijP + Puiuj -Pij) -g i  o= 0 (2.3) at 
J 
where gi = g5 i3 (2.4) 
and the viscous tensor Pij is defmed as follows 
au i auj _ 2_/i.. aug 
Pij = n(a-~j + ax i 3 u a -~ ) (2.5) 
being the viscosity. 
(*) R. Van der Borght, Monash University, Melbourne, Australia. 
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Using the scalings (2.2) it is possible to write the equa- 
tion of motion in the following form 
a + ~j  [~ijHap T + uiuj p _oPij ] + HoSi3P (PUi) . 
= 0 (2.6) 
where 
H-  gd3 (2.7) 
gV 
which will be referred to as the Rayleigh parameter, 
and 
o-  v_  ,7 (2.8) 
g gPo0 
which is the Prandtl number. 
The energy equation (e.g. Chandrasekhar [14]) can be 
written in the following form 
a (pE)=PuiFi__a (Fj)+ ~_~_- a--~ O xj axj (PJ iui) 
3 (pEuj) (2.9) 
axj 
where 
1 E = E + -~- ug u£ (2.10) 
Pji = Pij = -PSij + Pij (2.11) 
aT (2.12) F j - - -K  axj 
K being the conductivity of the rhaterial and E = CvT 
its internal energy per unit mass. 
The body force F is defmed as follows 
F. : -  3¢ (2.13) 
* Bx i 
where 
¢ = gx 3 (2.14) 
Using the equation of state for a perfect gas 
p = R,pT (2.15) 
and the following thermodynamic relation 
C v = (Cp - R.)  (2.16) 
The internal energy E can be written in the following 
form 
E=CvT=W P (2.17) 
P 
where 
W=CpT (2.18) 
with the help of the continuity equation, and keeping 
in mind that ¢ is time independent, i  follows that 
(Pui#) + h(p¢ ) (2.19) - PuiF i = ~x i 
Substituting the above expressions in equation (2.6) 
we obtain the following conservative form of the 
energy equation 
a [p(E+ ugug ~.  uEu~ a-t-- ~ +¢)]+ [puj (W +- 2 +¢)  
K aT (2.20) - - u? i j ] :  o 
Using the scalings (2.2) with the additional one 
T-- gd T (2.21) 
R .  
it is possible to write the energy equation (2.20) in the 
following dimensionless form 
a~__[p (__1 _Ho T -  + u gu..£2 + HOx3)] 
+ ~ ( HOT u~u~ 
axj [puj ~ T  + 2 + HOx3) 
He aT (2.22) 
7-1 axj °uiPij  ] = 0 
In this equation 7 is the ratio of specific heats and the 
thermal diffusivity r is defined as follows 
r -  K_~ (2.23) 
PooCv 
3. SINGLE-MODE EXPANSIONS 
These are obtained by a Glansdorff-Prigogine [15, 16] 
procedure which consists in equating to zero the fol- 
lowing first variation 
5q~=f f fdxdydz  ( 8p C + ~u.M + ~E)  (3.1) 
where C, M and E stand for the left-hand sides of con- 
tinuity equation (2.1), equation of motion (2.3) and 
energy equation (2.22) respectively. The procedure 
is explained in more detail in [17]. 
The general equations are derived elsewhere [13] but 
in the present paper we shall restrict ourselves to the 
andastic approximation and we shall also neglect the 
effects of viscous dissipation. In addition we shall 
restrict ourselves, in this paper, to rolls or convection 
ceils with square or rectangular planforms. 
We introduce the following expressions for the density, 
temperature and velocity 
P = P0 + pf (3.2) 
T=T 0+Ff  (3.3) 
W ~f , W ~)f ,$f)  (3.4) 
(a 2 Bx a 2 ay 
where P0' P' TO' F, W and q# are functions of z to be 
determined and f(x, y) is a function of x and y which 
satisfies the differential equation 
a2f + a2f -a2f  (3.5) 
3x 2 ~y2 
In this equation a is the horizontal wave-number deter- 
mining the aspect ratio of the convection cells. 
The Euler-Lagrange equations, corresponding to the 
variational principle 
5 ~ = 0 (3.6) 
can be written as follows 
<Cf>=0, <Mz)=0, (fMz)=0 (3.7) 
(M x af  af  ) -~-x +My--~--y =0, (E)=0, <fE)=0 
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where 
, ,=A f f [  ]dxdy  (3.8) 
The integration is taken over one convection cell and 
the constant A is determined by the normalizing con- 
dition 
~f2) = 1 (3.9) 
Carrying out the averaging indicated in (3.7) the fol- 
lowing basic equations are obtained 
D (p0 ~) = -p0 W (3,10) 
HaD(P0T 0) + D(~2p0)-HOP0= 0 (3.11) 
a 
-~) -  HoD(P0F + ToP ) ~t (p0¢) + °a2 (~ 
a 
4 oD2~+ 2 aDW+HoP=0 (3.12) 
3 3 
~(P0 W) + + FP 0) + - +W) Hoa2(pT 0 2aa2W 2 a2o(D# 
3 
O 
- oa2( D~2W -D~)  = 0 (3.13) 
a 
H a (P0T0)÷ 1 ~ (P0W2)+ 1 ~ ^ .n2~ 
3' -1 at 2a 2 at -2 - "~ -~ '0~ j 
HO D(P0~F)_ Ho 3'-1 ~ D2T0 = 0 (3.14) 
a (PoF) + a i~--t- ~-  (PT0) -3'P0~ DT0 + (3' -1)P0¢ 
- (D 2 - a2)F = 0 (3.15) 
where  
D -d  
dz 
In what follows we shall restrict ourselves to the sta- 
tionary case. Note also that, in the present formula- 
tion, the z-axis is pointing downwards, i.e. in the direc- 
tion of increasing temperature and density. 
4. NUMERICAL RESULTS AND DISCUSSION 
Before solving this non-linear system of equations one 
has to fred the state of marginal stability. To do this 
one has to linearize the equations which then reduce 
tO : 
(i) The structure quations 
D2T0 = 0 and D(P0T0) -p0 = 0 (4.1) 
which, after integration, lead to the following poly- 
tropic structure for the unperturbed state 
T0 =z-Z-- (--~- , z s+1 s + 1 ' P0 = )s P0 -  (4.2) 
"0  (s + 1)z~ 
where s is the polytropic index. 
The equilibrium structure of the layer is completely 
determined by the parameters z 0 and s. For instance, 
the smaller the value of z 0 the larger the degree of 
density stratification. 
(ii) After linearization, the remaining equations (3.10), 
(3.12), (3.13) and (3.15) are linear and homogeneous 
in the variables @, W, p and F. They have to be solved 
subject o the following linear homogeneous boundary 
conditions 
- -F=DIg=0 atz- -z  0 and z=z  0+1 (4.3) 
The eigertvalue problem has been solved for the fol- 
lowing values of the parameters : 
a = it, s = 2.0, o = 1.0, 7 = 1.4 and two different 
values of z 0. 
(a) For z 0 = 3.8473 the pressure changes by a factor 
of two across the layer. 
(b) For z = 0.5 the density changes by a factor of nine 
and the layer is therefore much more highly strati- 
fied. 
The eigenvalues H~ are respectively H~ = 10,604.20 in 
the first model and Hg = 337.8 in the second. 
The system of nondhiear equations (3.10) to (3.15) 
have been integrated, in the stationary case, for the 
above mentioned values of the parameters and solu- 
tions have been found numerically using a band-matrix 
method escribed in the appendix. 
The system to be integrated consists of a mixture of 
first and second order differential equations. This can 
be solved in a variety of ways. "Taylor made" finite 
difference schemes are the most efficient but they re- 
quire a large amount of preliminary algebraic work for 
each particular problem. The system can be reduced 
to a system of fa-st order equations but this almost 
doubles the number of variables and restricts the num- 
ber of points of subdivision that can be used. Another 
alternative consists in writing the equations as second 
order ones and this is usually more efF~ient since most 
of the equations are second-order ones to start with. 
Differentiating equations (3.10) by (3.11) and introduc 
ing the variable F defined as follows 
DP-  P (4.4) 
the basic system of equations, for the stationary case, 
can be written 
D2 (P0 ~) = - D(P0W) (4.5) 
HaD2(P0T0 ) + D2 (@2p0) -HaDp 0 -- 0 (4.6) 
aa2(~ _ DW) - HaD(p,,F + ToDF ) - -~- aD2~ 
a2 v 
+ ~ oDW + HaDP = 0 (4.7) 
3 
Hoa 2 (ToD ~ + FP0) + 2aa2W_ 2 a2a(D~ + W) 
3 
oa 2 (Da~--W - D~) = 0 (4.8) 
e . t  
D (P0 ~ F) - D2T0 = 0 (4.9) 
- 3'P0~k DT 0 + (3'- I)P0~k - (D 2 -a2)F = 0 (4.10) 
We now have six second-order o dinary differential 
equations in the six variables P0' @' W, T0,F, F. 
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We shall integrate these equations for increasing values 
of the Rayleigh parameter H, i.e. for increasing degree 
of instability. In order to ensure conservation ofmass 
we have to add the following equation to the above 
system 
Dm=P0 (4.11) 
The mass m must satisfy the boundary condition 
m = 0 at z = z0 and m = M at z = z0 + 1. The total 
mass is given by its linear value 
z0 z0+l  s+l  
M : s+--g'I- [(---Y~) - 1] (4.12) 
Equation (4.11) can also be written as a second order 
equation by introducing the new variable ~ defined 
as follows 
(4.13) 
can be written 
D~I.  = m 
and (4.11) 
D2m = P0 (4.14) 
The seven second-order quations (4.5) to (4.10) and 
(4.14) have to be integrated subject o the following 
boundary conditions 
z = z 0 z = z 0 + 1 
TO= z0/(s +1) TO= (z 0 + 1)/(s +1) 
¢,=o ¢,=o 
DW= 0 DW= 0 
F=0 F=0 
D~= 0 D~=M 
P=C 1 ~=C 2 
D (p 0 ~) = - po w D(~0 2po ) = Ha[p 0 - D(P0T0) ] 
In these boundary conditions C 1 and C 2 are arbitrary 
constants and the last two boundary conditions are 
in fact the original equations (3.10) and (3.11). 
The equations and boundary conditions are now in 
the required form and the algorithm oudined in the 
appendix can be used. 
The examples given in this paper efer to two models; 
one in which the pressure scale height equals unity 
(Model A; z 0 = 3.8473). The other (Modal B; 
z 0 = 0.5) in which the pressure scale height is 27 and 
for which the anelastic approximation might be ex- 
pected to break down for high values of the Rayleigh 
parameter. 
The following comments can be made regarding the 
results of the numerical integrations. Note that in the 
figures the bottom of the convective layer corresponds 
to the low values ofx = -z + (2z 0 + 1). 
(i) Figs l(a) and l(b) 
The average density P0 deviates more and more from 
its equilibrium value as the degree of instability in- 
creases. As one would expect, there is an increase in 
the average density near the boundaries which one 
could compare to a "Spindryer" effect. This effect 
seems to be more marked for small stratification [Fig. 
l(a)] but this is only due to the fact that the numerical 
integrations have been pushed to 106 times the linear 
value of the Kayleigh parameter; whereas, in case B, 
with larger density stratification, the integrations were 
only pushgd to 42 times the linear H. This was done 
in order not to exceed the values of the Rayleigh par- 
ameter for which the andastic approximation is valid. 
(ii) Figs 2(a) and 2(b) 
These figures how the variation of the density perturba- 
tion P across the layer. We can see the appearance of
boundary layers corresponding to sharp peaks near the 
boundaries. Again, this is more marked for small strati- 
fication, since the integrations have been carried to 
larger H in this case. As expected, the curves in fig. 2(b), 
corresponding tolarge initial stratification, show a large 
degree of asymmetry but this is gradually reduced and 
one would expect hat, for large values of H, the curves in 
fig. 2(b) would be similar to those in 2(a). Unfortu- 
nately, at that stage the anelastic approximation would 
break down and the general equations [13] would have 
to be used. For model B, i.e. for large stratification, 
the ratio P/P0 takes values of 0.05 in the upper layers 
and, at this stage, the anelastic approximation becomes 
suspect. 
(iii) Figs 3(a) and 3(b) 
These figures give the vertical velocity ~k as a function 
of depth. One surprising aspect is the lack of asym- 
metry in the vertical velocity curve for large stratifica- 
tion. 
(iv) Figs 4(a) and 4(b) 
In the general case the vertical velocity w is given by 
the expression 
w = W0(z ) + ~k (z) f(x, y) (4.16) 
where W 0 (z) is also required to vanish at the boundaries. 
In the anelastic approximation the value of W 0 is given 
by 
W0 = -P~k (4.17) 
P0 
and is neglected. 
The values of W0(z ) are given in figs 4(a) and 4(b). For 
model A the value of W 0 over most of the layer con- 
tributes only 0.01 g to the vertical velocity and can 
therefore be neglected. For model B the ratio W0/ 
within the layer is at most 0.0375. If integrations had 
been carried any further the andastic approximation 
would no longer be valid. At first sight it might appear 
that the ratio W0/ff is rather large near the upper and 
lower boundaries, in model A. This is not the case. 
Very near the boundaries this ratio is of the order of 
0.003. 
(v) Figs S(a) and S(t,) 
These figures give the distribution with depth of the 
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horizontal velocity W. These are fundamental mode- 
type solutions and, as one would expect, there is a 
change in sign inside the layer. One interesting fact 
should be pointed out. The node moves downwards 
when the degree of  initial stratification is increased 
resulting in a value of  the horizontal velocity at the 
upper boundary which is lower than the one that 
would normally be expected. 
(vi) Figs 6(a) and 6(b) 
The initial temperature gradient DT 0 is superadiabatic 
across the layer and gradually becomes adiabatic over 
most of  the layer for strong convection. This is the 
assumption us-~lly made in stellar interiors. 
(vii) Figs 7(a) and 7(b) 
The temperature fluctuation F behaves in much the 
same way as in the Boussinesq approximation. Note 
that for low stratification the ratio F/T 0 reaches at 
most the value of  0.01, even for violent convection. 
On the other hand, in model B, the value of F/T 0 = 0.1 
near the top of  the layer. In the anelastic approxima- 
tion higher powers in the temperature fluctuation F
have been neglected and this shows that at the value 
of  H = 40 H~ the approximation is no longer very 
good. 
(viii) Figs 8(a) and 8(b) 
These figures illustrate the depth dependence of the 
parameter 
DTo A-  (7 -1 )  Dp0 (4.18) 
TO P0 
To 
Since (7 -1 )  ~ Dp 0 is the dimensionless adiabatic 
temperature gradient he parameter A gives an indica- 
tion of  the bouyancy. Fig. 8(a), corresponding to low 
stratification, shows that strong convection is almost 
adiabatic everywhere, xcept in the boundary layers 
where most of  the buoyancy is concentrated. Fig. 8(b) 
shows that the same applies for strong stratification 
although to a lesser extent, since the integrations have 
been stopped at a lower level of  H in order not to 
violate the assumptions inherent in the anelastic ap- 
proximation. 
ACKNOWLEDGEMENTS 
This project has been supported by a grant from the 
Australian Research Grants Committee. The author 
wishes to thank Mr M. T. Fox for his help with the 
numerical computations. 
REFERENCES 
1. SPIEGEL E. S. & ZAHN J. P. : Problems of stellar convec- 
tion; IAU Colloquium 38; 1976; Springer Verlag. 
2.AGEE E. M. & DOWELL K. E. : "A review of mesoscale 
cellular convection", Bull. Amer. Meteor. Soc., Vol. 54; 
1973, pp. 1004-1012. 
3.GKAHAM E. : "Compressible convection", in "Problems 
of stellar cont~ction", IAU Colloquium 38, 1976, Springer 
Verlag, p. 151-155. 
4. GR_AHAM E. : "Numerical simulation of two-dimensional 
compressible convection",J. Fluid.Mech., Vol. 70, 1975, 689-703. 
5.GOUGH D.O., SPIEGEL E. A. & TOOMKE J. : "Model 
equations for cellular convection", J. Fluid Mech., Vol. 68, 
1975, 695-719. 
6.VAN DEK BORGHT K. & MURPHY J. O. : "The combined 
effect of rotation and magnetic field on f~mite-amplitude 
thermal convection", Aust. J. Phys., Vol. 26, 1973, 617-643. 
7.VAN DEK BORGHT K. & AGEE E. M. : "Non-linear con- 
vection in a moist atmospheric layer heated from below", 
J. Met. Soc. Japan, Vol. 56, 1978, 284-292. 
8. LATOUK J., SPIEGEL E. A., TOOMKE J. & ZAHN J.-P. : 
"Stellar convection theory. I The anelastic modal equations", 
Astrophys. J., Vol. 207, 1976, 233-243. 
9.TOOMKE J., ZAHN J.-P., LATOUK J. & SPIEGEL E. A. : 
"Stellar convection theory. II. Single-mode study of the 
second convection zone in an A-type star", Astrophys. J., 
Vol. 207, 1976, 545-563. 
10.VAN DER BOKGHT g. : "Finite-amplitude convection 
in a compressible medium and its application to solar 
granulation", Mon. Not. K. Astr. Soc., Vol. 173, 1975, 85- 
95. 
11 .VAN DEK BOKGHT K. : "Finite-amplitude convection i
a compressible medium and its application to supergranula- 
tion", Mon. Not. R. Astr. Soc., Vol. 188, 1979 (to appear). 
12.DUTTON J. A. and FICHTL G. H. : "Approximate equa- 
tions of motion for gases and liquids", J. Arm. Sciences, 
Vol. 26, 1979, 241-254. 
13.VAN DEK BORGHT K. : Convection i  stars, Proc. Astr. 
Soc. Aust., Vol. 3, 1977, 91-95. 
14.CHANDKASEKHAK S. : Hydrodynamic and hydromagnetic 
stability, Oxford University Press, 1961. 
15.GLANSDOKFF P. & PRIGOGINE I. : "On a general evolu- 
tion criterion in macroscopic physics", Physica, Vol. 30, 
1964, 351-374. 
16.PKIGOGINE I. & GLANSDORFF P. : "Variational prop- 
erties and fluctuation theory", Physica, Vol. 31, 1965, 
1242-1256. 
17.VAN DEK BOKGHT g. : "Finite amplitude convection i
a compressible medium", Publ. Astr. Soc. Japan, Vol. 23, 
1971, 539-551. 
INTRODUCTORY NOTES TO THE FIGURES 
The figures give the variation with depth of the average density 
P0 [figs l(a) and l(b)] , density fluctuation P [figs 2(a) and 2(b)], 
madulated vertical velocity ~ [figs 3(a) and 3(b)], average 
vertical velocity W 0 [figs 4(a) and 4(b)] , horizontal velocity W 
[figs 5(a) and 5(b)l, average temperature T O [figs 6(a) and 6(b)], 
temperature fluctuation F [figs 7(a) and 7(b)] and buoyancy A 
[f'gs 8(a) and 8(b)] for two degrees of density stratification. 
Model (a) has low density stratification, with a pressure scale 
height of order one. The results given in the figures are for 
increasing values of the gayleigh parameter, i.e. for H = 1.1104, 
106 , 108 , 109 and 1010 . 
Model (b) has high density stratification, with a pressure scale 
height of 27. The results given in the figures are for increasing 
values of the gayleigh parameter, i.e. for H -- 103, 104 and 
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42,045.0. For higher values of this parameter the anelastic 
approximation is o longer valid. 
APPENDIX 
Band-matrix algorithm : system of second-order qua- 
tions 
We consider a system of N.non4inear differential equa- 
tions of the second order of the form 
D2Yk = Fk (DYj, Yj) (1) 
and 
D m - -  
I k= 1,2, . . . ,N 1, 2, ., N 
d 
dx 
The interval of integration 0 < x < £ is divided into 
M-3 equal parts as follows 
h 
l1 02 13 . . . . . .  ~-2  MO1 ~t 
and two image points are included. The step length h 
is therefore given by 
h = £ (2) 
M-3  
By yi  we mean the value of variables 3~ (j = 1, 2 ..... N 7 
J 
at the i-th point of subdivision (i= 1, 2 . . . . .  M 7. 
We shall consider the following finite difference ap- 
proximation to (1) 
. i+ l  yj i -1 
y~+l_  2Y~+ y~-I  yj  _ YJ i ) :0  
h 2 -Fk ( 2h ' 
(3) 
Using quasilinearization 
6Y~+l-2~Y~ + 6Y~ -1 •i+l-2y• + k ~-I + 
h 2 h 2 
N a F k 6Y! + 1 6 i-1 
- Fk(D YJ' v') - j~" 1 ( - " - '~  i"J -_- aDYj j J 2h - Yj 
N aF k • 
- ~ (TvT-.) 6Y. ~ =0 (4) 
j= l  j i J 
or  
N ¥!-1 N vi 
2; C(k,j,1)6 + 2; C(k,j,2)6 
j =1 J j =1 J 
N 
+ y~ C(k , j ,3 )6y!+l  ¢i j=l  j = k (5) 
where 
1 
C (k,j, 1)= 6~ 1 aF k 
h--~-- + -~.h_ (a - -~)  i (6) 
C (k , j ,2 )=-2  6! - (~Fk)  iaY j  
h 2 ~ '  
(7) 
~k 1 a F k 
C (k,j, 37 = h-~-- 2--h- (a~j ) i  
i+ l  i i -1 
Yk - 2Yk + Yk i 
*k = Fk(DY j, Yj7 h2 
(8) 
(9) 
F_  {k:i, 2 . . . . .  N 
2, 3 .... .  M -1 
The system of equations i of order  2N, with N bound- 
ary conditions at x = 0 and N boundary conditions at 
x=l .  
At x = 0 (i.e. i = 2) the boundary conditions are of the 
form 
B k (DYj, Yj) = C k (10) 
k= 1, 2 . . . . .  N 
j=1,2  ..... N 
or, in finite difference form 
Bk (Y~ + 1 -  yj i-128 , yji) = C k (11) 
Using quasilinearization 
N aB k 6Y~ +I-6Y}-I 
[Bk (DYJ' YjT]i+ j~l (a--~j 7i 2h J 
N aB k y!  
+ j= l  Z (~) i  6 j =Ck (12) 
or  
2; B(k,j,1)6 -l+jz= 1 
j=l  
+ Y~ B (k,j,376 + 1= BF k (13) 
j= l  
where 
1 aBk 
B (k,j, 1) = - -~-  (a - -~ j ) i  (14) 
aB k 
B (k,j, 2 7 = (a---~--j) i (15) 
B (k,j, 3) = 1 aBk Th- (a-~j)i (16) 
BF k = C k - (Bk) i (17) 
For i = 2 equations (13) can be written 
N2; B(k,j, 1)6yjl + l~lB(k,j,2)6yj2 + j~lB(k,j,3)6yj3 
j--1 "-- "-- 
= BF k k = 1, 2 . . . . .  N) (187 
The system of differential equations must also be satis- 
fied at that point (i.e. i = 27 and it follows from (57 
that 
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Z C(k,j, 1)8 + j= l  j= l  J '= 1 (k'j' 3)8 
_ ¢2 (k = 1, 2 . . . . .  N) (19) 
- k 
(18) and (19) form a system of 2N equations in the 3N 
unknown 
We express the first 2N variables, i.e. 
1 1 2 2 . ,6y2  6Y 1 ..... 6Y N, 5Y 1, 6Y2 , . . . .  as functions of 
the last N i.e. 8Y 3 .... 8Y 3 as follows 
6Y~= ~ X[N(£ - I )+  k,m]6Y3m + X[N(~-X) 
m=l  
+ k,N + 1] (21) 
(k = 1, 2 . . . . .  N) 
(~= 1,2) 
If we substitute (21)into (19) 
C (k,j, 1) [mZ = X0,m)6 + X(j,N + 1)1 
j= l  1 
N N 
+ ~; C(k,j,2)[ Z X(N+j ,m)Sy3+X(N+j ,N+I ) ]  
j =1 m=l  m 
+ m=l ~ C(k'm'3)SY3m =¢k2 (22) 
(k= 1,2 . . . . .  N) , 
Substituting (21) in (18) 
N N 
2; B(k,j, 1) [ I~ X(j,m)6 + X(j,N + 1)] 
j =i m=l 
_ B(k,j,2)[ I~ X(N+j,m)8 +X(N÷j,N+I)I 
j =1 m =1 
+ I~ B(k,m,3)8 --BF k (23) 
m=l 
(k = 1, 2 . . . . .  N) 
These 2N equations (22) and (23) have to be satisfied 
for arbitrary values of 
8y3m (m = 1, 2 . . . . .  N) 
• equating to zero the coefficients of 8Y3m and the 
independent terms in (22) and (23) 
N N 
jZlC= (k,j, 1)X(j,m) +jY-1 C= (k,j, 2) X (N +j,m) 
+ C (k,m,3)= 0 (24) 
(k=l ..... N), (m=l ..... N) 
N N 
j~IB (k,j, l)X(j,m) + jZlB(k,j,2)X(N +j,m ) . =  
+ B(k,m,3)= 0 (25) 
(k= 1,2 ..... N; m=1,2 .... ,N) 
N N 
C (k,j, 1)X (j, N + 1)+jY..1C (k,j, 2)X (N + j, N+I)  
j= l  "= 
2 (26) 
= ek  
(k = 1, 2 ..... N) 
N N 
Z B(k,j, 1)X(j,N + 1) + ~1B (k,j, 2)X (N +j,N + 1)= BF k 
J J 
(27) 
(k = 1, 2 ..... N) 
We have 2N(N + 1) equations in the unknown 
X (1, m) X(N, m) 
X (N + I, m) .... X (2N, m) 
(m= 1,2 ..... (N +I)) 
We consider the following matrices 
X(l, 1) ...... X(1, N + 1) 
/ . X = (28) 
o 
LX (2N, 1) ...... X (2N, N + 1)J 
which has (N + 1) columns and 2N rows 
"B(1,1,1) .... B(1,N,1) B(1,1,2) 
A= 
which 
B= 
.... B(I~N,2) 
° . . . . . . , . . ° ° . .  , . . . . . . . . . •  
B(N,I,1) .... B(N,N,1) B(N,1,2) .... B(N,N,2) 
. . . ° ° , , .  . . . .  ° , ° . . . . . ° • . . . ° . . . , . . . . . . . . , . • . . . . . . . ° •  . . . °  o , .  . . . .  , . . .  
C(1,1,1) .... C(1,N,1) C(1,1,2) .... C(I,N,2) 
. . . ° , . , ° . . • . , .  . . . ° . , . ° . . .  
C(N,I,1) .... C(N,N,1) C(N,N,2) .... C(N,N,2) 
(29) 
has 2N columns and 2N rows 
B(1,1,3) .... - B (1~1,3) BF 1 
. , , . , 0 . . . . . .  
- B(N,1,3) . . . . .  B (N,N,3) BF N 
: : : ..... . . . .  
. . . . . ° ° . , . . .  . * .  
- C(N,I,3) . . . . .  C (N,N,3) ¢2 
(30) 
which has (N + 1) columns, 2N rows• 
The system of equations (24) -~ (27) can be written 
A. X = B (31) 
We now consider the equations (5) at the intermediate 
points 
i=3 ,4  . . . . . .  (M- l )  
i . e .  
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_1N • N i 
jZ 1C (k,J, 1)BY ~ .  = + jE__lC (k'J' 2)8Y J 
N 
3)8Y~ +1 - (32) ¢i + Y~ C(k,j, J - k j= l  
We express 8Y~ -1 in terms of SY~ by a formula similar 
to (21) but written as follows 
8Y~ -1= ~ X[N( i -2)+ k,m]SYm i 
m=l 
+ X[N(i-2) + k,N + 1] (33) 
This ensures that this is the same as (21), when 
i=3,  i.e. £=2.  
Substituting (33) in (32) 
N N 
J,m]SY m jZ=lC(k,j, 1){m=EiX[N(i_2) + . i 
+ X[N(i-2) + j ,N + 1]} +j.__Z 1C(k,j,2)8 
N 8yi+ 1 i + Z C(k,j,3) • (34) 
j= l  j =¢k 
Introducing the notation 
N 
CB (k, m, i) =j~_= ~C (k, 3, I)X[N (i-2) +j, m] + C(k, m, 2) 
(35) 
and 
N ~b i (36) CB =-  Z C(k, j ,1)X[N( i -2)+j ,N+I]+ k 
j=l  
equation (34) can be written 
N N • ; 
X CB(k, " i +jZ1C(k,j, yjt+l m,l)SY m 3)8 = qtB 
m=l  "= 
(37) 
(k= 1,2 ..... N) 
This is a system of N equations in 2N unknown 
8Yim 8y i+ l  ' j 
(m = 1 ..... N) 
(j = 1 ..... N) 
~/e now " express 8Ymi m terms of BY. I+1" by an equa- 
tion similar to (33) but with i + 1 replacing i 
8Y ml~ 1X[N(i- 1) + k, mlSY i+1 = 
+ X[N( i -1)+ k,N + 1] (38) 
and substituting this in (37) 
N £]8y~+ I 
CB(k,m,i) {£~lX[N( i -1 )+ m, 
m=l  
+ X[N( i - I )+m,N+I ]}  +.~ C(k,j,3)Sy~+I--~B~ 
J=t  J 
(39) 
(k= 1,2 ..... N) 
or  
8Y i+x{m ~ CB(k,m,i)X[N(i -X)+m,j]  
j= l  l =1 
N 
+C(k,j,3)}÷ Z CB(k ,m, i )X[N( i -1 )+m,S+l ]  
m=l 
= ¢~B i (40) 
(k = 1, 2 ..... N) 
This must be satisfied for all BY. i+ l  (j = 1 ..... N) and 
it follows that J 
N 
Z CB (k, m,i)X[N (i-1) + m,j] + C (k,j, 3) = 0 (41) 
m=l  
N 
Z CB (k,m,i)X[N(i-1) + m,N + 1] = #B~ (42) 
m=l 
1, 2,.. . ,  N 
This system ofN(N + 1) equations in N(N + 1) unkown 
could also be written in matrix form as follows 
A.  X = B (43) 
where 
X= 
X[N( i -1 )+ 1,1] ... X [N( i -1 )+ 1,N] 
X[N( i -1 )+ N,1] ... X [N( i -1 )+ N,N] 
-7 
X [N ( i - l )  + 1,N + 11 / 
X[N( i -1 )+ N,N+I ]  
(44) 
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which has N rows and N + 1 columns 
A= ‘:;;I; #;;;; I”1 
which has N rows and N columns 
-c (1,1,3) -C (l,N,3) . $Bf 
-C (2,1,3) -C (2,N,3) : #B; 
g= 
-c (N,1,3) -C (N&3) ; #B; 
(45) 
(46) 
which has N rows and N + 1 columns. 
When i = M - 1, i.e. when the end-point is reached, the 
procedure is as follows. 
Equation (5) can then be written 
N 
c C(k,j,1)6~w2 + jFlC(k,j,2)8Y,?-1 
j=l 
N . M M-l 
+ jfilC(k,J,3)‘Yj = ok (47) 
(k= 1,2,...,N) 
To these equations add N boundary conditions similar 
to (13) 
g B’(k,j, 1)S,YJvm2 + 3 B” (k,j, 2)sY!-’ 
j=l j=l J 
+ j !l B” (k,j, 3)SYJ? = B°Fk (48) 
M-2 
We express SY. in terms of SYM -’ 
(33)withi=&-1 
j 
using formula 
gyhL2 
j 
= ,gIXIN(M-3) + j,m]8Yf-’ 
+ X[N(M-3) +j,N +l] (49) 
substituting this in (47) 
? C(k,j, 1) imflXIN (M-3) + j,m]6c-1 
j=l 
+ X[N(M-3) + j,N + 11) + it,C(k,j,2)6Yr-l 
+ jflC(k,j,3)8Y?= J $;-1’ 
or, 
- ! 
j =l 
C(k,j,l)X[N(M_3)+j,N+l] (51) 
Introducing the notations, similar to (35) and (36) with 
i=M-1 
CB’(k;j, 1) = 
N 
I: C(k,m,l)X[N(M-3)+m,j]tC(kj,2) 
m=l 
(52) 
(?B’)r-‘= #;-’ - .g C(k,j,l)X[N(M-3)+j,N+l] 
equation (51) r educe::: 
(53) 
N 0. 
j2 1CB (k~,l)8Y~ F-l + j&C(k,j,3)&f = ($B’)r-’ 
(k= 1,2,...,N) (54) 
Similarly, substituting (49) in (48) 
5 B’(k,j,l) tmflX[N(M-3) +j,m]sc-’ 
j=l 
+ X[N(M-3)+j,N+l]) + j~lBo(k,j,2)8YJ~-1 
N 0 . 
Jf+ jzl B (k,J,3)6f = B 
0 
Fk (55) 
BB(k,j, 1) = 
N 0 
m!lB (k,m, l)X[N(M-3) + m,Jl 
+ B’(kj, 2) (56) 
and 
(BBF)k=B’Fk-! B’(k,j,l)X[N(M-3)+j,N+l] 
j=l 
and substituting in (55) 
(57) 
N . 
jz lBB(kvJ, 1)6yJ v-l t jflB”(k,j,3)6f= (BBF)k 
(k= 1,2,...,N) 
(58) 
Equations (54) and (58) form a system of 2N equations 
in the 2N unknown 
sY.“-l ) SYjM (i= 1,2,...,N) 
Th: v&es of 8Y+2, SY.M-3,. . . , gYji-‘, . . . ,8YJ! 
are then obtained from eqiation (33). 
The effectiveness of this algorithm has been tested on 
the following two-point boundary value problem 
(D2 -a2)2W= Ra2 F + -$ [WD(D2 -a2)W 
+ 2DW(D2 - a2)W] 
D2To= D(FW) 
N-1 
(D2 - a2)F = WDTO + C(FDW + 2WDF) 
N 
Z ( ! C(k,m, l)X[N(M-3) + m,j]+ C(k,j,2)}8?-* 
j=l m=l W=D2W=F=0 at z=O andz=I 
+iflC(k,j,3)8T=$‘l-1 
To=0 at z=O 
To= -1 at 2=1 
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This problem arises in the study of non-linear con- 
vection with hexagonal planform when the Boussinesq 
approximation has been used. 
In the following table are given the integration times 
in seconds as a function of the number of points of 
integration for three methods. The first one (A) is 
based on ordinary matrix inversion, the second (B) on 
a LINPACK band matrix method available on our 
B6700 computer and the third ((2) is the one outlined 
in this appendix. 
As can be seen, the present method is about twice as 
fast as the usual band-matrix algorithm and of course 
much faster than the matrix inversion method. The 
present routine only used about one sixth of the stor- 
age space usually required by band-matrix algorithms. 
This is of course very useful ff one is integrating a 
large number of equations for which a very large num- 
ber of points of subdivision is required. The present 
method is of course speciflcally designed for a system 
of second-order quations and it is not surprising that 
it turns out to be the most efficient. 
i i i |  
Number of 
points of 
subdivi- 
sion 
i ,i 
23 
43 
63 
103 
203 
403 
603 
1003 
Integration time in seconds 
(per iteration) 
METHOD 
(A) (B) (C) 
4.13 1.3 0.8 
15.3 2.5 1.5 
31.1 3.8 2.1 
- 6.3 3.5 
- 12 .7  7 .2  
- 26.1 13.9 
- - 20.8 
- - 34.8 
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