For a unital C * -algebra A and an operator T with Dom(T ) ⊆ A, Range(T ) in a normed space, and ker T = C1, we consider the metric d T on S(A), the state space of A, given by d T (φ, ψ) = sup{|φ(a) − ψ(a)| : a ∈ A & T a ≤ 1}, for φ, ψ ∈ S(A). This is a generalization of the definition given by A. Connes for defining a metric on S(A) via unbounded Fredholm modules over A.
Introduction.
It is well established to think of C * -algebras as "noncommutative" topological spaces. The idea to define a "noncommutative metric space" using C * -algebraic tools was initiated by A. Connes [2] and [3] . He suggests that the right notion of a noncommutative metric is that of an unbounded Fredholm module, and proposes the following definition. 
defines a metric on S(A). Condition (C3) is not needed for this. (2) so that the two notions of metric coincide. M. Rieffel [11] poses the following question: For which compact metric space (X, d) there exists an unbounded Fredholm module over C(X) such that d is defined by (2) . He shows that it is true for every compact metric space if the condition (C3) is dropped from the definition of the unbounded Fredholm module, but he notes that in that case we need some additional non-degeneracy conditions.
Connes also shows ([2], Proposition 1) that if M is a compact, spin, Riemannian manifold, A = C(M ), H = L 2 (M, S), and D the Dirac operator, then the geodesic distance d(P, Q), for P, Q ∈ M is given by d(P, Q) = sup{|a(P ) − a(Q)| : a ∈ A, [D, a] ≤ 1},
We follow a similar path here, but in the opposite direction, which was as a problem also posed by M. Rieffel. Namely, suppose that the metric defined by an unbounded Fredholm module is given. The problem we address here is the relationship of the metric and the weak-* topology on the state space. To cope with the problem, we have to consider a more general situation, as follows.
When we have a triple (A, H, D), where (H, D) is an unbounded Fredholm module over a unital C * -algebra A, then B(H) is a Banach A-module, and the map T : A → B(H) defined by T a = [D, a], where D is as in (C2), is a densely defined derivation from A into B(H), and the metric given by the formula (1) is
for any φ, ψ ∈ S(A), the state space of A. As a generalization, we let T be any operator with Dom(T ) ⊆ A and Range(T ) ⊆ B, where B is any normed space, and we let d T be defined by (3) .
Here is a brief description of the results presented in this paper. We start by considering the commutative case first (Sections 2, 3, 4, and 5), when A = C(X), X a compact Hausdorff space, so that X is homeomorphic to the pure state space of A. Even more generally, sometimes we want to consider A = C b (X), the algebra of all bounded continuous functions on X, where X is any topological space. As we are really interested in producing a metric on X so that the metric topology on X coincides with the original topology on X, we are really interested only in metrizable spaces. However, some of our results are valid even when we consider X to be a general topological space.
We first search for conditions which T should satisfy so that d T is really a metric on X (Section 2). In particular, we characterize those operators from A = C b (X) which define a bounded metric on X (Theorem 2.2).
Next, we explore the relationship of the metric topology T d T and the original topology T on X (Section 3). We show that under reasonable assumptions, the topologies are comparable, and in fact, the metric topology is finer. This is always so when X is compact Hausdorff, and the metric also turns out to be always complete, so that T d T = T if and only if (X, d T ) is compact (Proposition 3.1). However, even when X is compact Hausdorff, T d T need not be locally compact, which we show by example (Remark 3.2).
In Section 4, we turn our attention to Lipschitz algebras and de Leeuw derivations. We show how for every operator which defines a metric on X, we obtain the de Leeuw derivation associated to that operator, the one which defines the same metric on X (Proposition 4.5). By using the results of J. Johnson [5] , we show that (X, d) is precompact if and only if D d , the de Leeuw derivation defined by d, is unbounded on every infinite dimensional subspace of its domain (Theorem 4.6). We also show, following M. Rieffel [11] , how the de Leeuw derivations are connected to unbounded Fredholm modules (Remark 4.8) .
We conclude the commutative case with necessary and sufficient conditions for the metric topology T d T , and the original topology T on X to coincide (Section 5). We present two different sets of conditions: (1 
) T d T = T if and only if {f ∈ Dom(T ) : T f ≤ 1}/C1 is compact (Corollary 5.2); (2) in terms of associated de Leeuw derivation D d T we have that T d T = T if and only if D d T is unbounded on every infinite dimensional subspace of its domain (Theorem 5.3). It follows that for T d T = T , it is necessary that
T is unbounded on every infinite dimensional subspace of its domain. However, we show that this is not a sufficient condition (Example 5.7), by using some results about spaces c 0 and l 1 from [7] .
Finally, we extend all these results to the noncommutative situation (Section 6), by using the canonical (or Kadison's) function representation Φ of a unital C * -algebra A into C(S(A)), where S(A) is the state space of A. For each commutative theorem we obtain its noncommutative analog (Proposition 6.2, Theorem 6.3, and Theorem 6.4). Furthermore, we show that if an operator separates points of S(A), and we know that it defines an appropriate metric (bounded, or T d T = T w * ) on P(A), the pure state space of A, then it defines such a metric on all of S(A) (Theorem 6.5). In particular, that is always so when Dom(T ) = A. In commutative case, that says that the metric extends from X to the metric on P(X), the space of all the probability measures on X, which has the same properties (Corollary 6.6). Finally, we use all these results to characterize those unbounded Fredholm modules over A which define a bounded metric on S(A), or a metric whose topology coincides with T w * on S(A) (Theorem 6.8).
At the end, it is interesting to note that the conditions for T d T = T w * are not algebraic, as we expected when we started working on the problem, and thus worked with derivations. Instead, one should consider any operator T , and the conditions involve the topology on Dom(T ) given by the norm of the algebra A ⊇ Dom(T ). It is precisely due to this fact -that conditions for T d T = T w * do not use the algebraic structure -that we can extend all the results from the commutative to the noncommutative case (Section 6), by using the canonical function representation, which is a bicontinuous operator, but not a homomorphism of the algebra.
As a conclusion, we note that although Theorem 6.8 characterizes those unbounded Fredholm modules over a unital C * -algebra A for which the metric and the weak-* topology coincide, the condition (C3) (that (1 + D 2 ) −1 is compact) is not used. In [10] we will explore the influence of that condition, as well as the p-summability of D (see [2] ), on the metric topology. We also point out that Lipschitz algebras appeared once again naturally when discussing metric spaces. This relationship, and the importance of the de Leeuw derivation is further explored in [9] . In particular, it is shown that the category in which the objects are compact metric spaces and the morphisms are Lipschitz maps is (contravariantly) equivalent to the category in which the objects are Lipschitz algebras and the morphisms are homomorphisms. This category is also characterized in terms of de Leeuw derivations. This is analogous to the equivalence of the category in which the objects are compact Hausdorff spaces and the morphisms are homeomorphisms and the category in which the objects are unital commutative C * -algebras and the morphisms are *-homomorphisms.
Defining a metric by an operator.
We begin with a general discussion of the conditions which an operator from C(X) (where X is any metrizable space) should satisfy in order to define a metric on X. For completeness and for easy reference we recall the "classical" definition of a metric. Definition 2.1. A metric on a set X is a function d : X × X → R + which satisfies the following conditions. For x, y, z ∈ X:
Let (X, T ) be a topological space and let B be a normed space. Let
for x, y ∈ X. We say that d T is the metric defined by operator T .
To have the other inclusion of (M1) satisfied, notice that d T (x, y) = 0 implies x = y if and only if (O1):
The only other requirement which needs to be satisfied is that d(x, y) < ∞ ∀x, y ∈ X. Let 1 denote the constant function 1(x) = 1 ∀x ∈ X. For d(x, y) < ∞ it is necessary that ker(T ) ⊆ C1. We now show that we may assume that ker T ⊇ C1 and so ker T = C1. Suppose that 1 ∈ Dom(T ) and
To show the opposite inequality, let ε > 0. For each f ∈ Dom(T 1 ) with x, y) . This shows that we may and will from now on always assume that (O2): ker T = C1.
Note that we have only the necessary condition for d T (x, y) < ∞. In the case when d T is supposed to be a bounded metric on X, we have conditions which are both necessary and sufficient. 
Proof. As usual, the norm on Dom(T )/C1 is
we see that with c = f (x) for some fixed x ∈ X, and g = f − c, we have
is one-to-one onto, and that
This shows that Qf ≥ f /2, which is the same as (Q| M (z) ) −1 ≤ 2. The equivalence of (O31) and (O32) is immediate.
The condition (O31) is derived from the condition (C4) of Connes. In fact, it implies also that ker T ⊆ C1. In particular, if (X, T ) is compact Hausdorff, and the metric topology is expected to coincide with T , then d T should be bounded, and so T should satisfy condition (O31). 
To show the reverse inequality, let x, y ∈ X. For any f ∈ Dom(T ) with T f ≤ 1, and for any ε > 0, there exists g ∈ Dom(T )
In particular, since this is true for any ε,
, which is what we wanted to show.
Metric and weak-* topologies.
We further explore the relationship between T d T , the topology on X induced by the metric d T defined by an operator T , and T , the original topology on X. We are also interested in some general properties of the metric d T . Let (X, T ) be a topological space, and let B be a normed space. Let T be a linear operator with Dom(T ) ⊆ C b (X) which separates points of X, Range(T ) ⊆ B, and ker T = C1, so that T defines a possibly infinite metric d T on the set X. Let T C b (X) be the weak topology on X induced by C b (X), let T Dom(T ) be the weak topology on X induced by Dom(T ), and let T d T be the topology on X induced by d T . The following relationship holds among these topologies:
We show the last inclusion,
Let f ∈ Dom(T ) with T f = 1, and let V be an open subset of C. Let U = {x ∈ X : f (x) ∈ V }, so that U is in the subbase of the topology T Dom(T ) . For any x ∈ U there exists r > 0 such that
It is easy to see that if Dom(T ) = C b (X), which is most often the case, then T C b (X) = T Dom(T ) . So under reasonable assumptions we have T = T C b (X) = T Dom(T ) , and in that case T d T ⊇ T , that is, T d T is finer then T , and in particular, it means that these topologies are comparable.
In the special case of our interest, (X, T ) is compact Hausdorff, and we have the following direct result. 
n=1 is Cauchy, if the limit of positive numbers d(x n , x 0 ) is 0 for any subsequence, it is 0 for the whole sequence. Thus, if this limit does not exist, it means that it has no subsequence which converges to 0, and so there exists r > 0 such that d(x n , x 0 ) > r for all n ∈ N.
We are now going to show that d(
is Cauchy, and it has a subsequence ( 
, which is compact Hausdorff. However, (X, d) is not locally compact, since for example 0 does not have a compact neighborhood (l 2 (N) is not locally compact, and X contains a unit ball of l 2 (N)). We have
The other way around, if we let (X,
It is easy to see that d Dρ = ρ. So, we have an example where (X, T ) is not locally compact, but the metric ρ defined by an operator makes it into a compact space, and in particular T ρ is strictly contained in T . Compared to the discussion prior to Proposition 3.1, in this case Dom( (
This holds with the assumption that T d ⊇ T , which is true by Proposition 3.1(a).
(1) ⇒ (3) This is standard for any metric, even without the assumption of compactness.
(3) ⇒ (1) We will show that if 
We note that compactness of (X, T ) is crucial in (3) ⇒ (1) above. For, let (X, ρ) and (X, d) be as in Remark 3.2. If (X, T ) = (X, d), then ρ is continuous. However, T ρ = T , and in fact T ρ is strictly contained in T .
The following observation is basic, but important for what follows.
Proposition 3.5. Let (X, T ) be a topological space, and let B be a normed space. Let T be a linear operator with
Dom(T ) ⊆ C b (X), Range(T ) ⊆ B, and ker T = C1, which defines (possibly infinite) metric d T on the set X. Suppose that Dom(T ) is dense in C b (X). If T is bounded, then for all different x, y ∈ X, d T (x, y) ≥ 2/ T . Consequently, if (X, T ) is compact Hausdorff and X is infinite, then T d T = T . Proof. Note that {f ∈ Dom(T ) : T f ≤ 1} ⊇ {f ∈ Dom(T ) : f ≤ 1/ T }, since f ≤ 1/ T implies that T f ≤ T f ≤ 1. Therefore d T (x, y) = sup{|f (x) − f (y)| : f ∈ Dom(T ) & T f ≤ 1} ≥ sup{|f (x) − f (y)| : f ∈ Dom(T ) & f ≤ 1/ T }.
But there exists a continuous function
If X is infinite, and T d T is discrete, it clearly fails to be compact. Thus, if (X, T ) is compact Hausdorff with X infinite, and T is bounded, then
This suggests that T should not be bounded on any "large" subspace of Dom(T ). We will explore that further.
Lipschitz algebras and de Leeuw derivations.
The relationship between compact metric spaces and Lipschitz algebras is deep, in the same way that the relationship between compact Hausdorff spaces and unital commutative C * -algebras is. For example, their respective categories are (contravariantly) equivalent ( [9] ). Moreover, since any Lipschitz algebra is a domain of a specific operator -the de Leeuw derivation (see what follows), it is not surprising that any operator which defines a metric on a space is closely related to some de Leeuw derivation, the de Leeuw derivation associated to it. We now provide certain results about Lipschitz algebras and de Leeuw derivations (Theorem 4.7). These will be used to derive some necessary and sufficient conditions which T should satisfy so that T d T = T (Theorem 5.3). Basic facts about Lipschitz spaces and algebras can be found in [1] , [4] , [5] , [12] , and [8] . We give definitions first.
The smallest such constant is called the Lipschitz constant of F . We denote it by p(F ).
We can write p(F ) explicitly as
When Y is a normed space p(F ) is also called the Lipschitz norm of F (it is in fact a semi-norm). Thus, F is Lipschitz if p(F ) < ∞.
Let (X, d X ) be a metric space. Lip(X, d X ) will denote the set of all bounded complex valued continuous functions on (X, d X ) which are Lipschitz with respect to d X and the standard metric on
With respect to pointwise operations Lip(X, d X ) is a self-adjoint Banach * -algebra over X ( a * = a , a ∈ the algebra).
Definition 4.2. A commutative Banach
and it is a unital, natural, regular, self-adjoint Banach function algebra over X (see [12] ).
So far we have been concerned with obtaining metrics from operators. We now show that given any metric space (X, d), there exists an operator, in fact a derivation D with Dom(D) ⊆ C(X) which defines d. This derivation has been known for a long time and used by a number of authors. It appeared for the first time in [4] , which is the reason why we will call it the de Leeuw derivation. It is used in [1] and also disguised in [11] (see Remark 4.8). It turns out that this derivation is important in our considerations. We will show that it is in a sense maximal among the operators which define the same metric d. We will also show that when (X, d) is compact, D is unbounded on every infinite dimensional subspace of its domain. To show that
So for any ε > 0 there exists f ∈ Lip(X, d) with p(f ) ≤ 1 and |f
We say that such a derivation D is the de Leeuw derivation defined by metric d. We now prove a partial converse to Proposition 3.5. 
Since this is true for any ε, we obtain that We quote a theorem from [5] , which will be used to show that if D is a de Leeuw derivation defined by a metric, then it is unbounded on every infinite dimensional subspace of its domain. 
Here
Recall that a metric space is precompact if its completion is compact. Note that the norm on Lip(X, d) used here is max{ f ∞ , p(f )}, but it is equivalent to the one we use. The main argument in one direction of the proof of the above theorem is the Arzela-Ascoli theorem. We will do a generalization of this theorem later (Theorem 5.1), but now we add some more equivalent statements to it. We follow the common practice in Lipschitz algebras in using the following notation: y) ) whose domain is Lip(X, d β ) can be thought of as an unbounded derivation either from C b (X) (as we did so far), or it can be thought of as an unbounded derivation from Lip(X, d α ) (0 < α < β ≤ 1), which is done here in part (e).
is unbounded on every infinite dimensional subspace of its domain. Equivalently, the function F
: Lip(X, d α ) \ {0} → R + defined by F (f ) = p α (f)/ f ∞ , is unbounded on every infinite dimensional subspace of Lip(X, d α ). (e) For 0 < α < β ≤ 1, D d β viewed as a derivation from Lip(X, d α ),
is unbounded on every infinite dimensional subspace of its domain Lip(X, d β ).

Equivalently, the function
For (a) ⇔ (d), it is enough to consider α = 1, since d α is topologically equivalent to d, and they share the same Cauchy sequences.
(a) ⇒ (d). Suppose that to the contrary, there exists an infinite dimensional subspace V of Lip(X, d) on which F is bounded, say sup{F (f ) :
by the choice of δ. Thus, F is continuous on Lip(X, d) \ {0}. Since on V it is also bounded, it is bounded on V as well (the closure is taken in Lip(X, d)), and with the same bound, P (V ). On V we have that
i.e. the Lipschitz and the supremum norms are equivalent. That means that V is closed also as a subspace of C(X). Let B = {f ∈ V : f ∞ < 1/(1 + P (V ))}, and B = {f ∈ V : f ∞ ≤ 1/(1 + P (V ))}. Then B is a neighborhood of the origin in V , and B is a closed subset (in supremum norm) of the unit ball B 1 of Lip(X, d). But, by the quoted Theorem 4.6, B 1 is compact in supremum norm, and so is B. That means that V is locally compact (in supremum norm). But then, it is finite dimensional, since every locally compact topological vector space is finite dimensional. So, V and thus V are finite dimensional, which is a contradiction to our assumption. Hence D d has to be unbounded on V .
(d) ⇒ (a). Suppose that (X, d) is not precompact. Then it is not totally bounded, and so there is a sequence (x n ) ∞ n=1 , and r > 0 such that
and the functions f j have pairwise nonintersecting supports.
for some m, n ≤ l. For any fixed R = d(x, y), the largest possible sup{|f (x) − f (y)|/d(x, y) : x = y, d(x, y) = R} is achieved when |a m | = 1 and a n = −a m , and for these
on the infinite dimensional subspace V contradicts our assumption, and therefore (X, d) must be precompact. 
by the choice of δ. Thus, H is continuous on Lip(
Since on V it is also bounded, it is bounded on V as well (the closure is taken in Lip(X, d β )), and with the same bound, Q(V ). On V we have that
i.e. the two norms are equivalent. That means that V is closed also as a subspace of Lip(X, d α ).
Let B = {f ∈ V : f α < 1/(1 + Q(V ))}, and B = {f ∈ V : f α ≤ 1/(1 + Q(V ))}. Then B is a neighborhood of the origin in V , and B is a closed subset (in Lip(X, d α ) norm) of the unit ball B 1 of Lip(X, d α ). But, by the quoted Theorem 4.6, B 1 is compact in the Lip(X, d α ) norm, and so is B. That means that V is locally compact (in Lip(X, d α ) norm). But then, it is finite dimensional. So, V and thus V are finite dimensional, which is a contradiction to our assumption. Hence D d β has to be unbounded on V .
(e) ⇒ (a). Suppose that (X, d) is not precompact. Then it is not totally bounded, and so there is a sequence (x n ) ∞ n=1 , and r > 0 such that
and the functions f j have pairwise nonintersecting supports. Let 
and a n = −a m , and for these
on the infinite dimensional subspace V contradicts our assumption, and therefore (X, d) must be precompact. D 2 ) −1 is a compact operator -will not usually be satisfied. Note that there is flexibility in choosing µ in the above construction. For example, it can be taken to be a discrete measure onX, so that L 2 (X, µ) = l 2 (X). Or we can take any full non-atomic measure ν on X (so that ν × ν(∆) = 0), and set µ = ν × ν.
Necessary and sufficient conditions for T d T = T .
We present first necessary and sufficient conditions for (
(3) For any fixed z ∈ X, the closure of
Proof. Recall that an operator is compact if the image of the unit ball under that operator is precompact.
(
Since it is bounded, by Theorem 2.2, d T is a bounded metric on X. In particular, d T is a metric. Let (x n ) ∞ n=1 be any sequence in X. We will show that it has a Cauchy subsequence, and so
recursively in the following way. Let ε n = 1/2 n , n ≥ 1. First, we construct
constructed in the previous paragraph, for ε = ε 1 , and with J such that
, which is compact. Since any function f ∈ B 1 is uniformly continuous on X, it extends uniquely in a norm preserving way to a continuous function on X . Let B 1 = {f :
is an equicontinuous family of functions. Furthermore, for any x ∈ X , and f ∈ B 1 , we have that
is bounded. By Arzela -Ascoli theorem, any sequence in B 1 , and hence in B 1 , has a subsequence which converges uniformly to a continuous function on X , so to a bounded continuous function on X. We conclude that B 1 is compact.
(2) ⇔ (3) We showed in the proof of Theorem 2.2 that Q| M (z) is oneto-one onto bicontinuous, with Q| M (z) ≤ 1 and (Q| M (z) ) −1 ≤ 2. The equivalence of (2) and (3) follows directly.
We show now that if (f n ) ∞ n=1 ⊆ B 1 converges uniformly to f , then f ∈ Lip(X, d T ), and p(f ) ≤ 1. Fix any x, y ∈ X, let ε > 0, and let N be such
is precompact, which is a variation of the conclusions of Theorem 4.6.
Corollary 5.2. Let (X, T ) be a compact Hausdorff space, and let B be a normed space. Let T be a linear operator with Dom(T ) ⊆ C(X), and Range(T ) ⊆ B, which satisfies: (O1) Dom(T ) separates points of X; and
The following are equivalent:
(1) d T is a metric on X, and
is compact, and (2) and (3) follow from the theorem. Conversely, if (2) and (3) Next, we show that the condition:
T is unbounded on every infinite dimensional subspace of its domain, is only necessary, but not sufficient for
For the examples which show that, we need some results about Banach spaces c 0 and l 1 , which we quote from [7] . We write down an easy consequence of these results which will be used.
Proof. Suppose that the claim is not true. Then there exists an infinite dimensional subspace V of l p satisfying the above condition. By Theorem I.2.5 of [7] (quoted above), there exists an infinite dimensional subspace W of V which is isomorphic to l p and complemented in l p (and so also in V ). Example 5.7. This is an example of a closed operator T which is unbounded on every infinite dimensional subspace of its domain, yet T d T = T . Let X = {x n : n ∈ N} ∪ {x 0 }, with x 0 the only accumulation point, and x n → x 0 as n → ∞. For n ≥ 1, let e n ∈ C(X) be defined by e n (x k ) = 1 if k = n, and e n (
So T e n = 1. It is easily checked that d T (x n , x k ) = 1 for all different k, n ≥ 0, by taking first functions in the span(e n ), and then concluding by Remark 2.3, that the metric stays the same when we include all the functions in the domain of the closure of the operator (which is here equal to Dom(T )). Let V be any infinite dimensional subspace of Dom(T ). By Proposition 5.6, there is no such constant M for which
We also show that the ratio T f /p(f ) is unbounded on every infinite dimensional subspace of Dom(T ). Note that since d(x, y) = 1 for all x, y ∈ X,
and so T f /p(f ) is unbounded on every infinite dimensional subspace of Dom(T ).
Example 5.8. This is an example of an operator T which is unbounded on every infinite dimensional subspace of its domain, with T d T = T , and T f /p(f ) also unbounded on every infinite dimensional subspace of Dom(T ). Let X = {x n : n ∈ N} ∪ {x 0 }, with x 0 the only accumulation point, and x n → x 0 as n → ∞. For n ≥ 1, let e n ∈ C(X) be defined by e n (x k ) = 1 if k = n, and e n (x k ) = 0 if k = n. Let f n = e n /n 2 . Clearly span(f n ) = span(e n ), and so span(
a j e j , and so T f = m j=1 |a j |. On the other hand,
Let V be any infinite dimensional subspace of Dom(T ). By Proposition 5.6, there is no constant M such that (
We show that the ratio T f /p(f ) is unbounded on every infinite dimensional subspace of Dom(T ). Note that
So T f /p(f ) is unbounded on every infinite dimensional subspace of Dom(T ).
6. Defining a metric on the state space of a C * -algebra.
We turn our attention to noncommutative C * -algebras. In fact, we generalize our results in two directions: (1) from C(X) to any unital C * -algebra -that is, from commutative to the noncommutative case; (2) from a metric on a compact Hausdorff space X to an extension of that metric to the space of the probability measures on X, which in the noncommutative case means the extension of the metric from the pure state space to the state space. The discussion and notation follows that of [6] , Section 4.3. Let A be any unital C * -algebra. We use the following notation: S(A) for the state space of A, the set of all positive linear functionals ρ on A such that ρ(I) = 1; P(A) for the set of all pure states of A, which is the set of extreme points of
S(A); P(A) = P(A)
w * for the pure state space of A, the weak-* closure of P(A). Since S(A) is compact for the weak-* topology, by the Krein-Milman theorem it is the closed convex hull of its extreme points, which means that S(A) = co(P(A)). In the case when A = C(X) for X compact Hausdorff, we have X "=" P(A) = P(A), and the weak-* topology on X coincides with the original one. In this case S(A) = P(X), the set of probability measures on X. However, in general, P(A) is not closed.
Recall that a function representation of a unital C * -algebra A on a compact Hausdorff space X is a linear map Φ : A → C(X), such that ΦI = 1 (i.e. ΦI(x) = 1 ∀x ∈ X), and Φa ∈ C(X) + if and only if a ∈ A + . If for all x, y ∈ X there exists a ∈ A such that Φ(x) = Φ(y), then Φ is a separating function representation. Furthermore, Φ is an isometry on A sa , the selfadjoint elements of A, and for any a ∈ A, a /2 ≤ Φa ∞ ≤ a . So Φ is a one-to-one bicontinuous operator, which means that it is a Banach space isomorphism of A with Φ(A).
Let X be a closed subset of S(A) containing all the pure states, P(A) ⊆ X ⊆ S(A). Consider the canonical function representation Φ of A on X, a linear map Φ : A → C(X) defined by (Φa)(ρ) = ρ(a) for ρ ∈ X. Clearly, we have: (1) ΦI = 1; (2) Φa ∈ C(X) + if and only if a ∈ A + ; and (3) Φ is separating, since for any two distinct elements ρ, σ ∈ X there exists an element a ∈ A such that ρ(a) = σ(a). This special function representation is the one we are going to use, and it is called the canonical, or Kadison's function representation. In general Φ is not multiplicative, so it is not an algebra homomorphism. However, as it is well known, if A is commutative and X = P(A) = P(A), then Φ is the Gelfand transform, which is multiplicative, and in fact an isometric isomorphism of two algebras, A and C (P(A) ).
Using the canonical function representation we can obtain noncommutative versions of Theorem 2.2, Corollary 5.2, and Theorem 5.3. The following simple observation is crucial for passing from commutative to the noncommutative case. Proof. (a) is the consequence of the fact that Φ is one-to-one bicontinuous.
( As in the commutative case, the above theorem could be stated as: T d T = T w * if and only if the de Leeuw derivation associated to T is unbounded on every infinite dimensional subspace of its domain.
In most examples Dom(T ) separates points of S(A) (however, it is not true that if Dom(T ) separates points of P(A), it does so on all of S(A)). Usually, Dom(T ) = A, as is the case when T is defined from an unbounded Fredholm module (see the introduction), and in such a case it is easy to see that Dom(T ) separates points of S(A). In cases like that it is natural to ask whether, if T defines an appropriate metric on P(A), whether it does so on all of S(A). 
again, T d T = T w * on S(A).
We give a commutative version of the above theorem. Here is the same result phrased in terms of Lipschitz algebras and compact metric spaces. We finally come to our original goal, which is to characterize those unbounded Fredholm modules over a unital C * -algebra A whose metric topology coincides with the weak-* topology on S(A). 
