Abstract-A routing algorithm with multiple constraints is proposed based on mobile agents. It uses mobile agents to collect information of all mobile nodes. Our algorithm has stronger routing stability and lower probability of link failure because it selects links with large link expiration time. Multipath strategy reduces the time consumption of rerouting. Also, the source node can utilize the best path to perform the data transmission to meet two QoS requirements (remaining battery and bandwidth) in order to extend the survival time of network. We conduct experiments with network simulators to evaluate the performance of the algorithm. The experimental results show that this algorithm is more effective and robust than AODV.
INTRODUCTION
A mobile ad hoc network (MANET) consists of a set of mobile hosts. The mobile hosts are capable of communicating with each other without the assistance of base stations. The nodes of a MANET intercommunicate through single-hop and multi-hop paths in a peer-to-peer form. Intermediate nodes between two pairs of communication nodes act as routers [1] . Quality of service (QoS) requirement, such as those for multimedia applications with bandwidth and energy constraint, has been intensively studied recently as an issue for MANETs. Node Mobility and wireless radio properties make it more difficult to provide QoS in mobile ad hoc networks than in wired networks. The QoS guarantee is a new challenge for MANETs. Traditional routing algorithms for MANETs, such as AODV and DSR, cannot meet this requirement.
Many on-demand QoS routing protocols have been proposed for MANETs [2, 3, 4] . Among the on-demand QoS routing protocols, a CDMA-over-TDMA MAC layer is commonly used to eliminate the interference between different transmissions [3, 4] . In [2] , Liao et al. proposed a ticket-based QoS routing protocol to identify the QoS unipath or multipath in MANETs. In [3] , Lin et al. proposed an on-demand QoS routing protocol for MANETs.
It's a novel way to deal with QoS routing algorithm based on mobile agent. Mobile agent is a program segment which is self-controlling. They navigate from node to node not only transmitting data but also doing computation. They are an effective paradigm for distributed applications, and especially attractive in a dynamic network environment [5] . Mobile ad hoc networks have a lot of characteristics such as multi-hop, limited bandwidth resource and dynamic network topology. Computing available bandwidth and extending the battery's lifetime in mobile ad hoc networks is difficult and is actually NP-complete. So in the paper, we propose a multiple constraint QoS routing algorithm for mobile ad hoc networks based on mobile agent. The algorithm takes into account bandwidth resource and energy of mobile ad hoc networks. The protocol can effectively enlarge network load, improve the utilization ratio of network resource and provide reliable network performance for mobile ad hoc networks.
II. BANDWIDTH AND ENERGY

A. Bandwidth Calculation
The MAC sub-layer in our model is implemented by using the CDMA-over-TDMA channel model. The CDMAover-TDMA channel model is the same model as defined in [4] . The free slots recorded at each node may be different. We define the set of the common free slots between two adjacent nodes to be the link bandwidth. The path bandwidth between two nodes does not need to be adjacent. The path bandwidth is the set of available slots between two nodes. If these two nodes are adjacent, the path bandwidth is the link bandwidth. We can observe that link_BW(A,B)=free_slot(A) ∩ free_slot(B). free_slot(X) is defined to be the time slots that are not used by any adjacent host of X to receive or to send packets from the point of view at node X. Therefore, we can use the link bandwidth to compute the path bandwidth. This information can provide us an indication of whether there is enough bandwidth on a given route between a source-destination pair.
B. Energy Consumption
We adopt the energy consumption model discussed in [5] . Supposing E elec =50nJ/bit, E amp =100pJ/bit/m, and the distance from the transmitter to receiver is d, then we get the energy consumption of the transmitter for transmitting each bit is E elec +E amp ·d 2 . Further, we assume that each transmitter runs at the same power and the communication radius is R, thus the energy consumption of the transmitter for transmitting each bit is E elec + E amp ·R 2 . On the other hand, the energy consumption of the receiver for receiving each bit is E elec . Supposing the maximum energy of a host is E max and the consumed energy is E consume , then g(A), the normalized remaining lifetime of a host is (E max -E consume )/E max . Correspondingly, the cost of host A is f(A)=1/g(A).
III. A MULTI-CONSTRAINED QOS ROUTING ALGORITHM BASED ON MOBILE AGENTS
A. Related terms ① Link Expiration Time We assume that two nodes A and B are within the same transmission range r of each other. We let (x 1 , y l ) be the coordinate of mobile node A and (x 2 , y 2 ) be the coordinate of mobile node B. We let v 1 and v 2 be the mobility speeds and θ l and θ 2 (0 ≦ θ 1 , θ 2 < 2π) be the moving directions. 
② Route Expiration Time
We define a parameter: the route expiration time (RET). The LET represents the link expiration time between two nodes. The RET is the minimum link expiration time along a routing path. Therefore, the RET is equal to the minimum of the set of LETs for a route. The hop count (HC) is the number of wireless links in a path. Route selection is based on the value of R, which is the ratio of RET with HC. The value of R is decided as follows:
R is used to evaluate the selected routes. By finding the maximum value of R, which the value of the RET is maximized and the value of the HC is minimized. Therefore, that means a packet from the source to the destination is transmitted with a small delay and a high stable routing path satisfy a stable route with a QoS guarantee. ③ Counter Each node in the network maintains a counter which is initialized to 0 when the network commences. Agents navigate form one node to another, collecting and distributing information. When an agent has completed its tasks and is about to leave a node, it adds 1 to the node's counter and stores the new value against the node's ID in its data structure. ④ Agent Model An agent consists of three components: (a) The agent identifier; (b) The agent program; (c) The agent briefcase (including state variables). The agent briefcase includes a set of network state variables such as survival time, counter, available bandwidth, energy consumption etc. An agent is capable of sharing its briefcase with other agents and nodes. The state variables may be updated if necessary when an agent leaves a node. The data structure of node is shown in Table 1 . 
B. Agent Navigation Algorithm
The primary goal of agent is to deliver information of one node to others in the network. In order to achieve this goal with the least overload, we put forward a least-visitedneighbor-first algorithm to control the navigation of mobile agent. An agent applies the algorithm to the information of its host node on which it currently resides, and decides its next destination. Each node has an information cache that agents can update with more recent values. Nodes access this shared cache whenever they require information about the network.
To reach node i, an agent program P performs the following steps：
Step1: Update the information cache of node i with any newer information available in its own briefcase. The counter of all nodes stored in the information cache of node i is compared with the corresponding counter carried in the briefcase of this agent. If the counter of some nodes, say j, in the host node's information cache happens to be less than that in the agent's briefcase, obviously, the agent is carrying more recent information about node j. In that case, the entire information about node j in the host node's cache is overwritten by information in the agent's briefcase.
Step2: Determine which neighboring node has the least counter. It is the least visited neighbor.
Step3: If this neighbor of i hasn't been visited in recent 3 times, the agent selects this neighbor as its next destination. History information about the last 3 visits can be found in the node's information cache. In case node selected has been visited in the recent past, the agent selects the second leastvisited neighbor, and so on.
Step4: After choosing the next destination, the agent updates its next destination's ID with the chosen destination node ID, and changes the history variables in the host node's information cache with the next destination node.
Step5: Add 1 to the host node's counter and stores this value against the host node's ID in the agent's briefcase.
Step6: When an agent is ready to navigate, it copies the entire content of the host node's information cache into its briefcase.
Step7: The agent resumes navigating. 
C. QoS Routing Algorithm
The node's information matrix can be acquired through mobile agent routing algorithm. When the data packets wanted to be send to node j, it can be transmitted by the QoS routing algorithm according to node i's information matrix. We select two parameters, available bandwidth and remaining energy, as QoS constrained condition. The routing algorithm is a breadth-first search algorithm. The destination node is the root of the tree. A jump is a layer of the tree. The maximum number of layers is the number of nodes in the network.
Suppose node i is the source node, node j is the destination node. Communicating with node j, node i performs as follows:
Step1: Examine LET ij of i's matrix. If LET ij is not equal to 0, there is a connection between i and j. Calculate  link_BW(i,j) . The data packets are sent to j directly if link_BW(i,j) is equal to twice of BW_need. End routing. Otherwise, go to step2.
Step2: Examine line LET j of i's cache matrix. Select items which are not equal to 0. These items are child node of j. If all items in LET j are equal to 0, there is no path available between i and j. End routing. Check the remaining energy whether satisfy energy requirement. If yes, this node is the child node of node j. Otherwise, go to step3.
Step3: Calculate the path survival time R which include node i. Compare the value of R. The biggest one is the firstspare routing. Record the routing, go to step4.
Step4: Continue searching their child nodes according to its corresponding line. If child nodes contain i, go to step3. If all child nodes don't contain i, continue searching their child nodes according to corresponding line and judge whether child-child nodes contain i. If node i is found less than n (number of nodes) times, record the routing. Otherwise, the routing is not existed. Node i can not communicate with node j. End routing.
Step5: Calculate path_BW(i,j) of the selected routing .If the available bandwidth is twice of BW_need, this routing is the best routing between node i and node j. End routing. If the first selected path can not satisfy the requirement of the bandwidth, go to step6.
Step6: Distribute the required bandwidth into several available paths according to path_BW (i,j) ,that is, the required QoS bandwidth is composed of several selected paths. The routing between node i and node j is not existed if all selected paths can not satisfy the bandwidth requirement. End routing. Otherwise, add each value of the routing to get the sum. The biggest one is the first-select routing, and the second is spare. The rest may be deduced. Record all the routings, end routing. 
Void Router(int n, int i, int j)
IV. EXPERIMENT
We use NS2 simulator to evaluate the performance. The simulation region is a bounded area of 1000*1000 square meters. The radio range, sending capacity and MAC have been chosen to represent an off-the-shelf device. The speed is uniformly distributed between 2 and 20 m/s. The simulation time is chosen to be long enough (900s) to potentially roam the whole area. Nodes are initially placed randomly in this region. The mobility model chosen is the Random Waypoint Model. Each node navigates linearly towards their chosen destination. After reaching, they optionally wait for a random time and choose a new destination to navigate. CBR has been chosen for traffic to avoid protocol particularities of more complicated protocols such as TCP. The transmission range for all communication is assumed to be 250m. The number of nodes is 50. During commencement, each node generates a random number: If the number is even, the corresponding node spawns an agent, otherwise, it does not. This indicates that the number of agents is approximately half the number of nodes in the network.
① Packet Deliver Ratio Figure 1 shows the performance of the packet deliver ratio under various mobility speeds. When the mobility speed is low, the network is steady, the packet deliver ratio of two algorithms are all high. When the mobility speed is high, there is more of a chance that the related routes will break, the packet deliver ratio of two algorithms go down. But the packet ratio of our algorithm is higher 6% than that of AODV. This is because our multi-path scheme can indeed improve the packet ratio rate. This property of our algorithm is helpful for finding QoS routing in a high mobility environment. ②Average End-to-End delay Average end-to-end delay of data packets includes buffering during route discovery, queuing delay at the interface, retransmission delay at the MAC, propagation, and processing time. The results are shown in Figure 2 . The average end-to-end delay of our algorithm is less than that in AODV because once the transmission path breaks, the intermediate node chooses another backup path immediately for sending the data. 
V. CONCLUSION
MANET-based applications require high stability and long survival time of the networks. To address these issues, we propose a multi-path unicast routing algorithm with multiple constraints based on mobile agents. It uses mobile agents to collect information of all mobile nodes, and reduces the network delay and the overhead of control messages for routing. Our algorithm has stronger routing stability and lower probability of link failure because it selects links with large link expiration time (LET) during route creating phase. Multi-path strategy of our algorithm reduces the time consumption of rerouting. Also, the source node can utilize the best path to perform the data transmission to meet QoS requirements in order to extend the survival time of network.
