Abstract Salinity response to sea-level rise is evaluated for a low-gradient, tidally active estuary, the lower St. Johns River, Florida. A high-resolution numerical model is forced by continuous data of water levels and freshwater inflowsfor the offshore andupstream boundaries, respectively. Themodeling approach is configured for salinity simulation over a 10-year record, [1997][1998][1999][2000][2001][2002][2003][2004][2005][2006][2007], and validated at four salinitygauging stations inside the river. The initial condition of salinity field was found to be a critical factor in the numerical simulation. Adjustments in the initial salinity condition of ± 10% required 6-9 months for the model salinity solution to dynamically equilibrate with the applied boundary conditions. Model predictions of salinity response to sea-level rise of 0.05, 0.15, and 0.30 m were diagnosed in terms of salinity change. Salinity was found to increase over the entire river, regardless of the magnitude of sealevel rise. Linear rates of salinity increase were predicted as high as 6 ppt m −1 inside the river. The change in salinity was nonuniform throughout the system and exhibited a moderate-to-strong nonlinear component. The results uncover a hotspot in the river where salinity was predicted to increase as much as~2.3 ppt due to the nonlinear system response to sea-level rise.
Introduction
The linear trend of global sea-level rise from 1900 to 2009 has been estimated as1
.7 mm year −1 (Church and White 2011) . Sea-level rise is expected to accelerate during the twenty-first century, which has already been evidenced in recent data (Houston and Dean 2011) . A major outcome of sea-level rise is the intrusion of salt water into estuaries and aquifers. Given the sensitivity of macrophyte and animal species to salinity condition, salinity change due to sea-level rise can potentially alter estuarine ecosystems. In response to salinity change, species migration and habitat loss may disturb the biological equilibria beyond the extent necessary to dynamically recover. Increasing salinity may also contaminate groundwater and surface water supply for potable and unpotable uses, putting at risk municipal and industrial water supplies. The relevance of the issue spans internationally in scope with broad socioeconomic consequence. Sea-level rise impact has been well-studied for estuaries in terms of hydrodynamics , morphology , and salt-marsh response . Hydrodynamic response to sea-level rise is dynamic, with nonlinear changes in variables such as tidal ranges, tidal prisms, tidal asymmetries, increased flooding depths, and larger inundation extents during storm events (Passeri et al. 2015) . These numerical model studies explored hydrodynamic response based on discrete, step-based evolutions of sea-level rise and climateadjusted freshwater input. Numerical modeling of a continuous, decadal-scale record subject to changing climate variables has been successfully applied for hydrodynamics (Tillamook Bay, Oregon) (Cheng et al. 2015) . The present study is similar in concept with respect to simulating a complete, decade-long record driven by changing climate variables. An issue unique to longterm salinity simulation, and not encountered with long-term hydrodynamic simulation, is the initialization of the model by a spatial field of the salinity inside the estuary. It stands to reason that the model solution would eventually equilibrate towards a dynamically steady state of salinity behavior regardless of the uncertainty in the initial condition, given consistently prescribed boundary conditions. Yet, proof of concept and deliberate investigation of the model duration required to achieve dynamic equilibrium are currently undefined in the literature. The present study addresses this issue of model memory of initial salinity conditions via an application of the long-term modeling approach for a low-gradient estuary.
Compared with the broad coverage of hydrodynamics, the literature is not as relatively rich with respect to climate-change impact on estuarine salinity (see Table 1 for studies dealing with sea-level rise). Hilton et al. (2008) detected statistically significant trends of salinity increase of 0.47-1.1 ppt in Chesapeake Bay, USA, over the 1949-2006 record. Applying numerical simulations under 2006 and reduced sea-level conditions, the salinity increases due to sea-level rise were estimated as 2-7 ppt m −1 . Huang et al. (2015) numerically modeled spatially variable increases in salinity of 3-6 ppt and as much as 11.5 ppt within Apalachicola Bay, Florida, when subjected to sea-level rise scenarios of 0.31, 0.5, and 1.0 m. Ross et al. (2015) applied a nonparametric statistical model to simulate salinity response in Delaware Bay, USA, over the 1950-2015 record. The modeling indicated a positive correlation between increasing residual salinity and rising sea levels, with salinity rising at a rate of 2.5-4.4 ppt m −1 . Yang et al. (2015) assessed estuarine responses to river flow and sea-level rise in Snohomish River estuary, Washington, under climate and land use and land cover changes using a coupled hydrology-hydrodynamic model. Average water depth and salinity in the inundation areas were found to increase linearly with sea-level rise, and the response of salinity intrusion points in the river to sea-level rise was found to be strongly nonlinear. Hutton et al. (2016) evaluated changes in the isohaline position within San Francisco Bay, California, over the 1922-2012 record. Salinity was shown to increase with decreasing freshwater flows and greater proximity to the Golden Gate Bridge, where the salinity response to flow trends was not uniform along the estuary. Table 1 Summary of relevant literature in relation to the objectives of the present study, which are (1) to configure and validate a high-resolution numerical modeling approach for simulating estuarine salinity over a decadal-scale record, (2) to establish the equilibration time of the model solution relative to adjustments in the initial condition of salinity field, and (3) to discern the nonlinearity of estuarine salinity change, and physical causes thereof, due to sea-level rise Study Approach to assess sea-level rise impact on estuarine salinity Location/tidal regime/mean hydrologic inflow/length of time evaluation Main finding with respect to sea-level rise impact on estuarine salinity/(relation with the three objectives of this study)
1. Hilton et al. (2008) Some central themes among the previous studies of estuarine salinity trends (Table 1 ) include the following. Firstly, salinity trends inside an estuary are primarily a function of the upstream and downstream conditions of river flow and sea level, respectively. Secondly, estuarine salinity trends are nonuniform with respect to location inside the system. Like the previous works, this study applies a high-resolution numerical modeling approach subject to boundary conditions of upstream river flow and downstream sea level for the simulation and analysis of estuarine salinity trends. The approach permits for the evaluation of the nonuniformity of the estuarine salinity response and the nonlinearity of the salinity trend with respect to sea-level rise. Unlike the previous works, this study explains the salinity response due to sea-level rise in terms of nonuniform changes in net tidal discharge along the estuary's longitudinal axis. Moreover, the present study assesses the long-term memory of the model initial condition with respect to the model salinity solution reaching dynamic equilibrium.
The paper has three main objectives: (i) to configure and validate a high-resolution numerical modeling approach for simulating estuarine salinity over a decadal-scale record, (ii) to establish the equilibration time of the model solution relative to adjustments in the initial condition of salinity field, and (iii) to discern the nonlinearity of estuarine salinity change, and physical causes thereof, due to sea-level rise. These objectives are accomplished by the following: (a) formulating data-based boundary conditions of offshore sea level and upstream freshwater inflow for a decade-long salinity simulation, (b) evaluating the model's sensitivity with respect to the initial condition of salinity field, and (c) assessing the long-term salinity response as a function of change in net tidal discharge within the estuary. Following these steps, the approach is designed to evaluate the causal factors of estuarine salinity trends, hence revealing a physical linkage between the changes in estuarine salinity and sea-level rise.
Study area and data
The lower St. Johns River is a low-gradient river with bed slope of 2.2 cm km −1 located in northeastern Florida (Fig. 1) . The river supports a diverse community of living organisms that are important to the ecosystem, are affected by salinity, and have significant recreational and commercial economic value. Submerged aquatic vegetation and invertebrate benthic organisms play an important role in shaping habitat so that it can support fish and other wildlife such as dolphins, manatees, and waterfowl. The blue crab fishery is the largest fishery in the lower St. Johns River with up to 732,657 kg (73%) and a fish harvest of some 258,779 kg (FFWCC 2017) . In general, striped mullet, whiting, and flounder have been the most caught species, but recreationally, red drum, spotted sea trout, croaker, sheepshead, flounder, largemouth bass, and blue gill are most important to anglers. In addition, wetlands represent about 83% of the lower St. Johns River basin, where 44% are freshwater-forested wetlands. Those wetlands adjacent to areas identified in this study are already experiencing die-off due to increased salinity stress.
The lower St. Johns River is tidally active with spring tidal ranges above 2 m at the mouth, while twice-daily flow reversals are a regular occurrence inside the river (Sucsy and Morris 2002) . Lake George demarcates the upstream tidal limit and is the receiving source of hydrologic discharge from the upper St. Johns River basin. Because of its gentle slope, hydrodynamics in the lower St. Johns River is sensitive to offshore surge events (Henrie and Valle-Levinson 2014) , while the remote impacts of meteorology are at times more dominant than local wind forcing (Bacopoulos et al. 2009 ). Salinity in the lower St. Johns River is vertically well-mixed, where Bacopoulos et al. (2017) found the depth variation of salinity to be at most ± 1.3 ppt, amounting to a relative difference of < 5%. In their study, the numerical model, i.e., discontinuous-Galerkin shallow-water equations model (DG-SWEM) (Kubatko et al. 2006) , demonstrated remarkable performance in replicating salinity observations over a range of salinity regimes. Salinity variation prevails along the river's longitudinal axis and the predominant behavioral mode is barotropic. The present study utilizes DG-SWEM for the barotropic simulation of longterm salinity records inside the lower St. Johns River from which salinity response is diagnosed in terms of sea-level rise impact.
Data were collected to span a complete decade-long record for 1997-2007. Figure 1 displays the locations of the respective gauging stations. Boundary conditions for the numerical modeling were data-driven, including as follows: (1) offshore water levels derived from the tidal gauging station at Fernandina Beach (NOAA NOS 2016) and (2) freshwater inflows derived from the discharge gauging stations at Astor and nine tributaries (USGS 2016). The increments of the data are hourly for the offshore water levels and 15 min for the freshwater inflows. Depth-averaged salinity data were obtained from SJRWMD (2012) for four gauging stations inside the river: Dames Point at river km 20, Acosta Bridge at river km 40, Buckman Bridge at river km 60, and Shands Bridge at river km 80. The increment of the salinity data is hourly. These data were used for two purposes:
(1) to formulate the initial condition of salinity field for the numerical modeling and (2) to provide time-series observations for comparison with the model results.
Modeling methods
The numerical modeling approach begins with the configuration of the model. DG-SWEM numerically solves the depth-integrated shallow water equations and depth-averaged transport equation for simulation of hydrodynamics and salinity transport, respectively (Kubatko et al. 2006) . The finite element mesh applied herein has been well-vetted for hydrodynamic and salinity-transport simulation in the lower St. Johns River (Bacopoulos et al. 2009; Bacopoulos et al. 2017) . The mesh resolves the entire 200-km length of the lower St. Johns River as well as its numerous tributaries with resolution of 25-250 m (Fig. 2) . The model configuration was simplistically designed with model forcing of the following: (1) water levels along the open-boundary arc and (2) hydrologic inflows at the upstream boundary (river km 200) and river-tributary boundaries (total of nine). The offshore boundary conditions were based on continuous water-level data obtained from Fernandina Beach (station id 8720030) (NOAA NOS 2016). The inflow boundary conditions were based on continuous freshwater-inflow data obtained from Astor (station id 02236125) and the nine tributaries listed in Fig. 1 (USGS 2016) . Supplement A provides a fuller description of the boundary conditions. Table 2 summarizes the model setup for the salinity simulations. The simulations were run continuously over the decade-long record of 1997-2007, i.e., there was no restarting of the model once it was initialized and running. The initial condition of salinity field (Fig. 2) was based on the data (timestamped 00:00 UTC December 28, 1996) from the four salinity-gauging stations inside the river (Fig. 1) . Two additional points of information completed the build of the initial condition, including the assumptions of saline water (35 ppt) for the offshore boundary and freshwater (0.2 ppt) for the upstream boundary. A total of 10 simulations were completed for this study (Table 3 ). The Bconstants^of the simulations were the finite element mesh, model parameters, and boundary conditions. The Bvariables^of the simulations were as follows: (i) the inclusion of tributary inflows, simulation 1 versus simulation 2; (ii) adjustment of initial conditions of salinity field, simulation 2 versus simulations 3-6; and (iii) application of sea-level rise, simulation 2 versus simulations 7-10. The sensitivity testing applied hypothetical test cases of the databased initial condition adjusted by ± 5% and ± 10% on a station-wide basis. Sea-level rise scenarios of 0.05, 0.15, and 0.30 m were used to represent 50-year projections, which are Model-data fits were quantified using root mean square error (RMSE):
where RMSE = root mean square error, P = prediction, O = observation, and N = total number of error evaluations. The units of RMSE are ppt. We also computed a scatter index (SI) to provide a dimensionless (relative) error measure:
where Ō is the mean value of the observations over the entire data record. The index of agreement (IA) was used as an added nondimensional error measure of the model-data fit:
where IA = 0 indicates complete disagreement and IA = 1 indicates perfect agreement.
Results

Model validation for decade-long simulation of salinity
Model validation involved hour-by-hour comparison of simulated versus observed salinity for the four salinity-gauging stations inside the lower St. Johns River (Fig. 1) . Supplement B provides a fuller description of the model validation. The model simulation performed with RMSE of 1.49-5.34 ppt, SI of 0.23-1.55, and IA of 0.34-0.83 (Table 4 ). The relatively poor performance at Shands Bridge is attributed to the very low salinity levels of~1 ppt that far upriver, which obscures the nondimensional error Cumulative distribution functions (CDFs) of salinity for the four salinity-gauging stations were generated from the long-term data and simulated records (Fig. 3) . The variation of salinity along the longitudinal axis of the river is especially borne out by inter-comparison of the CDFs among the four different stations. The CDF at Dames Point is normal-like with~60% of the salinity values contained in the 15-25-ppt range. The CDFs at Acosta Bridge, Buckman Bridge, and Shands Bridge are gamma-like and progressively more right-skewed with greater upriver distance. The numerical simulation replicates the distributions of the data excellently at Dames Point with RMSE of 3.87% and good to very good at Acosta Bridge, Buckman Bridge, and Shands Bridge with RMSE of 4.53, 8.23, and 7.28%, respectively.
Model sensitivity to initial condition of salinity field
The sensitivity analysis compares the model output from simulations 3-6 to that of simulation 2 (control) ( Table 3 ). Time series of relative salinity were computed as:
where s n and s 2 are the time series of salinity from simulations n and 2, respectively, and n ϵ 3-6. The time series of relative salinity provide a quantitative means of assessing the evolution of the uncertainty in initial condition of salinity field (Fig. 4) . The curves begin at the prescribed error inducements of − 10%, − 5%, + 5% and + 10%, respectively. The relative salinity for simulation 2 is always nil, since it is a comparison to itself. We define the occurrence of dynamic equilibrium as when the relative salinity value reaches ± 2%. At Dames Point, the curves began to converge after 8 days, and the ± 5% initial conditions dynamically equilibrated after 41-55 days, while the ± 10% initial conditions required 94-117 days to achieve dynamic equilibrium. Also, the negative-adjusted initial conditions dynamically equilibrated faster than the positive-adjusted initial conditions. At Acosta Bridge and Buckman Bridge, the curves began to converge at 38 and 91 days, respectively, while the curves converged to ± 2% after 6-9 months. At Shands Bridge, the curves began to converge immediately, but afterward, the curves remain separated and ultimately converge to no less than about half of the initial value. 
Assessment of salinity change based on future-versus-historical conditions
The CDFs of salinity exhibit shifts due to sea-level rise, as illustrated in Fig. 3 . A shift of the CDF to the right is indicative of greater salinity. The CDF for Dames Point shifts to the right in the plot essentially over the full distribution, especially in the salinity zone of 20-35 ppt, which is representative of an increase in salinity of 1-5 ppt. The CDF for Acosta Bridge becomes more so flattened over the full distribution, including a shift to the right, relating to an increase in salinity of 2-4 ppt. Although indistinguishable in the plots, the CDFs for Buckman Bridge and Shands Bridge shift to the right, indicative of salinity increase. A first-order derivative, second-order accurate, central difference approximation was used to estimate the derivative of salinity change as a function of sea-level rise:
where s is salinity, Δ is sea-level rise and the subscripts Δ = + 5 and Δ = − 5 denote the respective states of river/tributary salinity for time-forward sea-level rise of + 0.05 m and timebackward sea-level rise of − 0.05 m. Calculated in this manner, ds/dΔ represents the linear trend of salinity change as a function of sea-level rise for present-day conditions (subscript Δ = 0). The units of ds/dΔ are ppt m −1 , i.e., change in salinity per increment of sea-level rise, For the evaluation of nonlinear trends in salinity change, curve fitting was applied to the model results of long-term salinity obtained from simulations 2 and 7-10:
where the p values are the polynomial coefficients and s(Δ) is a fourth-order polynomial constructed by five data points of Δ = − 0.05, 0.00 0.05, 0.15, and 0.30, relating to simulations 2 and 6-10 (Table 3) . Emphasis is placed on p 0 , the constant term with units of ppt, p 1 , the linear-change term with units of ppt m −1 , and p 2 , the first nonlinear-change term with units of ppt m −2 . Positive and negative p 1 values indicate increasing and decreasing salinity, respectively. The p 2 values reflect the acceleration (positive-valued) or deceleration of salinity change. The value of p 0 is used to normalize the first-and second-order changes in salinity captured in p 1 and p 2 , respectively, and thusly express the salinity change as a percentage. The polynomial fit of salinity (Eq. 6) was used to generate linear and nonlinear (quadratic) approximations of salinity change due to sea-level rise (Fig. 5) . The x-axis ranges over the four sea-level rise scenarios and present-day conditions investigated in the study. The left y-axis of each plot is the absolute change in salinity due to sea-level rise, and the right y-axis is the absolute salinity change normalized by the record-average value of present-day salinity (p 0 ), multiplied by 100 to express the salinity change as a percentage. There is little-to-no difference between the nonlinear and linear salinity change for mild sea-level rise (+ 0.05 m). However, the difference in nonlinearity versus linearity is noticeable for moderate sea-level rise (+ 0.15 m) and appreciable for accelerated sea-level rise (+ 0.30 m). The nonlinear-linear difference is as great as 6-9% for the two middle stations, i.e., Acosta Bridge and Buckman Bridge, and only as much as 1% for the downstream and upstream stations, i.e., Dames Point and Shands Bridge. Lastly, the nonlinear-linear difference is negative for Shands Bridge.
Analysis of system hydrodynamics subject to sea-level rise
For the analysis of system hydrodynamics, values of cumulative volumetric flow were computed for the river as follows:
where q cum has units of cubic meters and is a profile of values for the 41 (j's) river-axis stations, x is river distance of 0-200 km at 5-km increment, h is the local bathymetric depth, w is the local river width, Δt is the time step (hourly), V n is the time-dependent, along-channel velocity, n is the time counter, and N is the total number of time counts. Positive q cum values indicate local estuary infilling, i.e., flood dominance, and negative q cum values indicate local estuary flushing, i.e., ebb dominance. The change in q cum due to sea-level rise is the focus herein: and are negative or slightly positive (< 0.2 ppt m −2 ) after river km 80. The Δq cum values peak at river km 20 at 3.1 × 10 6 m 3 , reach a local minimum at river km 40 at − 2.4 × 10 6 m 3 , and are generally negative upstream of river km 80. The peak Δq cum value at river km 20 and local minimum Δq cum value at river km 40 enclose the peak p 2 value at river km 35, defining a local hotspot in the lower St. Johns River. Inside this hotspot, salinity is predicted to increase nonlinearly because of the local infilling of saline waters due to sea-level rise. The generally negative Δq cum values upstream of river km 80 are collocated with the negative or slightly positive (< 0.2 ppt m −2 ) p 2 values, indicating that flow in the upper parts of the lower St. Johns River will become more ebb-dominated due to sea-level rise. In the upper portions of the river, the salinity change due sea-level rise will be positive on an overall basis, albeit occurring at a rate slightly less than linear because of the negative nonlinearity.
Discussion
Unlike previous works, this study investigated the model sensitivity with respect to initial condition of salinity field, viz., the time required for the model salinity solution to dynamically equilibrate with the boundary conditions. The model was found to be mildly sensitive to the initial condition of salinity field in the lower river zones of moderate to high salinity, as evidenced by the results at Dames Point and Acosta Bridge. The model was found to be moderately to highly sensitive to the initial condition of salinity field in the upper river zones of low salinity, as evidenced by the results at Buckman Bridge and Shands Bridge. Numerical models typically spin up the hydrodynamics from a cold start, which can be prescribed irrespective of time. The system hydrodynamics dynamically equilibrate with the applied boundary conditions over the duration of the forcing ramp, which is usually on the order of days. However, the initial condition of salinity field is time-dependent and should be synchronized with the start of the model simulation. As was discovered here, the dynamic equilibration of the model salinity solution requires weeks or up to months of real time. Such investigation of model sensitivity with respect to initialization should become a more commonly practiced component of salinity modeling studies. Although not presented, the results were minorly influenced by wetting and drying. The impact of tidal inundation was found to be primarily local to the tidal creeks of the salt marsh system (Bacopoulos et al. 2012) . Salinity in the main river stem is essentially unaffected by the marsh inundation, at least for present-day conditions or a small amount of sea-level rise (≤ 0.30 m). The nonlinearity uncovered in the salinity response due to sea-level rise compares with analytical models of estuarine salinity. As a classical example, the model of Savenije (1993) for estuarine salt intrusion employs the following relationship (see Hilton et al. 2008 for derivation):
where L is the salt intrusion length and h 0 is the mean water depth at the mouth of the estuary. For instance, a 5% increase in mean sea level would relate to an expected 10% increase in salt intrusion length. The trend coefficients for salinity change, p 1 and p 2 , were found to be of the same order of magnitude (Table 5 ). For small changes in mean sea level, the salinity response is mainly linear. However, the quadratic term of the polynomial fit of salinity as a function of sealevel rise (Eq. 6) becomes more dominant with greater change in mean sea level. For the upper limits of sea-level rise, the nonlinear salinity response as diagnosed herein closely follows the quadratic behavior of estuarine salt intrusion described by laboratory-test data (Hilton et al. 2008 ) and the Savenije (1993) analytical model. Noting the mean water depth at the mouth of the lower St. Johns River is~15 m, sea-level rise of 0.30 m would amount to a 2% increase in h 0 with a correspondent 4% increase in L. At Dames Point, the salinity change due to sea-level rise of 0.30 m was found to be~4.5% (Fig. 5) . The quadratic relationship is applicable for the lower reaches of the St. Johns River, where the cross-sectional area is relatively uniform. Upstream of river km 20, the river geometry varies and the depth is generally shallower, such that the salinity response is highly nonuniform, as illustrated in the model results.
The nonuniformity of salinity change has implications to the estuarine biota, where the impact on fish (Whitfield et al. 2012 ) and plant (Crian et al. 2004 ) species will be varied along the estuary. The hotspot located in the middle of the river can be especially detrimental to species productivity and their ability to migrate to more favorable conditions (Komoroske et al. 2016) . For the lower St. Johns River, species presently thriving within the hotspot include blue crab, bait shrimp, striped mullet, red drum, spotted sea trout, croaker, and sheepshead (Brodie et al. 2013 ). The drastic changes in salinity to potentially occur in the hotspot could cause a widely imbalanced locality of recruitment and competition, while also creating a greater distance through which species would need to travel in order to complete important life cycle stages.
Conclusion
A discontinuous-Galerkin, shallow-water equations model (DG-SWEM) was employed for the simulation of salinity in the lower St. Johns River, located in northeastern Florida, over the 1997-2007 record. The model was validated at four salinity-gauging stations inside the river, where mean salinity varies from 0.96 ppt upstream to 23.10 ppt downstream, with root mean square error of 1.49-5.34 ppt and index of agreement of 0.34-0.83. Boundary conditions of continuous data of upstream river inflows and offshore water levels were demonstrated to be essential towards reproducing the long-term salinity record. Boundary conditions of tributary inflows exhibited marginal impact towards improving the model result inside the main river stem. The impact of tributary inflow was found to be local to the vicinities of the tributaries and ephemeral. The upstream river discharge is the dominant source of freshwater and controlling factor of salinity, and the impact of inflow from tributaries is primarily limited to areas near the tributaries. From the oceanic side, the offshore boundary condition accounted for astronomic tides, storm surge, and other water-level variabilities driving hydrodynamics and salinity in the system. We found that the model required 6-9 months of simulation time for the model salinity field to not be sensitive to the initial conditions. Applications of the model were controlled by adjusting the offshore boundary condition by amounts of sea-level rise of 0.05, 0.15, and 0.30 m to reflect realistic design scenarios for the twenty-first century. The results demonstrated salinity to increase over the entire 200-km length of the lower St. Johns River due to sea-level rise. The rate of salinity change was found to be as high as 6 ppt m −1 between river kms 20 and 40. The rates of salinity change are smaller in the middle and upper portions of the river and are near nil on an absolute basis upstream of river km 60. On a relative basis, the rates of salinity change were compared with present-day salinity levels by 20-50% m −1 . Additionally, the salinity change was found to exhibit a moderate-tostrong nonlinear response to sea-level rise. In the short-term, the response is almost entirely linear and the nonlinear response barely manifests itself; however, the nonlinear response becomes a contributing factor in the longer term. This pronouncement of the nonlinearity was borne out in the sea-level rise scenarios of 0.15 and 0.30 m. Moreover, the nonlinearity was found to be nonuniform throughout the system, including the discovery of a hotspot around river km 30. For sea-level rise of 0.30 m, the salinity change in the hotspot was predicted to be2
.3 ppt, which can reduce species productivity and resources. Rising sea levels will fill the river with more saline waters. As a result, the net tidal discharge of the river will generally become more ebb-dominant. An exception to this trend was found to occur at river km 20, where the net tidal discharge was predicted to become more flood-dominant. A combination of the estuary filling up with more saline waters and the nonuniformity of net tidal discharge explains the local maximum of nonlinearity associated with the hotspot inside the river.
