We study a one-dimensional SDE that we obtain by performing a random time change of the backward Loewner dynamics in H. The stationary measure for this SDE has a closed-form expression. We show the convergence towards its stationary measure for this SDE, in the sense of random ergodic averages. The precise formula of the density of the stationary law gives a phase transition at the value κ = 8 from integrability to non-integrability, that happens at the same value of κ as the change in behavior of the SLE κ trace from non-space filling to space-filling curve. Using convergence in total variation for the law of this diffusion towards stationarity, we identify families of random times on which the law of the arguments of points under the backward SLE κ flow converge to a closed form expression measure. For κ = 4, this gives precise characterization for the random times on which the law of the arguments of points under the backward SLE κ flow converge to the uniform law. arXiv:1910.05519v1 [math.PR] 
Introduction
The Schramm-Loewner Evolution, or SLE κ is a one parameter family of random planar fractal curves introduced by Schramm in [9] , that are proved to describe scaling limits of a number of discrete models that appear in planar Statistical Physics. For instance, it was proved in [5] that the scaling limit of loop erased random walk (with the loops erased in a chronological order) converges in the scaling limit to SLE κ with κ = 2 . Moreover, other two dimensional discrete models from Statistical Mechanics including Ising model cluster boundaries, Gaussian free field interfaces, percolation on the triangular lattice at critical probability, and Uniform spanning trees were proved to converge in the scaling limit to SLE κ for values of κ = 3, κ = 4, κ = 6 and κ = 8 respectively in the series of works [13] , [11] , [12] and [5] . In fact, the use of Loewner equation along with the techniques of stochastic calculus, provided tools to perform a rigorous analysis of the scaling limits of the discrete models. In this framework it has been established a precise meaning to the passage to the scaling limit and its conformal invariance. We refer to [4] and [8] for a detailed study of the object and many of its properties.
In the last years, questions concerning the behaviour of the SLE trace at the tip were asked in [14] , where the almost sure multi-fractal spectrum of the SLE trace near its tip is computed, and in [15] , in which the ergodic properties of the tip of the SLE trace are computed in capacity time parametrisation.
In this paper, we perform a random time change in the context of the backward Loewner differential equation. This random time change was used for the forward Loewner differential equation in [10] to obtain the probability that the SLE trace passes to the left of a fixed point in the upper half plane. Compared with the approach in [10] , in our analysis we use it for the backward Loewner differential equation.
After performing the random time change, we obtain a one-dimensional diffusion, that describes, via a time change, the cotangent of the argument of the points in the in H under the backward Loewner flow.
(1.1)
One of our results is the convergence in a random ergodic average sense of the law of the diffusion T u described by (1.1) to its stationary measure. The density of this measure has the closed-form expression
where C is a normalizing constant.
In the second part, we use stronger convergence results for the diffusion process T u in order to identify a family of random times along the backward flow on which the distribution of the cotangent of the argument of points converges to the precise law given by the closed form expression from above. This analysis is in the same spirit as a Skorokhod type Embedding Problem for the backward SLE κ flow. However, we emphasize that in the case of the Skorokhod Embedding Problem one is searching for integrable stopping times, compared to our case, when the sequence of stopping times goes a.s. to infinity.
In general, the time change that we work with provides a way to study small time behavior in the original time via large asymptotic behavior in the random time, for almost every Brownian path. Since there are many tools available for studying long time behavior of solutions to SDE's, we believe that this random time change can be used further in other questions related with the behavior of the backward SLE κ trace.
In the last section of the paper we use the scaling of the backward SLE κ maps to conjecture that the distribution that we have obtained is the same as the distribution of the tip of the SLE κ trace at any fixed non-zero time. 
Preliminaries
Let B t be a standard one-dimensional Brownian motion. When studying the SLE κ , in the upper half-plane, we study the corresponding families of conformal maps in the formats (i) Partial differential equation version for the chordal SLE κ in the upper half-plane
(ii) Forward differential equation version for chordal SLE κ in the upper half-plane
There are connections between these three formulations for studying families of conformal maps. The solution to the equation (2.1), i.e. the family of conformal maps satisfying (2.1), is related with the family of conformal maps satisfying (2.2), since by definition each instance of time t , the map z → g t (z) is the inverse of the map z → f t (z) . In other words, the maps f t (z) "grow" the curve in the reference domain, while g t (z) maps conformally the slit domain obtained by the growing of the curve up to time t to the reference domain. Moreover, we have the following lemma connecting the family of maps Then, for any t ∈ R + , the function z → f t (z + √ κB t ) − √ κB t and z → h t (z) have the same distribution.
A time change of Loewner differential equation and main result
In this section, we consider a time change of the backward differential equation. The main reason for doing this is that when considering the backward Loewner differential equation in the upper half-plane and investigating its real and imaginary dynamics, we obtain naturally a system of coupled differential equations. These systems are usually hard to analyze. The purpose of the work in this section is to transform this coupled system of equations by making use of techniques of Stochastic Analysis into an one-dimensional radial-independent diffusion process that is easier to analyze. In turn, the imaginary part of the backward Loewner differential equation can be expressed in terms of this diffusion process making this approach a veritable change of coordinates.
We consider the probability space (Ω, σ(B s , s ∈ [0, +∞)), P), where P denotes the Wiener measure. On this space, we consider the standard Brownian motion B t . Through-out the proof we use the Lévy's characterization of Brownian motion for a local martingale that we obtain in our analysis, in order to obtain a new Brownian motion.
Before going to the proof of the result in this section, we define a time change of the (backward) Loewner differential equation that is going to be the framework of study for our problem. First, we rewrite the equation
in the format
where we make the identification
we choose z 0 = i. Furthermore, we split this flow in the upper half-plane into its real and imaginary components. This gives
We consider D t = x t /y t . Applying Itô's formula for the function f (x, y) = x y , we obtain that
We study the random time change given bỹ
We consider also
5)
we obtain that T u defined as T u = D c(u) √ κ , u 0 satisfies the following stochastic differential equation
The continuous local martingaleB u has quadratic variation u. Thus, by Lévy's characterization, we obtain thatB u is a Brownian motion. Thus, when performing this random time change we obtain a one-dimensional stochastic differential equation. We emphasize that the filtration that we consider when performing the random time change it is changing from F t ( the natural filtration of the standard Brownian motion up to time t ∈ [0, +∞))
to Fũ (t) , whereũ(t) is the random time change described before.
We introduce next a list of useful definitions for the work in this section:
then X t has distribution ψ for all t 0.
In particular, one can obtain from this definition that
be its transition semigroup. A one-dimensional diffusion is said to converge strongly to its invariant mea-
The stationary distribution of a diffusion is obtained using the Kolmogorov forward equation that we introduce next. Let X t be a diffusion on R whose transition semigroup admits a density, with generator
Let p t (x, y) be the density of the transition semigroup (i.e. the function
In order to compute the stationary distribution, we will consider the solution p t (x, y) of the Kolmogorov forward equation for which ∂pt(x,y) ∂t = 0. Next, we introduce a special class of functions that will appear in our analysis.
Definition 3.4. For z ∈ D and for α, β, γ ∈ C with γ not a nonpositive integer, the hypergeometric function is defined as the following convergent series
where (·) k is the rising Pochhammer symbol, which is defined by:
Remark 3.5. It can be shown that for complex arguments z with |z| > 1 the function can be analytically continued along any path in the complex plane that avoids the branching points 1 and infinity. These functions are extremely well studied (see [1] ). 
In this section, we will study differential equations that are related with the hypergeometric differential equations. The solutions of these equations can be written in terms of hypergeometric functions.
We are now ready to state the main result. We emphasize that in the text of the main Theorem and throughout the paper, we use the notation ctg(θ) for the cotangent of the angle θ. , where y t is the imaginary part of the chordal backward SLE κ in (3.3). We consider the process T u started with initial value T 0 = 0 given by the stochastic differential equation
whereB u is given by (3.5) . Then, this process has a stationary distribution with density Let (a n ) be a strictly increasing sequence such that a n → ∞ as n → ∞. Moreover, let
Then for any bounded measurable function f ∈ L ∞ for κ < 8, we obtain f (ctg(arg(h sn(ω) (i)))) = f (T an ) and as n → ∞ we have that the law of f (T an ) converges strongly to µ(f ), i.e. f (ctg(arg(h sn(ω) (i)))) → µ(f ). 
Technical lemma
We recall that we start with
and we consider the process D t = xt(i) yt(i) , for t ∈ [0, +∞). By Itô's formula, we have that xt(i) √ κyt(i) , as t varies in [0, +∞), satisfies the SDE
Thus, we can rephrase (4.1) as before, to the following SDE
The starting point of the diffusion is T 0 = 0 sinceĥ 0 (i) = i .
We consider the following useful lemma that gives one of the properties of the random time changeũ(S, ω) defined in the previous section. Proof. Using the equation for the dynamics of y t from the Loewner differential equation
κ . Thus, we obtain that
By integrating up to time S, we obtain that (κT 2 + 1) 2 ρ(T ) = 0. The solution to the above equation process is
where C 1 and C 2 are constants to be chosen. We observe that the explicit solution contains a function of the form
Next, we study the behavior of the Hypergeometric function near its singularities. We use the following formula (see (15.3 
given that a − b ∈ Z and z / ∈ (0, 1).
Since T ∈ R, we restrict the functions to real variables. Thus, we have that
For b−a a nonnegative integer, doing the interchange a with b and keeping for simplicity the notation b = a + n, we have that (see (15.3.13) in [1] ). n, a) ),
where Ψ(k, n, a) = ψ(k +1)+ψ(k +n+1)−ψ(a+k +n)−ψ(c−a−k −n) and ψ(z) = Γ (z) Γ(z) , for z ∈ C\{0, −1, −2, ...}. The same holds when we restrict the functions to real variables.
For a − b = Z, we apply the formula (5.2) for T → ∞. Let us consider m = 4 κ . Using the series representation of the hypergeometric function, we obtain that for a function
In particular, the leading term is a constant. We use this and the formula (5.2) to study the asymptotic behavior of f (T ) as T → ∞.
Since in general for p, q in 2 F 1 (p, q, r; x) are critical exponents at infinity, the asymptotic behavior as T → ∞ of the function
depends if Re m > − 1 2 or Re m < − 1 2 . In our case, Re m = m = 4 κ > − 1 2 . Thus, as T → ∞, we obtain that
Finally, for κ > 0, we have lim T →∞
Since we are searching for the solution that is a density of a probability distribution, the first constant needs to be zero, since otherwise the solution will also contain negative values.
For a − b ∈ Z, we apply the formula (5.3) and as T → −∞, we have that
where C is a constant obtained from the formula (5.3) . Thus, the constant C 1 should be zero, since otherwise, as before, we obtain a negative solution that is not a probability density.
Finally, we obtain an integrable probability density on R for κ ∈ [0, 8) that has the form Comparing the two pictures from above, we see that for κ > 4, the change in convexity of the density of the stationary measure indicates that more mass is given to the the values of the argument θ closer to 0 and π than to the ones closer to π/2 as in the case κ < 4.
Proof of the main result
In this section, we give the proof of our main result. The analysis consists of two parts.
First, we use a result from [7] that gives convergence to the stationary distribution of the laws of a one-dimensional diffusion as time goes to infinity, in the sense of ergodic averages, for almost every Brownian path. We stress that this result gives the convergence towards the stationary law for large deterministic times.
We use that for a diffusion X t with drift µ and variance σ 2 , the scale function can be computed via s(x) = For the process T u , we obtain the following: Using the definition of the speed measure we obtain that m(x) = 2 (1+x 2 ) 4/κ . The first result that we use is the following theorem, that gives the a.s. convergence of the ergodic averages up to a deterministic time. Using the previous computations, we obtain that the process T u satisfies the conditions of Theorem 6.2 for κ < 8 . 
Since the convergence in Theorem 6.2 hols a.s., we have the following: For almost every sample ω of the Brownian motion, the limit lim u→∞ Z u → µ(f ). Since this is a a.s. result about the limit it holds on every sequence of times that go to infinity. Pick the timesũ(S, ω). We have that from In the setting of the Skorokhod Embedding Problem, given a stochastic process and a fixed distribution, an integrable stopping time should be constructed in order to obtain the fixed distribution when evaluating the process at this stopping time. In this section, we discuss a similar problem in the context of Loewner differential equation. We show how to construct random times on which the law of the argument of points under this flow converge to the uniform law for κ = 4. For more details on Skorokhod problems for other classical processes, see [6] . Moreover, we show that this belongs to a general family of laws that are obtained in the same manner for the SLE κ trace for other values of κ < 8.
Let us consider the dynamics of the imaginary value of the backward Loewner differential equation. The random time change that we study is a natural process that is written in terms of the imaginary value of the backward Loewner flow. Moreover, it is a stochastic process that is a.s. increasing. Thus, it is natural to consider the hitting times of constant levels of this process.
For the diffusion process T u defined by the SDE (5.1) there are stronger convergence results towards the stationary measure (at sequences of large deterministic times) than the convergence in the sense of ergodic averages.
We use the main result from [2] , that we state below. Let us consider the following solution of a one-dimensional SDE:
where b : R → R is a continuous function. When imposing conditions on the behavior of the function b(x), we obtain various convergence results for the law of the stochastic process X t towards its stationary measure in stronger senses than the ergodic convergence.
It is proved in [2] that for one-dimensional diffusion processes, if |b(x)| ∼ C x with C > 1, as |x| → ∞, then we have that there exists γ > 0 and t 0 > 0 such that for any compact set K, there exists C(K) > 0 such that for any f ∈ L ∞ and t t 0 , we have
where P t is the transition semigroup of the one-dimensional diffusion X t .
Proof of the second part of Theorem 3.7. For the diffusion process T u , we meet the re- (ω) = a n .
Thus, in our case, we take t = a n , and from the Lemma 4.1, we have that sup x∈K |P an (f (T u )) − µ(f )| C(K) 1 a n γ ||f || ∞ C(K)
Finally, in terms of the backward Loewner differential equation, since by definition
Y sn(ω) (i) , we obtain that as n → ∞, on the random sequence s n (ω), for f ∈ L ∞ (R), the law of the limiting random variable lim n→∞ f
converges to the stationary law of the process T u that is explicitly computed. In particular, on this sequence of times, we obtained the convergence in the total variation sense towards the uniform distribution for κ = 4. Thus, this method provides us with a solution to a Skorokhod type embedding problem for the backward Loewner differential equation, in the sense that it identifies a sequence of random times along the backward SLE κ flow started from y 0 = 1 on which the argument of points is uniformly distributed for κ = 4. In fact this is a closedform expression family of distributions that are recovered using the stationary law of the diffusion process T u for κ < 8. 7.1. Conjecture. We consider the scaling of the SLE κ maps h t (i) √ t = h 1 (i/ √ t) (7.2) in distribution, as processes for t ∈ [0, +∞).
We can recover the same identity in distribution as processes for the shifted mappings also:
Since the SLE κ trace is defined a.s., its tip is a well defined random variable. Then, the limit lim t→∞ ctg(arg(ĥ 1 (i/ √ t))) exists for almost every Brownian motion and is therefore a well-defined random variable.
Our main conjecture is the following: The conjecture is supported also by the phase transition at κ = 8 that we described in the previous sections.
Using that Imĥ 1 (0) > 0 a.s. (since the event that γ 1 ∈ R has zero probability), along with the continuity of the cotangent and argument in C at z for |z| = 0, we obtain that lim t→∞ ctg(arg(ĥ 1 (i/ √ t))) = ctg(arg( lim t→∞ĥ 1 (i/ √ t))) = ctg(arg(ĥ 1 (0))) .
In order to study the distribution at a fixed capacity time t of ctg(arg(ĥ t (0))), we use the scaling (7.2) along with the fact that the law of ctg(arg(ĥ t(i) √ t )) is the same as the law of the cotangent of ctg(arg(ĥ t (i)). Thus, we can identify the distribution of lim t→∞ ctg(arg(ĥ t (i))) with the distribution of lim t→∞ ctg(arg(ĥ t (i/ √ t))).
The lim t→∞ ctg(arg(ĥ t (i))) does not exist a.s., however as a random variable we believe that its law converges to the stationary distribution of T u started from T 0 = 0.
