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Chapter 1 
Introduction 
1.1  Interconnects 
As the signal frequencies in today's electrical circuits increase the conductors con-
necting the circuit terminals no longer behave as ideal electrical connections (short 
circuits) but rather themselves become electrical circuits.  These connecting conduc-
tors, also called interconnects or interconnections, significantly affect the propagating 
electrical signals and can have serious impact on the behavior of the whole circuit. 
These interconnects can typically be found in a large number of electronic products, 
such as printed circuit boards (PCBs), multichip modules (MCMs), integrated circuits 
(ICs) and packages. 
The present trend toward increased packaging density in digital circuits and 
the implementation of high speed devices have led to increasing  demands for the 
characterization of interconnects. The planar geometry used in electronic technology 
usually allows for the interconnects to be modeled as planar multiconductor transmis-
sion lines. Parallel conductors suspended or embedded in dielectric media have found 
numerous applications in microwave and digital networks (Fig. 1.1). Transmission 
line effects on these interconnecting conductors start to appear in situations where 
the rise or fall times of the digital signals become comparable to the propagation time 
along the conductors. Signals propagating on these lines suffer distortion which may 
degrade the performance of the connected circuits. Line  coupling and mismatched 2 
terminations at the source and load end produce crosstalk and reflections which can 
result in false switching of digital systems. Together with timing delay problems, 
crosstalk and reflections are major concerns to circuit designers. 
Interconnects are also becoming increasingly important in the design of inte-
grated circuits and multichip modules. As clock speeds increase and the signal rise 
times decrease, while simultaneously the complexities and input/output counts of Sil-
icon and GaAs chips increase, the numbers of interconnects between chips increases. 
At the same time the interchip spacing must decrease' because of the speed-of-light 
propagation constraints as well as a few additional considerations. As a result, in-
creasing numbers of interconnects, each carrying very fast signal waveforms, must 
be packed onto very small hybrid or chip-on-board substrates. This trend is already 
creating problems for the designers of chip packages, substrates, and circuit boards in 
which the considerations of electromagnetic compatibility and interference are becom-
ing of paramount importance. The understanding, or lack thereof, of electromagnetic 
crosstalk between signals, skin effect problems, ringing, reflections on the signal lines, 
and the delivery of clean signals to the chips makes the difference between fully func-
tional and totally unreliable digital signal and data processors. 
In the future, a digital designer will need to model and simulate the complete 
electromagnetic behavior of high frequency, high density, chips, printed circuit boards 
and substrates, so that the designs at all levels will be verifiable before they are fab-
ricated; experience has demonstrated that electromagnetic performance deficiencies 
or defects are difficult, if not impossible, to correct after fabrication. 
1.2  Interconnect Analysis Methods 
A rigorous interconnect analysis is a complicated task, especially if the response is 
to be evaluated at high frequencies (in the gigahertz region). Interconnects are typ-
ically embedded in an inhomogeneous medium (Fig. 1.1) or have considerable con-







Figure 1.1: Examples of planar transmission line structures. 4 
the transverse electromagnetic (TEM) nature. At high frequencies, where the cross 
sectional dimensions of the interconnect structure becomes comparable to the wave-
lengths in the signal spectrum, higher order modes (non-TEM) can propagate. The 
analysis is further complicated by having to include the effects of line discontinuities: 
bends T-junctions, crossovers, vias (Fig. 1.2).  Also, in order to evaluate an inter-
connect response terminating networks (typically nonlinear) have to be considered 
simultaneously with the interconnect structure. 
Fortunately, the problem of high frequency signal transmission has existed in 
a closely related area  the area of microwave and millimeter-wave engineering 
for a few decades. The most commonly used signal transmission media at microwave 
frequencies are microstrip lines, strip lines, coplanar lines, slot lines, fin lines and 
waveguides. A large amount of work has been done in the analysis and characteriza-
tion of these structures and most of this work can be directly applied to today's inter-
connect problems. The common property of all these structures, together with any 
macroscopic electromagnetic system, is that their behavior is governed by Maxwell's 
equations. A solution based on complete Maxwell's equations is often referred to as 
a full-wave solution. 
Many interconnect analyses rely on certain approximations in order to reduce 
the complexity present in a complete solution of Maxwell's equations. These approxi-
mations usually fall into two categories. In the first, one assumes that the interconnect 
is infinite in length in order to reduce the problem to two dimensions, which only re-
quires consideration of the structure's cross section. The limitation of this assumption 
is that the analyses cannot be applied to the characterization of three-dimensional 
discontinuities such as corners, vias, and wire bonds which are often encountered in 
hybrid and integrated circuits. The second assumption is a TEM quasi-static ap-
proximation, which assumes that the propagating mode is TEM mode. Under this 
assumption the solution of Maxwell's equations reduces to the electrostatic problem 
of the solution of Poisson's equation. The results obtained from such techniques are 
valid only at low frequencies and become less accurate with increasing frequency. As 6 
frequency. As the transverse dimensions of the structure being analyzed approach an 
appreciable fraction of a wavelength, the accuracy of such methods decreases. Another 
consideration in interconnect analysis must be the propagation of higher order modes 
and radiation effects which arise at higher frequencies. In order to accurately analyze 
three dimensional discontinuities and other interconnects at higher frequencies, one 
must solve Maxwell's equations in three dimensions. 
1.2.1  Analysis methods for planar microwave structures 
The problem of interconnect analysis is closely related to the analysis of planar mi-
crowave structures and most of the existing microwave analysis methods apply directly 
to the analysis of interconnects. Microstrip and other planar structures and discon-
tinuities have been the objects of investigation for more than two decades. In the 
microwave area, efficient numerical modeling of spatial three dimensional discontinu-
ities is still the bottleneck of accurate large scale simulation of complex microwave 
integrated circuits. In general, these circuits are composed of cascaded sections of 
complexly shaped planar transmission lines deposited on a multilayered dielectric 
substrate mixed with frequent discontinuities. A number of methods have been de-
veloped in the past to characterize microwave circuit discontinuities. Some of these 
methods result in closed formula descriptions based partly on quasi-static calcula-
tions and partly on full-wave analyses and measurement results. Most of the avail-
able closed form expressions have been implemented in microwave CAD packages, 
but many do not fulfill the requirements on accuracy, usable parameter range, and 
frequency range for the design of modern microwave and millimeter-wave circuits. 
Numerous numerical methods also exist and some are described below. 
Numerical methods for interconnect and microwave circuit analysis can be clas-
sified in terms of the basic problem they solve into steady state or frequency domain 
methods (e.g. [2]) and transient or time domain methods. They can also be cate-
gorized by the amount of preprocessing they require. Some methods require little 
or no analytical preprocessing and can easily be adapted to solve any kind of elec-7 
tromagnetic problem. Other methods require considerable  analytical preprocessing 
and are more problem dependent. The methods can  also be classified in terms of 
the approach to the problem. Some methods are based on direct numerical solution 
of governing integral or partial differential equations (usually derived from Maxwell's 
equations). Others approach the problem by modeling the structure of interest with a 
better understood lumped/distributed electrical circuit. A numerical method is then 
derived to solve for the behavior of this more familiar electrical model. A classical 
example of this latter approach is the Transmission Line Matrix (TLM) method. 
The transmission line matrix (TLM) method was  introduced by Johns and 
Beurle in 1971 [3] for solving two-dimensional waveguide problems. The method 
was soon extended for solving the time dependent Maxwell equations in three dimen-
sions [4]. Later the method was reformulated to make it more accurate and efficient [5] 
than the first methods. The basis for the TLM method is the Huygens principle which 
shows that a wavefront can be considered as consisting of a number of secondary ra-
diators giving rise to spherical wavelets. The envelope of these wavelets forms a new 
wavefront which gives rise to new wavelets, and so on. The TLM method implements 
Huygens' model with a mesh of nodes that are connected with transmission line seg-
ments. There are two types of nodes, series and shunt, and it can be shown that there 
is an analogy between the voltages and currents on these nodes and the components 
of the electric and magnetic fields of Maxwell's equations [7]. The inductive, capaci-
tive, and resistive properties of the transmission lines correspond to the permeability, 
permittivity, and conductivity of the space being modeled. Boundary conditions are 
represented as different transmission line terminations. The analysis is performed by 
exciting one or more of the nodes by an ideal voltage impulse (Dirac delta distribu-
tion) and calculating the propagation of this impulse through the mesh of transmission 
lines. The resulting train of impulses at the output node carries information about 
the original analyzed structure. This response is than Fourier transformed to obtain 
an approximation for the field transfer function between two nodes in the structure. 
Some characteristics of the TLM method are that the propagation velocity in the 
TLM mesh depends on the direction of propagation and the frequency and that the 8 
boundary conditions used for modeling lossy conductors are valid only in a relatively 
narrow frequency range. 
Among other commonly used frequency domain microwave analysis methods 
are the Mode Matching Method (e.g., [8]) and the Spectral Domain Approach (SDA) 
(e.g., [9]). These methods have been frequently utilized for planar microwave struc-
tures, however, their application is virtually limited to the cases where the circuit 
discontinuity fits into an orthogonal coordinate system. An alternative method is the 
Method of Lines [10]. The method of lines is a space-frequency domain method where 
the two spatial variables which correspond to the substrate plane are discretized, while 
the remaining variable perpendicular to the substrate plane is treated analytically. 
The advantage of this technique is its easy formulation, the simple convergence behav-
ior and that there are no specially suited expansion functions necessary. Furthermore 
it requires only a two-dimensional discretization scheme and hence requires less com-
puter memory than the finite difference, finite element and TLM methods. However, 
the method is currently applicable only to rectangular shaped circuits and for cir-
cuits of arbitrary shape difficulties arise with satisfying all the boundary conditions. 
This shortcoming is eliminated by the Space Spectral Domain Approach (SSDA) [11] 
which uses a combination of the one-dimensional MOL and the one-dimensional SDA 
together with a set of continuous basis functions which satisfy the boundary condi-
tions. By introducing specially suited basis functions one of the advantages of the 
two-dimensional MOL is eliminated. The above frequency domain methods  have 
successfully been used for determining the resonant frequencies of complexly shaped 
three dimensional microwave circuit structures. For the analysis of arbitrarily shaped 
transmission line discontinuities the Transmission Line Matrix, Finite Element (FE) 
or Finite Difference (FD) methods offer a higher degree of flexibility. 
Another class of methods for analyzing planar line discontinuities are  the or-
thogonal series expansion techniques which use a combination of exact field solutions 
for one port problems to obtain the solution of the planar discontinuity problem. 
Perhaps the most general approach to the solution of interconnect or microwave 9 
problems is the direct numerical solution of the frequency or time domain Maxwell's 
equations. Among the most versatile and most widely used of these methods are the 
finite element and finite difference methods. 
1.2.2  Finite Difference and Finite Element Methods 
The two most commonly used classes of numerical methods for solving problems 
described by partial differential equations, occurring in a wide range of disciplines, 
are the finite difference and finite element methods. 
Finite difference methods are discrete techniques where the domain of interest 
is represented by a, set of points or nodes and information between these points is 
commonly obtained using Taylor series expansions. The basic concepts are quite 
simple. The domain of solution of the given PDE is first subdivided by a net with a 
finite number of mesh points. The partial derivatives at each point are then replaced 
by finite difference approximations. A number of these approximations can be derived 
through the use of Taylor series expansions resulting in a large number of finite 
difference schemes. 
In contrast to the finite difference schemes, in the finite element method the do-
main of interest is divided into subdomains commonly referred to as finite elements. 
The unknown function is represented within each element by an interpolating poly-
nomial which is continuous along with its derivatives to a specified order within the 
element. These interpolation functions are variously denoted as shape functions, ba-
sis functions, or just interpolation functions, depending upon the discipline in which 
the method is being applied. Although points or nodes play a role in finite element 
theory, the emphasis is directed more toward the interpolation functions. 
While the finite difference schemes can be represented using Taylor series in a 
relatively straightforward manner, the theory behind the finite element method uses 
concepts from functional analysis and variational methods in order to formulate the 
algebraic equations that are analogous to the finite difference formulas. In addition, 10 
one must overcome the conceptual problem of assembling information obtained on 
the element by element basis into a global representation of the problem. Several 
avenues lead to the same finite element formulation. A  conceptually simple, yet 
mathematically rigorous approach can be formulated using the method of weighted 
residuals (MWR). Among the MWR family of methods, the Galerkin, subdomain, 
and collocation schemes are most commonly encountered in engineering practice. The 
most commonly used types of basis functions are the Lagrangian bases, serendipity 
bases, and Hermitian bases. 
The two classes of methods are related and finite element equations can often 
be interpreted in terms of weighted average finite difference approximations. The two 
approaches do not always generate schemes of the same order of accuracy. Moreover, 
the order of accuracy is only one indicator of computational performance and, in fact, 
solutions obtained using the finite element and finite difference methods on the same 
grid can be quite different. 
1.3  Numerical Methods for Electromagnetic Problems 
Besides just calculating the field solution, full-wave numerical methods can serve a 
number of other important purposes. They can be used as: 
an aid for deeper understanding of circuit behavior; 
an aid for the development and validation of CAD-oriented models; 
a tool for circuit performance optimization. 
More specifically, one can use full-wave numerical methods for: 
accurate modeling of transmission structures, discontinuities and passive mi-
crowave elements; 
study of radiation from discontinuities/microstrip circuits: 
estimation of radiation loss;  
spurious electromagnetic coupling between discontinuities.  
design of novel structures with desired electrical characteristics;  11 
study of external effects (thermal, deviations in material constants and dimen-
sions) on electrical performance; 
generation of lookup tables for CAD applications. 
Some advantages of full-wave numerical analysis methods are that they can give 
results to any desired accuracy up to any frequency by using an appropriate mesh 
discretization of the geometry  the only limiting factor being the available computer 
resources. On the other hand, it is important to keep in mind that the quasi-static 
methods, in regimes where they are applicable, generally require less computational 
expenditure to yield the desired result. 
1.4  Finite Difference Methods for Time-Domain Maxwell's Equations 
The two curl equations of Maxwell represent a hyperbolic linear system of partial 
differential equations (PDEs) in four independent variables. A large number of finite 
difference methods for solving linear and quasi-linear hyperbolic systems of PDEs in 
four independent variables exists in the mathematical literature. All of them have 
been well studied by mathematicians. Of the numerous existing methods for solving 
these equation only a few are commonly used by electrical engineers. The most widely 
used finite difference method is known to the microwave engineering community as 
Yee's method, after Kane S. Yee who applied it to the scattering of electromagnetic 
waves from conducting surfaces [12]. This method is so common in the field of time 
domain electromagnetic calculation (microwaves, antennas, wave propagation, etc.) 
that is often referred to as "the" finite difference method. The basic characteristics 
of Yee's differencing scheme is that different components of the electric and magnetic 
fields (E and H fields, respectively) are calculated at different nodes of the mesh, 
i.e., only one field component is calculated at a given point (node). Also, the E-field 
components are not calculated at the same time as the H-field components but at 
times separated by half a time step, in a leapfrog fashion. 12 
1.4.1  Boundary Conditions 
For the purpose of time domain modeling of an  electromagnetic structure using a 
numerical technique one needs to confine the structure of interest within a certain 
domain and perform the calculations only in this domain of interest. The behavior 
of the structure outside this domain is then described by prescribing the boundary 
conditions on the boundary of the domain of interest. The given boundary conditions, 
together with the initial conditions and the governing hyperbolic system of partial 
differential equations then determine the solution. A problem of this type  is called 
an initial boundary value problem (IBVP). 
For electromagnetic problems the boundary conditions consist of two relations 
between the field components which typically describe electric walls, magnetic walls, 
absorbing boundaries, or excitations (in the form of given electric or  magnetic field 
components). Electric and magnetic walls cause wave reflection and if these bound-
ary conditions are used in field calculations, the analyzed structures need to be made 
very large in order to separate out the scattered pulses. Absorbing boundary condi-
tions are therefore essential for an efficient finite difference solution.  The freedom of 
specifying various boundary conditions depends on the particular numerical method. 
For example, in Yee's finite difference method the boundary conditions for electric 
and magnetic walls are simple to model while absorbing boundary conditions pose a 
serious problem for the method. This problem is typically circumvented in the mi-
crowave literature in two ways. In the first approach, absorbing boundary conditions 
are modeled by solving the problem twice for each absorbing boundary, once with a 
vanishing tangential electric field (electric wall) and once with a vanishing tangential 
magnetic field (magnetic wall). The results of the two solutions are then averaged 
to give the desired approximation [14]. In the second approach, absorbing boundary 
conditions are modeled by forcing the fields at the boundaries to have the same values 
as at a distance Ax before the boundary at the time Ax/vp. Here Ax is the mesh 
spacing and dx/vp is the time that the wave needs to propagate along the distance 
dx. This second approach gives sufficient results only if the velocity of the wave is 13 
dispersionless and the wave propagates in a direction perpendicular to the wall. 
1.4.2  Stability criteria; Courant-Friedricks-Lewy Condition 
The necessary condition for the stability of a finite difference method is determined 
by the Courant-Friedricks-Lewy (CFL) condition which, in simplified terms, states 
that the domain of dependence of the hyperbolic partial differential equation must be 
completely contained within the domain of dependence of the finite difference scheme. 
One can compare this necessary CFL condition with the sufficient stability condition 
for a particular differencing scheme and see how close the sufficient  condition for 
stability is to the necessary condition. This gives a measure of "quality" of a finite 
difference method by showing how close a difference scheme is to an optimal scheme. 
This reasoning can be quantified in the following way (for details see [16]). Let the 
mesh size in all m space dimensions be equal to Ax and let the time increment (time 




where r1 is determined by the differencing scheme (for a given hyperbolic system). 





One can then define the factor q by 
q=  (1.3) 
where q <1. q = 1 then gives an optimal scheme. 
We now focus on the hyperbolic system of partial differential equations obtained 
from the two Maxwell's curl equations. For a rectangular grid with the grid size in 
all three space dimensions equal to Ax and a point P located in a homogeneous, 
isotropic, linear medium characterized by the constants µ = poiur and  = Or the 
CFL condition gives r2 = VF.Le. As an example, the sufficient stability condition in 14 
Yee's differencing scheme is (e.g., [12]) 
At  1 < Vire = ri.  (1.4)
Ax 
and, therefore, q = ri/r2 = 1/0-. 
1.5  Method of Characteristics 
The method of characteristics is a standard mathematical technique for solving hy-
perbolic systems of partial differential equations in two independent  variables. It is 
well known that there is a family of characteristic curves, or characteristics, associ-
ated with each solution of a two-variable system of hyperbolic equations. For each 
of these curves the system of equations defines an interior operator along the curve, 
i.e., for each characteristic curve a differential operator exists which contains deriva-
tives only in the direction of the characteristic curve. This means that along each 
characteristic curve the system of hyperbolic partial differential equations defines (is 
equivalent to) an ordinary differential equation. This system of ordinary differential 
equations is then solved along the corresponding characteristics.  This is done ana-
lytically or numerically (by finite difference schemes). The method has been applied 
for the analysis of lossy uniform and nonuniform transmission lines terminated in 
nonlinear elements [18]. 
The method of characteristics has many interesting properties. One of these 
properties is that it gives physical insight into the problem being solved. The inter-
sections of a family of characteristic curves with a time = constant plane represent 
the wavefronts. It can be shown (e.g., [19]) that all information (discontinuities in the 
initial data and its derivatives) propagates along the characteristics. A consequence 
of this is that a numerical solution obtained by the method of characteristics is very 
accurate near discontinuities, which is not the case with most other numerical meth-
ods. The domain of dependence for a particular point is determined (bounded) by 
the outermost characteristics through that point. Therefore the time step in a finite 
difference scheme obtained by the discretization of the characteristic equations along 15 
the characteristics is optimal, i.e., the factor q defined above is equal to 1. 
For hyperbolic systems with more than two independent variables there is a 
infinite set of bicharacteristic curves associated with each solution of the system and 
these curves generate a family of characteristic hypersurfaces.  For each of these 
bicharacteristic curves the system of equations gives a relation between the derivatives 
of the dependent variables along the curve and the derivatives in any other direction 
lying in the characteristic hypersurface containing it. These relations between the 
derivatives are analogous to the characteristic conditions, involving derivatives in only 
one direction, obtained from hyperbolic systems in two independent variables. The 
properties associated with the characteristic curves now apply to the characteristic 
hypersurfaces. 
One would like to extend the method of characteristics to problems in more space 
dimensions (more than two independent variables) while keeping the good properties 
of the method for two-variable systems. Precisely this idea was the motivation for 
the Thesis. 
Unfortunately, a direct extension of the method of characteristics to hyperbolic 
systems in more than two independent variables is not possible.  This is because 
the bicharacteristic relations for more variable problems are weaker than the corre-
sponding relations for two variable problems, in that they contain derivatives in more 
directions instead of one. On the other hand, in more-variable problems there are an 
infinity of bicharacteristics through each point instead of the finite number of char-
acteristics in two-variable problems. For example, in the case of three independent 
variables a single infinity of bicharacteristics forms the characteristic hypersurface. 
For three independent variables, one can still obtain a solution based on relations 
along the bicharacteristics by using the fact that there are an infinity of these rela-
tions available to compensate for their weaker form [20]. 
The purpose of this Thesis is to introduce a new numerical method based on the 
characteristic equations for hyperbolic systems in four independent variables which 16 
retains most of the properties of the method of characteristics for hyperbolic systems 
with two independent variables and apply it to the problem of transient full-wave 
interconnect analysis. In particular the goal is to develop an optimal discretization 
scheme (q = 1) as well as the ability to treat a large class of boundary conditions 
given by two general relations between the field components. 
The method developed here is quite general and could be extended to a number 
of general electromagnetic problems. However, in this Thesis we concentrate on its 
application to the analysis of interconnect discontinuities. 
The Thesis is organized as follows. First, a summary of the theory of partial 
differential equations is presented in Chapter 2. The Chapter focuses mostly on hy-
perbolic equations and systems of equations and introduces the notation, terminology, 
and derivations needed for Chapter 3, making the Thesis a complete unit.  Chapter 3 
represents the crux of the Thesis. Here the theory of Chapter 2 is used to develop a 
numerical method based on the method of characteristics for solving the hyperbolic 
system of partial differential equations in four independent variables obtained from 
Maxwell's equations. The method is then exemplified in Chapter 4 by applying it to 
a few interconnect discontinuity problems. Finally, Chapter 5 gives the concluding 
remarks and outlines the possible directions of future research. 17 
Chapter 2 
Relevant Partial Differential  
Equation Theory  
This chapter presents an outline of partial differential equation (PDE) theory that is 
related to the material in this Thesis. It introduces some of the terminology that is 
used in later chapters, and contributes to its completeness. 
2.1  Introductory Remarks on Partial Differential Equations 
A partial differential equation is a relation of the form 
F(x, y,  7 U7 UX, tty,  , Uxx., tin,  ) = 0,  (2.1) 
where F is a function of the variables x, y, ... , u, ux, uy, ... , uxz, uzy, . . ..  A function 
u(x, y, ...) of the independent variables x, y, ... is sought such that equation (2.1) 
is identically satisfied in these independent variables if u(x, y, . . .) and its partial 
derivatives 
au  au ux = ,  u = 
ox
Y  7 
02u  a2u 
uzz =  u = axe,  uyy  ay2 
are substituted in F. Such a function u(x, y, ...) is called a solution (integral, integral 
surface) of the partial differential equation (2.1). One may be interested in not only a 
single or particular solution but in the totality of solutions of 2.1. If further conditions 
are imposed in addition to (2.1), we may look for individual solutions. 18 
The order of the highest derivative occurring in (2.1) is called the order of the 
PDE. 
If the function F is linear in the variables u, ux, u,  , uzx, uxy, ...,  with the 
coefficients depending only on the independent variables x, y, ..., the PDE is called 
linear. If F is linear in the highest order derivatives (say the n-th), with the coefficients 
depending on x, y, ... and possibly on u and its partial derivatives up to order n  1, 
the PDE is called quasi-linear. 
In the case of only two independent variables x, y, the solution u(x, y) of the 
partial differential equation (2.1) may be visualized geometrically as a surface, an 
integral surface in the x, y, u-space. 
2.2	  First Order Partial Differential Equations in Two Independent Vari-
ables 
2.2.1	  Geometrical Interpretation of First Order PDEs; Monge cones 
Geometrical intuition is of great help in the theory of integration of first order partial 
differential equations for a function u(x, y) of two independent variables. In addition, 
the same intuitive reasoning used for PDEs with two independent variables can often 
be extended to the case of equations with more independent variables. 
We consider the partial differential equation 
F(x,y,u,p,q) = 0,	  (2.2) 
with F2  0 and the abbreviation p = ux,q = uy. For every integral surface 
through the point P with coordinates x, y, u the quantities p and q, which determine 
the position of the tangent plane at this point, must satisfy condition (2.2). The 
tangent plane of the integral surface at the point P is restricted to positions which 
belong to the manifold characterized by equation (2.2). For a given point P : (x, y, u), 
this manifold is in general a one parameter family (for example for p2  q2 = 1 the 19 
family is p = cos(A), q = sin(A) with the parameter A) of planes. If F is linear in p 
and q, then then this family of possible tangent planes forms an axial pencil of planes 
through a straight line called the Monge axis. For the general case of F this family of 
planes forms a cone, the Monge cone. Thus, in the x, y, u-space the partial differential 
equation is represented geometrically by a "cone field", just as an ordinary differential 
equation of first order is represented by a direction field. To find a solution means to 
find a surface which at each of its points touches the corresponding cone. 
2.2.2  Characteristic and Focal Curves 
Monge cones can also be represented by means of a relation for their generating lines 
instead of the relation F = 0 for their tangent planes. To do this analytically, we first 
represent the Monge cone F = 0 parametrically by considering p and q as functions of 
a parameter A. A generating line of the cone is then the limit of the line of intersection 
of the tangent planes belonging to the parameters A and A -I- h, respectively, as h ---+ 0. 
If we consider x, y, u along a fixed generator as functions of the distance o from the 








0 = pi(A)i-j. + qi(A)T.  (2.4) 
By differentiating F = 0 with respect to A we also find 
Fri (A) + Fai(A) = 0.  (2.5) 
Therefore the relation 
dx : dy : du = Fp : Fq : (pFp + qfig)  (2.6) 
holds for the generators of the cone. This relation may be regarded as the repre-
sentation of the Monge cone dual to that given by the partial differential equation 
(2.2). 20 
The directions of the generators of the Monge cone are called characteristic 
directions. For quasi-linear partial differential equations the Monge cones degenerate 
into a pencil of planes and the generators become a straight line. Each point of the 
x, y, u space then has only one characteristic direction belonging to it. For the general 
PDE (2.2) we have a one-parameter family of characteristic direction at each point. 
Space curves having a characteristic direction at each point are called focal curves or 
Monge curves. The conditions (2.6) for the focal curves can be written in the form 
dx  dy du 
= r,,,,  =Fn,  = Prp + qrq  (2.7) 
1 ds  r ds  ds 
by introducing a suitable parameter s along them. The last of these three partial dif-
ferential equations is called the strip condition. It states that the functions x(s), y(s), 
u(s), p(s), q(s) not only define a space curve, but simultaneously a plane tangent to 
it at every point. A configuration consisting of a curve and a family of tangent planes 
to this curve is called a strip. This system of three ordinary differential equations 
(2.7) and the relation F(x, y, u, p, q) = 0 represent an underdetermined system. Each 
solution of this system yields a focal strip. 
Focal strips which are embedded in integral surfaces are called characteristic 
strips. Every integral surface u(x, y) must have focal curves since at every point the 
integral surface is tangent to a Monge cone, and therefore contains a characteristic 
direction. The field formed by these characteristic directions yields the corresponding 
focal curves as its integral curves on the integral surface. The requirement that a focal 
curve be embedded in an integral surface leads to two additional ordinary differential 
equations for the quantities p and q as functions of s. (Embedding means that in the 
neighborhood of the projection of the focal curve on the x, y-plane u is a single-valued, 
twice continuously differentiable function of x and y.) 
To find these differential equations on a specific integral surface u = u(x, y), 
on which the quantities p and q may also be considered as specific given functions of 
x, y, we note that the differential equations 
dx  dy
Fp,  Ts = Fq  (2.8) 21 




u ux + y




Ts . pFp + qFq  (2.10) 
holds. Thus our curves form a family of Monge curves and generate the integral 
surface. By differentiating the partial differential equation (2.2) first with respect to 
x and then with respect to y, we obtain the relations 
FAN + Fqq. + Fup + Fx = 0,  
Fppy + Fqqy + Fug + Fy = 0,  (2.11)  
which hold identically on our integral surface. Since Fy = dx I ds, Fq = dy I ds, py = qx, 
for Monge (focal) curves given in terms of the parameter s the above two equations 
become 
dp  dq
ds + Fup + Fx = 0,  is + Fuq + Fy = O.  (2.12) 
Thus, if a Monge curve is embedded in an integral surface, the coordinates x, y, u of 
its points and the quantities p and q satisfy, along that curve, the following system 
of five ordinary differential equations 
dx 
Fp,  = lq, 
du 
= pFy + qFq, Ts  ds 
dp dq
Tis- = (pFu + Fx),  is = (qF + Fy)  (2.13) 
This system is called the characteristic system of differential equations belonging to 
(2.2). 
If we now reverse the process and disregard the fact that this system of ordinary 
differential equations was obtained by considering a given integral surface, we may use 
the system as a starting point without reference to solutions of (2.2). Since there is an 
irrelevant additive constant in the parameter s, the system defines a four-parameter 
family of curves: x(s), y (s), u(s) and corresponding tangent planes p(s) ,  q(s), i.e., a 
family of strips. 22 
We note that the function F is an integral of our characteristic system of dif-
ferential equations.  The word "integral" is used here in the sense of a function 
Oxi, x2, .  , xn) of the independent variables xi which has a constant value along 
each curve which solves the system 
dxi  = ai(xi, X2,  xn)  (i = 1, 2, ... ,n).  (2.14)
ds 
7 
To see that F is an integral of (2.13) we differentiate 2.2 with respect to s to get 
dF  dp  dq du dx dy = Fp:6+ Fqz  Fuz + Fx7:5- + Fyis  (2.15)
ds 
Because of the characteristic differential equations the expression on the right vanishes 
identically in s. 
We now single out from the four-parameter family of solutions of the character-
istic differential equations a three-parameter family by using the condition that, along 
these solutions, F should have the constant value zero (from the original PDE). Every 
solution of the characteristic differential equations which also satisfies the equation 
F = 0 is called a characteristic strip; a space curve x(s), y(s), u(s) bearing such a 
strip is called a characteristic curve. 
The most important result of the theory of first order partial differential equa-
tions is the equivalence of the problems of integrating the partial differential equation 
(2.2) and the characteristic system of ordinary differential equations (2.13). In other 
words, the integration of a first order partial differential equation can be reduced to 
that of the corresponding characteristic system of ordinary differential equations. 
In the following sections we restrict our discussion only to the special case of 
qasi-linear partial differential equations. 23 
2.3	  Theory of Linear and Quasi-Linear Partial Differential Equations of 
First Order 
2.3.1	  Characteristic Curves 
We consider the quasi-linear partial differential equation 
EaitzEi = a,	  (2.16) 
where the coefficients ai and a are continuously differentiable functions of the vari-
ables x1, x2,  , xn, u, and EtiLi  0. In order to study the quasi-linear equation 
(2.16) we first look at the corresponding linear equation, where the coefficients ai are 
functions of the independent variables x1, x2, ..., xn only. 
The equation (2.16) states geometrically that at every point of the x, u-space 
on the surface u = u(xi, x2,  , x,) the characteristic directions 
dxi : dx2 :  : dx : du = ai : a2 :  : an : a	  (2.17) 
are tangent to the surface. In the case of two independent variables, these directions 
coincide with directions of the Monge axes of (2.16). 
In the It + 1-dimensional x, u-space we determine n  1 curves 
Xi = Xi(S,  t21	  (i = 1,2,...,n) tn-1 )1  
u =	  (2.18) 
of the parameters s, -1t 7-t27-7tn-1 by means of the system of ordinary differential 
equations 
dxi 
ai(xi, x2,  , Xn),  (i = 1,2,...,n)
ds  
du  
a(xi, x2, .  , xn, u).	  (2.19)
ds 
The (n  1)- parameter family of curves given by this system of ordinary differential 
equations (2.19) is called the family of characteristic curves of the PDE (2.16); the 24 
projection of a characteristic curve on the x-space is called a characteristic base curve. 
The equations (2.19) are called the characteristic differential equations. 
These characteristic curves in the x, u-space are defined by (2.19) without ref-
erence to specific solutions of the partial differential equation (2.16). 
The connection between characteristic curves and integral surfaces is given by 
the following theorem: 
On every integral surface u = u(xi, x2,  , xn) of the partial differential equation 
there exists an (n  1)-parameter family of characteristic curves which generate the 
integral surface. Conversely, every surface u = u(xl, x2,  , xn) generated by such 
a family is an integral surface.  Moreover, if a characteristic curve has a point in 
common with an integral surface, then it lies entirely on the surface. 
The general case where the partial differential equation (2.16) is quasi-linear can 
be reduced to a homogeneous PDE with an additional independent variable xn+1. We 
introduce u = xn+i as a new independent variable and allow the desired solution to 
be defined in the implicit form 
4)(S1, X2, ...  Xn+i) = 0,  (2.20) 
or more generally, in terms of a constant c in the form 
(lXI, X2,  I xn+i) = C.  (2.21) 
The problem is now reduced to finding 0. Taking the partial derivatives of (2.21) 
gives 
Oxn+i uri = 0  (i = 1, 2, .  .  .  , n).  (2.22) 
Multiplying the above equations by ai and adding gives 
E aio.; + 0.Th+, E aiux, = 0.  (2.23) 
i=i  i=i 
After using  1 aiuz, = a we get 
n 
E aiOxi  a(kx+, = 0.  (2.24) 
i=1 25 
Therefore we have the following partial differential equation for 0: 
n+1 
(2.25) E ch,o.,., = 0,
v.i 
where an+i = a(xi, . . . , xn, u). However, the equation (2.25) need not hold identically 
in xl, ... , xn+i  because it was derived from only those sets of values for which the 
relation 0 = 0, or 0 = c, holds. Thus, from this point of view (2.25) is not yet a 
linear homogeneous partial differential equation. But if instead of considering a single 
solution of the original partial differential equation we consider a one-parameter family 
depending on the parameter c and given by 0 = c, then equation (2.25) must hold 
for all values xl, x2, ... , xn+i; i.e., it is really a linear partial differential equation. If 
we select 
Xi, X2, . . . , Xn+i  (2.26) 
arbitrarily and take the value c given by 0(xi, x2,  .  ,  xn+i) = c, then since (2.25) 
must hold for this value of c, it holds identically in xl, X2,  , xn-1-1. 
Conversely, by finding a solution 0 of (2.25) an setting 0 = c, we obtain a 
one-parameter family of solutions of (2.16). 
Thus there is a one-to-one correspondence between the solutions  of (2.25) and 
one-parameter families of solutions of the original equation (2.16). This shows that the 
integration of the general quasi-linear partial differential equation (2.16) is equivalent 
to the integration of the system of ordinary differential equations 
dx i  du
= ai,  = a.  (2.27)
ds  ds 
2.3.2  Initial Value Problem 
From the characteristic curves defined by the characteristic equations we can now 
construct the integral surface by solving the the following initial value problem (or 
Cauchy's problem): In (n -I-1)- dimensional x, u-space let an (n 1)-dimensional initial 
manifold C be given by the continuously differentiable functions 
Xi = xi (t1, t21  tn--1))  (i = 1, 2,... ,n)
1 26 
U = U(ti, t2,  tn-1)  (2.28) 
of the independent parameters -1t  t2,,tn-1.  The set of equations (2.28) defines
,  
an (n  1)-dimensional surface in n-dimensional space and prescribes the values of 
the function u on this surface. We assume that the rank of the matrix (oxi/Oti) is 
n  1. We also assume that the projection Co of this manifold on to the x-space is 
free of double points, i.e., different points of Co correspond to different sets of values 
In the neighborhood of Co we seek a solution u(xi, x2,  ,  xn) of 
the partial differential equation which passes through C, i.e., which goes over into 
u(ti, t2,  , tn_i) when the quantities x1 are replaced by xt(t1i f  ,tn-1) We solve 
this initial value problem in the following way: For a given set of values -11 ,- t2,...,tn-1 
we find solutions 
Xi = Xi(S,t1,t2,,,tn -1),  (i = 1,2,...,n)  (2.29) 
U = U(S,  t2,  in-1)  (2.30) 
of the ordinary characteristic differential equations (2.19) which at s = 0 coincide 
with the prescribed functions of  t1, t t -2,-.., tn-1.  We now express the quantities 
in terms of x1, x2,  , xn (by means the equations (2.29)) and substitute 
them into u = u(s, -1t ,- t2,-"tn-1) so that u appears as a function of xi, x2,  xn. 
This introduction of the quantities Si, x2,... , xn as new independent variables is cer-
tainly possible if the Jacobian 
ax  
as  as  
0(xl 7 x2  .  .  . 1  n)  ah 
2En
A- (2.31) 
a(S, ti,  tn-1)  
ax 
a tn  at-1 
does not vanish along C, i.e., for s = 0.  Because of (2.19), the elements of the 
first row can be expressed along C by the relations axilas = a(x1 ,x2,...,xn,u); 
here prescribed initial values are to be substituted for the xi and u as functions of 
tl,t2)...)tn -1. 27 
Therefore, the Jacobian (2.31) is identical with 
an 
axn  
0=  ail  (2.32) 
axn 
atn-i 
Under the assumption A 0 0 we obtain from u(s, t1,  tn_1) a function u(xi, x2, 
, xn). The equation du /ds = a becomes 
n  dxi  E aiuzi = a.  (2.33) Euxi ds  . =1 
u(xi, x2,  , xn) is therefore a solution of the partial differential equation  (2.16). 
Thus, assuming A 0 0, the initial value problem possesses a uniquely determined 
solution. 
2.3.3  Remarks on Differentiation in n Dimensions 
Consider a function u(xi, x2,  , xn) of the independent variables xl, x2, ..  , xn which 
has continuous partial derivatives. At the point P, with coordinates xl, x2,  , xn, a 
vector a = (a1, a2,  , an) may be given such that 
a!  0. (112  (2.34) 
Through the point P we construct a straight line whose points are given in 
terms of the parameter s by the expressions 
x1-1- ais,  x2 + a2s,  xn  ans.  (2.35) 
Then 
n   au   = E aiuxi  (2.36) 
Os  1=1 
is defined as the derivative of the function u with respect to s or as the derivative 
of u in the "direction" given by the vector a. At every point, the symbol 
n a a  E ai  (2.37) 
Os  i=1  ax; 28 
denotes differentiation in the direction of the vector a. 
In n-dimensional space consider a (n  1)-dimensional surface S : 0(x1, x2, 
x) and a function u(xl, x2,  , xn) with continuous derivatives in a neighborhood 
of S. Let P be a point of S for which 
E 0.2,  0,  (2.38) 
i=i 
and let a # 0 be an arbitrary vector. We consider the derivative of u on S in the 
direction given by a: 
au = E  (2.39)
aS  j_i 
If the equations 
ai = A(kx,  (2.40) 
hold, then (2.39) is called the derivative in the direction of the normal. If in addition 
Ei=1 a= = 1, so that 
au = E  (2.41) 
as  VELi 0x2 
then we speak of the normal derivative of u at P. 
If the vector a is tangent to S at P, and therefore perpendicular to the normal 
at P, i.e., if 
Eaiox, = 0,  (2.42) 
i=1 
then 
au = E aiux,  (2.43) 
as  1=1 
is called a tangential derivative, or an inner derivative in S and is said to "lie on the 
surface S". On the other hand, if 
E aik  0,  (2.44) 
i=i 
'21' is called an outward derivative and is said to "lead out of S".
For example, the expressions 
a a 
(2.45)
axk  .k oXi 
08 29 
for each pair of indices i  k represent derivatives within the surface. 
The inner derivatives of u on the surface depend only on the distribution of the 
values of u on the surface itself; they are, therefore, known if the values of u on the 
surface S are known. To see this, in the neighborhood of S we introduce, instead of 
xl, x2,  xn, the variables 6,6,-.  such that e2,  , en are n  1 independent 
parameters in S and el = 0. Then 
Uzi = UtOxi E utk4kzi  (2.46) 
k=2 
The directional derivative 
Eaiuzi = Ito E aioxi + E tick E aiGx,  (2.47) 
i=i  i=1  k=2  i=1 
is therefore known, under the condition  1 aiOxi = 0, if the values u(0,  11) 
of u on S are given. 
From n  1 mutually independent inner derivatives of u lying on the surface S 
(e.g., 4, au/axn  4nauaxi, for (/), # 0, i = 1,2, ... , n  1) and a single outward 
derivative (e.g. ugs) all the partial derivatives of u can be obtained by forming linear 
combinations. Therefore all the derivatives ux, are known if the function u and one 
outward derivative of u are given on S. 
For example, if n = 2 and x1 = x, x2 = y, then S is a curve in the x, y-plane 
which may be represented by two functions s(r), y(r) of a parameter T. In this case 
the condition for inner differentiation (2.42) is simply 
dy  dx al a2 = 0,  (2.48)
dr  dr 
Or 
xdx  dy ai = A, a2 = A , (2.49)
dT  dr 
where A is an arbitrary constant. 30 
2.3.4  Characteristic Manifold 
The formulation of the initial value problem is modified here by relating previous 
statements to n-dimensional x-space. Let an (n  1)-dimensional basic manifold B 
be given in this space by the relation 
0(X1, X2,  .  xn) = 0.  (2.50) 
Previously the initial manifold was represented by the n coordinates xi as functions 
of n  1 parameters _1t , _ t2,  t, _1. Assigning functional values to the points of this 
manifold B it is enlarged to the x, u-manifold C. 
Without discussing the actual solution of the initial value problem, we pose the 
following question: Consider an initial manifold B with given values u. Assume that 
the partial differential equation 
n 
aiux, = a  (2.51) 
is satisfied in some arbitrary small neighborhood of B by a function u(xi, x2, .  , xn) 
with the given initial values. What does this partial differential equation assert along 
the initial manifold B for the function u? 
At a point of the initial manifold B on which the initial function u is given, a 
particular direction of differentiation 
n a = E ai  (2.52)
as  i=i  axi 
in n- dimensional x-space is is defined by the characteristic equations dxilds = ai. 
Now the partial differential equation simply states 
du  = a,  (2.53)
ds 
i.e., it establishes the value of the characteristic derivative of u along B (since the 
right side is known on B). 
We have the following alternatives: At the considered point of B, either (i) the 
equation 
= Eai0x,  0  (2.54) 
i=i 31 
holds, or (ii) the equation 
= E ai0zi = 0  (2.55) 
holds. 
If equation (2.54) holds, then the characteristic direction leads out of the man-
ifold B at this point.  Equation (2.53), and therefore the PDE (2.51), yields an 
outward derivative of u; all the first derivatives of u at the considered point of B are 
thus determined by the value of u on B alone and by the partial differential equation. 
If equation (2.55), called the characteristic condition holds, then au/as is an 
inner derivative in B, and therefore already known from the assignment of u on B. 
Relation (2.53) thus represents a restriction on the assignment of u on B; this restric-
tive condition must be satisfied if a solution u of the partial differential equation is to 
exist in the neighborhood of B with the given initial values on B. If the two relations 
(2.53) and (2.55) are satisfied at every point P of B, they characterize B together 
with the covering u as a characteristic basic manifold. 
In other words: At the point P of the given basic manifold 0 = 0 on which the 
values of u are arbitrarily prescribed, either the partial differential equation deter-
mines the corresponding derivatives of u in a unique way or it puts a restriction on 
the given initial values of u. 
2.4  Partial Differential Equations of Higher Order 
2.4.1  Systems of Partial Differential Equations 
Consider a partial differential equations of the second order: 
F(x, y,u,uz,Uy, tizzlUxy, Uyy) =  (2.56) 
for a function u(x, y). The substitution uz = p, uy = q leads to a system of three first 
order partial differential equations for three functions u, p, q: 
F(x,y,u,p,q,N,Py,qy) = 0, 32 
uz  p = 0  (2.57) 
uy  q = 0. 
Every solution u, p, q of this system yields u as a solution of the PDE  (2.56), and 
conversely, every solution u of (2.56) leads to a set of solutions u, ux, uy of (2.57). 
Thus, a partial differential equation of the second order is equivalent to a system 
of three partial differential equations of the first order. The converse, however, is not 
true. 
Therefore, we may restrict ourselves to the treatment of systems of partial dif-
ferential equations of first order. 
2.4.2  Systems of First Order with Two Independent Variables; Characteristics 
We write a system of m equations for a function vector u with the components 
u 
17  U
2  U' in the form 
Li[u] = Eautriz  butriy +  (i = 1, 2, ... ,m),  (2.58) 
where the elements ai3, big constitute m by m matrices A and B, respectively. 
We assume that at least one of these, say B, is nonsingular, i.e., IBS 0 0. We 
also assume that the coefficients possess continuous derivatives. The terms di may 
depend on the unknown functions in a nonlinear way; in this case we call the above 
system semi-linear. 
In matrix notation we may write 
L[u] = Aux + Buy  d.  (2.59) 
We now consider the equation L[u] = 0 and pose the problem related to 
Cauchy's initial value problem: From given initial values of the vector u on a curve 
C: 0(x, y) = 0 with 44 + 01,2 0 0, determine the first derivatives ux, on C so that 
L[u] = 0 is satisfied in the neighborhood of C. 33 
First we realize that on C the interior derivative ug0z  ur0, is known. As a 
consequence on C we have the relations 
, f us, = -TUi  (2.60) 
Or 
where fi are the values of the known interior derivatives of u' on C and T = 0y/0x. 
The last term in the above equations is known on C. Substituting these relations into 
the partial differential equations gives 
Li[u] = E(a"  rb")ui + + E b"  (i = 1, 2, .  .  .  , m),  (2.61) 
J.1  j=1 
a system of linear partial differential equations for the m derivatives uix on C. Hence a 
necessary and sufficient condition for the unique determinacy of all the first derivatives 
along C is 
Q = Ile  Tbull = IA  TBI  0.  (2.62) 
Q is called the characteristic determinant of the system (2.58). 
If Q  0 along the curves 0 = const., then these curves are called free. Each of 
these curves can be continued into an integral strip in the neighborhood of C. The 
initial values for Cauchy's problem are chosen arbitrarily. 
If r(x, y) is a real solution of the algebraic equation Q = 0 of order n for T, then 
the curves C, defined by the ordinary differential equation 
dx
dx dy = T7  or  Q  (X7 Y7  = 07  (2.63)
dy 
define the characteristic curves.  For characteristic curves the continuation of the 
initial values into an integral strip is generally not possible. 
If the equations Q = 0 does not possess real roots r, then all curves are free; 
continuation into an strip of initial values is always possible and unique. The system 
is then called elliptic. In the opposite case, i.e., when Q = 0 possesses n distinct real 
roots, the system is called totally hyperbolic. 
If r is a real root (maybe the only one) of (2.62), we can solve along C the 34 
system of linear homogeneous equations for the vector 1 = (4,12,  ,1m): 
t(aij  rbij) = 0  or  1(A  TB) = 0.  (2.64) 
i=i 
Then the linear, "characteristic", combination Einli /iLi[u] = 1L[u] = 0 of the 
partial differential equations (2.58) can be written in the characteristic  normal form 
1L[u] = 1B(uy + ruz) +  1Bf = 0,  (2.65) 
where all the unknowns are differentiated in t he same direction, i.e., along the char-
acteristic curve corresponding to T. 
Therefore in the hyperbolic case, i.e., when m families of characteristic curves 
exist, we can replace the system (2.58) by an equivalent one, in which each equation 
contains differentiation only in one, characteristic, direction. 
2.4.3  Systems of First Order with n Independent Variables 
A linear system with n variables can be written in the form 
n m 
Li[u] = E > aii'vtrixv  = 0  (i = 1, 2, .  .  .  ,n),  (2.66) 
v=1 
with aji'v depending on x, and bi depending on x and possibly also on u. Using matrix 
notation and the abbreviation uz = uy , the above equation can be written in  the 
form 
L[1.1] = E  + b = 0,  (2.67) 
v=i 
where Av are m by m matrices. 
We again consider a surface C: q5(xi, x2,  , xn) = 0 with grad(q) 0 0, and say 
On 0 0. On C we consider the characteristic matrix 
A = E Avo,,  (2.68) 
v=1 
and the characteristic determinant or the characteristic form 
l  (2.69) Q(ch, 02,  , (I).) = Al.35 
Initial values of a vector u may be given on C. Then we have: 
If Q  0 on C, then the system (2.66) uniquely determines all derivatives u, 
along C from arbitrarily given initial values; in this case the surface C is called free. 
If Q = 0 along C, we call C a characteristic surface. Then a characteristic linear 
combination of the operators Li in (2.66) exists such that that in A the differentiation 
of the vector u on C is interior; A[u] = 0 establishes a relationship between the initial 
data, and hence these data cannot be chosen arbitrarily. 
To prove these statements, we first use the fact that uvcln  un0 is an interior 
derivative of u on C. Hence uv is known on C from the data if only one outgoing 
derivative, say un, is known (On # 0 was assumed). Multiplying (2.67) by On gives 
n n 
OnL[u] =  E Avunoi, + E A-(u,,on  unou) + b 
v=1  v=1 
n 
= E A-0,,un + / . o  (2.70) 
v=1 
where I is an interior differential operator on u in C. Hence, under the the assumption 
IAI = Q  0, the system of linear partial differential equations (2.66) for the vector 
un determines un uniquely. 
On the other hand, if Q = 0, then there exists a null vector 1 of the matrix A 
such that 1TA = 0. Multiplying (2.66) by 1T gives the equations 
ITonmul = 17.1- = 0,  (2.71) 
expressed by an interior differential operator on the data along C; this operator 1T1 
does not contain un. Therefore, 1T1= 0 is a differential relation which restricts the 
initial values of u on C. 
The characteristic equation Q = 0 has the form of a partial differential equation 
of first order for 0(x1, x2, ... , xn). If it is satisfied identically in x1, x2, .  . . , xn, and not 
only under the condition 0 = 0, then the whole family of surfaces 0 = const. consists 
of characteristic surfaces. 
Now we have the following classification: If the homogeneous algebraic equation 36 
Q = 0 in the quantities 6  dr  On cannot be satisfied by any real set of values r  T 2 
(except 0, = 0), then the characteristics cannot exist, and the system is called elliptic. 
If, in the extreme contrast to the elliptic case, the equation Q = 0 possesses 
m different real solutions On for arbitrary prescribed values 01,  , 0._1 (or if a cor-
responding statement is true after a suitable coordinate transformation), then the 
system is called totally hyperbolic. An important theorem, which will not proved 
here, states that for hyperbolic systems Cauchy's problem is always solvable. 
2.5  Properties of Characteristic Curves 
Characteristic curves C have the following properties, each of which can be used as 
a definition: 
1) Along a characteristic curve the partial differential equation (or for systems, a 
linear combination of the partial differential equations) represents an interior 
differential equation. 
1') Initial data on a characteristic curve cannot be prescribed freely, but must 
satisfy a compatibility condition if these data are to be extended into "integral 
strips". 
2) Discontinuities of a solution cannot occur except along characteristics. 
3) Characteristics are the only possible "branch lines" of solutions, i.e., lines for 
which the same initial value problem may have several solutions. 37 
Chapter 3 
Application of the Method of Characteristics 
to Maxwell's Equations 
3.1  Problem formulation 
The behavior of arbitrary macroscopic electrical structures in the presence of electric 
and magnetic fields is governed by Maxwell's equations'. These equations are the 
fundamental equations of classical electrodynamics and they can be used to explain 
and predict the behavior of all macroscopic electromagnetic phenomena. Maxwell's 
equations can be written in the form 
V x E  =  0B at ' 
(3.1) 




V D  =  p,  (3.3) 
V B  =  0,  (3.4) 
where p is the volume density of free charge, J is the current density and the vectors 
E, H, B, E are resulting field vectors. 
The above four equations are not independent. The two divergence equations 
can be derived from the two curl equations and the equation of continuity (charge 
conservation) 
Op V J = -- (3.5)
at. 
'After James Clerk Maxwell (1831-1879). 38 
In Maxwell's equations (3.1)-(3.4) one may think of the volume free charge 
density p and the volume current density J as known functions (sources) and the 
fundamental field vectors E, D, B, H as twelve unknowns (each having three compo-
nents). But the four field vectors are also related through the constitutive relations 
of the medium. For a linear, isotropic, homogeneous medium these relations are: 
B = pH,	  (3.6) 
D = E,	  (3.7) 
where the constants A = pop, and c = foe, are properties of the medium. The two 
curl equations (3.1)-(3.2) and the two constitutive relations and (3.6)-(3.7) provide 
four independent equations relating the fields at every point2.  Often the current 
density J is not specified as a known function but is related to the electric field E. 
For interconnect problems it suffices to take this relationship to be 
J = o-E,	  (3.8) 
where a is the conductivity of the medium. This linear relationship is not required by 
the theory described below and our method could readily be generalized to arbitrary 
J-E relationships. 
Substituting the two constitutive relations (3.6)-(3.7) and the expression for the 
current density (3.8) into the curl equations(3.1)-(3.2) gives 
V x E = p  x	 
(3.9)
Ot	 ' 
aE V x H = o-E + f	  (3.10)
at ' 
or, expressed as components in the Cartesian coordinate system, 
aEz  aEy  &Ix 
ay  az  P at ' 
aEz  aEz  aHy  _ 
az  ax  IL at ' 
aEy  aEz  OH, 
ox  ay  IL ot ' 
2Equation. (3.7) includes the information given in the continuity equation (3.5) in its derivation. 39 
allz  OHy  0Ez = cr.ris +  (3.14) 
ay Oz  at 
afiz  0Hz  aEy .  (3.15) 
az  ax  cr4 + f  at 
aH  aHz  aEz = o-E, + E  (3.16) 
ax  ay  at 
For practical purposes one must start the field computation at some finite start 
time and perform the computation in a finite region of space. The fields before the 
start time are then described by prescribed initial conditions (ICs) and the behavior 
of the circuit outside the region of interest is taken into account by prescribing the 
boundary conditions (BCs) at the structure boundary. The initial conditions are 
given throughout the the domain D (structure of interest) as 
E(x,y,z,0) = eo(x,y,z),  
H(x,y,z,0) = ho(x,y,z)  (x,y,z) E D,  (3.17)  
where eo and 110 are known vector functions (vector fields). The boundary conditions 
relate the field components on the domain boundary OD. They are given by two 
relations of the form 
Fi(E(x,y,z,t),H(x,y,z,t)) = 0,  
F2(E(x, y, z, t), H(x, y, z, t)) = 0,  (x,y,z) E OD.  (3.18)  
Our initial boundary value problem (IBVP) is then described by the six partial 
differential equations (3.11)-(3.16) together with the initial and boundary conditions 
(3.17) and (3.18). 
In order to write the equations (3.11)-(3.16) in a form more convenient for 
mathematical treatment, we use the notation 
u2, u3, u4, u5, u6) (Es,Ey,Ez, HZ, HY, HZ)  (3.19) 
and 
(x, y, z, t) = (x1, x2, x3, x4)  (3.20) 40 
Using the above notation in the curl equations (3.11)-(3.16) gives 
au3  au2  a2L4 
(3.21) n  = ii n ux2  ux3  ux4 
aul  au3  a2L5 
11 n  (3.22) n =  ,  ux3  unxi  ux4 
au2  aul  au6 
(3.23) 
axi  ax2  Aax4'  
au'  au'  aa  41 
(3.24) ax2  ax3 
au4  au6  au2  
= au2 + e  (3.25)
ax3  axi  ax4' 
00  au  a  aU3 
= CTU- + 6 ,., .  (3.26) 
cal  as2  ovx4  
The above equations can be written in matrix form as 
0 1 0 0  0 0 0  0  0 0 0 0 
0 0 0 0  0  1  0 0 0 0 0 0 
0 0 0 0 1 0 au  0 0 0 1 0 0 au  
n  +   ax,  +  ux2 0 0 0 0 0 0  0 0 1 0 0 0 
1 0 0  0 0 0  0 0 0 0 0 0 
o 1 0 0 0 0_  1 0 0 0 0 0 -
0  0  0  0  1 0  6 0 0 0 0 0 
1 0  0  0  0 0  0 6 0 0 0 0 
1 
0  0  0  0 0 0 au  0 0  6 0 0 0 au 
n +  n + 
wx3  ux4 0  0  0  0 0  0 0 0 p 0 0  
1  0  0  0 0 0  0 0 0 0 p  0  
0  0  0  0  0 0  0 0 0 0 0 it  41 
a 0  0 0 0 0 
0 0 a 0 0  0 
0 0  o- 0 0 0  u = 0,  (3.27) 
0 0  0 0 0 0 
0 0  0 0 0 0 
0 0  0 0 0 0 
where u = [ul, u2, u3, u4, u5, u6]T. 
By introducing the matrices 
0 1 0 0 0 0 0 0  0 0 0 0 
0 0 0 0 0  1  0 0 0 0 0 0 
0 0 0  0 0 0 1 0 0 0 1 0 
A2 =  ,  (3.28) Al =  0 0 0 0 0 0  0  0 1 0 0 0 
0  0 0  0  0 0 0 0 0 0 1 0 
1 0 0 1  0 0  0 0  0 0 0 0 
0  0  0  0  1 0  c 0 0 0 0 0 
0  0  0  0 6 0 0 0 0 
0  0  0  0  0 0  0 0 c 0 0 0 
0 1 0 
A3 =  A4 =  (3.29) 0 1 0  0  0 0 p 0 0 0 0  0  
1  0  0  0  0 0  0 0 0 0 p 0  
0  0  0  0  0 0  0 0 0 0 0 P  -
0  0 0 0 0 
a 0  0  0 0 
0 a 0  0 0 B=  (3.30) 
0  0 0 0 0 
0  0 0 0 0 
0  0 0 0 0 42 
equation (3.27) becomes 
4 
E Akurk + Bu = O.  (3.31) 
k=1 
With the notation (3.19)-(3.20) the initial and boundary conditions (3.17) and 
(3.18) become 
11(X1, x2, x3, 0) = uo(xi, x2, s3)  (xi, x2, s3) E D  (3.32) 
and 
Fl (u) = 0, 
Fi(u) = 0,  (xi, x2, x3), E OD, x4 > 0.  (3.33) 
where D is our domain of interest, OD is the boundary of D, uo is a known vector 
function and F1 and F2 are vector operators relating the field components at the 
boundaries. 
3.2  Method of Characteristics in Three Space Dimensions 
Therefore, the problem to be solved is 
4 
L(u) = E Akuz, + Bu = 0,  (3.34) 
k=1 
together with the initial and boundary conditions given by (3.32) and (3.33). 
The above vector equation represents a hyperbolic system of six partial differ-
ential equations in four independent variables.  It is seen that (3.34) has the same 
form as equation (2.67). We now use the theory presented in in Chapter 2 to find the 
numerical solution of (3.34). 
The first step is to find the characteristic hypersurface 
0(X1, S2, X3, S4) = 0  (3.35) 
and a vector 
1= [11, 12, 13, 14, /5, /61T,  (3.36)  43 
such that the operator 
A(u) = 1TL(u)  (3.37) 
is an interior operator on the hypersurface  = 0. From Chapter 2 we expect six 
linearly independent 1 vectors, resulting in six independent interior partial differential 
equations on 0 = 0. 
According to Chapter 2 the function IS satisfies 
(3.38) iAl = 0, 
where 
4  
A = E Akoxk  (3.39) 
k=1  
and IA1 is the characteristic determinant of (3.34). 
By using the matrices Ak  from (3.28)(3.29) in the above equation we find that 
04  0  0  0  03  02 
0  44  0  03  0  01 
4 













03  0  01  0  /t44  0 
02  01  0  0  0  X04 
where 0x, = 0i. Therefore, 0 must satisfy 
f4hi  0  0  0  03  02 
0  Elk4  0  03  0  0 
0  0 









= 0.  (3.41) 
03  0  01  0  u04  0 
-02  01  0  0  0 44 
The above characteristic condition yields 
3 
(3.42) Eot,  ize e, = 0. 
k=1 
For the case where e and it are not functions of position (homogeneous medium) 
the solution of the above partial differential equation is 
3  4)2  1  (x4  x40)2. 0(Xi, x2, X3, x4) = E(x, - (3.43) 
k=1  /If 
and the equation of the characteristic hypersurface through the point P with coordi-
xo  o\ i°Q nates (xx  ' 10 ,  ,  , 4/ 2 3 
3 
0 \ 2  \ 2 n
0(Xi, X2, X3, X4) = E(xk  xk)  -
1 
kx,  x4, = 0.  (3.44) 
k=1  tic 
This equation represents a four-dimensional hypercone with the vertex at the point P. 
In the general case where e and /./ are arbitrary functions of position the characteristic 
hypersurface will be a "distorted" hypercone whose behavior in the neighborhood of 
P can be calculated numerically. 
Based on Subsection (2.4.3), vectors 1 are solutions of 
FA = ATI = o.  (3.45) 
Equation (3.45) gives the following relationships between the components of 1: 
1 11 
To74  (-0316 + 0216)  (3.46) 
12  4[--p1. (6b215 + 6b316)  co]  (3.47) 
13 =  1  [02 (02e + 0316) + 01161  (3.48) -(7-,1 
1 14  -; (02e + 0316)  (3.49) 
The vector n = (01, 027 03, 04) of partial derivatives of 0 defines a normal vector 
of the hypersurface 0 = 0. There are infinitely many normal vectors at the vertex 
P of the hypercone, all satisfying the characteristic condition (3.42). A particular 45 
choice of n defines a particular tangential plane through the vertex P and with (3.37) 
and (3.45) defines a particular interior operator A on the hypersurface.  Here we 
choose the following six linearly independent normal vectors (whose projections on 
the x1, x2, x3-space are in the directions of the coordinate axes): 
ni =  (-1W6, 0, 0, 1/0  (3.50) 
n2  =  (+  µ/e, 0, 0, 1/6)  (3.51) 
n3  =  (0, VW, 0, 1/c)  (3.52) 
n4  =  (0, -F\FITe, 0, 1/0  (3.53) 
n5  =  (0, 0, Nift/e, 1/0  (3.54) 
n6  =  (0, 0, +VT 4/6, 1/6)  (3.55) 
Using (3.49) these normal vectors result in the following six 1 vectors: 
0  0  ni6 










15  -15  0 
16  16 
16 
7716 
n15  77/5 
0  --77/4 
7714 0  0 
14=  15=  16  (3.57)
_14  14  _14 
0  15  15 
16 0  0 
where n = VI.LTE.  For more convenient notation we arrange these vectors into columns 46 
of the matrix L as 
_7116 0  0  06  7715  05 
06  _7116  04  _04 0 0 
7114  0 7115  7115  7714  0 
(3.58) L= 
14 14 0 0 /4  14 
15 -15 0  0  15  15 
16 /6  16  16 0 0 
With the choice 14 = 15 = 16 = 1 (3.58) becomes  
0 0  
11  -77  0  0 71 7/  




0 0 1  1 
1  0 0 1  1 
1  1 1 1 0 0 
Equation (3.37) then gives 
3 




-71241  0  
=1T  + IT  + IT  + IT  = 0,  (3.61) 
0  -u2 X3 
3 1
uXi  0  Ux3 
U2 Xi  0 
where i = 1, 2, ... ,6. 47 
Substituting the six vectors li from (3.59) into the above equations finally leads 
to the six independent equations 
5  u2  1  ux13  ricr(u2  u3)
A1(21)  = 7/7/6  qu  u3  7tu:3  = 0,  (3.62) 71u4 
nu( _u2  u3) A2(u) = _77u6x1  7iux51 +74,  71ux2  (3.63) 
nux51  ux21 +qu6x2  77u4x2  u3x2  ux12  ilux53  ux23  _ul  u3) A3(u) =  = 0,  (3.64) 
77142  riu4.2  u3x2  ux1.2  nux53  ux23  710.(ul  u3)  0,
A4(u) = 7)2L5,1 + 72,21  (3.65) 
u3x,  u3x2  ux13  nolul A5(u)  nu6x1  7u6x2  7r21x53  7t  u2)  (3.66) 
A6(u) 
qux62  7143  u2) = 0,  (3.67) 
where all the Ak(k = 1, 2, ... , 6) are interior operators on the characteristic hypersur-
face 0 = 0. 
It is important to note that the functions u = u(xi , x2, x3) in the above equa-
tions are evaluated on a particular characteristic hypersurface  = 0 and, thus, are 
functions of x1, x2, x3 only. 
3.3  Numerical Solution 
Equations (3.62)-(3.67) are the characteristic equations of (3.34) obtained for the six 
normal vectors (3.50)-(3.55). Each of these normal vectors defines a plane tangent 
to the characteristic hypersurface 0 for which the corresponding operator in (3.62)-
(3.67) is also an interior operator. For the case of two space variables this is illustrated 
in Fig. 3.1(a). A tangent plane touches the characteristic hypersurface along a line 
called bicharacteristic ray. 
Using a first order approximation for the derivatives in (3.62)-bicharacteristic 
rays PR; (i = 1,...,6) and evaluating the remaining tangential derivatives at the 
points S1,..., S6 gives 
2
(U)  Pss  [71(4  )+71(up5 -4)  40+ (4  uRi)]
LaA x1 48 





Figure 3.1: Characteristic hypersurface for two space dimensions. 49 
us%  77,43  uxiosi  no.(u2  u3)p 
1  




1112  7)o(u2  u3)p
7ur3 
A3(u)  (nuri + uxi)s3 +  [n(up  uR3) + n(op  uR3)+ (up  u3/13)
0x3 
U1R3)1  (772/,3 + 240,93 + 9/(7(-2/1  U3)p = 0, 
[ / 6  6 \  / 4  4 \ / 3 
A4 (u)  (nu!, + u2.0.94 +  77kUp  URI)  ijkUp  uR4)  kup  u3R4 ) Ps-d, 
-AX4  
(upl   uR41  1 )1 + 0 22,53  U X23)S4 +  u3 )P = 0, 
A5(u)  (--7g3  .143  1142 + u:2)s3 + --A [77(4  43) + n(up  45)
L1X5 
(4 u2R3) + (up  u1R5)1 + no-(ul  u2)p = 0, 
3 
A6(11)  (-7/u6s,  + nu6z2  u )S
6  AX6 
n(tIp5  UR5 )  n(Up  45)
x2  5 
+(4 45) + (4  tiR1 5)] + 710-(u
1  212)p = 0.  (3.68) 
The notation is illustrated in Fig. 3.1(b) for the case of two space dimensions. 
Here u  denotes the values of te at the point Ri. Similarly, the notation (u:,)ni means 
le evaluated at  The values Axi are the distances from Ri to the projection of x, 
the point P on the (x1, x2, x3)-plane. 
Substituting Axi = Ax in the above equations and solving for up gives 
1 
up1  4F {2R3  uR4  uR5  ulRe 
+ Ax((143)s3  (ux3)s4  (ux3)s3  (ux3).94) + 1221:43  u2R5 
+ u3R4  43 + Ax((u3x1 )s5  (ux1) s6  (us2)s5  (u.2)s6) 
+7/ [ 43 uR4 + u4R5 + u4R6 
As((uxi)s3  (uzsi).94 + (ux3).53 + (43)54)  (46  45) 
+u6R4  u6R3  Ax((u6zi)s6  (u6)s,  (u6x2)s6  (u6x2),55)1},  (3.69) 50 
2 Up  =  4F 
fAx((u12).5,  (112)s2  04.3k  (1.43)s0  td& 
-Eu2Ri 
+ u3R2  41  + Aac(-040s5  (0,1)s, -11- (142)4  (42)4) 
+Ti [ AX((42)S2  (Ux2)S1  (Ux3)S2  (Ux3)S1)  u'4  ,4 
R5 
+ uR2  uR,  uR, 
(uR2  u6R 1)  Ax((u:i)s,  (42)4 + (u.62).55)}} 
,  (3.70) 
3 Up  4F 1 {Ax((ux12)s1  (ux12)s2 + (11/3)s1  (u.12 )s2) + uh  uk3 
2 uR2 
2 UR, + AX( (U2z1)S3 
2 
(Ux0S4 + (ux3)s3  (ux3)s4) 
+ 4 + 4 + 4 + u3 
1  2  3  R4 
+i [  AZ((Ux2)Si + (42)52 + (43)S1  (Ux3)S2 )  (44  43) 
5 UR2 
5
URI  HU:,  )S3  (4, )S4 
5  5 




6 u  ,  (3.71) 








-- ( ( ""xi la3  -- (4 /  )
"'"xi 104  -- (4  )




__  LA.& 
(uR,  u3R3) + 0x((41  s5  (ux3)s6  (ux2) s5  (uz2)s6) 
+ [43 + u4R, +  + 
AX((uX1 )S3  (Ux1).94 
5  5 (Us3 )S3 + (U,3 )S4 ) 
5 (uR6 
5 UR5 
(u6R4  43) + Ax (  )s5  (4i )s6 + (ux2)s5 + (ux2)s6)1 } ,  (3.72) 
5 Up  = 
1 
477 
fAx((uZ2  1 )s  (Ux2)S2  (Us3)Si  (Ux3 )S2 )  (uR6  UR5) 






+42  uR2 
3 
A33( (ux31)s5 --(t1!1).sk, + 042)ss  (t42),96) 
+ii [ +6,x((ux42 )s,  (ux2)s2 + (ux3)s1 + (1/!3)s2)  (46  45) 
uR2  uR2  uR, + uR43 
(42  uR2)  Ax((u:i)s,  (u:2 )s6 + (ux62)s5  (ux62)s6)1  ,  (3.73) 51 
1 6 Up  =  {Ax((ul )S1 + (2/12 ).52  (1.11  )S1 + (U13 ).52 ) + 44  U1R3 
2	 3 
77 
. -3  (U23 )S4 ) 
3 3  3 3 
- (42  41) + Ax((ux2 2)s (U21 )S4 + (Ux3 )S3 
- URi  uR2 -F uR2 + uR4 
4 4
+ ri [+Ax((ux2)si + (u.3)s2 + (us3).51	  (u.3)s2)  (uR44  43) 
(uR2  4) + Ax((uz1)s3 + (ux0s4(ux3 )s3  (uz3)s4) 
+u6R2 + u6R2 + u6R2 + u6R, ]},  (3.74) 
where F =1+ ncrAx. 
So far the discretization was performed in the directions of the bicharacteristic 
rays on the characteristic hypersurfaces. The remaining tangential derivatives at 
the points Si, ... , S6 still need to be discretized. We do this by calculating these 
derivatives using a method following Richtmyer [161. The scheme is described below. 
Using the grid of Fig. 3.2 and the notation Ur = u(jiAx, j2Ax, j3Ax, nAt), we 
define the operators v and 81, by 
1 AP = E U;  II = {i : lik  jkl = 1/2,  k = 1,2,3}  (3.75) 
8 ico 
and 
1 8I.  =4 (Euli E Ur	  (3.76) 
P 3	  ) ' 
iEni  iE02  
.  1,
ni = {i : iik .id . 1/2,  k = 1,2,3; k  p; ip = .gyp  + p )  (3.77) 
n2 = {i : lik  iki = 1/2,  k = 1,2,3; k  P; ip = .7p
.  1
-},  (3.78) 
where i = (i1, i2, i3), i = (ii, .i2, h) and ek is a unit vector in three dimensional space 
with the kth entry unity. 
Now we discretize (3.34) as 
3	 1 (E  t  +  A.i(v-F1/2  vu t.') + BuT+1/2 = 0,  (3.79) 










R3  Ax 
Figure 3.2: Grid nodes and notation on the hypersurface for two space dimensions. 53 
where I is the identity matrix. The above equation is used for the calculation of 
+1/2.  The partial derivatives at (j  der, n + 1/2) (points Si in Fig. 3.2 or Fig. 3.3) 
are then calculated from these U values. To do this we define another difference 
operator 4599.4 with 
= E - E  ,  p  r.  (3.81) 
joy,  iEft 
S2i= {i:Iik jkJ =1/2, k = 1,2,3; k  p; k  r; ip = jp  2,  =  (3.82) 
f r 2 = fi  lik  jkl = 1/2, k = 1,2,3; k  p; k  r; ip = iP  it = r  (3.83) 
where p, r = 1,2,3 and d = 1/2,1/2. The above operator defines numerical dif-
ferentiation in the x9 direction at the point which is displaced from j by d in the xr 
direction. The six possible (r,d) pairs correspond to the points Si (i = 1,  ,6) in 
Fig. 3.3. 
The tangential partial derivatives at the points Si are then calculated as 
(u r1/2  45p;r4U;1+1/2,  (3.84) J-1-der 
where (p,r = 1,2,3), r # p, d = 1/2,1/2. 
But At and Ax are related by the equation of the hypersurface (3.44) which 
implies At =  FLeAx. Using this relation in (3.80) together with the matrices Ak 








1 + 7/crAx/2 
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1  173,n 
1+ tio-Ax /2  [1/ 
82uji,n)1  (3.87) 
Tr.4,n+1/2 
u J  vO,n +  (4530m 
.1  277 
(3.88) 
T.5,n+1/2 uj 





vU6,n  (3.90) 54 
-mX 2  
Figure 3.3: Basic cell for field calculations in three dimensions. 55 
The basic grid cell for this two-step algorithm is shown in Fig. 3.3. 
In summary, for a point P within the domain D at the time step n + 1 the 
numerical procedure is as follows: 
1. Use equations (3.85)(3.90) to calculate the values U1+1/2 from the known val-
ues Ur. 
2. Use (3.84) to calculate the tangential partial derivatives at the points Si (i = 
1,... , 6). 
3. Use (3.69)(3.74) to calculate the field components at the point P. 
For nodes which are on boundaries between two different media equations 
(3.62)(3.67) need to be discretized taking into account the discontinuity in the char-
acteristic hypersurface at the region interface. This is done by solving equations (3.68) 
with Ax1, ... , Ax6 corresponding to the different media. The spacing between the 
nodes (grid size) changes from region to region according to At =  TEAx. Since the 
points Rj of the boundary nodes will not fall onto the nodes of the neighboring grid, 
field values in neighboring region need to be obtained by interpolation (Fig. 3.4). 
. 
Fields obtained  Boundary between regions
by interpolation 
Figure 3.4: Field calculation at boundary between two different regions. 56 
3.4  Boundary Conditions 
The boundary conditions for our problem are prescribed by the two equations (3.33) 
relating the electric and magnetic field components at any time. Written in terms of 
the u vector components these equations are 
fi(ul, u2, u3, u4, u5, u6)  =  0,  (3.91) 
/2 (ul u2, u3, u4, u5, u6)  =  0  (xi, x2, x3) E ar ),  (3.92) 
where h and f2 are known functions. In typical applications these equations repre-
sent either known excitations or absorbing boundary conditions.  The excitations are 
usually given in the form of prescribed tangential components of the electric or mag-
netic fields as functions of time boundary conditions can be described by specifying 
the ratio of the two pairs of electric and magnetic field components (e.g., EyIH, = tie, 
Ez/Hu = --7/, for a boundary whose normal is in the direction [and  orientation' of 
the x-axis, where 7i, is the characteristic impedance of external dielectric medium.) 
Translating these statements into our notation implies that (for our application) the 
BCs have the linear form 
anul + a12u
2 + ... + ai6u
6  =  bin 
,.,  ,6
1.421 La, ,1 
-i- (422L6 +  ,2 -1- ... + 1.426(.4 +  =  b2(t))  (Xi, X2, X3) E aD,  (3.93) 
where the coefficients next to the two normal components of the fields are zero. 
Equations (3.93) represent a system of two equations with four unknowns. In 
order to calculate the fields at a boundary point P, these equations need to be used 
together with two other equations relating the tangential field components in the 
neighborhood of P. These additional equations can be derived from (3.61) with a 
suitable choice of 1 vectors. 
For a bicharacteristic ray PR; equation (3.61) defines an interior operator on 
a characteristic hypersurface through  P (Figure 3.5). Equations (3.56)(3.57) show 
that there are two degrees of freedom in the choice of a vector 1, i.e., there are two 57 
linearly independent 1 vectors for a given bicharacteristic ray passing through P. We 
can use these two linearly independent 1 vectors in (3.61) to obtain two independent 
characteristic equations for the tangential field components in the neighborhood of P. 
Figure 3.5: Field calculation for structure boundary points.  
For the 1 vectors of the bicharacteristic rays PRi(i = 1,  , 6) we choose  
0  0  0  0  
71  0 71  0 
0  0 71  -71 
111 =  112 -- 121  =  122 =  (3.94) 
0 0  0  0 
0  1  0 -1 58 
71 71  0  0 
0  0 0  0 
0 0 71  77 
131  =  ,  132 =  141 =  ,  142 =  (3.95) 
0  1  0 -1 
0  0 0  0 
1  0  1  0 
0 0  77 
-1  0 71  0 
0 0  0  0 
151 =  ,  152 =  161 =  ,  162 =  (3.96) 
0  1 0  1 
1 0  1  0 
0 0  0  0 
where the first index indicates the bicharacteristic ray (i = 1,  , 6) and the second 
index (j = 1, 2) indicates the two choices of 1 on this ray. Substituting these vectors 
into (3.61) leads to the twelve operators 
1 All  2/2 + 77716l  ux2  nu4x3  7icru2 = 0,  (3.97) = x1  x 
ni Al2 = --Ux1  71ux1 + -x3  7742  7/cru3 = 0,  (3.98) 
2  6 1 4  2 0 A21 = Uz1  Tax,  7./x2 -r 777.  TICIU =  (3.99) 
A22 = 241  WA!,  Ux13 + 772/x2  + 71011 3 = 0  (3.100) 
A31  tix21  rru6z2  tilx2  mix53  ricrul  (3.101) 
A32 = 7/Ux51  77242  U3x2  r/uz23  7/au3 = 0,  (3.102) 
ux2i  nux62  1  5  1
A41  12,2  + 7771,3  770AL = 0,  (3.103) 
5 4 3 2  3 71A A42 =  7/Us,  11,2 -r 2/x2  Titt,3  7701L = 0,  (3.104) 
A51  ,u3x1 
7iti6x2  2/x13  1/Ux53  7/0141 = 0,  (3.105) 
A52  ti3x2  thx23  77,1413
7ruz61  770122 = 0,  (3.106) 
141
A61  xux13  77715,3  natil = 0,  (3.107) 59 
911L4 + 1/ 7U2 = 0.  (3.108) A62 = u =2 + nu!,  .3  ./  X3 / 
The tangential fields components at a boundary point P are now determined by 
the two boundary conditions (3.93) and two of the above equations (e.g., for a bound-
ary whose normal is in the direction and orientation of the xraxis, the bicharacteristic 
ray PRi is inside the structure and, therefore, the first two equations determine the 
fields). 
Discretizing the above equations along their corresponding bicharacteristic rays 
gives 
6 (1 + Ax770-)u2p + 774  U2Ri  nuRi  Ax(ux13 + nut),  (3.109) 
(1 + Ax97cr)4 + 774  __u5  _1_01015 + Ax(u
1  + 77742),  (3.110) RI -1  '1""Iii  X3 
42 _7142 (1 + Ar770')u2p  7]u6p  Axetil  7,143), 
1 4 5 0, (1 + As7/o-)4  77u5p  42  Ax(ux 7/1x2), (3.112)
3  Ux2)) 
(1 + As97(7)4 + 774  uR3  7)u6R3  Ax(u2  nuL),  (3.113) 
(1 + Axncl)u3p + 774  43 + 7743  AX(ux23  (3.114) 771x51), 
(1 + Ax77(7)4  774  u1R4  nu%  Ax(u2x1  9715x3),  (3.115) 
(1 + Ax77a)4  774  u3R,  7/14  Ax(uL  7715s3),  (3.116) 
1 5  6 \ (1 + Ax77(7)4 + 774  URs  ?pi&  + -r  xkus3  nu,),  (3.117) 
2 4 (1 + Ax770-)u2p + 774  UR5  Ax(u + nu6xi), (3.118) 7/145  .2 
(1 + Ax77cr)4  774  UR6 5  &(13x1 (3.119)
1 
TUR6 xi  7/42), 
(1 + Ax77a)4  774  43 n4 px(us2  (3.120) uR6 
For every boundary point two of the above equations are used together with 
the boundary conditions (3.93) to calculate the tangential field components. The 
remaining two normal components are then calculated from discretized versions of 
the appropriate two equations in (3.21)(3.26). The method is described below for 60 
a point which is on a boundary whose normal is in the direction of the xraxis, as 
shown in Fig. 3.5. 
For the point P shown in Fig. 3.5 equations (3.109) and (3.110) are used. First 
the values 1.3.1"-1/2 are calculated for four points inside the structure using(3.85)-ul x2, 
243, 42, and 43 are then calculated at the point S1 from 
Nr.t-1-1/ 2  c  TTn4-1/2  (3.121) usp  °P;nd  j 
where p = 2, 3, r = 1, and d = -1/2 and 8p;,,d is the finite difference operator 
defined by (3.81). After these calculations the right hand sides of equations (3.109) 
and (3.110) are known and these equations are used together  with the boundary 
conditions at the point P 
2 6 anup + anu3p + anu5p + aNtip = 171,(t), 
a22u2p + a23up + a25usp + a26u6p  ---- bp(t),  (3.122) 
to solve for 4, 4, 4, and 4. 
The above procedure is used to calculate the tangential derivatives at  nearby 
boundary points at the time step n  1 from the values at the previous time step n. 
The remaining two normal field components u1 and u4 are calculated in the following 
way. 




U n!'  '  (3.123) (8Un+1 4U1'n+1 )] 
,A  2 2 .3 1 + qax { 
1  _71(600,n+1
U?'71+1  =  60Ui6,n-1-1)]  (3.124) [ Ui?'n 1 +  2 3 
1  _71 (590,n+1  g0174,n-1-1 UP"-1  -FnaAx{ U ?'n  '2 j  (3.125) 
1 2 
u:1,n  (500,n+1
U:1'n+1  (3.126) 
27  3 
5  1  0  3  gOrT1,n+1),
'n  (6 U.+1 (3.127) '  nU5' +1 
27/  1 
6  1  0  1 +1  gOTT2,n+1 
-1 
U6'71+1  (S2U  1,  (3.128) 
.1  271 61 
where bp0U  n = [J'n 
Equations (3.123) and (3.123) are then used to calculate the remaining two field 
components u1 and u4. 
Points on other boundaries are treated in a similar manner. 
3.5  Richtmyer's Modified Finite Difference Scheme 
As was mentioned in the introductory chapter, a large number of finite difference 
schemes for solving hyperbolic systems of linear equations in three space variables 
exist in the mathematical literature. One of these methods is often referred to as the 
Modified Richtmyer Scheme [16]. For two dimensional field problems this method has 
been implemented in [17]. Here we apply the modified Richtmyer scheme to Maxwell's 
equations in three space dimensions. The method is used in the examples of the next 
chapter for result verification. 
Using the difference notation of previous sections for our model equation 
4 
L(u) = E Aku, + Bu = 0,  (3.129) 
k=1 
this scheme can be written as 
+1/2  ,At  1  3 At 
[1/Uti  E -A  IF)]  (3.130)
J  2  4  AX P P J P=1 
1 
3 At
LE'+' =  +  A-1B11 [Ur  (E AAUP-1/2)  ,  (3.131)
2 4  Ax 
where the operators v and Sp are defined by equations (3.75) and (3.76), respectively. 
The stability condition for Richtmyer's method is given by the equation 
At < VVEAx.  (3.132) 
Substituting the matrices Ak and B from (3.28)-(3.30) and using the maximal time 
step At =  into into (3.130)-(3.131) gives the two step algorithm 
,n+112  1 
tiTJ  VUbn +  (S2UP'n  53UP1}  (3.133) 1+ 710"AX[ 2 62 
r r.2,n-1-1/2  . 
1  u?,n + Li (.5 U."  Si Ui'n) 1  (3.134)
uJ  1 +77o-As [  3  2  3 i 
0,n+1/2  1 .  uu3n +  (6 u,n  s2u;11,  (3.135)
77Ax[ J  1+ 0- 2(1J J 
u4,n+1/2  4 = 1AL 'n +  (53U. 'n  52U.r)  ,  (3.136)
J  3  2 7/  J  
r r5,n+1/2   =  1/0'n + 1 (60'n  45 U'n)  1  (3.137) 3 i 
(1.1  3  27/  3  
u6,n+1/2  1  1  
,  i  =  //Ur +  (.52Uj 'n  &UPI  (3.138) 
1  [tp,n  li (52q,n+1/2  (3.139) U'n+1 =  J  1 + go-Ax  i 
rl,n-1-1  _ 
1crx[ O + M  7-1  (.5.  O'n+1/2  .51 O'n+112)]  ,  (3.140)
uJ  1 + qA 3  2 3 3  U3 
UP'n+1
1
crAx{ Ui 3'n + 17- (5 O3'n+1/2  820'n+1/2)1  (3.141)
J  1 + q  2 1  J 
r r.4,n+1  1  ,n+1/2) =  upn + _ (8,n+1/2  .52u;  (3.142) 
`I.)  27/  j  -1 
1  6.3u.il,n+1/2 \
[J'71+1 =  O'n +  (45 O'n+1/2  j ,  (3.143)
J  1 J J  27/  
u6,n-1-1  usi m  1  (.52upn-F1/2  siui2,n+1/2 \  ) ,  (3.144) i 
where I/J 'm stands for the i-th component of the vector Ur. 63 
Chapter 4 
Application of the Method 
to Interconnect Problems 
In this chapter the method developed in the previous chapter is applied to a few 
interconnect structures using unit step or Gaussian excitations. For each example 
the method is compared with Richtmyer's modified finite difference scheme described 
in Section 3.5. 
The first example presents a simple microstrip structure. Half of the structure 
is shown in Fig. 4.1. The signal conductor is 0.6 mm wide and 50 pm thick with a 
conductivity of 107S/m. We choose a symmetric excitation for the structure located 
on the x = 0 boundary. Because of the symmetry, only one half of the structure 
is analyzed, with the symmetry plane at y = b = 1 mm modeled by magnetic wall 
boundary conditions (Hz = 0, Hz = 0 on this boundary). The structure is excited 
along the x = 0 boundary with the z-component of the electric field uniformly dis-
tributed underneath the strip and the time variation described by a narrow Gaussian 
pulse. The boundary conditions on this plane are given by 
Ey(0,y, z, t) = 0,  
e(tto)2/(2T3),   1  w/2 < y < b, 0 < z < h,
Ez(0, y,z,t) = 
o,  otherwise, 
where to = 3.75 ps is the pulse delay, T, = 1.5 ps is the pulse width parameter, 
b = 1 mm is the width of the structure, h = 0.635 mm is the height of the strip 
above the ground plane and w/2 = 0.3 mm is the half-width of the strip. The ground 
plane is modeled by a perfectly conducting wall described by EE = 0, Ey = 0. The 64 
Figure 4.1: Microstrip line structure of Example 1. 
remaining boundaries are modeled as absorbing walls obtained by requiring that the 
ratio of the orthogonal electric and magnetic field components be equal to the wave 
impedance of the neighboring medium. For example the boundary conditions on the 
y = 0 plane are described by 
E., . 
77,  0 < x < a, 0 < z < h, 
Hy 
lio,  0 < x < a, h < z < c, 
Ey  .177,  0 < x < a, 0 < z < h, 
Hz  0 < x < a, h < z < c, 
where a = 2 mm is the length of the structure, c = 1.5 mm is the structure height, 
rio =  Vito/coe,  = 120.341  is the wave impedance of the dielectric substrate and 
10 = Vito/0 = 376.73 Q is the wave impedance of free space air above the substrate). 
The remaining absorbing boundaries are modeled in a similar manner. 
The resulting space distributions of the z-component of the electric field  on 
the z = 0.5 mm plane at two different times ti  = 4 ps and t2 = 8 ps are shown in 65 
Figures 4.2 and 4.3. 
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Figure 4.2: Distribution of EZ at t = t1 obtained by the method of characteristics. 
The same structure is analyzed using the modified Richtmyer algorithm. The 
spatial distribution of Ez in the same plane is shown in Figures 4.4 and 4.5. 
Finally, the time responses obtained by the two methods are compared Fig. 4.6. 
The responses are plotted for two points under the signal trace located at (0.4, 0.8, 
0.5) mm and (1.2, 0.8, 0.5) mm. 
In the second example we analyze a microstrip bend discontinuity. Figure 4.7 
shows a 90° microstrip bend structure along with the dimensions and the substrate di-
electric constant. The thickness of the signal conductor is 50 pm and the conductivity 
is 107 S/m. In this example there is no symmetry plane so the whole structure needs 
to be analyzed. The structure is first excited with a unit step input. The excitation 
is located on the x = 0 plane in the form of a uniformly distributed z-component of 
the electric field in the region under the strip. The boundary conditions for this plane 66 
Ez(t2)  









Figure 4.3: Distribution of Ez at t = t2 obtained by the method of characteristics. 
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Figure 4.4: Distribution of Ez at t = t1 obtained by the Richtmyer scheme. 67 
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Figure 4.6: Time variation of Ez. 68 
Figure 4.7: 90° microstrip bend structure of Example 2. 
are given by 
Ey(0, y,z,t) = 0, 
U(t),  yi<y<y2, 0<z<h,
Ez(0, y,z, t) = 
0,  otherwise, 
where U(t) is a unit step function, yi = 0.15 mm and y2 = 0.35 mm are the locations 
of the strip edges, and h = 0.635 mm is the height of the dielectric substrate. The 
remaining boundaries are modeled as absorbing walls, as described in the previous 
example. 
The response obtained by the method of characteristics is shown in Figures 4.8-
4.10 in the form of the space distribution of the z-component of the electric field under 
the strip for three different times, t1 = 2 ps, t2 = 4 ps and t3 = 6 ps. The output is 
taken on the plane z = 0.2 mm. In Figure 4.8 the unit step waveform is propagating 
towards the bend. It is seen that the amplitude of the electric field is greater near the 
edges of the strip than at the strip center. Figure 4.9 is a snapshot at the moment 69 
when the wavefront is at the edge of the first strip. Finally, in Figure 4.10 one can 
see how the wave propagating in the x-direction is rapidly dampened as it continues 
through the part of substrate where the strip is not present. The wavefront in this 
figure has just reached the end of the structure. 
Ez ( tl) 
x [mmj 
Figure 4.8: Distribution of Ez at t = ti obtained by the method of characteristics. 
The step response of the same structure obtained by the modified Richtmyer 
scheme is shown in Figures 4.11-4.12. Oscillatory behavior near the boundaries where 
the field distribution has a discontinuity is easily visible. The oscillations, however, 
are rapidly dampened as one moves away from the boundary. 
The same bend structure is next excited by a Gaussian excitation on the x = 0 
plane given by 
Es,(0, y, z, t) = 0,  
e-(t-t0)2/(271,i)  
Yi  y < y2, 0 < z < h,
Ez(0, y, z, t) = 
0,  otherwise, 1 
where to = 1.6 ps and 71,7 = 0.67 ps. The space distribution of the response on the 70 
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Figure 4.9: Distribution of Ez at t = t2 obtained by the method of characteristics. 
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Figure 4.10: Distribution of Ez at t = 13 obtained by the method of characteristics. 71 
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Figure 4.11: Distribution of Ez at t = ti obtained by the Richtmyer scheme. 
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Figure 4.12: Distribution of Ez at t = t2 obtained by the modified Richtmyer scheme. 72 
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Figure 4.13: Distribution of Ez at t = ti obtained by the method of characteristics. 
The time responses of the two methods are compared in Fig. 4.16. The outputs 
are taken at two points located at (0.2, 0.25, 0.2) 
The results obtained by the Richtmyer scheme are shown in Figures 4.17 and 
4.18. 
As the third example we analyze the microstrip step discontinuity shown in 
Fig. 4.19. Because of the symmetry, only one half of the structure is analyzed and 
this half is shown in the Figure. The face at y = b = 1 mm is modeled by magnetic 
wall boundary conditions. The thickness and conductivity of the conductor are the 
same as in the previous examples. The structure is excited by a Gaussian pulse on 
the x = 0 plane given by 
Ey(0, y, z, t) = 0, 73 
Ez (t2 )  
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Figure 4.14: Distribution of Ez at t = t2 obtained by the method of characteristics. 
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Figure 4.16: Time variation of Ez . 
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Figure 4.17: Distribution of E., at t = ti obtained by the Richtmyer scheme. 75 
Ez(t2)  












Figure 4.19: Microstrip step discontinuity of Example 3. 76 
e-(t-t0)2/(2T3) 
,  0.7 mm < y1 mm, 0 < z < 0.635 mm,
Ez(0, y, z, t) = 
0,  otherwise, 
where to = 7.5 ps and To = 3 ps. 
The space distribution of the z component of the electric field on the z = 0.5 mm 
plane at is shown in Figures 4.20-4.22. 
Ez (tl) 
Ez [Vim] 
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0 
x [mm] 
Figure 4.20: Distribution of Ez at t = t1 obtained by the method of characteristics. 
The time responses obtained by the method of characteristics and that obtained 
by the modified Richtmyer scheme are shown in Fig. 4.23. 
The response obtained by the modified Richtmyer scheme is also shown in Fig-
ures 4.24 and 4.25. 
In the fourth example a microstrip T-junction discontinuity is analyzed. Fig-
ure 4.26 shows a microstrip "T" structure together with the dimensions and the 
substrate dielectric constant. The thickness of the signal conductor is 50 pm and 
the conductivity is 107 S/m. The structure is excited with a Gaussian input. The 77 
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Figure 4.22: Distribution of Ez at t = t3 obtained by the method of characteristics. -------------------
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Figure 4.23: Time variation of E . 
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Figure 4.24: Distribution of Ez at t = t1 obtained by the Richtmyer scheme. 79 
Ez (t2) 







Figure 4.25: Distribution of Ez at t = t2 obtained by the Richtmyer scheme. 
excitation is again located on the x = 0 plane in the form of a uniformly distributed z-
component of the electric field in the region under the strip. The boundary conditions 
for this plane are given by 
Et,(0, y, z, t) = 0,  
e-(i-to2/(2T3),   Yi 5_ y < y2, 0 < z < h, 
Ez(0, y, z, t) = 
0,  otherwise, 
where to = 1.6 ps and Tr = 0.67 ps. The space distribution of the response on the 
z = 0.5 mm plane obtained by the method of characteristics is show in Figures 4.27-
4.29 in the form of the space distribution of the z-component of the electric field under 
the strip for three different times, ti = 2 ps, t2 = 4 ps and t3 = 6 ps. The output is 
taken on the plane z = 0.5 mm. 
The time responses obtained by the method of characteristics and that obtained 
by the modified Richtmyer scheme are compared in Fig. 4.30. The outputs were taken 
at the points (0.2, 0.25, 0.2) mm and (0.55, 0.25, 0.2) mm. 80 
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Figure 4.27: Distribution of Ez at t = ti obtained by the method of characteristics. 












Figure 4.29: Distribution of Ez at t = t3 obtained by the method of characteristics. 
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Figure 4.30: Time variation of Ez. 
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In the final example we analyze the microstrip cross over shown in Fig. 4.31. 
The region under the strip on the x = 0 plane is excited with a unit step electric field 
Figure 4.31: Microstrip cross-over of Example 5. 
z component. The boundary conditions for this plane are described by 
Ey(0, y, z, t) = 0, 
1 U(t),  Y < y2, 0 < z < h,
Ez(0,y,z,t) = 
Y1 
0,  otherwise, 
where U(t) is a unit step function, yi = 0.35 mm and y2 = 0.65 mm are the locations 
of the strip edges, and h = 0.5 mm is the height of the first substrate. The other 
boundaries are modeled as absorbing walls. Each strip is 0.1 mm thick and has a 
conductivity of 107 S/m. 
Figures 4.32-4.33 show the distribution of the electric field z-component on the 
plane z = 0.8 mm at the times t1 = 12 ps and t2 = 24 ps. 84 
Ez(t1)  







Figure 4.32: Distribution of Ez at t = t1 obtained by the method of characteristics. 
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Figure 4.33: Distribution of Ez at t = t2 obtained by the method of characteristics. 85 
The time variation of Ez for two locations, (1, 0.5, 0.8) mm and (1, 0.8, 0.8) mm, 
is shown in Fig. 4.34. The second waveform represents the crosstalk signal from the 
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Figure 4.34: Time variation of Ez. 
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Chapter 5 
Conclusion 
A numerical method based on the method of characteristics for hyperbolic systems of 
partial differential equations in four independent variables was developed and applied 
to the solution of time domain Maxwell's equations. The method was oriented towards 
interconnect analysis problems and exemplified on a few interconnect structures.  It 
should, however, be useful for a number of other electromagnetic problems described 
by Maxwell's equations. 
Since the method is based on the solution of a set of characteristic equations 
along the characteristic hypersurfaces, it possesses a number of good features present 
in the method of characteristics for two variable systems of equations. Some of the 
features of the method are that the grid size in a given region is determined by 
the propagation velocity of the medium and that the method results in an optimal 
discretization scheme in the sense it uses the maximal theoretically possible time step 
for a given mesh spacing. Also, it computes all the E and H-field components at every 
grid point and in principle allows for the treatment of general boundary conditions 
at the boundary points given by the two operator equations (3.18). The method also 
retains relatively good accuracy near data discontinuities. 
For other potential applications the method could easily be generalized in a 
number of different directions. Some of these directions are: 
extension to arbitrary J = F(E) relationships (operators) and to nonisotropic 
media; 87 
extension of method to arbitrary operators in the boundary condition equations 
(3.18); 
development of different development schemes for the internal points and bound-
ary points that would lead to simpler, more efficient algorithms. 
In addition to the method of characteristics developed in this Thesis, Richt-
myer's modified finite difference scheme was also applied to Maxwell's equations. The 
method was used in parallel with the method of characteristics for result comparison 
and verification. This method should also be useful for solving electromagnetic field 
problems occurring in other areas. 88 
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