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En este trabajo se presenta una experiencia de un curso
de Introducción a la Programación Paralela. El curso
está dedicado a herramientas y entornos de programa-
ción paralela, y principalmente al análisis, desarrollo y
optimización de algoritmos paralelos. Tiene una orien-
tación práctica, para lo que se utilizan problemas del
Concurso Español de Programación Paralela. Los di-
ferentes temas del curso se presentan en clases con la
estructura tradicional, y para cada tema se organiza una
sesión práctica, en la que se trabaja con problemas del
concurso con los que se practica con los entornos de
paralelismo y los paradigmas algorítmicos tratados en
la clase anterior. En las sesiones prácticas los alum-
nos trabajan con problemas y con el entorno compu-
tacional del concurso, lo que facilita el seguimiento y
la validación en tiempo real de su trabajo, así como la
atención personalizada y el tomar acciones correctoras
de la organización de la docencia y las prácticas. De
esta forma se realiza una evaluación continua que ha
permitido reducir la tasa de abandono e incrementar la
tasa de éxito en la asignatura.
Abstract
This paper presents an experience of an introductory
course on Parallel Programming. The course is dedi-
cated to parallel programming tools and environments,
and in particular to the analysis, development and opti-
mization of parallel algorithms. It has a practical orien-
tation and is guided with the use of problems from
the Spanish Parallel Programming Contest. The diffe-
rent units are presented in the traditional lecture for-
mat, and a practical session accompanies each unit,
with problems to work with in the tools or algorithmic
paradigms presented in the previous lecture. The stu-
dents work in the practical sessions on problems and
using the system of the contest, which facilitates onli-
ne and real time validation of their implementations.
The practical approach of the course and the conti-
nuous evaluation used led to an important increase in
the marks.
Palabras clave
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trada en las prácticas, aprendizaje basado en proble-
mas, concurso de programación paralela.
1. Introducción
En la actualidad los sistemas computacionales son
paralelos, con varios núcleos en sistemas pequeños
(móviles, tarjetas dedicadas, etc.), portátiles y ordena-
dores de sobremesa, y redes y grandes sistemas forma-
dos combinando varios sistemas básicos. Por este mo-
tivo, se están desarrollando en los últimos años proyec-
tos de introducción del paralelismo a diferentes niveles
[8]. El paralelismo estará presente en alguna medida en
la vida laboral de todos los trabajadores en informáti-
ca, por lo que es obligatorio iniciar a nuestros alumnos
en este campo, y se están llevando a cabo proyectos en
este sentido [6]. Pero hay algunas dificultades impor-
tantes para realizar esa inclusión. La mayoría de los
docentes no son especialistas en paralelismo, o tienen
únicamente un conocimiento vago de este campo, y en
algunos casos ni siquiera son conscientes de su rele-
vancia. Esto entorpece la introducción de nuevas asig-
naturas relacionadas con el paralelismo o de conceptos
de paralelismo en asignaturas ya establecidas. El re-
traso de la inclusión de conceptos de paralelismo debe
evitarse, de manera que podamos preparar a nuestros
estudiantes actuales para el mundo paralelo en el que
trabajarán al finalizar sus estudios. Además, el para-
lelismo supone una mayor complejidad en diferentes
aspectos de la computación, incluyendo arquitecturas,
sistemas y programación. Así, iniciar a todos los estu-
diantes en conceptos de paralelismo de forma que ten-
gan un conocimiento suficiente del tema como para tra-
bajar con él no es una tarea sencilla. Por tanto, la intro-




ducción de conceptos de paralelismo debe planificarse
minuciosamente, con determinación de los conceptos
a incluir junto con prácticas adecuadas para facilitar
el aprendizaje activo que permita adquirir habilidades
para desarrollar distintos tipos de tareas dentro de este
campo.
En este artículo se presenta una experiencia de un
curso de “Metodología de la Programación Parale-
la” [3] centrado en entornos y herramientas de pro-
gramación paralela (OpenMP, MPI y CUDA) y es-
pecialmente en el diseño, análisis y desarrollo de al-
goritmos paralelos. El curso se organiza en sesiones
teóricas en el aula y sesiones prácticas, con una se-
sión práctica por cada sesión de teoría sobre herra-
mientas y esquemas algorítmicos. Cada sesión prác-
tica se lleva a cabo la semana siguiente a la corres-
pondiente sesión teórica, y en ella se usan los recur-
sos del Concurso Español de Programación Paralela
(http://luna.inf.um.es), en el que se usa una
adaptación a un cluster de procesadores del sistema
Mooshak [4]. Con este entorno los alumnos pueden
trabajar online y realizar una validación y evaluación
parcial de su trabajo en tiempo real. Además, el profe-
sor puede monitorizar el trabajo de los alumnos, facili-
tándose así la revisión, evaluación y corrección de sus
trabajos, con lo que puede detectar errores y malenten-
didos rápidamente, redirigiendo la docencia y realizan-
do una evaluación continua.
La estructura del artículo es la siguiente: en la Sec-
ción 2 se explica el contexto del curso y se comentan
experiencias previas; en la Sección 3 se detalla el te-
mario y la organización del curso; y en la Sección 4 se
evalúa la experiencia; las conclusiones se resumen en
la Sección 5.
2. Contexto y experiencias previas
La asignatura de “Metodología de la Programación
Paralela” se imparte en el primer cuatrimestre en el
cuarto curso del Grado de Ingeniería Informática en
la Universidad de Murcia. Este cuarto curso se dedi-
ca a asignaturas de intensificación y al Proyecto Fin
de Grado, y los estudiantes optan por una de las cinco
intensificaciones (Computación, Ingeniería de Compu-
tadores, Sistemas de Información, Tecnologías de la
Información e Ingeniería del Software). La asignatu-
ra es obligatoria para los alumnos en la intensificación
de Ingeniería del Software y optativa para los de Inge-
niería de Computadores.
Con los nuevos grados el número de años se ha redu-
cido de cinco a cuatro, y en la organización anterior la
asignatura equivalente se encontraba en el quinto curso
y era optativa para todos los estudiantes. El cambio ha
supuesto un incremento en el número de alumnos en la
asignatura, y además los alumnos están ahora en gene-
ral menos maduros y menos interesados por ella. Esto
ha producido una reducción en el porcentaje de alum-
nos que aprueban la asignatura, por lo que hay que pla-
nificarla cuidadosamente para atraer su interés y evitar
el abandono. La evolución del número de matriculados
en la asignatura en los últimos trece años se muestra
en el Cuadro 1, junto con el número y el porcentaje
de alumnos que la superan. Con la nueva organización
del Grado hay un incremento en el número de alum-
nos y una reducción en el porcentaje de alumnos que
aprueban. Los valores del curso actual son estimados,
pues las sesiones de prácticas presenciales han finali-
zado pero los alumnos tienen que realizar una práctica
final con una valoración de 2.5 en la nota final. El tra-
bajo en esta práctica es individual y autónomo. La me-
dia del porcentaje de alumnos que aprueban bajó con la
nueva organización de 65% a 45% aproximadamente,
y este curso, con la nueva planificación, se ha conse-
guido elevar este porcentaje al nivel anterior.
En los primeros cursos del grado hay una asignatura
de “Programación Concurrente y Distribuida” y otra de
“Arquitectura y Organización de Computadores” don-
de se introducen las nociones básicas de arquitecturas
paralelas. Además, hay otra asignatura de “Programa-
ción de Arquitecturas Multinúcleo” en el segundo cua-
trimestre de cuarto que es optativa en la intensificación
de Ingeniería de Computadores. Nuestra asignatura se
centra en programación y algoritmos paralelos con los
paradigmas de memoria compartida y paso de men-
sajes, y se introducen algunos conceptos de GPUs y
computación heterogénea.
3. Organización de la asignatura
La asignatura se ha basado siempre mayoritariamen-
te en trabajos prácticos con trabajo autónomo de los
estudiantes. Se organizaban algunas prácticas presen-
ciales en las que los alumnos podían colaborar entre
ellos y consultar al profesor. La mitad de la puntua-
ción total se obtenía con prácticas básicas que se rea-
lizaban en esas sesiones y se completaban después y
con algunos trabajos adicionales, en algunos casos tra-
bajando en grupos de dos alumnos. La otra mitad de
la puntuación correspondía a una práctica en forma de
proyecto con un trabajo distinto para cada estudiante,
que trabajaba de forma autónoma con el asesoramien-
to del profesor en tutorías y en las sesiones de prácti-
cas. De esta forma los alumno adquirían la capacidad
de desarrollar programas paralelos en diferentes entor-
nos y el porcentaje de aprobados estaba alrededor del
65%, lo que podemos considerar satisfactorio tenien-
do en cuenta que muchos de los alumnos de los últimos
cursos trabajan a tiempo parcial o completo y por tanto
son alumnos a tiempo parcial.
Las prácticas presenciales iniciales se organizaban
20 XXII Jornadas sobre la Enseñanza Universitaria de la Informática
Curso 03 04 05 06 07 08 09 10 11 12 13 14 15
alumnos 10 8 13 18 10 4 13 12 19 29 26 41 37
aprobados 6 5 9 7 7 4 8 7 10 12 9 19 24
% aprobados 60.0 62.5 69.2 38.9 70.0 100 61.5 58.3 52.6 41.4 34.6 46.3 65.9
Cuadro 1: Número de estudiantes de la asignatura y número y porcentaje de alumnos que superan la asignatura en
los últimos trece cursos
utilizando los recursos del Concurso Español de Pro-
gramación Paralela, cuya primera edición fue en 2011
[1], y en la nueva organización de la asignatura se uti-
lizan estos recursos más exhaustivamente para facilitar
la evaluación continua. Normalmente se utilizaba una
aproximación de aprendizaje basado en problemas [2],
que parecía una buena opción para una asignatura op-
tativa, pero al pasar la asignatura a obligatoria para los
alumnos de la intensificación de Ingeniería del Softwa-
re el porcentaje de aprobados bajó considerablemente
(Cuadro 1). Por tanto, para evitar que los alumnos de-
jen de seguir la asignatura, se ha reducido la valoración
de la última práctica en la nota final y se han aumen-
tado las prácticas guiadas, y la práctica final se realiza
también con problemas del Concurso de forma que se
facilita su monitorización, validación y evaluación.
3.1. Temario y organización
La asignatura se organiza en trece sesiones de teo-
ría y diez de prácticas presenciales, y su contenido se
muestra en el Cuadro 2. En la primera sesión se revisan
conceptos de paralelismo y computación distribuida y
se justifica la necesidad del paralelismo. Siguen cinco
sesiones sobre entornos y herramientas de paralelismo,
y cada una de estas sesiones tiene la correspondiente
sesión práctica la semana siguiente. Los alumnos tra-
bajan en parejas en estas sesiones prácticas y cada una
de ellas se evalúa con un máximo de 0.5. A continua-
ción hay cinco sesiones sobre paradigmas algorítmicos
paralelos, con las correspondientes sesiones prácticas
donde el trabajo es individual y con una puntuación
máxima de 1 cada una de ellas. Se acaba con una sesión
de análisis de algoritmos paralelos y otra de metodolo-
gía de programación paralela, donde se completan los
conceptos de análisis y metodología que se han utili-
zado en las sesiones anteriores. Cada estudiante traba-
ja finalmente en una práctica individual, diferente para
cada alumno, con una puntuación máxima de 2.5, y
en la que se realizan implementaciones OpenMP, MPI,
MPI+OpenMP y opcionalmente CUDA de un algorit-
mo secuencial, con un análisis teórico y experimental
de las implementaciones realizadas.
3.2. Prácticas
Como se ha mencionado, la asignatura se guía por
las prácticas, que se organizan en tres bloques: entor-
nos, algoritmos y proyecto. A continuación se explica
el contenido de cada bloque.
3.2.1. Herramientas y entornos de paralelismo
Se dedican cinco sesiones prácticas a trabajar con
diferentes entornos de paralelismo y a que los alumnos
se familiaricen con las herramientas para implementar
algoritmos paralelos y que usarán en el proyecto final.
Se da una descripción breve del trabajo en cada sesión:
• Entornos de paralelismo. Se proporcionan ejem-
plos básicos de paralelización de un algoritmo de
ordenación en C++, Java y Pthreads. Los ejem-
plos usan únicamente dos hilos o procesos, y los
alumnos deben modificar los ejemplos para que
funcionen con más hilos y procesos, y tienen que
comparar las prestaciones obtenidas y la progra-
mabilidad de los tres entornos.
Se practica con el sistema del Concurso Español
de Programación Paralela (CPP) experimentando
con un problema de un proyecto de introducción
del paralelismo en formación profesional [7]. El
mismo problema se utiliza para practicar con el
cluster heterogéneo que se usa para los experi-
mentos en la práctica final. El cluster consta de
seis nodos, con un total de 64 núcleos y con tar-
jetas GPU y Xeon Phi cada nodo (10 GPUs y 2
Xeon Phi) [5].
Cada grupo (de dos alumnos) envía al profesor al
final de la sesión la respuesta a una serie de cues-
tiones planteadas en la práctica. En esta prime-
ra práctica el profesor contesta a los alumnos el
día siguiente, para aclarar cuestiones que no ha-
yan quedado claras sobre el uso de los sistemas,
y los alumnos disponen de cuatro días para me-
jorar las respuestas de su envío inicial. Para el
resto de prácticas se utiliza el mismo sistema de
dos envíos, uno al final de la sesión y otro cua-
tro días después, pero no hay realimentación in-
mediata por parte del profesor. Las prácticas se
evalúan con una mayor puntuación en la primera
entrega, y la puntuación de la segunda entrega se
determina en el boletín de cada práctica.
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Semana
Tema Teo. Prac.
Introducción a la computación paralela, necesidad del paralelismo 1
Sistemas paralelos y paradigmas de programación paralela 2 3
Programación de memoria compartida, OpenMP 3 4
Programación por paso de mensajes, MPI 4 5
Computación híbrida y heterogénea 5 6
Programación de manycores, CUDA 6 7
Paralelismo y particionado de datos 7 8
Algoritmos relajados y paralelismo síncrono 8 9
Algoritmos sobre árboles y grafos, Pipeline 9 10
Paralelismo en Divide y Vencerás y Programación Dinámica 10 11
Paralelismo en árboles de búsqueda, Maestro-Esclavo, Bolsa de Tareas, Granja de Procesos, Trabaja-
dores Replicados
11 12
Análisis de algoritmos paralelos 12
Metodología de la programación paralela 13
Cuadro 2: Planificación temporal de las sesiones teóricas y prácticas
• OpenMP. Se trabaja con el mismo ejemplo de la
práctica anterior en una prueba del CPP. Se anali-
za la influencia del número de hilos en el tiempo
de ejecución. También se trabaja con una multi-
plicación de matrices clásica, en la que hay que
analizar el tiempo obtenido con paralelización de
cada uno de los tres bucles y con el uso de la cláu-
sula collapse. Los alumnos tienen que desa-
rrollar versiones que usen secciones y tareas.
• MPI. Se utilizan versiones MPI de los mismos al-
goritmos anteriores. Del algoritmo de ordenación
los alumnos hacen versiones sustituyendo comu-
nicaciones punto a punto por comunicaciones co-
lectivas, y en la multiplicación sustituyendo co-
municaciones síncronas por asíncronas.
• Computación híbrida y heterogénea. A partir de
las versiones anteriores de multiplicación de ma-
trices con OpenMP y MPI los alumnos realizan
una versión híbrida MPI+OpenMP, y analizan las
prestaciones al variar el tamaño de la matriz y el
número de procesos MPI e hilos OpenMP. La ver-
sión híbrida se utiliza en el cluster heterogéneo
para determinar la distribución óptima de proce-
sos. Adicionalmente, los alumnos deben desarro-
llar una versión heterogénea, con un proceso por
nodo pero distinto volumen de datos y número de
hilos en cada nodo.
• CUDA. La programación de manycores no es un
tema fundamental en la asignatura ya que hay una
asignatura optativa sobre este tema en el segundo
cuatrimestre, por lo que en esta práctica no se pi-
den implementaciones originales. Se proporciona
una versión CUDA de la multiplicación de matri-
ces y los alumnos analizan los tiempos de ejecu-
ción obtenidos en el CPP y en las distintas GPUs
del cluster al variar el número de hilos por bloque,
y proponen alguna estrategia de búsqueda del va-
lor óptimo.
3.2.2. Paradigmas algorítmicos paralelos
Al igual que en el bloque anterior, los alumnos en-
vían respuestas a las cuestiones planteadas al final de
la sesión y pueden hacer un segundo envío completan-
do el primero hasta cuatro días después. Las cuestiones
planteadas y su valoración en cada envío varía con la
práctica, y la evaluación continua permite al profesor
adaptar el tipo de cuestiones y su valoración según el
progreso de los alumnos. Las sesiones de teoría du-
ran dos horas, de las que se dedican aproximadamente
los veinte primeros minutos a comentar los problemas
detectados en la evaluación de la práctica anterior, y
al final de la sesión se dedican unos diez minutos a
clarificar algunos puntos del enunciado de la siguiente
práctica.
En estas sesiones se utilizan algunos de los proble-
mas propuestos en el CPP. Estos problemas se pueden
asignar de distintas formas a los distintos paradigmas
en el temario. El Cuadro 3 muestra una posible asig-
nación, y los problemas usados en las sesiones prác-
ticas se etiquetan con la semana de la sesión en que
se han usado. Los paradigmas no son exclusivos, por
lo que algunos problemas aparecen asociados a varios
de ellos. En el CPP se proporcionan a los participan-
tes versiones secuenciales para cada problema, y ellos
deben desarrollar versiones paralelas intentando maxi-
mizar la ganancia de velocidad. En 2012 hubo dos con-
cursos, uno de OpenMP y MPI y otro de CUDA, que
comprendía tres problemas, sólo uno de los cuales era
distinto de los del concurso OpenMP+MPI. En la pá-
gina del concurso se pueden consultar los problemas,
la solución secuencial que se proporciona y la tabla de
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récords obtenidos durante los concursos y después de
ellos, con los correspondientes códigos.
En cada sesión práctica los alumnos responden una
serie de cuestiones que incluyen la resolución de pro-
blemas con programación paralela en el sistema del
CPP. Las cuestiones y la forma en que se evalúan son
distintas en sesiones distintas, con dos plazos de entre-
ga con una puntuación menor para las soluciones en-
tregadas en el segundo plazo. Como ejemplo, se co-
mentan las cuestiones y la guía de la evaluación para la
sesión de Algoritmos en árbol y Pipeline:
• Cuestión 1: Hay que resolver utilizando el es-
quema de Pipeline el problema A del concurso
de 2015. Se consideran submatrices de tamaño
m⇥m en la diagonal de una matriz de dimensión
n ⇥ n, con el bloque inferior/derecha de tamaño
l⇥ l de cada submatriz solapando con la siguiente
submatriz en la diagonal. Se trata de realizar va-
rias iteraciones de cuadrados de las submatrices,
primero la submatriz al principio de la matriz, a
continuación la siguiente submatriz en la diago-
nal, etc. El cuadrado de la segunda iteración de
la primera submatriz se puede empezar a calcular
una vez se ha calculado el cuadrado de la segun-
da submatriz, con lo que se puede trabajar con la
primera y tercera submatriz al mismo tiempo, y
se pueden hacer simultáneamente operaciones de
distintas iteraciones en submatrices distintas. Se
puede dar una solución simplificada válida para 4
y 6 hilos o la solución general válida para cual-
quier número de hilos.
• Cuestión 2: En el problema C de 2012 se trabaja
con una matriz cuadrada realizando varios pasos,
en cada uno de los cuales se realiza una ordena-
ción de los datos de la matriz y a continuación
se multiplica la matriz por sí misma. Se trabaja
sólo en la paralelización de la ordenación. La so-
lución secuencial que se proporciona usa Quick-
sort y los alumnos deben sustituirla por una im-
plementación MPI del Mergesort, con la mezcla
realizada con un esquema de árbol. Se puede dar
una solución simplificada válida para 2, 4 y 8 pro-
cesos o una general sin restricciones en el número
de procesos.
Las sesiones prácticas son de una hora y tres cuar-
tos, con lo que el tiempo que tienen los alumnos para
responder a las cuestiones es limitado, por lo que se
les da la oportunidad de trabajar durante las prácticas
en las versiones simplificadas y completar las solucio-
nes para el segundo envío. La versión simplificada de
cada cuestión se puntúa sobre 0.5 en la primera entre-
ga y sobre 0.3 en la segunda, y las versiones generales
0.7 y 0.4, y la puntuación máxima de la práctica es 1.
El entorno del CPP facilita controlar el trabajo de cada
alumno, validar las soluciones, evaluar las prestaciones
y comparar soluciones de distintos alumnos.
3.2.3. Proyecto final
Después de las prácticas de evaluación continua hay
una práctica en forma de proyecto en la que los alum-
nos trabajan de forma individual y autónoma, cada uno
con un problema distinto del CPP. Este trabajo se eva-
lúa sobre 2.5. Se resumen a continuación las distintas
partes del estudio y la documentación a realizar y la
puntuación asignada a cada parte:
• Explicación del método secuencial proporciona-
do por la organización y propuestas de posibles
mejoras (0.2).
• Solución OpenMP, con pseudocódigo y códi-
go comentado. Se deben explicar las soluciones
OpenMP que hay para este problema en la tabla
de récords, y las modificaciones realizadas para
reducir el tiempo de ejecución (0.4).
• Solución MPI, con pseudocódigo y código co-
mentado. Se deben explicar las soluciones MPI
para este problema en la tabla de récords, y las
modificaciones realizadas para reducir el tiempo
de ejecución (0.4).
• Solución MPI+OpenMP, con pseudocódigo y có-
digo comentado (0.2).
• Análisis teórico de los algoritmos, con estimación
del tiempo de ejecución, el speed-up, la eficiencia
y la isoeficiencia, y con justificación del paradig-
ma algorítmico utilizado (0.4).
• Estudio experimental de las implementaciones.
Los alumnos deben decidir el tipo y tamaño de
las entradas en función de las peculiaridades de
su problema, y analizan el tiempo de ejecución, el
speed-up, la eficiencia y la isoeficiencia (0.5).
• Se puede usar el CPP para validar, pero habrá
que diseñar un método de validación más gene-
ral (0.2).
• Contraste de los estudios teórico y experimental
(0.2).
Se puede subir la nota de la asignatura con trabajos
complementarios:
• Una implementación CUDA para el problema que
se tiene asignado puede puntuarse hasta con un
punto adicional, dependiendo de la originalidad
y la eficiencia de la implementación, y se debe
realizar un análisis teórico y experimental.
• Se puede incrementar la puntuación hasta un pun-
to con nuevos récods de problemas del CPP, y ca-
da nuevo récord se puede puntuar hasta con 0.4,
dependiendo de la originalidad y de la mejora ob-
tenida.




































11B X 9 X
11C X
11D X X X
11E X X
12A 8 8 X X
12B X X X X
12C X X 10 X
12D X X
12E 11
12A-CUDA X X X
13A X X
13D X X X
13F 12 12
14A X X X
14D X X X
14F X X
15A X X X 10 X
15C X X X X
15E X X X
Cuadro 3: Asociación de problemas del CPP a los paradigmas de programación paralela estudiados en la asignatura
4. Evaluación
Con la reorganización de la asignatura se pretendía
principalmente aumentar el número de alumnos que
alcanzan los conocimientos suficientes para aprobar.
Este objetivo se ha alcanzado, con un incremento de
aproximadamente 45% aprobados durante los últimos
cursos a una previsión de un 65% el presente curso
(Cuadro 1).
Los estudiantes que no participan en las sesiones
prácticas o que no obtienen la puntuación mínima es-
tablecida para estas sesiones pueden seguir un sistema
de evaluación no continua. En el Cuadro 4 se mues-
tra la evolución del número de alumnos que optaron
por cada tipo de evaluación después de cada sesión.
El número total de estudiantes matriculados es 37, y
6 de ellos no participaron en ninguno de los dos tipos
de evaluación, lo que está en concordancia con lo que
suele pasar todos los cursos. El porcentaje de alumnos
que se espera que superen la asignatura con respecto al
número de alumnos que la siguen sube al 77%. Tam-
bién se muestra la puntuación media de las soluciones
de cada sesión. Esta puntuación es mayor en las sesio-
nes iniciales, en las que se trabaja por pares, pero en las
últimas sesiones el número de envíos y su puntuación
disminuye, lo que puede ser debido a la acumulación
de prácticas de otras asignaturas. Para propiciar que los
alumnos no abandonen la asignatura, se les da la opor-
tunidad de completar una de las prácticas y entregarla
junto con el proyecto final.
El porcentaje de alumnos que aprueba ha aumenta-
do, pero esto puede ser a costa de una mayor carga de
trabajo del profesor y los alumnos. El número de horas
que el profesor estima que ha dedicado a las prácticas
presenciales ha aumentado aproximadamente de 40 a
100 horas. Se ha dedicado más tiempo a la preparación
de cada sesión práctica, y se ha dedicado a la evalua-
ción de cada sesión aproximadamente 4 horas para la
primera entrega y otras 4 para la segunda.
Se ha preparado una encuesta para consultar a los
alumnos sobre el número de horas que estiman que
han dedicado a cada parte de la asignatura y la per-
cepción que tienen sobre la organización en este curso.
La encuesta la han contestado sólo 13 alumnos, con lo
que, teniendo también en cuenta la subjetividad de las
respuestas, las conclusiones no pueden ser significati-
vas. Se pregunta por el tipo de organización del cur-
so que prefieren: el seguido este año, con evaluación
continua y proyecto final (Curso); el utilizado los años
anteriores, con algunas prácticas cortas y un trabajo fi-
nal más largo (Más proyecto); la organización tradi-
cional con examen y prácticas (Examen+Prácticas)).
Todos los alumnos prefieren el sistema utilizado este
curso, salvo uno que prefiere el sistema con un pro-
yecto más largo, lo que se puede hacer con la opción
de evaluación no continua. Para cada sistema de eva-
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Sesión: 1 2 3 4 5 6 7 8 9 10
No continua 3 3 7 7 7 7 7 7 7 8
Continua 28 28 24 24 24 24 24 24 24 23
Soluciones 27 27 24 23 24 24 24 24 19 13
Puntuación media 7.2 6.8 5.1 5.6 9.9 6.1 6.2 3.4 4.9 3.4
Cuadro 4: Número de alumnos que siguen los sistemas de evaluación continua y no continua, y número de solu-
ciones y puntuación media para cada sesión práctica
luación se les consulta sobre tres aspectos: el sistema
facilita aprobar la asignatura; se necesita trabajar más
para aprobar; el método propicia el aprendizaje. A ca-
da una de las cuestiones de contesta con un valor entre
1 (totalmente en desacuerdo) y 5 (totalmente de acuer-
do). La Figura 1 muestra la media de las respuestas pa-
ra las tres cuestiones y los tres métodos de evaluación.
Los alumnos perciben que la organización seguida este
curso requiere más trabajo por su parte, pero al mismo
tiempo es el sistema con el que es más fácil aprobar y
el que más propicia el aprendizaje.
Figura 1: Media de las respuestas de los alumnos para
las tres cuestiones y tres sistemas de evaluación de la
asignatura
Se les ha consultado también sobre el tiempo que es-
timan que han dedicado a asistir a las clases de teoría,
a estudiar lo tratado en ellas, al trabajo presencial en
las sesiones prácticas y para completar las prácticas.
El Cuadro 5 resume el tiempo que el profesor estima
que habría que dedicar a cada parte (Estimado), la me-
dia de las respuestas de los alumnos (Media), y la me-
dia sin considerar dos casos extremos (Media filtrada),
que corresponden a un alumno que no sigue la evalua-
ción continua y otro que estima que ha dedicado 400
horas a completar las prácticas (la media es de 84 y
el segundo mayor tiempo estimado es 120). El tiempo
que cada alumno (sin considerar los casos extremos)
estima que ha dedicado a cada parte se muestra en la
Figura 2, junto con la media de estas estimaciones y
los tiempos estimados por el profesor. Las medias dan
valores cercanos a las estimaciones del profesor.
Figura 2: Tiempos estimados por los alumnos para las
distintas partes, medias de las estimaciones y tiempos
estimados por el profesor
5. Conclusión y perspectivas
Se ha presentado una experiencia de un curso de pro-
gramación paralela con evaluación continua basada en
la realización de prácticas tras cada sesión de teoría.
Se han utilizado los recursos (sistema, problemas y so-
luciones de la tabla de récods) del Concurso Español
de Programación Paralela para las sesiones prácticas y
para la práctica final. El objetivo principal de la nueva
forma de organizar y evaluar la asignatura era conse-
guir que aumentara el número de alumnos que aprue-
ban, lo que ha sido alcanzado, con un porcentaje de
65% aprobados sobre el número de matriculados y de
77% sobre el número de alumnos que siguen la asig-
natura. Además, las respuestas de los alumnos a una
encuesta sobre la organización del curso muestran que
prefieren esta organización a otras utilizadas anterior-
mente, al ser con la que más aprenden y con la que
es más fácil aprobar, aun a costa de un incremento en
el tiempo dedicado a la asignatura, aunque el tiempo
Aprendizaje basado en problemas 25
Teoría Estudio Presencial No presencial Total
Estimado 26 26 20 40 112
Media filtrada 25 19 21 50 115
Media 24 19 21 73 137
Cuadro 5: Estimación del tiempo dedicado a las clases de teoría (Teoría), a estudiar lo visto en ellas (Estudio), al
trabajo presencial (Presencial) y no presencial (No presencial) en prácticas
medio que estiman está cercano al estimado por el pro-
fesor y que corresponde a la carga de la asignatura en
el plan de estudios.
Este tipo de organización y evaluación se piensa se-
guir utilizando en los próximos cursos. Los problemas
del CPP (cuyo número se incrementa con cada nueva
edición del concurso) y las soluciones en la tabla de
récords se seguirán utilizando para planificar nuevas
prácticas, y pueden utilizarse en otros cursos de pro-
gramación paralela. Además, las diferentes formas en
que se pueden asignar los problemas a distintos para-
digmas algorítmicos paralelos permiten múltiples con-
figuraciones en la planificación de las prácticas.
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