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Network modeling techniques provide a means for quantifying so-
cial structure in populations of individuals. Data used to define social
connectivity are often expensive to collect and based on case-specific,
ad hoc criteria. Moreover, in applications involving animal social net-
works, collection of these data is often opportunistic and can be inva-
sive. Frequently, the social network of interest for a given population
is closely related to the way individuals move. Thus telemetry data,
which are minimally-invasive and relatively inexpensive to collect,
present an alternative source of information. We develop a framework
for using telemetry data to infer social relationships among animals.
To achieve this, we propose a Bayesian hierarchical model with an
underlying dynamic social network controlling movement of individ-
uals via two mechanisms: an attractive effect, and an aligning effect.
We demonstrate the model and its ability to accurately identify com-
plex social behavior in simulation, and apply our model to telemetry
data arising from killer whales. Using auxiliary information about the
study population, we investigate model validity and find the inferred
dynamic social network is consistent with killer whale ecology and
expert knowledge.
1. Introduction. Dynamic social networks are an important topic of
study among ecologists for a variety of species and ecological processes
(Pinter-Wollman et al. 2013; Krause, Croft and James 2007; Croft, James
and Krause 2008; Wey et al. 2008; Sih, Hanser and McHugh 2009). Social
networks can help explain a myriad of behavioral activities in a population,
including the characteristics of animal movement. Therefore, it is common to
define social networks based on directly observable behavior such as the du-
ration of time animals spend in close proximity to one another (e.g., African
elephants, Loxodonta africana, Goldenberg et al. 2014), discrete counts of
interactions (e.g., yellow (Papio cynocephalus) and anubis baboons (Papio
anubis) Franz et al. 2015), or discrete counts of close encounters (e.g., barn
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swallows (Hirundo rustica erythrogaster) Levin et al. 2015). Challenges for
researchers interested in studying animal social networks include expensive
data collection procedures, and potential biases due to opportunistic obser-
vation.
Killer whales (Orcinus orca), like many marine mammals, are complex
and highly social creatures (Pitman and Durban 2012; Parsons et al. 2009;
Williams and Lusseau 2006; Baird and Whitehead 2000). To better under-
stand the behavior of killer whales, we seek to characterize their social re-
lationships. Unfortunately, direct observation of killer whale interactions is
challenging; it is not uncommon for individuals to travel 50km a day and to
range over thousands of kilometers in a season (Durban and Pitman 2012;
Andrews, Pitman and Ballance 2008). Furthermore, observation of killer
whales at close proximity has been found to significantly influence their
movement behavior (Williams, Trites and Bain 2002), which could directly
affect measurements of social connectivity. In contrast, satellite tracking
tags have been used to gather movement data for killer whales over several
months (Durban and Pitman 2012; Andrews, Pitman and Ballance 2008),
and there is little evidence to suggest that tags alter behavior. Thus, a po-
tential alternative to costly personal observations are telemetry data, which
contain rich movement information at the individual level, and can be col-
lected in remote areas at a much lower cost.
The suite of models for animal telemetry data is vast and rapidly chang-
ing, including both continuous- and discrete-time approaches (see McClin-
tock et al. 2014 for a review). Yet there are only a few models that ex-
plicitly account for interactions among individuals in the population (e.g.,
Russell, Hanks and Haran 2015; Langrock et al. 2014; Codling and Bode
2014; Morales et al. 2010). Moreover, methods are lacking that attempt to
characterize pairwise connections between all members of the population.
We propose a model for movement that incorporates plausible mechanistic
effects on movement due to an underlying social network. Our model allows
us to infer the specific characteristics of interaction in a given population
and the underlying dynamic social network itself.
In our proposed discrete-time continuous-space model, we assume there
exists an underlying (latent) dynamic social network among the individu-
als in the population. Conditional on the network characteristics and the
positions of animals in the previous time step, the expected positions of
individuals at the next time point are modeled jointly using a Gaussian
Markov random field (GMRF) (Besag 1974; Besag and Kooperberg 1995;
Rue and Held 2005). The model is temporally Markovian for both the an-
imal positions and the social network. In our model, the underlying social
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structure influences movement through two channels: an attractive effect
and an alignment effect. These channels of interaction allow us to model a
wide variety of behaviors, and they have a precedent for use in the context of
interaction behavior (Lemasson, Anderson and Goodwin 2013). The connec-
tion between the underlying social network and position is an example of a
hidden Markov model (HMM). HMMs represent a flexible class of hierarchi-
cal models popular in analyses of wildlife data (see, for example, Langrock
et al. 2012) in which an observable process (in our case, position) is driven
by an unobserved Markovian process (the underlying social network).
We introduce the details of our proposed method in Section 2. We demon-
strate and assess inference from the model with simulated data in Section 3.
In Section 4, we analyze data for seven killer whales tagged concurrently
near the coast of the Antarctic Peninsula. Within the tagged sample, there
are three genetically distinct types of killer whale (Pitman and Ensor 2003;
Morin et al. 2015) characterized by their size, coloration, and diet. The spa-
tial distributions for each type overlap, and while strong social interaction
is typical within each type, there have been no observed social associations
among animals of different types. We demonstrate that inferences from our
method are consistent with this history of observation. Furthermore, we
find strong evidence for dynamic social connections forming and dissolving
within each type, but no indication of connections between types. Finally,
in Section 5, we discuss potential extensions for the model, including the
incorporation of environmental covariates and approaches for mediating the
large computational demands for the model when the study sample is large.
2. Methods. We propose new methodology based on a general hierar-
chical modeling framework that accommodates measurement, process, and
parameter uncertainty (Berliner 1996). We introduce the GMRF that de-
scribes animal movement in Section 2.1 and describe our method for model-
ing the dynamic social network in Section 2.2. Then in Section 2.3, we detail
how we account for the fact that telemetry data are typically measured at
individual-specific, irregularly spaced times with error.
2.1. Position Process. A GMRF is a description of a Gaussian random
vector where conditional dependence between elements is specified based on
a neighborhood structure (Rue and Held 2005). For example, data occur-
ring at regular intervals in time, or on a lattice in space, are often modeled
with GMRFs because natural neighborhoods exist for each datum (e.g., the
preceding measurement in time, or the four closest spatial locations). Thus,
GMRFs present a natural mathematical structure for modeling trajecto-
ries of connected individuals, as they provide a way to model dependence
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between connected or “neighboring” individuals.
We expect that social structure among individuals will influence their
movement with respect to one another. Let µi(t) denote the position of in-
dividual i at time t. Assuming we know the population social structure (i.e.,
which individuals are socially affiliated with which other individuals), we
model the movements of all individuals simultaneously using a GMRF in-
volving two social behavioral mechanisms: one related to attraction toward
the mean position of connected individuals, and the other related to align-
ment, or movement parallel to the paths taken by connected individuals.
Although our model is flexible enough to capture attraction or repulsion,
as well as alignment or anti-alignment, in most cases, we expect to infer
assortative relations whereby individuals that are socially connected move
“together.” For this reason, we discuss movement of connected individuals
as aligned and attractive.
Attraction and alignment mechanisms are critical features of the mean
positions of each individual at regular synchronous time steps. Models for
locations on regular intervals have been developed by several others, includ-
ing Brillinger and Stewart (1998), Jonsen, Flemming and Myers (2005), and
Forester et al. (2007). We define the social relations in terms of a dynamic
binary network W(t) indexed at times t = 1, . . . , T , where entry wij(t) = 1
indicates a connection between individuals i and j at time t and wij(t) = 0
indicates a lack thereof.
We specify a GMRF conditionally, from the perspective of a single in-
dividual at a given time. The mean position of each individual i at time
t conditioned on all other individuals’ positions at time t, denoted µ−i(t),
and all positions at the previous time, µ(t−1), follows a normal distribution
with mean
E
(
µi(t)|µ−i(t),µ(t− 1),W(t),W(t− 1), α, β, σ2, c
) ≡
µi(t− 1) + βµ˜i(t− 1)︸ ︷︷ ︸
attraction
+
∑
j 6=i
α
wij(t)
wci+(t)
(
µj(t)− (µj(t− 1) + βµ˜j(t− 1))
)
︸ ︷︷ ︸
alignment
(1)
and precision
Prec
(
µi(t)|W(t), σ2, c
) ≡ σ−2wci+(t)I2. (2)
Focusing on (1), we model the expected location of individual i as the
sum of three terms: the individual’s location in the previous time period,
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µi(t − 1); an attraction term capturing the tendency for the individual to
move toward other individuals it is socially connected to; and an alignment
term accounting for groups of interconnected individuals moving in the same
general direction.
The term µ˜i(t), in the attraction component of (1), is a unit vector point-
ing from individual i’s position µi(t) to the mean position µi(t) of all the
individuals it is connected to in W(t) (i.e., its ego-network):
µi(t) ≡
n∑
j 6=i
wij(t)
wci+(t)
µj(t) (3)
µ˜i(t) ≡
{
µi(t)−µi(t)
||µi(t)−µi(t)||2 ,
∑
j 6=iwij(t) > 0
0,
∑
j 6=iwij(t) = 0.
(4)
The parameter β controls the strength of the attractive effect of a social
connection. On average, individual i moves a distance β in the direction
µ˜i(t) during each time step.
In the above expression, wci+(t) is the size of individual i’s ego-network at
time t if the individual has at least one connection (i.e., wci+(t) =
∑
j 6=iwij(t)),
and equal to a constant wci+(t) = c > 0 otherwise. We require c to be strictly
positive so the precision in (2) is non-zero for unconnected individuals.
The alignment term in (1) quantifies the mean displacement in position
from t − 1 to t for only those individuals that individual i is socially con-
nected to, and after accounting for attraction. Although the sum is over
all individuals j, the social network indicators wij(t) eliminate the effects
of an individual’s direction if it is not connected to individual i. The pa-
rameter α controls the strength of the aligning effect, with 0 corresponding
to no alignment, and α → 1 corresponding to perfect alignment. The case
α = 1 corresponds to an intrinsic conditional autoregressive model with an
improper covariance matrix. However, we limit our consideration to α < 1,
precluding this special case.
Finally, the expression for the precision in (2) has the property that in-
dividuals who are more socially connected (i.e., have larger ego-networks
wci+(t)), have larger precision. The proportional relationship between preci-
sion and wci+(t) is required for a valid GMRF, and aligns with our intuition
that, conditioned on the position of all other individuals, the movement of
an individual with few or no social connections is more difficult to predict
than one that experiences strong attraction and alignment toward a large
group of individuals. The parameter c can be thought of as the effective size
of the ego-network for an unconnected individual with regard to precision.
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The specification of the model in (1) and (2) properly defines a GMRF
where the elements of the precision matrix at time t are
Qij(t) ≡
{
−αwij(t)σ−2I2, j 6= i
wci+(t)σ
−2I2, j = i.
(5)
Therefore, we can write the multivariate version of the model for t =
2, . . . , T as
[µ(t)|µ(t− 1),θ] ≡ N (µ(t− 1) + βµ˜(t− 1), Q(t)), (6)
where we have concatenated the model parameters
(
α, β, p1, φ, σ
2, c,W
)
into a single vector θ (note: p1 and φ are parameters associated with the
dynamic network W and are introduced in Section 2.2).
Notice that, for the joint distribution in (6), the attraction effect remains
in the mean structure because the attraction force for an individual is to-
ward the previous location of the individuals in the ego-network. However,
the alignment effects are accounted for in the precision matrix because align-
ment is characterized by simultaneous movement of grouped individuals in
the same direction. Figure 1 shows the alignment and attraction effects
graphically.
The model for movement based on the normalized vector µ˜i(t), instead of
µi(t)−µi(t), reflects a mechanistic understanding that attractive movement
is often restricted by the distance an animal can reasonably travel in a given
time step. We assume the maximum distance an individual is capable of
moving during one time step to be approximately constant. Thus, when
the gap between an individual and the center of its ego-network is large
compared to its step size, an animal feeling an attractive pull will appear to
take several steps of similar length in that direction.
If we had used the difference µi(t)−µi(t) instead of µ˜i(t) in the attraction
component of (1), the attractive pull an individual experienced when its ego-
network was far away could be far greater than the distance it was able to
travel in a single time step. To see this, note that the interpretation of β in
(6) would change to reflect the average proportion of the gap between an
individual and the center of its ego-network covered during each time step. A
value of β = 0.5 would imply that an animal closes half the distance between
itself and the center of its ego-network, regardless of the size of that gap. In
some cases, the proportional gap coverage model may be more appropriate.
In our application with killer whales, it is reasonable for connections between
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animals to form across relatively large gaps in space relative to the distance
an animal might be able to cover in a single time step. Thus, the former
interpretation is the most appropriate for our application.
In (1) and (3) we define the vector µi(t− 1) using the status of the social
network at time t − 1. Another possibility is to define µi(t − 1) using the
social network at the current time t as
µi(t− 1) ≡
n∑
j 6=i
wij(t)
wci+(t)
µj(t− 1). (7)
In practice, the differences that arise in the estimated social network de-
pending on this modeling decision will only be noticeable near times when
a connection status changes (i.e., whenever w(t) 6= w(t− 1)). Hence, when
the estimated social network is slowly varying, like the one we observe in
our application, we expect that these two definitions will result in essentially
identical inference. However, for applications when the frequency of changes
in social connections is high relative to the scale at which telemetry observa-
tions are made, the impact of the decision of how to define µ may be more
significant.
2.2. Dynamic Social Network. We model the dynamic process that gives
rise to W(t) as a collection of pairwise independent Bernoulli random vari-
ables with a Markovian dependence in time, where
wij(1) ∼ Bern(p1) (8)
wij(t)|wij(t− 1) ∼
{
Bern(p1|0), wij(t− 1) = 0
Bern(p1|1), wij(t− 1) = 1
t = 2, . . . , T. (9)
The parameter p1 is the probability of a social connection between any
two individuals at time t = 1, p1|0 is the conditional probability that a pair
of individuals who are not connected at t − 1 become connected at time t,
and p1|1 is the conditional probability that a pair connected at time t − 1
remain connected at time t. Thus, our model for µ can be thought of as a
HMM, where the latent social network W takes on the role of the hidden
Markovian process. Though the model for the dynamic social network could
be used exactly as specified in (8) and (9), we make two refinements that
reduce the number of parameters we are required to estimate, and facilitate
solicitation of priors.
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residual
μi(t)
μi(t-1)
ego-networki(t-1)
β-effect
α-effect
ego-networki(t)
μi(t-1)
μi(t)
Fig 1. This schematic illustrates the two channels through which the dynamic social net-
work influences movement. The dashed lines represent where the ego-network of indi-
vidual i would be expected to be at time t under attraction alone, and the parallel dot-
ted lines represent the alignment between individual i and the average of the differences
µj(t)− (µj(t− 1) + βµ˜j(t− 1)).
First, we take advantage of the fact that, in many cases, it is reason-
able to assume the mean density of a study population’s dynamic social
network remains constant in time. This is equivalent to requiring that the
stationary distribution of the Markov process governing the overall network
density match the expected density at time t = 1. Recall that we model
the conditional distributions of the edges, w(t)|w(t − 1) as independent
Bernoulli random variables. Thus, the expected density of the network at
time t is equal to the marginal probability of an edge between any two
vertices, P(wij(t) = 1). The Markov process controlling network density is
therefore the same as the process for the sequence of social connections wij .
Requiring that the initial density, p1, match the stationary distribution of
the Markov process is equivalent to the condition
p1 =
p1|0
p1|0 + 1− p1|1
. (10)
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Condition (10) implicitly reduces the number of parameters to be esti-
mated from three to two.
The second refinement we make is a reparameterization that allows for
more intuitive interpretation of model parameters, and hence, facilitates the
solicitation of priors. We define a new variable, φ, that controls the temporal
stability of the dynamic network via
p1|0 ≡ (1− φ)p1, (11)
which implies we can write p1|1 = 1 − (1 − φ)(1 − p1). As φ varies from
0 to 1, the social network transitions smoothly from complete temporal
independence, to complete temporal dependence (i.e., a static network where
no edges form or dissolve in time). This can be expressed mathematically
as lim
φ→0 p1|0 = limφ→0 p1|1 = p1 and limφ→1
(
1− p1|0
)
= lim
φ→1 p1|1 = 1. Thus, φ can be
thought of as a measure of the temporal range of dependence in the network.
Under the parameterization using p1 and φ, researchers can construct priors
for the network density and stability independently of one another.
2.3. Measurement Error and Time Alignment. Our model can be used
to make inference about the posterior distribution of the model parameters
θ conditioned on the mean position process µ (denoted [θ|µ]). However,
in practice, we are rarely able to observe µ directly. Rather, we observe
noisy measurements of position at asynchronous, irregularly occurring times,
which we denote s, and the inference we wish to make is for the posterior
distribution conditioned on observed data, not µ. Let si(τi) denote the ob-
served position of individual i at time τi, and [s|µ] the joint density of all
observed locations conditioned on the unobserved processes µ. The top level
of our hierarchical model provides a connection between the locations µi(t),
which occur at regular synchronized times, and the observations si(t).
We could obtain the desired posterior distribution by evaluating the in-
tegral
[θ|s] =
∫
[θ|µ, s] [µ|s] dµ, (12)
using Markov chain Monte Carlo (MCMC), provided we could sample
from the distribution [µ|s]. Unfortunately, because of the inherent complex-
ities in the irregular, asynchronous observation times and the high dimen-
sionality of the vector µ, sampling from this distribution becomes computa-
tionally infeasible when a study population contains more than a few indi-
viduals and a few dozen observation times per individual. We address this
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issue by making use of a multiple imputation procedure employed by Hooten
et al. (2010) and Hanks et al. (2015, 2011), paired with a continuous-time
correlated random walk model from Johnson et al. (2008). Multiple impu-
tation offers a computationally efficient way to account for asynchronous,
noisy position measurements while still permitting us to use a discrete-time,
step-aligned structure for movement informed by a dynamic social network.
We outline the procedure briefly below, and refer the reader to Hooten et al.
(2010) and Hanks et al. (2011) for further details.
The premise of the multiple imputation strategy assumes the existence of
a distribution that is very similar to [µ|s] from which we can sample paths
easily. If we can define such a distribution, which we call [µ∗|s], then we can
closely approximate the integral in (12) by
[θ|s] ≈
∫
[θ|µ = µ∗] [µ∗|s] dµ∗. (13)
We can evaluate the integral in (13) up to a constant of proportionality by
drawing a realization from [µ∗|s] at every iteration of our MCMC algorithm,
and updating model parameters θ conditioned on the realization.
Johnson et al. (2008) introduced a continuous-time correlated random
walk model for movement with measurement error that relies on an Ornstein-
Uhlenbeck process for velocity, and treats the observed paths for each indi-
vidual as conditionally independent (i.e., [si|µ∗] = [si|µ∗i ]). Continuing with
the same model, Johnson, London and Kuhn (2011) provided an approach
for sampling from the posterior predictive path, [µ∗i |si], which we use to
evaluate the integral in (13).
We approximate the desired posterior using the following two-step proce-
dure:
1. Draw K different realizations from [µ∗|s] using the R package crawl
(Johnson et al. 2008).
2. At each iteration of the MCMC sampler, draw one of the K samples
and condition on µ∗ for parameter updates.
Choosing too small a value for K will result in inference for the social net-
work that does not properly account for the uncertainty in µ arising due
to measurement error and temporal asynchronicity, and can potentially be
biased depending on the particular draws from [µ∗|s]. In practice, we found
a sufficiently large K in our application to be on the order of 50, as parame-
ter estimates were essentially unchanged for larger K. By making use of the
two-stage sequential procedure, we are fitting a close approximation to the
full Bayesian hierarchical model.
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2.4. Priors. To demonstrate the value of our model when little is known
a priori about the social ties in a study population, we specify diffuse pri-
ors for most parameters in both the simulation and application. We select
conjugate parametric families whenever possible. The priors used in our
simulation and application are shown in the right columns of Tables 1 and
2. While more informative priors could be used when expert knowledge is
available, we found most parameters to be insensitive to the choice of hy-
perparameters. The one exception is the network stability parameter φ (see
Section 2.2). The stability of the network determines the range of temporal
dependence in the dynamic social network. Similar to analogous range pa-
rameters in the geostatistical setting (see, for example, Chapter 6 of Gelfand
et al. 2010), φ can prove difficult to estimate from the data. In our applica-
tion (Section 4), we used an informative prior that implies a strongly stable
network because we expected the social network to change slowly relative
to the time scale at which the telemetry data were gathered.
3. Simulation. The primary parameters of scientific interest are in the
network W. Thus, we evaluate the quality of our model by assessing its
ability to recover the network. A baseline model for comparison is one us-
ing only proximity as a criterion for social connectivity. We consider the
proximity-based network defined by
WRij (t) = I||µi−µj ||2<R. (14)
Though it does not explicitly incorporate the behaviors of attraction and
alignment, defining the network using (14) is computationally cheap and
closely mirrors the way some data are collected in the field (Levin et al.
2015; Goldenberg et al. 2014). The proximity-based approach therefore rep-
resents a viable alternative against which we can compare our model. How-
ever, failing to consider attraction and alignment effects, as well as temporal
stability in a dynamic social network can lead to spurious associations that
arise when two unconnected individuals happen to pass each other by chance.
Our simulation shows that our model is able to avoid such pitfalls.
In the following simulation, we generate directly from the proposed pro-
cess model and fit the model using paths µ. We use parameter values (shown
in Table 1) that generate paths closely resembling the data in our applica-
tion for killer whales. Details of the methods we used to fit the model, and
the R code used to produce this simulation study is provided in Appendix
A. We used the posterior mean of W as a summary of the network, and
investigated a variety of radii R with the proximity-based network, WR, to
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define a suite of alternatives. Because we know the true mean density of
the network, p1, we select the proximity-based network for which the radius
yields a mean density as close as possible to the true value. Choosing a ra-
dius that recovers the true mean density would not generally be possible,
thus, we compared our model to a particularly favorable proximity-based al-
ternative. However, we found that proximity alone provides a poor estimate
of the true network relative to our proposed dynamic network model.
Figure 2 shows estimates of W for a random selection of pairs. Included
on each plot are the true network (dashed), the posterior mean from the
model fit (solid), and the proximity-based estimate (dotted). Although the
posterior mode of wij(t) would be a natural choice for a prediction of the true
dynamic social network, we plot the posterior mean because it provides a
visual description about uncertainty in our predicted network. For example,
posterior means of wij(t) near 0.5 indicate larger uncertainty about the true
connection status of individuals i and j at time t than posterior means
near 0 or 1. The pairs 1-5 (top left) and 1-6 (bottom right), show how the
proximity-based network can both find spurious connections, and fail to
identify connected behavior when it takes place over too large a distance.
Table 1 shows 95% credible intervals for all parameters in the model except
W. All credible intervals capture the true parameter values, except those
for φ. We observed moderate systematic bias in the posterior distribution
of φ toward zero, however posterior inferences for W were robust despite
the bias in φ. In most applications we expect that the primary questions of
scientific interest concern the network W, and φ can be treated as a nuisance
parameter.
posterior prior
parameter true median (2.5%, 97.5%) density
α 0.9 0.92 (0.77, 0.96) Unif(−1, 1)
β 0.5 0.46 (0.37, 0.55) N (0, 103)
p1 0.2 0.15 (0.0096, 0.21) Unif(0, 1)
φ 0.95 0.84 (0.78, 0.90) Beta(17.2, 1.5)
c 0.33 0.30 (0.24, 2.36) IG(1.5, 3.5)
σ2 1 0.92 (0.74, 7.91) IG(10−1, 10−3)
Table 1
Marginal posterior medians and 95% credible intervals for model parameters. True values
for the simulation were chosen to yield plausible movement paths. The right column
describes the prior distributions used.
Any study of a social network is ultimately based on a definition for
connection specific to the population of interest. Thus, it is incorrect to
say that the proximity-based network fails to capture the true network.
Rather, the proximity-based network simply does a poorer job describing
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the connections that influence movement than the network based on our
proposed model. It is impossible to perfectly define a given social network,
but if there is reason to believe that a study population might exhibit the
commonly observed behaviors of attraction and alignment, then our model
offers a way to study it. We have shown that ignoring these mechanisms can
result in misleading inference.
4. Killer whales. We analyzed observed data for seven individuals
near the Antarctic Peninsula over the course of a week in February 2013
(for a description of the tags and study area see Durban and Pitman 2012;
Andrews, Pitman and Ballance 2008). Geographic positions were measured
using Argos transmitter tags. Within the study area, three genetically dis-
tinct types of killer whales (termed A, B1, and B2) are known to exist
(Durban et al. 2016; Morin et al. 2015; Pitman and Ensor 2003) and are
characterized primarily by their size, coloration, and diet. Type A killer
whales are the largest and feed primarily on Antarctic minke whales (Bal-
aenoptera bonaerensis) (Pitman and Ensor 2003). Of the two type B killer
whales, B1 is larger and is distinguished by a diet consisting primarily of ice
seals (Durban and Pitman 2012). Finally, type B2 killer whales are distin-
guished by an observed diet of penguins and likely also fish during deep dives
(personal communication J. W. Durban 2015; Pitman and Durban 2010).
Although all types of killer whales have been observed exhibiting social be-
havior within type, association between types has not been observed. The
study sample of seven tagged whales consisted of three whales of Type A,
one of type B1 and three of type B2.
Credible intervals for all parameters except the network W are shown in
Table 2. When we examine the mean step size across all individuals and
times, we found it to be several times larger than the contribution of at-
traction, suggesting only a moderate attractive effect. The fit also suggests
a strong alignment effect evidenced by the posterior median for α near 1.
Therefore, we conclude that connectivity in this population of killer whales
manifests itself predominantly as movement in parallel, with some additional
tendency for connected individuals to move toward one another.
The credible intervals for p1 and φ suggest that the network is very stable,
but also fairly sparse. Enduring connections are directly visible in Figure 3.
The left column shows all pairwise dynamics between the three individuals
of type B2, and the right column shows all pairwise dynamics between the
three individuals of type A. All three individuals of type B2 show strong
connection through the study period and, in fact, all three of these individ-
uals moved as a group during this time. The only social interaction involving
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posterior prior
parameter median (2.5%, 97.5%) density
α 0.88 (0.40, 0.94) Unif(−1, 1)
β 0.022 (0.012, 0.030) N (0, 103)
p1 0.11 (0.005, 0.20) Unif(0, 1)
φ 0.95 (0.90, 0.98) Beta(100, 100
9
)
c 0.35 (0.24, 2.87) IG(1.5, 3.5)
σ 0.0033 (0.0026, 0.025) IG(10−1, 10−3)
Table 2
Marginal posterior medians and 95% credible intervals for model parameters when fit to
the killer whale tagging data. The values reflect a strong alignment effect (α), weak
attraction effect (β), and a stable (φ), sparse (p1) social network. The right column
describes the prior distributions used.
individuals in type A occurred during the first few days of the study period
between individuals 5 and 6. There was strong evidence for complete inde-
pendence between all individuals not in the same type (see Figures 4 and
5 in the appendix), consistent with expert knowledge. Of the 15 inter-type
connections in W, there were no posterior means above 0.5 at any time
in the study period. A visualization of the movement and estimated social
connections between these individuals can be found in Appendix A.
As in the simulation (Section 3), we investigated an alternative definition
for the social network, based purely on proximity, given by (14). To account
for the uncertainty in µ, we constructed the proximity-based network defined
by a particular choice of R for each of the K draws from [µ∗|s] used for
multiple imputation (see Section 2.3), and averaged across these networks.
The primary means of communication at a distance between killer whales is
acoustic signaling. Therefore, we selected values for R based on the typical
distances across which killer whales are known to communicate acoustically.
Miller (2006) observed killer whales in the Pacific Northwest and estimated
signals between individuals were detectable at distances of 5-15km. This
range is consistent with expert knowledge about the killer whales in our
study region. We inspected the corresponding dynamic social networks for
radii between 5-15km and found little variation in the resulting networks.
Figures 3, 4, and 5 show the proximity-based network for R = 10km.
While we observed some similarities in the proximity-based and model-
based networks, there are several notable discrepancies. For instance, all
proximity-based networks for radii between 5-15km included numerous con-
nections between individuals of different types (Figures 4 and 5). The pres-
ence of inter-type connections conflicts with expert knowledge that killer
whales of differing types do not form social bonds, suggesting that the
proximity-based network may be defining spurious social ties. Moreover, be-
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cause the proximity-based network does not account for temporal stability
in social connections, we observe instances of implausibly rapid oscillation in
connection status (Figure 5). The proximity-based networks and our model-
based network provide similar inference for within-type ties (Figure 3), but
our model-based approach also provides rigorous uncertainty estimates. A
researcher might arguably make an ad hoc adjustment to the network and
simply discard all inter-type connections on the basis of prior knowledge,
thereby arriving at the same conclusion regardless of which rule was used
to define the social network. However, the feasibility of such an approach
is unique to this study for two reasons. First, supplementary individual-
level information, such as killer whale type, is often unavailable. Second, in
many populations, the relationship among covariates and social connections
is largely unknown, prohibiting covariate-based pruning of the proximity
network.
5. Discussion. Existing methods for measuring and studying dynamic
social networks in animal populations typically involve ad hoc definitions for
connectivity based on direct observation of study populations. Our model
offers a flexible, but interpretable, hierarchical framework that allows re-
searchers to rigorously study dynamic social networks informed by relatively
inexpensive telemetry data. Moreover, our proposed model can easily be cou-
pled with existing analyses on dynamic networks. Fundamentally, the study
of dynamic social networks often begins with descriptive statistics such as
network density, node degree, transitivity, and others (Pinter-Wollman et al.
2013). All of these common summaries can be obtained as derived quantities
in our Bayesian framework with estimates of uncertainty. More sophisticated
models for dynamic networks (e.g., Durante and Dunson 2014; Sarkar and
Moore 2005; Sewell and Chen 2015) can take the posterior mode of W as
input, or be incorporated as part of a larger hierarchical modeling structure.
We have shown, through simulation, that our proposed model is able to
capture information about a population’s social structure in a way that a
simplistic proximity-based measure cannot, both by avoiding spurious con-
nections and detecting interactions that occur over large distances. Through
an application on killer whale movement, we showed that the model captures
connections consistent with expert knowledge based on non-quantitative ob-
servation, and can therefore be relied upon to deliver credible and practical
inference.
When auxiliary covariates are available on the individuals, the proposed
model can be extended to include such data. A potential generalization is
to allow the spatial covariates to influence the mean position process of
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each individual, µi(t), linearly. If we denote the matrix containing spatial
covariates XC(t), we arrive at a familiar additive form
[µ(t)|µ(t− 1),θ,γ] = N
XC(t− 1)γ︸ ︷︷ ︸
covariate effect
+XW (t− 1)β︸ ︷︷ ︸
attraction
, Q(t)︸︷︷︸
alignment
 (15)
where
XW (t− 1) ≡
[
µ(t− 1) µ˜(t− 1)] , β ≡ [1
β
]
. (16)
One limitation of our model is that it is computationally intensive for large
study samples. The number of parameters in our model grows at a rate of(
n
2
)
T as the number of individuals, n, and number of time points, T , increase.
The most dominant factor in computation time is typically n, and when the
number of individuals grows beyond a few dozen, fitting the model on a
laptop computer using MCMC becomes infeasible. One way to decrease the
computational cost of fitting the model is to introduce additional structure
on W. We suggest two possible approaches.
The first way to introduce structure to W is to define a maximum radius
of interaction, Rmax, beyond which the probability of a social connection is
zero. For example, the radius might be chosen to be the maximum distance
at which two individuals are able to detect one another. After modifying the
conditional distribution of wij(t) based on Rmax, it is no longer necessary to
update all wij(t) in each step of the MCMC algorithm, only those for which
||µi(t)−µj(t)|| < Rmax. If Rmax is small relative to the spatial extent of the
trajectories, this proximity-based modification offers a substantial reduction
in the computational cost of fitting the model. This idea is somewhat related
to covariance tapering for spatially referenced Gaussian random variables.
Furrer, Genton and Nychka (2006) decrease the computational burden of in-
terpolating, or kriging, by deliberately introducing zeros into the covariance
matrix. In our setting, we would introduce zeros into the precision matrix.
Another way to alleviate the computational burden is to enforce structure
directly on W to reduce number of parameters in the model. For instance,
it may be reasonable to assume that the social connections in a given pop-
ulation form as complete subgroups or cliques. In this case, the network
describes a clustering process with only nT parameters. Though motivated
by straightforward mechanisms, both of these approaches to reducing the
computational burden are non-trivial to implement. In the first case, setting
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a maximum radius of interaction complicates the enforcement of stability in
the density of the network (introduced in Section 2.2) and offers modest or
no gains when Rmax is large relative to the spatial extent of the individual
paths. In the second case, updating the clustering process W requires the
exploration of a very large space (of cardinality equal to the Bell number
Bn) for every t.
Although further developments are required before data for large pop-
ulations of individuals can be accommodated, our framework provides a
strong foundation for modeling relationships between movement and social
networks.
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APPENDIX A: SUPPLEMENTAL MATERIALS
Supplements A, B, & C (A) Priors and full-conditionals for the model
are presented; (B) Animation of killer whales; (C) Code used for simula-
tion. All can be found here: http://www.stat.colostate.edu/~scharfh/
supplemental/
APPENDIX B: DYNAMIC SOCIAL NETWORK BETWEEN KILLER
WHALE TYPES
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Fig 2. A subset of the complete estimated dynamic network for the simulated data on six
individuals. The titles correspond to the ith and jth individuals in wij(t). The dashed line
is the true network, the solid line is the posterior mean from the proposed Bayesian model,
and the gray region represents one standard deviation above and below the posterior mean.
The dotted line shows the network defined by WR, where individuals are deemed connected
whenever they are separated by a distance less than R (see Section 3). (Note: The lines
are offset slightly near 0 and 1 for visual clarity.)
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Fig 3. A selection of the
(
7
2
)
= 21 possible pairs of individuals in the killer whale study
sample. The left column is all pairs of killer whales of type B2 (labeled 2, 3, 4), and the
right column is all pairs of killer whales of type A (labeled 5, 6, 7). The solid line in
each plot shows the posterior mean for wij and the gray region represents one standard
deviation above and below the posterior mean. The dotted line shows the network defined
by WR, where individuals are deemed connected whenever they are separated by a distance
less than R. (Note: The lines are offset slightly near 0 and 1 for visual clarity.)
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Fig 4. A selection of the
(
7
2
)
= 21 possible pairs of individuals in the killer whale study
sample. The plots displayed are for all inter-type pairs of killer whales of type B2 (labeled
2, 3, 4) and A (labeled 5, 6, 7). The solid line in each plot shows the posterior mean for
wij and the gray region represents one standard deviation above and below the posterior
mean. The dotted line shows the network defined by WR, where individuals are deemed
connected whenever they are separated by a distance less than R. No posterior means above
0.5 were predicted for inter-type connections. (Note: The lines are offset slightly near 0
and 1 for visual clarity.)
imsart-aoas ver. 2014/10/16 file: manuscript_aoas_revised.tex date: September 22, 2016
24 H. SCHARF ET AL.
0 20 40 60 80
1−2   (B1−B2)
1:length(w.mode.t[1, 2, ])
n
o
(0)
ye
s(1
)
model
proximity−based
1−3   (B1−B2)
1:length(w.mode.t[i, j, ])1−4   (B1−B2)
1−5   (B1−A)
1:length(w.mode.t[i, j, ])
w
.m
o
de
.
t[i,
 j, 
]
1−6   (B1−A)
1:length(w.mode.t[i, j, ])
w
.m
o
de
.
t[i,
 j, 
]
1−7   (B1−A)
w
.m
o
de
.
t[i,
 j, 
]
Fig 5. A selection of the
(
7
2
)
= 21 possible pairs of individuals in the killer whale study
sample. The plots displayed are for all inter-type pairs of killer whales between the sole
individual of type B1 (labeled 1) and those of type B2 (labeled 2, 3, 4) and A (labeled 5,
6, 7). The solid line in each plot shows the posterior mean for wij and the gray region
represents one standard deviation above and below the posterior mean. The dotted line
shows the network defined by WR, where individuals are deemed connected whenever they
are separated by a distance less than R. No posterior means above 0.5 were predicted for
inter-type connections. (Note: The lines are offset slightly near 0 and 1 for visual clarity.)
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