Abstract. Reinforcement learning is commonly used with function approximation. However, very few positive results are known about the convergence of function approximation based RL control algorithms. In this paper we show that TD(0) and Sarsa(0) with linear function approximation is convergent for a simple class of problems, where the system is linear and the costs are quadratic (the LQ control problem). Furthermore, we show that for systems with Gaussian noise and non-completely observable states (the LQG problem), the mentioned RL algorithms are still convergent, if they are combined with Kalman filtering.
Introduction
Reinforcement learning is commonly used with function approximation. However, the technique has little theoretical performance guarantees: for example, it has been shown that even linear function approximators (LFA) can diverge with such often used algorithms as Q-learning or value iteration [1, 7] . There are positive results as well: it has been shown [9, 6, 8] that TD(λ), Sarsa, importance-sampled Q-learning are convergent with LFA, if the policy remains constant (policy evaluation). However, to the best of our knowledge, the only result about the control problem (when we try to find the optimal policy) is the one of Gordon's [4] , who proved that TD(0) and Sarsa(0) can not diverge (although they may oscillate around the optimum, as shown in [3] ) 1 . In this paper, we show that RL control with linear function approximation can be convergent when it is applied to a linear system, with quadratic cost functions (known as the LQ control problem). Using the techniques of Gordon [4] , we were prove that under appropriate conditions, TD(0) and Sarsa(0) converge to the optimal value function. As a consequence, Kalman filtering with RL is convergent for observable systems, too.
Although the LQ control task may seem simple, and there are numerous other methods solving it, we think that this Technical Report has some significance: (i) To our best knowledge, this is the first paper showing the convergence of an RL control algorithm using LFA. (ii) Many problems can be translated into LQ form [2] .
the LQ control problem
Consider a linear dynamical system with state x t ∈ R n , control u t ∈ R m , in discrete time t:
Executing control step u t in x t costs (2) c(x t , u t ) := x T t Qx t + u T t Ru t , and after the N th step the controller halts and receives a final cost of x T N Q N x N . The task is to find a control sequence with minimum total cost.
First of all, we slightly modify the problem: the run time of the controller will not be a fixed number N . Instead, after each time step, the process will be stopped with some fixed probability p (and then the controller incurs the final cost
This modification is commonly used in the RL literature; it makes the problem more amenable to mathematical treatments.
2.1.
The cost-to-go function. Let V * t (x) be the optimal cost-to-go function at time step t, i.e.
Considering that the controller is stopped with probability p, Eq. 3 assumes the following form
for any state x. It is an easy matter to show that the optimal cost-to-go function is time-independent and it is a quadratic function of x. That is, the optimal cost-to-go action-value function assumes the form
Our task is to estimate the optimal value functions (i.e., parameter matrix Π * ) on-line. This can be done by the method of temporal differences.
We start with an arbitrary initial cost-to-go function V 0 (x) = x T Π 0 x. After this,
(1) control actions are selected according to the current value function estimate (2) the value function is updated according to the experience, and (3) these two steps are iterated. The t th estimate of V * is V t (x) = x T Π t x. The greedy control action according to this is given by
The 1-step TD error is 
where α t is the learning rate.
The algorithm is summarized in Fig. 1 .
2.2.
Sarsa. The cost-to-go function is used to select control actions, so the actionvalue function Q * t (x, u) is more appropriate for this purpose. The action-value function is defined as
and analogously to V * t , it can be shown that it is time independent and can be written in the form
Note that Π * can be expressed by Θ * using the relationship V (x) = min u Q(x, u):
, then the greedy control action is given as
where subscript t of Θ has been omitted to improve readability.
The estimation error and the weight update are similar to the state-value case:
T with probability p, 
The algorithm is summarized in Fig. 2 .
Convergence
Theorem 3.1. If Π 0 ≥ Π * , there exists an L such that F + GL ≤ 1/ √ 1 − p, there exists an M such that x t ≤ M for all t, and the constants α t satisfy 0
The proof of the theorem can be found in Appendix A. The same line of thought can be carried over for the action-value function
, which we do not detail here, giving only the result:
there exists an M such that x t ≤ M for all t, and the constants α t satisfy 0 < α t < 1/M 4 , t α t = ∞, t α 2 t < ∞ then Sarsa(0) with LFA ( Fig. 2 ) converges to the optimal policy.
Kalman filter LQ control
Now let us examine the case when we do not know the exact states, but we have to estimate them from noisy observations. Consider a linear dynamical system with state x t ∈ R n , control u t ∈ R m , observation y t ∈ R k , noises ξ t ∈ R n and ζ t ∈ R k (which are assumed to be uncorrelated Gaussians with covariance matrix Ω ξ and Ω ζ , respectively), in discrete time t:
Assume that the initial state has meanx 1 , and covariance Σ 1 . Furthermore, assume that executing control step u t in x t costs (16) c(x t , u t ) := x T t Qx t + u T t Ru t , After each time step, the process will be stopped with some fixed probability p, and then the controller incurs the final cost c f (x f ) := x T f Q f x f . We will show that the separation principle holds for our problem, i.e. the control law and the state filtering can be computed independently from each other. On one hand, state estimation is independent of the control selection method (in fact, the control could be anything, because it does not affect the estimation error), i.e. we can estimate the state of the system by the standard Kalman filtering equations:
On the other hand, it is easy to show that the optimal control can be expressed as the function ofx t . The proof (similarly to the proof of the original separation principle) is based on the fact that the noise and error terms appearing in the expressions are either linear and have zero mean or quadratic and independent of u. In both cases they can be omitted. More precisely, let W t denote the sequence y 1 , . . . , y t , u 1 , . . . , u t−1 , and let e t = x t −x t . Equation (6) for the filtered case can be formulated as
Using the fact that E(x T t Qx t |W t ) and E(ξ T t Π t ξ t |W t ) are independent of u and that E((F x t + Gu)
T Π t ξ t |W t ) = 0, furthermore that x t =x t + e t , we get
Finally, we know that E(e t |W t ) = 0, because the Kalman filter is an unbiased estimator, furthermore E(e T t Π t e t |W t ) is independent of u, which yields
i.e. for the computation of the greedy control action according to V t we can use the estimated state instead of the exact one. The proof of the separation principle for SARSA(0) is quite similar and therefore is omitted here. The resulting algorithm using TD(0) is summarized in Fig. 3 . The algorithm using Sarsa can be derived in a similar manner.
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Lemma A.1. Let J be a differentiable function, bounded from below by J * , and let ∇J be Lipschitz-continuous. Suppose the weight sequence w t satisfies w t+1 = w t + α t b t for random vectors b t independent of w t+1 , w t+2 , . . ., and b t is a descent direction for J, i.e. E(b t |w t )
T ∇J(w t ) ≤ −δ( ) < 0 whenever J(w t ) > J * + . Suppose also that
and finally that the constants α t satisfy α t > 0, t α t = ∞, t α 2 t < ∞. Then J(w t ) → J * with probability 1.
In our case, the weight vectors are n × n dimensional, with w n·i+j := Π ij . For the sake of simplicity, we denote this by w (ij) . Let w * be the weight vector corresponding to the optimal value function, and let
be the optimal policy, and let q = 1/ √ 1 − p.
Lemma A.2. If there exists an L such that F + GL < q, then F + GL * < q as well.
Proof. Indirectly, suppose that F + GL * ≥ q. Then for a fixed x 0 , let x t be the optimal trajectory
We know that Q f is positive definite, so there exists an such that
If x 0 is the eigenvector corresponding to the maximal eigenvalue of F + GL * , then (F + GL * )x 0 = F + GL * x 0 , and so (F + GL * )
On the other hand, because of F + GL < q, it is easy to see that the value of following the control law L from x 0 is finite, therefore we get V L (x 0 ) < V * (x 0 ), which is a contradiction. Theorem A.3 (Theorem 3.1). If Π 0 ≥ Π * , there exists an L such that F + GL ≤ q, there exists an M such that x t ≤ M for all t, and the constants α t satisfy 0 < α t < 1/M 4 , t α t = ∞, t α
Proof. We will show that b t = δ t x t x T t is a descent direction for every t.
E(b t |w t ) T ∇J(w t ) = E(δ t |w t )x t x T t (w t − w * ) = E(δ t |w t )x T t (Π t − Π * )x t = E(δ t |w t )(V t (x t ) − V * (x t )).
For the sake of simplicity, from now on we do not note the dependence on w t explicitly.
We will show that for all t, E(Π t ) > 0, E(Π t−1 ) > E(Π t ) and E(δ t ) ≤ −px T t (Π t − Π * )x t . We proceed by induction.
• t = 0. Π 0 > Π * holds by assumption.
• Induction step part 1: E(δ t ) ≤ −p x T t (Π t − Π * )x t .
Recall that
where
is the greedy control law with respect to V t . Clearly, by the definition of L t , c(x t , L t x t ) + V t (F x t + GL t x t ) ≤ c(x t , L * x t ) + V t (F x t + GL * x t ).
• Induction step part 3: Π t > E(Π t+1 ).
Π t − E(Π t+1 ) = −α t E(δ t )x t x
