In satellites, nonlinear amplifiers used near saturation severely distort the transmitted signal and cause difficulties in its reception. Nevertheless, the nonlinearities introduced by memoryless bandpass amplifiers preserve the symmetries of the M-ary quadrature amplitude modulation (M-QAM) constellation. In this paper, a cluster-based sequence equalizer (CBSE) that takes advantage of these symmetries is presented. The proposed equalizer exhibits enhanced performance compared to other techniques, including the conventional linear transversal equalizer, Volterra equalizers, and RBF network equalizers. Moreover, this gain in performance is obtained at a substantially lower computational cost.
INTRODUCTION
The role of a satellite is to receive a signal from an earth station or another satellite (uplink) and, acting as a simple repeater, to transmit it to another earth station or satellite (downlink) [1] . The need to maximally exploit on-board resources in a satellite communication system often imposes driving a high power amplifier (HPA), such as the traveling wave tube amplifier (TWTA), at or near its saturation point, resulting in a nonlinear distortion of the signal, and rendering the overall link nonlinear. To overcome nonlinear distortions, constant modulus constellation symbols (e.g., 4-QAM) are commonly used [2] . However, large QAM signal constellations have to be adopted whenever high bandwidth efficiency is required [3] , resulting in severe nonlinear distortions. Two approaches have been proposed for solving the problem of correct reception of the transmitted signal in those cases: (a) equalization [4, 5] and (b) predistortion or power amplifier linearization [6] [7] [8] .
Equalization refers to processing the signal at the receiver side in order to recover the transmitted data, thus postcanceling the link's nonlinear (amplifier) and linear (multipath) distortions. Conventional linear equalizers combat only the intersymbol interference (ISI), introduced by the propagation channel, while nonlinear equalizers aim also at equalizing the nonlinear effects of the HPA. The main drawback of the equalization approach is the additional cost and the computational load it entails for each terminal.
On the other hand, predistortion techniques aim at precanceling the nonlinear effects via modeling the inverse of the amplifier characteristic and predistorting the data prior to the amplification stage. The overall characteristic then becomes linear. The advantage of this approach lies in the fact that only a single system is needed for canceling the HPA nonlinearity at the satellite, compared to using an equalizer in each terminal. On the other hand, its main drawback is that the predistorter must be on-board, so it cannot be applied to the satellites already on orbit. Moreover, in case multipath is present, an equalizer at the terminal side is still needed.
In this paper, we will deal only with the first approach, namely, equalization at the receiver end. Relevant works commonly resort to nonlinear equalizers based on neural network (NN) structures [5, 9] or on Volterra series [10] [11] [12] . NN-based equalizers include multilayer perceptrons (MLP) [13, 14] , radial basis functions (RBF) [15, 16] , and self organizing maps (SOM) [17] [18] [19] . A comparative study of the performance of MLP, RBF, and SOM equalizers is given in [20] . However, NN and Volterra techniques, in addition to their high computational and implementation complexity, have the disadvantage of invariably requiring a large (often unrealistic) number of training samples to result in a satisfying solution [5, 11] . Moreover, for high-order modulation formats (e.g., M-QAM, M > 4), which are desirable for the purposes of spectral efficiency, reasonable results have only been obtained for low IBOs 1 [5] (i.e., near the linear region, e.g., −6 dB IBO).
This work presents a novel method of equalizing satellite channels, which exhibits a very good performance for any rectangular 2 QAM constellation, even at high IBOs (i.e., near saturation, 0 dB IBO). It is characterized by implementation simplicity, low computational cost, and the ability to provide a good solution with only a small number of training samples. This comes from an efficient exploitation of the symmetries underlying the modulation schemes, along with the special character of the AM/AM and AM/PM [21] nonlinearities in TWT amplifiers. The method is basically an adaptation to the satellite context of the so-called one-dimensional clusterbased sequence equalizer (1D CBSE), recently proposed for the linear channel case [22, 23] . The latter is a maximum likelihood sequence estimation (MLSE) equalizer that circumvents the channel identification stage, which is required in standard MLSE equalizers. Instead, the points (centers) around which the noisy channel output samples are clustered are first estimated and then employed to calculate the path metrics needed in the Viterbi algorithm (VA). Moreover, the symmetries in the source constellation are exploited to dramatically reduce the number of cluster centers that need to be estimated directly from the training data, leading to substantial computational savings. The method has been shown to exhibit a very good (ML) performance, at a low computational complexity.
In this work, the extension of the 1D CBSE to memoryless TWT nonlinearities is considered. The idea of using MLSE, adopting Forney's approach with VA [24] , in a bandlimited satellite channel was first presented in the mid-70's (see [25, 26] and the references therein) and until today a major concern in such methods is the processing complexity. The method to be presented here applies to regenerative payloads (used in new satellite generations, e.g., NASA's Advanced Communications Technology Satellite (ACTS) [27] , or in the SkyPlex project [28] ), where the transmitted symbols are made available on-board before the amplification [7, 8, 29, 30] via demodulation (therefore no account is taken here of the uplink channel and noise). 3 The method exploits the nature of the TWT nonlinearity (dependence only on the modulus of the input signal) and appeals to the methodology of the 1D CBSE in order to provide a computationally cheap estimate of the cluster centers. Furthermore, the required training sequence is very short, compared to other previously used techniques (e.g., [31] ).
In the following sections, we will describe in detail the proposed extended equalizer as well as experimental results from applying it with two rectangular M-QAM constellation 1 The amplifier input backoff (IBO) is defined as the ratio of the amplifier input signal power (P in ) to the input saturation power (P sat ): IBO (dB) = 10 log 10 (P in /P sat ). 2 Cross QAM constellations (M = 8, 32, . . .) are not considered here. 3 The earth HPA introduces only a mild nonlinearity, hence the uplink channel can be considered as overall linear [26] . Figure 1 illustrates a typical satellite communication system [1] . Communication satellites have traditionally employed simple bent-pipe 4 transponder relay designs. As mobile global communication systems are becoming more complex, new generation satellites have regenerative payloads [2, 28] with on-board processing. This means that the baseband transmitted signal is available on-board, via demodulation, and hence uplink and downlink can be treated separately. The proposed equalizer is to be applied to the downlink channel. Figure 2 (a) shows the downlink communication model. The digital signal to be transmitted is the data stream u + jv, assumed independent and identically distributed. The pulse shaping filter before the memoryless nonlinearity of the HPA is a square root raised cosine (SRRC) filter of sufficient bandwidth compared to the signal bandwidth. Therefore, ISI is introduced only by filters following the nonlinearity [11, 31] . The adopted signaling scheme is the rectangular M-QAM. Figure 2 (b) illustrates the baseband discrete equivalent communication system model for the downlink, where x k is the kth transmitted symbol, which can take on one among M distinct values from a source alphabet same symbol at the output of the nonlinear amplifier, n k is additive white Gaussian noise, uncorrelated with the channel input, y k denotes the kth received observation, and x k is the detected symbol.
DESCRIPTION OF THE COMMUNICATION SYSTEM AND CHANNEL MODEL
There are two technologies for the high power amplifiers (HPA) on board satellites: traveling wave tube amplifiers (TWTA) and solid state power amplifiers (SSPA).
(i) TWTA can generally be considered as memoryless.
They are characterized by an AM/AM conversion and an AM/PM conversion, as the ones illustrated in Figure  3 . These are commonly modeled by a Saleh model [21] . (ii) SSPA have intrinsic memory. It is common to model an SSPA with memory by a memoryless nonlinearity (see [32] for the type of the nonlinearity) followed by a linear IIR filter [6] .
Here we will deal only with TWT amplifiers, 5 due to their common use in satellites [33] . According to Saleh's model 5 Nevertheless, it can be readily seen that the technique to be discussed here can also be applied in SSPA if the common approach of approximating the IIR filter following the memoryless nonlinearity with an FIR filter [6] is adopted. However the method can become prohibitively complex if the FIR filter has a large number of coefficients (60 in [6] ).
[21], an input
into a bandpass amplifier produces an output of the form [34, 35] :
where the nonlinear gain function g(A) is commonly referred to as the AM/AM characteristic and the nonlinear phase function Φ(A) is called the AM/PM characteristic. These are expressed as
and plotted in Figure 3 , with parameters α a , β a , α p , and β p assuming typical values from [21] . The common case of −6 dB IBO is also shown. It is common practice to work with power back-off when nonconstant envelope modulation formats are used for transmission, although this implies less power efficiency. It will be shown that one of the advantages of our method is its ability to work with M-QAM (M > 4) constellation schemes, even at 0 dB IBO, where other methods fail.
The downlink communication channel after the TWT can be modeled as a finite impulse response (FIR) filter spanning over L consecutive transmitted symbols, with transfer function H(z). Thus, the received signal, sampled at the symbol transmission period, is given by
T is the vector of the (generally complex) L taps of the channel impulse response (CIR),
T distorted by the memoryless nonlinearity, y k denotes the noiseless observation associated with the above transmitted sequence of symbols, and n k is the additive white Gaussian noise, whose real and imaginary components are independent white sequences with equal variances, σ 2 /2, determined by the signal-to-noise ratio (SNR).
THE 1D CLUSTER-BASED SEQUENCE EQUALIZER
In this section, we will briefly review the 1D CBSE presented in [22] , for linear channels, considering a channel model where the HPA part of our system ( Figure 2 ) is omitted (linear case). The method proposed in [22] is an MLSE equalizer that circumvents the channel identification stage and exploits the symmetries in the source constellation along with the channel linearity to obtain ML performance at a reduced computational complexity.
Recall that the MLSE equalizer has first to compute an estimate, h, of the CIR, and then apply the VA (or one of its variants) to estimate the ML input sequence based on distances of the form 7 D x = |y − h T x| 2 . This entails a significant computational cost, since M L convolution sums h T x have to be computed per received sample, one for each of the M L combinations x of L symbols from the alphabet S. The main idea in the 1D CBSE algorithm stems from the fact that it is the set of quantitiesȳ = h T x that is needed in the VA and not the CIR itself; indeed, D x = |y −ȳ| 2 . Moreover, these quantities are the noiseless channel outputs that coincide with the points (centers) around which the noisy observations are clustered due to the noise. Thus, they can be directly estimated via supervised clustering. The spread of the clusters depends on the power of the noise. The number of clusters as well as their position on the complex plane depend on the number and the values of the CIR taps.
Thus, the problem of explicit CIR estimation, as it is required by MLSE equalizers, can be circumvented and all that is needed is to estimate the M L centers y of the clusters formed on the complex plane. What is even more important 6 Superscript T denotes transposition. 7 Forney's scheme [24] is adopted here.
is that, by exploiting the constellation symmetry, direct (from the data) estimates for only L appropriately chosen cluster centers suffice to yield the estimates for all M L of them.
To describe the estimation procedure, some definitions are first in order. The tap contribution, c m x , of the mth tap, h m , to the generation of a cluster center is the quantity (5), for the received signal down to earth, can be rewritten as
where y [xk,xk−1,...,xk−L+1] denotes the cluster center associated with the transmitted 
The L centers that have to be estimated directly from the observations can be chosen as follows. First, choose any of the M L centers, say C basic = y [x0,x1,...,xL−1] , and call it basic center, and the associated L-tuple basic sequence,
. Then the L centers to be directly estimated from the data are those that correspond to the basic sequence with a sign change in one of its entries:
A center C m can be estimated, for example, by averaging the associated observations, that is,
where
is the kth observation associated with C m and N (m) the number of these observations. The basic center C basic can be computed based on the estimates of the L centers C m as follows [22] :
Obviously, the above formula cannot be applied when L ≤ 2. In such a case, C basic can be computed directly from the received observations as in (8) .
The computation of the tap contributions for the symbols of the basic sequence is then straightforward:
From these L estimated contributions (one for each tap) one can then easily compute the rest, (M − 1)L, exploiting the Eleftherios Kofidis et al. structure of the input constellation. Once all the tap contributions have been estimated, the remaining cluster centers are then computed as in (7) .
If the training sequence that is employed to estimate the L cluster centers C m , m = 0, 1, . . . , L − 1, is to be as short and effective as possible, it has to "visit" these clusters as many times as possible and equally often. It turns out that, if only the input vectors corresponding to these L centers are to appear in the training sequence, the symbols in the basic sequence should coincide, that is, 
Constellation symmetries
The adopted signaling scheme, namely, rectangular M-ary QAM, may be viewed as a form of combined digital amplitude and digital phase modulation. In view of (1)-(4), the baseband complex envelope of the TWTA output is given by
z(t) = g A(t) e j{θ(t)+Φ[A(t)]} = A(t)e jθ(t) g A(t) A(t) e jΦ[A(t)]
where ∼ denotes complex envelope. In words, the output of the TWTA is the product of the input signal with a factor that depends only on the input amplitude. The result is an amplitude change and a phase rotation of the input signal constellation points. Equation (12) implies that the change is the same for all constellation points that share the same energy level. The M symbols in the input constellation can be grouped in two possible ways (see Figure 4 (a) for the example of 16-QAM):
(1) in I circles on the complex plane, where I is the number of the energy levels (for the 16-QAM case, I = 3), (2) constellation structure is formed. However, the number of the resulting points in the signal space is the same as before (Figure 4(b) ). In Figure 4 , corresponding points and energy levels have been drawn with the same type of lines, at the input, (a), and output, (b), of the TWTA. It is not difficult to see that the above symmetries (1, 2) of the constellation are preserved by the amplifier. This is a consequence of the fact that the angles between the constellation points that lie on the same energy circle remain unaltered (see Figure 5 and the appendix for a proof). Thus, the resulting points continue to form squares centered on the origin, as it was the case prior to the application of the nonlinearity. The length of the diagonal of each square is now equal to 2 · g(A) and the angle of rotation, with respect to the corresponding square in the input constellation, is Φ(A), where A is the amplitude of each of the four symbols on the corners of the square. Moreover, the number of energy levels is not affected by the TWTA, due to the nature of the nonlinearity. In the sequel, we will show how these symmetries can be efficiently exploited to reduce the total number of cluster centers to be estimated directly from the training sequence in the CBSE equalizer.
Center estimation technique
Assuming, as in Section 3, that a general L-taps linear filter, with impulse response h = [h 0 , h 1 , . . . , h L−1 ] T , follows the nonlinearity, we may redefine the tap contribution, c m x , of the mth tap h m (6) to the generation of a cluster center to be the quantity
where z(x) is the response of the TWTA to the input symbol x. We can observe that c m x can take as many different values as the number of values of the symbol x. We show here that one needs to estimate, using the training data, only as many contribution values, for each channel tap, as the number I of the different energy levels in the constellation. The rest can be obtained via rotations with fixed, a priori known angles. Once all the contributions have been computed, the estimates of all cluster centers become readily available via (7) . These are then used in the VA.
As we have already seen, the M points of the constellation are grouped in M/4 squares and it suffices to know M/4 points lying in the same quadrant to compute the rest of them. Each of these groups of M/4 points of the same quadrant can be further divided into I different energy circles according to their moduli. Moreover, in rectangular M-QAM constellations, the number I of energies is, in general, 9 smaller than the number of the points in a quadrant, M/4. In other words, some energy circles have more than one point per quadrant.
Let Q i , 1 ≤ i ≤ I, be the number of constellation points per quadrant that lie on the ith energy circle. Thus, for the case of 16-QAM, we have Q 1 = 1, Q 2 = 2, and Q 3 = 1 points per energy quarter-circle, where i = 1, 2, 3 refer, respectively, to the innermost, the middle, and the outermost circles (see Figure 4(a) ). Furthermore, we denote by x i q and θ i q each point of a quarter-circle and its phase, respectively, where 0 ≤ q ≤ Q i − 1 is the point's index. Starting the numbering anticlockwise from the positive real axis, we may define the (relative) angle of the qth point on the ith energy level as
9 Only for 4-QAM, I = M/4.
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where θ i 0 is the phase of the first point to meet, moving anticlockwise, on the ith energy circle.
As already noted, the relative angles Δθ i q are not affected by the nonlinearity and can therefore be assumed to be a priori known. Thus, once the value for the contribution c We can conclude that the estimation of only one contribution value per energy level and per channel tap is sufficient. With L taps and I energy levels, the number of contributions to be estimated directly from the training data amounts then to only I · L, instead of M · L. These contributions are computed with the aid of the estimates of the centers of I ·L properly selected clusters in a manner analogous to that followed in the CBSE for the linear case.
Example 1 (H(z) = 9 − 9 j (L = 1)). Consider the example of a single-tap channel with 16-QAM input. The parameters of the nonlinearity model in (3), (4) are set to their typical values [21] . The input alphabet is
Using the above notation, we will have
Hence the above set can be written as
where all constellation points on the complex plane are depicted in Figure 4 between the two points of the middle energy level is defined by (14) . At the output of the amplifier we still have three distinct energy levels (Figure 4(b) ). It is easy to see that the original four squares retain also their structure after the action of the nonlinearity.
In this extreme case of a single-tap channel, the received observations form 16 different clusters on the complex plane, located at the corners of 4 different squares, whose size and angle depend on the single channel tap h 0 (see Figure 6(a) ). Each one of the centers corresponds to one, among 16 possible transmitted symbols, x, as shown in Figure 6 
Example 2 (H(z)
). In this example, a second tap, 1 − 0.1 j, has been added to the 1-tap channel of the previous example. Now each one of the centers corresponds to one of the possible transmitted 2-symbol combinations [x k , x k−1 ] and we obtain the structure of Figure 7 . Due to the contributions of the second tap, c 1 x , the observed centers are now positioned in 16 groups of 16 points each. The points around which these 16 groups are centered on are determined by the contributions of the first tap, c 0 x , which are associated with the transmitted symbol x k . In Figure 7 we illustrate the contribution c 
Construction of the training sequence
In order to construct a suitable training sequence, we follow a procedure similar to the one presented in Section 3.
(1) I sequences of L symbols, y [−3+ j] y [−1+ j] y [−3+3 j] y [−1+3 j] 
y [1−3 j] y [1− j] y [3−3 j] y [3− j] (b) , as shown in Table 1 . 
and let tr i denote the periodic repetition of subtr i ,
9 . . . . . .
We may then choose as the training sequence, tr, the following:
which generates observations 10 for all the centers of Table 1 .
Summary of the proposed algorithm
Once a training sequence has been constructed, the complete algorithm for the estimation of the transmitted symbols proceeds as follows.
Step 1. We estimate each of the L · I selected cluster centers by averaging the corresponding observations: 
For L ≤ 2, it turns out that we also have to estimate C i basic directly from the training observations as in (22).
Step 2. The I contributions, c 
10 Note that the above training sequence gives rise to L-tuples containing mixed energy symbols as well. These are to be discarded in the training process. 11 Again, as explained in Section 3, slightly better performance could be ob- Step 3. The M/4 contributions for each channel tap that correspond to the points of the first quadrant are obtained with the aid of (15):
where the angles Δθ i q have been precalculated, and stored for each energy level, based on the knowledge of the signaling scheme, from (14) .
Step 4. Via simple n · π/2 rotations, 1 ≤ n ≤ 3, we obtain the rest of the M contributions for each channel tap.
Step 5. All the remaining cluster centers y [xk,xk−1,...,xk−L+1] are computed from (7).
Step 6. Finally, these centers are employed in the VA for the estimation of the transmitted symbol sequence.
Note that, for a single-tap channel (L = 1), the VA in
Step 6 is reduced to a simple (nearest neighbor) decision step. 
Application of the algorithm to Example 2
and periodically repeat them so as to have 10 training symbols per energy level:
The employed training sequence is
The resulting observations are used to estimate the L · I = 6 selected centers as in (22) . These centers are depicted in Figure 8 . (vii) We compute all cluster centers y [xk,xk−1] from (7). (viii) Finally, we use these centers in the VA to estimate the transmitted symbol sequence.
A COMPARISON WITH OTHER EQUALIZERS
In this section, the performance of the proposed equalizer is compared with a conventional linear transversal equalizer (LTE) and with two of the most widely used nonlinear equalizers: a Volterra series equalizer [26, 36, 37] and an RBF equalizer [38, 39] . The algorithms are compared in terms of the resulting bit error rates (BER) and their computational requirements. Both 4-QAM and 16-QAM signaling schemes are considered. Two channel types are examined: an AWGN channel (L = 1) and a 2-tap (L = 2) stationary channel. The latter was chosen so that to simulate realistic conditions [5] . Its transfer function is H(z) = (1 − 0.5 j) + (0.3 + 0.2 j)z −1 , having a difference of 8 dB in magnitude between the first and the second taps. The parameters for the nonlinearity model in (3), (4) assume their typical values, namely, α a = 2.1587, β a = 1.1517, α p = 4.0033, and β p = 9.104 [21] . The input vectors for the LTE and Volterra equalizers are of length 3. In these equalizers, the equalization delay was set to zero (since minimum-phase channels were used). The comparative performance results reported here are typical for a number of other channels used.
Linear transversal equalizer
For the LTE, a conventional adaptive linear filter, employing the normalized LMS (NLMS) algorithm [40] , was used. The step-size, μ, has been chosen so as to optimize the MSE for each particular case. The corresponding values are given in Table 2 .
Volterra equalizer
The output of the Volterra equalizer used in the experiments is given by [37] 
Thus, the output of the equalizer consists of a weighted linear and nonlinear combination of channel outputs, with complex weights. Weights q i multiply the channel outputs y n directly, and the weights q i, j,k multiply third-order products of the channel outputs. Only odd-order terms are considered, since even-order terms fall out of the frequency band of interest [26] . The order of the equalizer is restricted to three, because of the prohibitive increase in computational complexity as well as convergence time that higher-order terms would imply. The NLMS algorithm, with different step-sizes for the linear and the nonlinear parts [11] , was used to adapt the Volterra weights. The parameters of the algorithm (first-order step-size μ 1 , third-order step-size μ 3 ) have been chosen so as to optimize the MSE for each case and are given in Table 2 . The third-order step-size is related to the first-order step-size as μ 3 = μ 1 /ν.
RBF-DF equalizer
The performance of the proposed method is also compared with that of the symbol-by-symbol Bayesian decision feedback (DF) equalizer implemented via an RBF network [38, 39, 41] . A detailed description of the M-ary RBF-DF equalizer, considered here, can be found in [41] . Its structure is specified by the decision delay τ, the feedforward order n f and the feedback order n b . These parameters were chosen in relation to the length of the channel, L, as follows [38, 39, 41] :
Eleftherios Kofidis et al. To make a fair comparison with the proposed CBSE algorithm, the centers computed by the latter were used to yield the centers for the M sub-RBF networks of the RBF-DF equalizer. Moreover, the weights in the RBF networks were chosen in accordance with the assumption that all centers are equally probable.
Simulation study
The transmitted symbols are organized in packets consisting of two parts: the training symbols and 500 information symbols. The same training sequence is used for the CBSE and the RBF-DF equalizers. It consists of 20 specially selected symbols per energy zone, according to Section 4.3. Thus, in the case of 4-QAM (only one energy zone) the training sequence consists of 20 symbols whereas in the case of 16-QAM (3 energy zones) 3 times 20 = 60 symbols are used for training. The number of samples was selected to be close to what is used in real systems such as GSM [42] . To determine the appropriate length for the training sequence of the Volterra equalizer, we have tried different cases but the tradeoff between computational complexity and performance gain led us to use only 100 randomly generated symbols in the comparison experiments. In Figure 9 a detailed performance comparison for the case of an AWGN channel and 16-QAM signaling at −6 dB IBO with 60, 100, 1000, and 50000 training symbols for the Volterra equalizer is given. For the LTE we also used 100 randomly generated 
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symbols. For each equalizer, the BER is estimated once at least 100 symbol errors have been committed and at least 50 packets have been processed.
4-QAM
The case of 4-QAM signaling with the TWT in saturation (at 0 dB IBO) was examined first. Due to the fact that the nonlinearity depends only on the signal amplitude, we may view the overall channel as linear in this case. The results are shown in Figure 10 . One can see that for the AWGN channel (L = 1) all equalizers have roughly the same performance, whereas in the case of the second channel (L = 2) the CBSE and the Bayesian equalizers outperform the LTE and the Volterra equalizers.
16-QAM
For the 16-QAM signaling scheme three different cases for the nonlinearity were examined, where the IBO was set equal to 0 dB, −3 dB, and −6 dB ( Figures 11, 12 , and 13). CBSE outperforms its competitors in every case. The Bayesian equalizer performs almost equally well, however, it is far more expensive in terms of computational requirements. It is of interest to note that even in the case of 0 dB IBO (full power efficiency [1] ) with 16-QAM where other methods fail [5] , the proposed equalizer still offers some gain. Notice also in Figure 9 the superior performance of CBSE over the Volterra equalizer trained with 50000 symbols.
Computational requirements
The overall computational load of the proposed equalizer consists of three parts, namely: (a) the computation of the tap contributions, (b) the computation of the cluster centers, and (c) the VA. The cost of the first two parts, in terms of real multiplications and additions, is given analytically in Table 3 for L > 2, where N is the number of training samples per energy Table 4 presents the computational cost for the training part in each equalizer. L LTE is the length of the weight vector of the LTE equalizer. Assuming L LTE − 1 delay elements for the pth-order Volterra equalizer as well, it turns out that its corresponding weight vector is of length (recall that evenorder terms are not included):
In addition to the operations in the NLMS recursion, another
complex multiplications are required in the Volterra equalizer to form the regressor vector. 12 The computational complexity per detected symbol of the VA part in the proposed method (part (c)), along with the corresponding complexities of the LTE, the Volterra, and the RBF-DF equalizers considered here are shown in Table 5 .
Finally, Table 6 shows the total number of real operations required for the processing of a received block consisting of 20 training samples (per energy zone) and 500 data symbols, for a two-tap channel (L = 2) with the 16-QAM signaling scheme. For the purposes of this comparison, 3 times 20 = 60 training samples are also assumed for the LTE and the Volterra equalizers, although, as we have already seen, this is not realistic and in practice a much longer data set is needed for these methods. For these equalizers, 12 In fact, this figure corresponds to a straightforward computation, where care is not taken to compute only once partial products that appear in several entries of the regressor vector. Nevertheless, such savings would not be significant with respect to the overall computational cost of the Volterra equalizer. 
we have L LTE = 3 and L V = 21, respectively. Observe that the superior performance of the CBSE equalizer is attained at a substantially lower complexity, especially in terms of real multiplications/divisions.
CONCLUSIONS
A cluster-based sequence equalizer for satellite channels has been proposed for the case of rectangular QAM signaling. The method exploits the fact that TWT memoryless nonlinearities respect the symmetries underlying the signaling scheme, thus leading to a significant gain in performance, compared to Volterra and NN-based techniques, and at a significantly lower computational cost.
APPENDIX

Consider two points, x i
0 , x i 1 , of the input M-QAM constellation (located in the same quadrant-see Figure 5 for an example). The superscript i indicates that they belong to the same (ith) energy level, A i , of the constellation. Thus, Assume now that these two points do not belong to the same square (one cannot result from the other by simple n · π/2 Training  Decision  Decision  CBSE  32  0  356  512000  -256000  -RBF-DF  128000  1016000  512000  128000  LTE  1620  6000  1800  5000  360  --Volterra  19080  114000  16920  77000 that is, it is not affected by the nonlinearity.
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