This study explores the dynamical role of non-Gaussian potential vorticity variability (extreme events) in the zonally averaged circulation of the atmosphere within a stochastic framework. First the zonally averaged skewness and kurtosis patterns of relative and potential vorticity anomalies from NCEP-NCAR reanalysis data are presented. In the troposphere, midlatitude regions of near-zero skewness coincide with regions of maximum variability. Equatorward of the Northern Hemisphere storm track positive relative/potential vorticity skewness is observed. Poleward of the same storm track the vorticity skewness is negative. In the Southern Hemisphere the relation is reversed, resulting in negative relative/potential vorticity skewness equatorward, and positive skewness poleward of the storm track. The dynamical role of extreme events in the zonally averaged general circulation is then explored in terms of the potential enstrophy budget by linking eddy enstrophy fluxes to a stochastic representation of non-Gaussian potential vorticity anomalies. The stochastic model assumes that potential vorticity anomalies are advected by a random velocity field. The assumption of stochastic advection allows for a closed expression of the meridional enstrophy flux: the potential enstrophy flux is proportional to the potential vorticity skewness. There is some evidence of this relationship in the observations. That is, potential enstrophy fluxes might be linked to non-Gaussian potential vorticity variability. Thus, extreme events may presumably play an important role in the potential enstrophy budget and the related general circulation of the atmosphere.
Introduction
The empirical and dynamical study of the general circulation of the atmosphere can be rightfully considered to provide the foundations of modern meteorology, climatology, and related fields. In its broadest sense the atmospheric general circulation may be regarded to encompass all motions that are needed to characterize the large and global-scale atmospheric flow (e.g., Holton 1992; James 1994; Vallis 2006) . The time-mean circulation is the most relevant, first-order property we are interested in (zeroth order being a resting atmosphere). It is, of course, well known that the mean atmospheric circulation cannot be understood without knowing some statistics of fluctuations (eddies) around the mean. The mean and fluctuations of the general circulation are intricately linked through eddy fluxes of primarily heat, momentum, and vorticity (or enstrophy). The zonal eddy flux of temperature, for example, is the dominating mechanism redistributing heat from the tropics to the poles. In other words, to dynamically describe the mean circulation we need to know some second-order statistics (variances, correlations) of relevant quantities. For example, the zonally averaged poleward eddy flux by transient waves is given by the covariance [y9T9], where y9 and T9 denote transient fluctuations of meridional velocity and temperature, respectively; [x9] denotes the zonal and x9 the temporal averages of the quantity x9.
We can draw the following rough picture of the use of second-order statistics. First, variance (or standard deviation) is commonly used to empirically quantify the variability of atmospheric quantities. Second, covariances of appropriate quantities are equivalent to eddy (or Reynolds) fluxes and are therefore crucial to understand the dynamics of the mean general circulation. While second-order statistics are, of course, essential for empirical and dynamical studies of the general circulation, it is also important to recognize that many relevant phenomena, such as extreme events, are described or governed by higher-order statistics. For example, the variability of a non-Gaussian variable is not sufficiently described by its mean (first moment) and variance (second moment). Higher-order moments are needed to describe the non-Gaussianity of a probability density function (PDF). Skewness (third moment) and kurtosis (fourth moment) are commonly used to characterize the overall non-Gaussian structure of a PDF. Skewness is a measure of asymmetry of a PDF, whereas kurtosis measures the excess probability (in relation to a Gaussian distribution) in the tails. Note that the non-Gaussianity (or nonnormal behavior) is closely related to the statistics of extreme events. In fact, in nontechnical terms, an extreme event can be defined as a high-impact, hardto-predict phenomenon that is beyond our normal expectations.
However, until recently the study of extreme meteorological events has been largely empirical. That is, most investigators used observations or model output to estimate the probabilities of, for example, extreme winds and temperatures, without actually addressing the detailed dynamical-physical reason for the shape of the probability density functions beyond the mathematical arguments of extreme value theory (e.g., Coles 2001 ). In addition, many investigators typically study nonGaussian statistics in a phase space spanned by the two or three leading empirical orthogonal functions (EOFs) (e.g., Mo and Ghil 1988; Molteni et al. 1990 ; Mo and Ghil 1993; Corti et al. 1999; Smyth et al. 1999; Monahan et al. 2001; Berner 2005; Berner and Branstator 2007; Majda et al. 2003 Majda et al. , 2008 Franzke et al. 2005 ). Significant exceptions are White (1980) , Trenberth and Mo (1985) , Nakamura and Wallace (1991) , and Holzer (1996) , who present maps of observed skewness and (partly) kurtosis of Northern and Southern Hemisphere geopotential heights. More recently, Petoukhov et al. (2008) calculated skewness and mixed third-order statistical moments for observed synoptic variation of horizontal winds, temperature, vertical velocity, and specific humidity. Again, none of those papers provides complete dynamical explanations for the observed non-Gaussian structures. One exception is Holzer (1996) , who attributes negative midlatitude skewness bands to the rectification of velocity fluctuations by the advective nonlinearity. Note that higher-order moments received much attention in the small-scale turbulence literature, including analytical results of third-order moments (see, e.g., Monin and Yaglom 1971, 1975) . However, the dynamics of the general, large-scale, non-Gaussian atmospheric (and oceanic) structures remain largely unexplained. Sura and Sardeshmukh (2008) and Sardeshmukh and Sura (2009) tried to fill this gap by analyzing local non-Gaussian oceanic and atmospheric variability in a stochastic-dynamical framework. Their theory attributes extreme anomalies to stochastically forced linear dynamics, where the strength of the stochastic forcing depends on the flow itself (multiplicative noise). Because stochastic theory makes clear and testable predictions about non-Gaussian variability, the multiplicative noise hypothesis can be verified by analyzing the detailed nonGaussian statistics of oceanic and atmospheric variability. In fact, Sura and Sardeshmukh (2008) and Sardeshmukh and Sura (2009) did just that for sea surface temperature and atmospheric geopotential height and vorticity anomalies, thereby confirming the multiplicative noise hypothesis of extreme events for the respective variables.
This paper studies the role of higher-order (nonGaussian) statistics in the dynamics of the general circulation. Section 2 discusses the non-Gaussianity of the atmospheric general circulation using daily National Centers for Environmental Prediction (NCEP)-National Center for Atmospheric Research (NCAR) reanalysis data, focusing on zonally averaged relative and potential vorticity (PV) statistics. In section 3 we discuss the zonally averaged circulation in terms of the potential enstrophy budget. In particular, we elucidate the dynamical role of extreme atmospheric events in the zonally averaged general circulation by linking eddy enstrophy fluxes to a stochastic representation of potential vorticity anomalies. Finally, section 4 provides a summary and discussion.
Observations
In this section we will present non-Gaussian attributes of the atmospheric general circulation from daily NCEP-NCAR reanalysis data. Because most of the previous studies focused on the horizontal distribution of extreme events and higher-order statistics (skewness and kurtosis), we will pay particular attention to the height dependence of non-Gaussian statistics. That is, here the focus will be on the zonally averaged non-Gaussian statistics of the general circulation.
In addition, this paper concentrates on the discussion of non-Gaussian statistics of vorticity and, in particular, quasigeostrophic potential vorticity. In pressure coordinates quasigeostrophic potential vorticity q is given by
Except for diabatic and frictional processes q is conserved following the horizontal quasigeostrophic flow. The detailed discussion of quasigeostrophic potential vorticity can be found in any textbook on dynamical meteorology (e.g., Holton 1992) or in many relevant papers (Hoskins et al. 1985) . (Hereafter, we equate the terminology quasigeostrophic potential vorticity with potential vorticity, keeping in mind that they are physically not identical; see Hoskins et al. 1985 .) The main reason for concentrating on potential vorticity is that we use the potential enstrophy budget (potential vorticity squared) to dynamically explain non-Gaussian dynamics of the general circulation in the next (dynamics) section. We note that a deeper knowledge of potential vorticity variability is dynamically closely related to other relevant variables (such as geopotential height, winds, temperature) because of the inversion principle. An example is discussed later in this paper. For a quantity x9, with zero mean and standard deviation s, the skewness S and (excess) kurtosis K are defined as
where the overbar denotes the time (or, assuming ergodicity, ensemble) average. Skewness represents the asymmetry of the PDF. It is positive if the right tail contains more data than the left tail, and negative if the opposite is true. Symmetric distributions, such as the classic Gaussian, have zero skewness. Kurtosis represents the ''peakiness'' of the data distribution; it is high when the data include numerous extreme events. Our definition of K here is sometimes referred to as ''excess kurtosis'' because we have subtracted 3, corresponding to the kurtosis for a Gaussian distribution. In this paper we exclusively use excess kurtosis in all calculations and plots, and simply call it kurtosis most of the time. The exact standard errors of skewness and kurtosis depend on their underlying population distribution but can be approximated using a Gaussian as s S 5 ffiffiffiffiffiffiffiffiffiffiffi 6/N in p and
, respectively, where N in is the effective number of independent observations (e.g., Brooks and Carruthers 1953) .
For the following observational analysis of daily vorticity and potential vorticity anomalies z9 and q9 we used 60 yr of NCEP-NCAR reanalysis data that all the non-Gaussian structures we discuss in this paper are significant on at least the 90% confidence limit. Skewness is in fact significant on the 95% (or larger) limit. Therefore, we can be sure that all results shown here represent physical phenomena and not statistical artifacts.
We use the full 60-yr record because the reliable estimation of higher-order statistics needs rather long time series to reduce the standard errors as much as possible. However, it is known that the reanalysis data are not very reliable in the Northern Hemisphere before 1958 or before the mainstream meteorological satellite era (1979) in the Southern Hemisphere (Kistler et al. 2001) . Thus, the reanalyses more reflect the model than the actual atmosphere in the mentioned periods and regions. Given that today's models are very reliable on synoptic and large scales, and we are primarily looking at the statistics of large-scale flows, we are not expecting major biases in the troposphere by using the full record. In the troposphere we might observe biases, however. To make sure that our findings are stable, we will later also present the main results of our analysis for the periods 1958-2007 and 1979-2007. a. Non-Gaussianity of the horizontal circulation
We start by briefly reviewing some horizontal features of the atmospheric circulation that are relevant for this study (e.g., Sardeshmukh and Sura 2009; White 1980; Nakamura and Wallace 1991; Trenberth and Mo 1985; Holzer 1996) before discussing the zonally averaged picture of non-Gaussian statistics. Figure 1 shows (a) S and (b) K of daily 300-hPa z9 for northern winter (DJF). Both quantities are large in the hemispheric jet stream waveguide and have a coherent, almost zonally symmetric structure. Another prominent feature is the observed change of sign in z9 skewness and kurtosis across the storm tracks, with positive skewness (and kurtosis) to the south and negative skewness (and kurtosis) to the north. This feature is known in terms of the skewness of geopotential height anomalies. Remember that geopotential height anomaly F9 and z9 are linked through the horizontal Laplacian equation z9 5 (1/f )= 2 F9. That is, in the Northern Hemisphere (f . 0) z9 and F9 are expected to have opposite signs and, therefore, opposite signs of skewness. It is often speculated that the sign of the skewness is related to cutoff lows at low latitudes and to blocking anticyclones at high latitudes (e.g., White 1980; Nakamura and Wallace 1991; Trenberth and Mo 1985) . In addition, Holzer (1996) attributes the band of positive z9 skewness (approximately equivalent to negative skewness of F9) to the rectification of near-symmetric velocity fluctuations by nonlinear advective effects.
The main contribution of Sardeshmukh and Sura (2009) is to reveal and dynamically explain the link between the skewness and kurtosis patterns. Figure 1c presents the relationship between skewness and kurtosis in form of a scatterplot; the solid curve denotes the parabola K 5 1.5S 2 2 0.6. It is obvious that there exists a lower parabolic bound on kurtosis in the vorticity data: K $ 1.5S 2 2 0.6. The crucial point behind this K-S inequality is that it can be derived from first dynamical principles using stochastic dynamical theory (Sura and Sardeshmukh 2008; Sardeshmukh and Sura 2009 ). The constraint has its physical roots in the advective nonlinearity of the equations of motion. To that extent, we can attribute the non-Gaussian statistics of anomalous vorticity (and geopotential height) variability to stochastic dynamics. More precisely, a one-dimensional Stratonovich stochastic differential equation (SDE) with linear damping and correlated additive and linear multiplicative (CAM) noise forcing ›x9/›t 5 Àlx9 1 fx9F9 1 F9 1 R9 À fx9F9-with the damping l, a constant f, and rapidly varying (white noise) forcing terms F9 and R9 (we use the partial time derivative even in the 1D case to avoid confusion with a total derivative)-will produce the following non-Gaussian statistics of x9 (see appendix for some details). First, K is always greater than 1.5 times the square of S: K $ 1.5S 2 . Second, the PDF P(x9) has power-law tails: P(x9) } x9 2g . As shown in Sardeshmukh and Sura (2009) the K-S inequality (including a slight vertical offset; see Fig. 1c ) and the powerlaw behavior are consistent with observed non-Gaussian variability of geopotential height and vorticity anomalies. Note, however, that we observe a slight vertical offset of the parabola. That is, for atmospheric geopotential height and vorticity variability we have K $ 1.5S 2 2 r with r 5 0.6. The dynamical reason for the offset is explained in the following paragraph. Sardeshmukh and Sura (2009) showed that the abovementioned one-dimensional model becomes progressively better at representing higher-order statistics of multivariate systems through a principle of increasing ''diagonal dominance'' in the higher-order moment equations. Diagonal dominance refers to the progressively greater importance of the self-correlation terms in the higher-order moment equations of multivariate systems. In physical terms this means that local correlations are dominating the moment equations, while spatial correlations over long distances are less important. That makes sense for rapidly varying high-amplitude day-today atmospheric variability, as long as we are neglecting low-frequency (and amplitude) teleconnection patterns in our first-order approximation. The increasing importance of self-correlation terms in the higher-order moment equations is the basic reason for the relevance of the one-dimensional model in the dynamics of the higher-order moments even in multivariate systems. The diagonal dominance of the higher-order moment equations now helps understand the vertical offset relative to the prediction of the one-dimensional theory. The key to understanding this qualitatively is to recognize that diagonal dominance is stronger for the higher moments. That is, the error we make using a one-dimensional system to approximate a multivariate system is largest for the second moment (the mean is zero by construction of our anomaly equations) and successively smaller for the higher moments. In addition, since the multivariate system has larger variance, we know the sign of the error we make in the second moments by using a univariate system to approximate a multivariate system. This relies on the fact that a linear operator A is in almost all geophysical contexts a nonnormal (here ''nonnormal'' refers to the nonorthogonality of the eigenfunctions of A and should not be confused with non-Gaussianity) that does not commute with its transpose. This nonnormality of the linear dynamical system leads to a greater variance of x9 than for a ''normal'' A with the same eigenvalues (Ioannou 1995) ; a one-dimensional system is, of course, always normal in this sense. In most cases, this nonnormality is associated with the ability of anomalies to draw energy from a background state, of which there is pervasive evidence and which is indeed one of the cornerstones of dynamical meteorology and oceanography. Now it can be seen from the definition of kurtosis, K 5 x9 4 /s 4 À 3, that an increased variance in combination with a negligible error in the fourth moment will lead to a decrease of K: the parabola is effectively shifted downward. Therefore, the multivariate system results in an inequality K $ 1.5S 2 2 r, with a small positive constant r.
We have a basic knowledge of the observed horizontal structure of non-Gaussian statistics and extreme events of dynamically relevant quantities such as vorticity and geopotential height. We also have a general stochastic dynamical theory capable of reproducing the statistics of extreme events in the atmospheric circulation. The remainder of this paper will study in more detail the nonGaussian statistics of the general circulation, linking potential enstrophy fluxes to extreme events of potential vorticity. The first step to accomplish this goal is to establish the zonally averaged non-Gaussian structures of z9 and q9 before moving on to discuss the related dynamics in the next section.
b. Zonally averaged non-Gaussianity
To obtain a more concise, height-dependent view of non-Gaussian vorticity anomaly variability we present the zonally averaged skewness and kurtosis fields of z9 in Fig. 2 . We also look at the seasonal dependence by analyzing full-year, winter [December-February (DJF)], and summer [June-August (JJA)] subsets.
The zonally averaged skewness patterns of z9 are by and large consistent with the zonally averaged skewness of F9 presented in Holzer (1996) . Again, note that based on the Laplacian equation z9 5 (1/f )= 2 F9, the skewness of z9 and F9 have opposite signs in the Northern Hemisphere and identical signs in the Southern Hemisphere. In the troposphere, midlatitude regions (in the latitude-height plain) of near-zero z9 skewness coincide with regions of maximum variability (see Fig. 3 for the standard deviation of z9). That is, we observe positive skewness equatorward of the Northern Hemisphere storm track and negative skewness poleward of it (and vice versa in the Southern Hemisphere). Here we call this the hemispheric skewness dipole pattern.
In the troposphere the overall structure of z9 skewness and kurtosis is retained in summer and winter. That is, the strength of tropospheric non-Gaussianity changes a bit over the seasons, but the patterns and signs of skewness and kurtosis remain about the same over the year. We see, however, major structural changes in the non-Gaussian vorticity patterns in the stratosphere. For example, during winter we observe a pronounced tripole z9 skewness pattern in the extratropical Northern Hemispheric stratosphere: negative skewness around 308N, positive skewness around 608N, and again negative skewness toward the North Pole. This pattern almost completely vanishes during summer. A similar, yet less pronounced seasonal behavior is observed in the extratropical Southern Hemispheric stratosphere. It is safe to say these changes are likely induced by the thermally induced reversal of zonal winds over the winter/ summer season and other significant stratospheric effects, such as stratospheric warming events.
Next we switch our attention to non-Gaussian potential vorticity variability. As already mentioned, the reason for using potential vorticity is that we use the potential enstrophy budget to dynamically study nonGaussian atmospheric dynamics in the next section. Of course, z9 and q9 are closely related: q9 is the sum of the eddy quasigeostrophic relative vorticity and the eddy stretching vorticity (e.g., Holton 1992) . That is, in the quasi-horizontal atmosphere, where the anomalous stretching term is locally less important than the anomalous quasigeostrophic relative vorticity contribution, we expect q9 and z9 (and their statistics) to be somewhat similar. In fact, the overall skewness and kurtosis patterns of q9 resemble those of z9. The zonally averaged skewness and kurtosis fields of q9 are shown in Fig. 4 . Note that in the troposphere the non-Gaussianity of q9 shows the now familiar hemispheric dipole pattern. It is worth mentioning that the change in sign of potential vorticity skewness may also be associated with the transition from the troposphere to the tropopause, and might be related to the region where there is strong mixing between the stratosphere and the troposphere (e.g., Holton et al. 1995) .
While the similarities (and some differences) of the skewness and kurtosis patterns of z9 and q9 are very interesting, they are not at the heart of this study. At the heart of this paper is to recognize that non-Gaussian q9 variability can also be described by stochastic dynamics, just as z9 is. Above we attributed (following Sardeshmukh and Sura 2009) the non-Gaussian statistics of anomalous vorticity (and geopotential height) variability to stochastic dynamics, primarily based on the observed link between skewness and kurtosis (K $ 1.5S 2 2 r) and observed power-law tails. The crucial point behind the K-S inequality and power-law tails is that they can be derived from first dynamical principles using stochastic dynamical theory, thereby attributing non-Gaussian statistics to a stochastic differential equation with linear damping and CAM noise. Figure 5 presents the relationship between full-year skewness and kurtosis of q9 in the form of a scatterplot; the solid curve denotes the parabola K 5 1.5S 2 2 0.8. It is obvious that there also exists a lower parabolic bound on kurtosis in the potential vorticity anomaly data. We also checked if non-Gaussian q9 variability follows a power law, as predicted and observed for z9 (Sardeshmukh and Sura 2009 ). Due to that, we analyzed the PDFs of several sample time series at locations with strong nonGaussianity. A representative example is given in Fig. 6 for full year q9 at 158N, 1608W and 250 hPa. This is a location with strong positive skewness. As, in general, atmospheric non-Gaussianity has a large zonally symmetric component, we also see a positive skewness maximum at that height (250 hPa) and latitude (158N) in the zonally averaged field (see Fig. 4 ). The sample PDFs (one for positive and one for negative anomalies) are presented on a log-log scale to highlight the scaling properties of the data. For example, a highly nonGaussian power-law tail [i.e., a PDF P(x) } x 2g with the exponent g] will appear as a straight line on a log-log plot. Because of the log scale on the x axis absolute values jq9j are shown. In addition, because the emphasis is on extreme events, the center of the PDFs (6one standard deviation) are not shown. The PDFs of positive and negative potential vorticity anomalies are shown in Figs. 6a and 6b, respectively. In both plots the solid line denotes a Gaussian distribution. Note the distinct heavy-tail power-law behavior for positive anomalies giving rise to positive skewness. However, even the negative anomalies follow a power law (weaker than Gaussian). The straight dashed lines are maximum likelihood estimates of the power-law behavior (given by the power-law exponent g also included in each plot) above a systematically estimated lower bound jq9j min , indicated by the dot-dashed vertical lines. The powerlaw hypothesis is statistically significant (cannot be rejected) as tested by Kolmogorov-Smirnov statistics. The procedures to estimate the power-law parameters and the related goodness-of-fit test are described in detail in, for example, Newman (2005) and Clauset et al. (2009) and are omitted because here the focus is not exclusively on power-law statistics. It is worth mentioning that exponential tails are observed for geopotential height variability (e.g., Holzer 1996) . Note that those exponential tails are observed for zonally averaged PDFs (e.g., Holzer 1996) , yet the power laws are observed locally. There is the possibility that averaging power laws results in an approximately exponential PDF. A closer examination of this conflict (power law versus exponential PDF) within a more systematic analysis of atmospheric power-law statistics is part of our ongoing research.
Thus, the non-Gaussian behavior of q9 variability strongly suggests that potential vorticity variability is also governed by stochastic dynamics with CAM noise, the same way that relative vorticity and geopotential height is (Sardeshmukh and Sura 2009 ). Let us briefly elaborate on the reasons for that.
First, as already mentioned above, relative and potential vorticity anomalies are dynamically closely related, and we expect their statistics to be somewhat similar. Second, it is well known that the Gaussian statistics (such as variance, covariances, and related eddy fluxes) of potential vorticity anomalies (quasigeostrophic turbulence) can be effectively modeled as a multivariate linear system with additive noise (e.g., DelSole 2004). The multiplicative noise approach is a natural and dynamically consistent extension of the familiar additive noise model. In a nutshell, the advection of potential vorticity is responsible for the multiplicative noise term (discussed in a bit more detail in the next section). Thus, the existence of CAM noise follows naturally from the structure of the equations of motion. Third, the K-S inequality and the power-law behavior of the CAM noise system is found to be consistent with observations. While each point taken alone might be not sufficient to justify the CAM noise approach, in conjunction they make a very compelling argument. reproducing the observed K-S inequality and the powerlaw behavior. Therefore, we accept the CAM noise approach as a very natural, yet still highly idealized, way to study non-Gaussian potential vorticity dynamics and statistics in particular and extreme events in weather and climate in general. In fact, analytical predictions of higher-order statistics from simplified models and comparison of such theory with observations are in the best tradition of probing deeply into turbulence.
Dynamics
In this section we discuss the zonally averaged circulation in terms of the potential enstrophy budget. Potential enstrophy has been analyzed before to study atmospheric dynamics. For example, Holopainen and Fortelius (1987) and Black (1998) examined the maintenance and damping of transient atmospheric eddies using versions of the potential enstrophy budget. Here we explore the dynamical role of extreme atmospheric events within the zonally averaged general circulation by linking eddy enstrophy fluxes to a stochastic representation of potential vorticity anomalies. Before we do that we will briefly derive and discuss the zonally averaged potential enstrophy budget.
a. Quasigeostrophic potential vorticity equation and the potential enstrophy budget
The dynamical relevance of q [see Eq. (1)] is, of course, that it is conserved following the horizontal quasigeostrophic flow, except for diabatic and frictional processes D:
If we now partition q (and also the velocities u and y) into a zonal mean [q] and a deviation from the zonal mean q
, we obtain the equation for the zonal mean potential vorticity as
or, utilizing quasigeostrophic balance, the more familiar form
This equation states that, in the adiabatic/frictionless case, the convergence (negative divergence) of the meridional eddy flux of potential vorticity forces the evolution of the zonal mean potential vorticity. In the steady-state case, the potential vorticity flux divergence is equal to diabatic heating and friction. 
If we now multiply Eq. (6) by q w and then calculate the zonal mean, we obtain the zonally averaged eddy potential enstrophy equation Equation (7) ]. Both the terms down-gradient and convergence denote the minus signs of the related terms if moved to the right-hand side of Eq. (7) as a forcing of the enstrophy tendency. For our purpose it is important to note that the third-order correlation potential enstrophy flux term would vanish if we derive Eq. (7) from the linearized version of the perturbation Eq. (6). The potential enstrophy flux term would also vanish if we integrate it over a closed domain. That is, for many applications the third-order potential enstrophy flux is considered small and is therefore neglected. Although, as we will see later, the third-order correlations and related fluxes are indeed not the leading process in the potential enstrophy budget, the eddy enstrophy flux potentially plays an important role in the dynamics of atmospheric extreme events.
For the following discussion we make one more, commonly used approximation. We assume for a quantity x that x w 5 x9. This assumption means that we neglect the asymmetric part of the time-averaged quantity, x w [ 0, and the instantaneous fluctuation of the zonally symmetric part, [x]9 [ 0. That is, we are approximating the general atmospheric circulation as steady zonally symmetric, neglecting stationary waves and fluctuations of the zonal-mean circulation. In reality, the large-scale circulation of the atmosphere varies somewhat in longitude because of the effect of nonsymmetric features such as continents, mountain ranges, and oceans. However, there is a significant zonally symmetric component that makes our assumption adequate in order to obtain a first-order dynamical understanding of extreme events in the general circulation. Thus, we rewrite the zonally averaged enstrophy equation as 1 2
where, for convenience, we also dropped the zonal averaging operator (for example, y9q9 2 [ [y9q9 2 ]). That is, in the following observational discussion of the enstrophy budget the overbar denotes a time and zonal mean. Furthermore, all primed variables (y9 and q9) are calculated as deviations from the time mean flow, neglecting the impact of stationary waves in the observations.
Let us now look at the terms of steady-state potential enstrophy budget Eq. (8) obtained from NCEP-NCAR reanalysis data. Figure 7 shows the up-gradient potential vorticity flux y9q9(›q/›y) and the eddy potential enstrophy flux divergence (1/2)›y9q9 2 /›y for full-year, winter (DJF), and summer (JJA) conditions (because the flux terms are presented without a minus sign they are now denoted by up-gradient and divergence). Because we cannot estimate the diabatic heating and friction term q9D9 directly, we assume it to be the sum of the flux terms under steady-state conditions. The potential vorticity flux is predominantly negative (i.e., down-gradient or southward) in both hemispheres all over the year. It is strongest in the winter hemisphere, consistent with our knowledge of Eliassen-Palm and potential vorticity fluxes. Remember that [y That is, as a first-order approximation, the potential vorticity flux is balanced by q9D9. This confirms the often used assumption (as mentioned above) that the third-order potential enstrophy flux can be considered negligibly small for many first-order applications. Nonetheless, the eddy enstrophy flux divergence is not so small that it can be neglected entirely. In fact, as can be seen in Fig. 7 , the ratio of the eddy enstrophy flux divergence to the upgradient potential vorticity flux is about one-tenth to one-third. That is, there are regions where the enstrophy flux divergence plays a relevant dynamical role in the enstrophy budget. This dynamical role is explored next, mainly by linking eddy enstrophy fluxes to a stochastic representation of potential vorticity anomalies.
b. A stochastic representation of potential vorticity anomalies
Stochastic modeling of potential vorticity and quasigeostrophic turbulence has a long tradition in dynamical meteorology and related fields (see DelSole 2004) . To summarize the basic idea in a nutshell, we note that the equation for q9 may be written schematically as
where L q is a linear operator that depends on the timemean flow q and N9 represents all nonlinear eddy-eddy interactions. If we now parameterize the nonlinear interactions as a random (Gaussian white noise) forcing F9, and also include effectively dissipative nonlinear effects inL q , we obtain the parameterized eddy potential vorticity equation
Analytical and numerical models based on Eq. independent) Gaussian white noise. Therefore, the distribution of q9 governed by Eq. (10) is itself Gaussian. However, we have already seen (Figs. 4 and 5 ) that the PDF of q9 is actually non-Gaussian and conclude that Eq. (10) lacks a physical process responsible for extreme events. Yet we already introduced the solution to this problem. Remember that we observe the constraint K $ 1.5S 2 2 0.8 on non-Gaussian q9 variability (Fig. 5 ) and that this behavior indicates that q9 is approximately modeled by a univariate Stratonovich stochastic differential equation with linear damping and CAM noise forcing:
wherel and f are local constants, and F9 and R9 are Gaussian, zero-mean white-noise forcing terms with amplitudes s F9 and s R9 :
Recall that in the Stratonovich calculus the deterministic drift (here a damping) 2l has to be replaced with the effective drift Àl 5 Àl 1 (1/2)(fs F9 ) 2 , which is the sum of the deterministic drift and the noise-induced drift. The noiseinduced drift appears in Stratonovich systems because then the time mean of multiplicative noise term fq9F9 is not zero. This is also why we have to introduce an additional mean forcing Àfq9F9 to ensure that the time mean of q9 is zero, q9 5 0. Note also that the effective damping term in Eq. (11) is a one-dimensional approximation ofL q . Besides the simplified linear operator, the key difference to Eq. (10) is that Eq. (11) includes a correlated additive and multiplicative noise forcing term (1 1 f q9)F9 (R9 is a residual additive noise term representing the remaining ''fast'' processes). While Sura and Sardeshmukh (2008) and Sardeshmukh and Sura (2009) showed that an equation of type Eq. (11) can be generally derived from first dynamical principles for ''slow'' variables driven by fast, effectively stochastic perturbations, they did not discuss the detailed physics beyond the local constants and the forcing terms, nor did they discuss the role of extreme events in the general circulation. In the following we will examine the physics behind F9 and the dynamical impact of non-Gaussian dynamics on the general circulation by linking eddy enstrophy fluxes to the stochastic representation of potential vorticity anomalies [Eq. (11)]. The physics behind F9 becomes clear if we examine the form of the perturbation potential vorticity [Eq. (6)]. The key step is to recognize that y9 affects the evolution of q9 in two different ways: multiplied by the locally constant meridional potential vorticity gradient y9›q/›y and multiplied by the meridional gradient of the perturbation potential vorticity y9›q9/›y. Thus, from the general form of the potential vorticity Eq. (6) we know that y9 will appear as a multiplicative noise term in a general stochastic differential equation for q9. In technical terms, we consider the problem of stochastic advection. Therefore, if we parameterize y9 as a random white-noise process, q9 as proportional to its zonal gradient, and the remaining terms as a white-noise residual, we obtain a stochastic differential equation of the general form
where, to maintain our previous terminology used in Eq. (11) above and in the appendix, we set F9 proportional to y9 with the positive proportionality constant a, F9 5 ay9, and also absorbed a in the new constant f 5 af. To summarize, we assume that q9 is meridionally advected by y9. This is, of course, a simplifying assumption to make the problem tractable. In reality potential vorticity variability is linked to velocity fluctuations because of the inversion principle (e.g., Hoskins et al. 1985) . Here we dynamically uncouple them by parameterizing y9 as a Gaussian stochastic forcing in our simplified setting. Is the Gaussian forcing assumption a reasonable approximation? We have already seen that K-S and power-law statistics support the forcing assumption. In addition, we also examined the Gaussianity of y9. For example, skewness and kurtosis of zonally averaged, full-year y9 are shown in Fig. 8 (DJF and JJA subsets show the same structure and magnitude). The most prominent feature is that y9 skewness is almost vanishing in the troposphere and stratosphere. The related kurtosis is small in the troposphere but remains large in the stratosphere. That is, in the troposphere (and to a lesser extent in the stratosphere) y9 is much more Gaussian than the related q9, supporting the Gaussian approximation used. We conclude that stochastic advection is a reasonable framework to study the statistics of potential vorticity variability. The assumption of stochastic advection is the key step to link the enstrophy [Eq. (8)] to our stochastic potential vorticity anomaly [Eq. (12) ]. This is so because if we use Eq. (12) as a first-order model of potential vorticity variability driven by stochastic advection, we have a closed expression (see appendix) for the meridional eddy enstrophy flux y9q9 2 for small f (i.e., weak multiplicative noise):
where s 2 5 (s F9 2 1 s R9 2 ). Equation (13) links the parameters of our stochastic model [Eq. (12) ] to the strength and direction of the meridional enstrophy flux induced by stochastic meridional advection; it is effectively a stochastic closure of the higher-order moment equations [see, e.g., Monin and Yaglom (1971, 1975) for a thorough discussion of closure schemes]. Equation (13) can be rewritten by using the expressions for the moments [Eq. (A2)] for weak multiplicative noise (small f) to give
or, in short, y9q9 2 } q9 3 , highlighting the direct link between y9q9 2 and the third moment q9 3 . What can we learn from Eqs. (13) and (14)? The most obvious result is that if the multiplicative noise vanishes (f 5 0), the enstrophy flux vanishes also. Recall that in the case without multiplicative noise the statistics of q9 are strictly Gaussian (q9 3 5 0). That means that lines of zero skewness should coincide with lines of vanishing enstrophy flux. Do we observe that in the atmosphere? We have already presented and discussed the zonally averaged skewness and kurtosis fields of q9 in the previous section (see Fig. 4 ). The related y9q9 2 is shown in Fig. 9 , where regions of equatorward fluxes are shaded. By comparing the q9 skewness in Fig. 4 with y9q9 2 in Fig. 9 we see that lines of zero skewness and lines of vanishing enstrophy flux approximately coincide. The match is not perfect, though. The omission of stationary waves in the calculation of observed fluxes may contribute to the slight mismatch. Nevertheless, disregarding minor discrepancies, we clearly see the tropospheric dipole patterns in both the q9 skewness and y9q9 2 , as predicted by Eq. (13).
We promised earlier to also present the main results of our analysis for the periods 1958-2007 and 1979-2007 . Recall that we obtained the main observational insight by comparing the q9 skewness in Fig. 4 with y9q9 2 in Fig. 9 . Therefore, we present q9 skewness and y9q9 2 side by side for the periods 1958-2007 and 1979-2007 Let us now analyze the direction of the enstrophy flux. Forf . 0 the additive and multiplicative noises are positively correlated (have the same sign), resulting in positive skewness of q9(q9 3 . 0). That is, for stable conditions positive skewness is related to a positive, northward enstrophy flux y9q9 2 . 0. For f , 0 the noises are negatively correlated (have opposite signs), inducing negative q9 skewness ( q9 3 , 0) and a negative, southward enstrophy flux y9q9 2 , 0. By comparing Figs. 4 and 9 we see that the reverse is true in the observations. Why is our simple model generating the incorrect sign of the enstrophy flux for stable conditions? To solve that problem we have to recall that meridional eddy fluxes are primarily due to baroclinically unstable waves. How do we incorporate that in our simple univariate stochastic representation? The solution is to analyze the dynamics of our model in an unstable regime (see the appendix on how to interpret an unstable stochastic equation). This, of course, is the common approach to studying unstable dynamics in a simplified setting. While there exists no long-term solution, the unstable regime reproduces the (approximately) correct dynamics in the growing phase of the flow. As briefly discussed in the appendix, the skewness-kurtosis link inherent in our stochastic model [Eq. (12) ] is also valid for weak multiplicative noise in a weakly (quasi-steady) unstable settingl 5 À with 0 , ( 1. Therefore, our model [Eq. (12) ] is also approximately valid for temporarily weakly unstable conditions. Notice that unstable conditions do not change the sign of the third moment q9 3 [see (A2)]. In that case, the enstrophy flux in Eqs. (13) or (14) is proportional to the negative skewness, y9q9 2 } Àf or y9q9 2 } Àq9 3 , reproducing the observed direction of the enstrophy flux with respect to skewness. Although in the long-term average our model has to be stable, temporarily weakly unstable conditions will produce strong enstrophy fluxes y9q9 2 } Àf, resulting in the correct long-term behavior. From the relation y9q9 2 } Àf we can also see that y9q9 has to be southward for unstable conditions, because then y9} 2 q9 and y9q9 , 0. This is consistent with the observed potential vorticity flux in the open atmosphere above the boundary layer (e.g., Holton 1992) .
At this point one obvious next step could be to estimate the parameters of the stochastic model from observations. Note that we need the model parameters of Eq. (12) at every gridpoint, depending on horizontal and vertical location, to calculate the predicted eddy enstrophy flux in Eqs. (13) or (14). Unfortunately, so far we have not come up with a stable, reliable, and efficient method to estimate all parameters of the multiplicative noise SDE [Eq. (12) ] from finite records in order to directly compare modeled and observed statistics. In general, it is nontrivial to estimate coefficients of SDEs (e.g., Kloeden and Platen 1992; Sura and Barsugli 2002) . To explore and discuss estimation techniques for SDEs is beyond the scope of this paper, and we have to use the methods presented here.
To summarize, our simple stochastic CAM noise model [Eq. (12) ] is capable of reproducing the observed link between eddy enstrophy fluxes and non-Gaussian potential vorticity variability. This link can now be used to study the expected role of extreme events in the general circulation of the atmosphere. Our stochastic framework is, of course, idealized. Yet we have shown that it has a sound dynamical foundation (stochastic advection) and also captures the essentials of observed non-Gaussian variability. Thus we are confident that we can use the results of the CAM noise approach to study the basic role of extreme events in the general circulation, keeping the idealized character in mind.
c. The role of extreme events in the general circulation within our stochastic framework
One important result of the preceding theoretical analysis is that the meridional enstrophy flux is proportional to the third-order potential vorticity moment times the effective damping, y9q9 2 } q9 the stochastic advection model is applicable to potential vorticity transports. In other words, in our stochastic framework the non-Gaussian potential vorticity variability induces potential enstrophy fluxes. This is the key step to better understanding the potential enstrophy budget [Eq. (8)] . Recall that Eq. (8) tells us that the evolution of q9 2 is determined by Ày9q9›q/›y, À(1/2)›y9q9 2 /›y, and q9D9. If our model atmosphere is Gaussian, the enstrophy flux vanishes. If, on the other hand, our stochastic model for q9 is non-Gaussian, the convergence of the enstrophy flux in turn forces the evolution of the zonal mean enstrophy. In particular, we can see from Eq. (8) that a potential enstrophy flux convergence could destabilize and a divergence could stabilize the zonal atmospheric flow. Thus, extreme events may play an important role in the potential enstrophy budget and the related general circulation.
Summary and discussion
This study has looked at the role of non-Gaussian statistics in the zonally averaged circulation of the atmosphere. To do so we first presented the zonally averaged skewness and kurtosis of relative and potential vorticity anomalies z9 and q9 from NCEP-NCAR reanalysis data. It turned out, as expected, that the overall skewness and kurtosis patterns of z9 and q9 resemble each other. In the troposphere, midlatitude regions of near-zero skewness coincide with regions of maximum variability. That is, we observe positive relative/potential vorticity skewness equatorward of the Northern Hemisphere storm track and negative skewness poleward of it (vice versa in the Southern Hemisphere). We call that the hemispheric skewness dipole pattern. Based on the observed link between skewness S and kurtosis K (K $ 1.5S 2 2 r, with r 5 0.8) for potential vorticity fluctuations (and other clues like the observed power-law behavior), we attributed potential vorticity variability to a linear stochastic differential equation with linear multiplicative noise. That attribution is based on a recent stochastic theory of non-Gaussian climate variability (Sura and Sardeshmukh 2008; Sardeshmukh and Sura 2009 ). For our application that theory states that a stochastic approximation, including multiplicative noise, of potential vorticity fluctuations is an excellent globally applicable model of non-Gaussian climate variability. The use of a stochastic model of potential vorticity anomalies is motivated by the desire to employ the potential enstrophy budget to study the impact of extreme events on the zonally averaged circulation. We did that by linking eddy enstrophy fluxes to the stochastic representation of non-Gaussian potential vorticity anomalies, identifying the meridional velocity fluctuation y9 as the stochastic forcing. That is, we assume that potential vorticity anomalies q9 are meridionally advected by a random velocity field y9.
The assumption of stochastic advection is the main step to connect the enstrophy budget to the stochastic representation of q9 because we then obtain a closed equation linking the parameters of the stochastic q9 model to the strength and direction of the meridional enstrophy flux y9q9 2 . In particular, we see that the enstrophy flux is proportional to the skewness of q9 times the effective dampingl: y9q9 2 } q9
3l
. That means that lines of zero skewness should coincide with lines of vanishing enstrophy flux. Indeed, observations revealed that lines of zero skewness and lines of vanishing enstrophy flux approximately coincide. In other words, we see the tropospheric dipole patterns in both the q9 skewness and the enstrophy flux y9q9 2 , as predicted by our theory. To reproduce the correct direction of the enstrophy flux we have to keep in mind that eddy fluxes in the atmosphere are induced by unstable waves. Therefore, in the framework of our simple stochastic model, we have to consider weakly unstable conditions. In that case, the enstrophy flux in is proportional to the negative skewness, y9q9 2 } Àq9 3 , reproducing the observed direction of the enstrophy flux with respect to skewness.
Thus, a simple linear stochastic CAM noise model of potential vorticity variability is able to reproduce the observed link between eddy enstrophy fluxes and nonGaussian potential vorticity variability. In our stochastic framework, potential enstrophy fluxes are actually induced by non-Gaussian potential vorticity extremes. The convergence of the enstrophy flux then forces the evolution of the zonal mean enstrophy. In particular, in our model a potential enstrophy flux convergence destabilizes, and a divergence stabilizes, the zonal atmospheric flow. Thus, extreme events presumably play an important role in the potential enstrophy budget and the related general circulation. A more detailed analysis of enstrophy fluxes and extreme events in a controlled model setting is part of our ongoing research. 
For stable conditions this results in the general relation between skewness and kurtosis K $ (3/2)S 2 . Note that we also obtain A ' 3/2 and B ' 0 for weak multiplicative noise in a neutrally stable and weakly unstable setting.
At this point it is useful to briefly elaborate on the idea of studying Eq. (A1) in a weakly unstable setting (i.e., l 5 À, with 0 , ( 1). At first sight, it seems problematic to examine Eq. (A1) in the unstable parameter range because then the long-term time averages for the moments (denoted by overbars) do not exist. In addition, the derivation of the moment equation [Eq. (A2) ] from the steady-state Fokker-Planck equation seems invalid under those conditions. It is, however, possible to make perfect sense of unstable SDEs in general, and our SDE [Eq. (A1)] in particular. The key is to recognize that in finance the most important SDE is an unstable variant of Brownian motion, called geometric Brownian motion, that plays a central role in the Black-Scholes theory of option pricing (e.g., Paul and Baschnagel 1999) . Geometric Brownian motion describes the (on average exponentially increasing) price S(t) of a commodity (or a stock value/index) that is determined by supply and demand in a free market: dS/dt 5 mS 1 sSF9, where m and s are positive constants and F9 is a stochastic forcing. Note that in the unstable case Eq. (A1) is a generalization of geometric Brownian motion. From mathematical finance we know that we can calculate the moments of an unstable process by considering ensemble averages instead of time averages. Thus, at a fixed time t we use the SDE or the Fokker-Planck equation to calculate the moments using ensemble averages, assuming a quasi-steady state (appropriate for weakly unstable processes). That means ensemble and time averages are approximately interchangeable for weakly unstable dynamics (for stable conditions the equivalence is, of course, exact), and our moment calculations are indeed valid under those conditions. Having this in mind it also makes sense that for heavytailed (non-Gaussian) statistics the third-order moment exists, while the ensemble variance might be negative (nonexisting real-valued variance); this happens in Eq. (A2) under unstable conditions. We now move on by multiplying Eq. (A1) with x9, averaging, and assuming quasi steady-state statistics, yielding 0 ). Note that for f 5 0 (no multiplicative noise) we recover a well-known relation of Brownian motion, connecting the variance of the forced system x9 2 with the energy input F9x9 1 R9x9 by the noise (e.g., van Kampen 2007) .
We now derive a general equation for F9x9 2 . That involves the following three steps:
