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Abstract
We introduce a novel approach to reduce the computational effort of solving mixed-integer convex chance constrained programs
through the scenario approach. Instead of reducing the number of required scenarios, we directly minimize the computational
cost of the scenario program. We exploit the problem structure by efficiently partitioning the constraint function and con-
sidering a multiple chance constrained program that gives the same probabilistic guarantees as the original single chance
constrained problem. We formulate the problem of finding the optimal partition, a partition achieving the lowest compu-
tational cost, as an optimization problem with nonlinear objective and combinatorial constraints. By using submodularity
of the support rank of a set of constraints, we propose a polynomial-time algorithm to find suboptimal solutions to this
partitioning problem and we give approximation guarantees for special classes of cost metrics. We illustrate that the resulting
computational cost savings can be arbitrarily large and demonstrate our approach on two case studies from production and
multi-agent planning.
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1 Introduction
Mathematical optimization problems are often subject to uncertain parameters affecting the objective or constraint
function. Chance constrained programs (CCPs) [7,18,20] provide a framework for solving such optimization problems.
In this framework, the uncertain constraint function is interpreted probabilistically, as a chance constraint, and is
allowed to be violated with a given violation probability [22]. Unfortunately, CCPs can be very difficult to solve
because they require full knowledge of the probability distribution of the uncertain parameters and are in general
non-convex.
Sample approximations such as the scenario approach [6,4], where a CCP is approximated by a deterministic op-
timization problem, are not limited to specific distributions and can be applied to a wide range of problems. In
the scenario approach the constraint function is enforced for a number of realizations of the uncertain parameters.
However, when many realizations are required these scenario programs can be computationally prohibitive. Numer-
ous efforts have aimed to lessen the computational burden while maintaining the desired probabilistic guarantees
of the original CCP. Most approaches have sought to tighten the sample bounds, to reduce the number of required
realizations. In [25], this is achieved by considering the support rank of the constraints. In [26], the structure in the
dependence of the constraints on the uncertain parameters is used to further improve these bounds. In [1,5], it is
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proposed to solve a sequence of reduced scenario programs in the framework of sequential probabilistic validation.
Finally, in [17] the support of the uncertainty is estimated from samples by solving a scenario program of reduced
complexity. A robust problem is then solved using linear programming.
A multiple chance constrained program (MCP), defined in [25], was constructed in [14] to minimize the number of
constraints of the resulting scenario program. In this work, we focus on mixed-integer convex CCPs and further
develop the perspective of [14]. We construct multiple chance constrained formulations of the original CCP such
that the resulting scenario program has reduced computational cost. The contributions are as follows:
1) We propose to optimize the partitioning of the constraints into multiple chance constraints, with the objective of
minimizing the computational cost of the resulting scenario program. Differently from [14], where a fixed partition
was considered, we also optimize over the partitioning, allowing to more effectively exploit the problem structure.
Moreover, we explicitly consider minimizing the computational cost of the resulting scenario program, according to
a given cost metric, e.g., the number of floating point operations required for evaluating the constraint. We show
that our approach can result in an arbitrarily large reduction of the computational effort.
2) We show that the support rank of a convex constraint is a monotone submodular function of the row indices of the
constraint function. This implies that the partitioning problem can be reformulated as a minimization of a weakly
submodular function (see Definition 1 below). We provide a polynomial-time algorithm that exploits this structure
and returns suboptimal solutions. We give approximation guarantees for the case where this function is submodular.
Notation We denote by 1 the vector of all ones of appropriate length. We denote by R+ the non-negative orthant.
We use the Big-O O(·) and Big-Omega Ω(·) notation according to Knuth [15]. By unif C, we denote the continuous
(or discrete) uniform distribution supported on the set C. Given x ∈ R, ln(x) is the natural logarithm of x and e is
Euler’s number. Given a finite set J , we denote by |J | its cardinality and 2J the set of all its subsets. A set function
γ : 2J → R is monotone, if for every A,B, with A ⊆ B ⊆ J it holds that γ(A) ≤ γ(B). A set function γ is submodular
if for every A,B with A ⊆ B ⊂ J and every j ∈ J \ B it holds that γ(A ∪ {j})− γ(A) ≥ γ(B ∪ {j})− γ(B). If this
holds with equality, then γ is also modular. For simplicity of notation, we define γ(B | A) := γ(A ∪ B)− γ(A), and
we will use the shorthand j, instead of {j}, if it is clear from context.
Definition 1 (µ-weak submodularity [8]) A monotone set function γ : 2J → R+ is µ-weakly submodular, with
submodularity ratio µ ∈ (0, 1], if for all A,B ⊆ J such that A ∩ B = ∅, it holds∑
j∈B
(
γ(A ∪ {j})− γ(A)) ≥ µ (γ(A ∪ B)− γ(A)) .
Note: γ is 1-weakly submodular if and only if it is submodular [8].
2 Partitioning for the scenario approach
We consider the following mixed-integer convex chance constrained program (CCP)
Problem 1 (Mixed-integer convex CCP)
min
(x,y)∈V
c>x
s. t. P[f(x,y,w) ≤ 0] ≥ 1−  ,
where V ⊆ Rn × {0, 1}b is compact and convex for fixed y, w is an uncertain parameter defined over a probability
space (W ,F ,P), and the constraint function f : Rn × {0, 1}b ×W → Rr is convex in x for all y ∈ Y := {y ∈
{0, 1}b | ∃x ∈ Rn s. t. (x,y) ∈ V} and w ∈W . The j-th component of f is denoted by fj . The constraint f needs to
be satisfied with probability 1−, with  ∈ (0, 1), where we have used P[f(x,y,w) ≤ 0] := P{w ∈W | f(x,y,w) ≤ 0}
as a shorthand. Note that generic convex objective functions, e.g., expected or worst-case, can be accommodated
via a suitable epigraph formulation [4].
2
The violation probability of Problem 1 for x and y is the probability over W for which x,y violate the constraints
in f :
Definition 2 (Violation probability, [6, Def. 1]) For a given (x,y), the violation probability of Problem 1 is
V (x,y) := P{w ∈W | ∃j : fj(x,y,w) > 0} .
Thus, feasible solutions of Problem 1 satisfy V (x,y) ≤ .
2.1 Constraint partitioning
Without assumptions on P, the feasible set of Problem 1 is non-convex and cannot be expressed in explicit form.
If realizations, or samples, of w are available, the scenario approach [6,4] can be employed to find points x which
are feasible for Problem 1 with a given confidence 1 − β, where β ∈ (0, 1). Typically, β is chosen to be small, e.g.,
β = 10−3. For technical reasons, in this paper, we assume β < 1/e ≈ 0.36. In the resulting scenario program the
constraint function f is enforced for a finite number samples of w. However, often many samples are needed to achieve
high confidence and small violation probability, leading to computationally intensive optimization problems. Instead
of reducing the number of samples, in this work, we aim to directly reduce the computational effort of evaluating the
sampled constraint function. To do this, we construct a multiple chance constrained program (MCP), whose solution
is feasible for Problem 1. We construct this MPC by efficiently partitioning the r rows of the constraint function f ,
allowing us to exploit the structure of f .
Given a partition P := {Pi}Pi=1 of size P = |P | of the set of row incides J := {1, . . . , r} of f , we define an MCP
P -MCP
{
min
(x,y)∈V
c>x
s. t. P[fPi(x,y,w) ≤ 0] ≥ (1− i) ∀i = 1, . . . , P ,
where the function f has been partitioned into
(
fP1(x,y,w) , · · · , fPP (x,y,w)
)
, with fPi : Rn×{0, 1}b×W → R|Pi|
for i = 1, . . . , P . Moreover, a different violation parameter i has been associated with each constraint fPi . As noted
in [14] for the convex case, if  := (1, . . . , P ) in P -MCP satisfies 1> ≤ , then feasible solutions for P -MCP are
also feasible for Problem 1. This also holds for the mixed-integer convex case, as outlined in the proof of Theorem 1
in Appendix B, page 15. Therefore, we approximate P -MCP via the scenario approach to obtain feasible solutions
for Problem 1, with a given confidence 1 − β. Due to the presence of binary decisions y, P -MCP is more general
than the class of MCPs, without binary variables, considered in [25]. Therefore, in Lemma 5 we first extend [25,
Section 4.1] to the mixed-integer case. Then, in Theorem 1 we show that the resulting scenario program can be
used to obtain solutions (x,y) that are feasible for Problem 1 with a given confidence (1− β). We will see that the
computational cost of the resulting program depends on the partition choice. Hence, we will optimize the partition
to minimize this cost.
2.2 The scenario approach
For a partition P , the scenario program of P -MCP is a convex program where each constraint fPi is sampled Ki
times. We denote by w(i,j) the samples related to fPi with j ∈ Ki := {1, . . . ,Ki}. We let K :=
∑P
i=1Ki be the
total number of samples. We further assume that {w(i,j) | i ∈ I, j ∈ Ki} is a set of i.i.d. random variables, where
I := {1, . . . , P}. Given K := (K1, . . . ,KP ), the scenario program of P -MCP is:
P -SP[K] :
 min(x,y)∈V c
>x
s. t. fPi(x,y,w
(i,j)) ≤ 0 ∀i ∈ I, j ∈ Ki .
Note that P -SP[K] depends on the realizations w(i,j). We assume P -SP[K] is feasible for almost all realizations
of the multisample and without loss of generality admits a unique solution (x?[K],y?[K]) which depends on the
multisample {w(i,j) | i ∈ I, j ∈ Ki} with product distribution denoted by PK [6,4,25].
3
The violation probability of constraint fPi is Vi(x,y) := P{w ∈ W | ∃j ∈ Pi : fj(x,y,w) > 0}. To ensure
Vi(x
?[K],y?[K]) > i with high confidence, the number of samples Ki can be chosen depending on the support rank
of constraint fPi , which is defined as follows.
Definition 3 (Support rank) We define the support rank as in [25, Def. 3.6], with the addition of the binary
vector y. Given a set A ⊆ J , the support rank of the constraint function fA is defined as
ρ(A) := n− dim(LA) ,
where LA is the maximal subspace of Rn not constrained by the function g(x,y,w) = maxj∈A fj(x,y,w) 1 . The
support rank function ρ : 2J → N therefore maps a set of row indices of f to a non-negative integer.
Note that the consideration of integer variables does not alter the inherent properties of the support rank and the
corresponding proof of Theorem 1, because the treatment of y in the context of the scenario approach relies on the
convex problems obtained by fixing y and considering all possible (feasible) y, see [10].
When the constrains are linear in x and there are no binary variables, i.e., when b = 0, specifically, when f(x,y,w) =
A(w)x with A : W → Rr×n, the support rank is ρ(A) = dim span{[A(w)]>j | j ∈ A,w ∈W} [25], where [A(w)]j is
the j-th row of A(w). A straight-forward combination of [10] with [25], discussed in Lemma 5 in Appendix B, yields
that if
Ki ∈ N s. t. 2b
ρ(Pi)−1∑
l=0
(
Ki
l
)
li (1− i)Ki−l ≤ βi , (1)
then PK [Vi(x?[K],y?[K])] > i] ≤ βi. Moreover, condition (1) is tight for the class of convex fully-supported problems,
see [6]. Using this result, we provide a slight extension of [14] to the mixed-integer convex case, showing that for a
given β, solutions to Problem 1 can be obtained by solving P -SP[K] with appropriate K = (K1, . . . ,KP ), as stated
in the following theorem.
Theorem 1 Consider Problem 1 and let β ∈ (0, 1). Let (x?[K],y?[K]) be the unique optimizer of the scenario
program P -SP[K]. Choose ,β ∈ (0, 1)P such that 1> ≤  and 1>β ≤ β. If each element Ki of K satisfies (1),
then PK [V (x?[K],y?[K]) > ] ≤ β.
PROOF. See Appendix B, page 15. 2
Note that specific problem knowledge can be used to improve the bound (1). For example, 2b can be replaced by the
number of feasible binary configurations. This is because the mixed-integer chance constraints of P -MCP can be
seen as a union of convex chance constraints, where each element corresponds to a feasible configuration of binary
variables, see [10, Proof of Thm. 4.1]. This number can be substantially lower than 2b, e.g. when V := {(x,y) ∈
Rn × {0, 1}b | 1>y = 1} there are only b feasible binary configurations, instead of 2b.
2.3 The partitioning problem
The computational effort of solving P -SP[K] depends mainly on the constraints of P -SP[K]. Different metrics can
be used to characterize this computational effort, e.g., by considering the number of constraints of P -SP[K], as
proposed in [14]. In this work, we argue that the cost of evaluating the constraints should be considered explicitly,
e.g., by considering the number of floating point operations (FLOPs) [11, p. 12] required to evaluate the constraints,
or if the constraints are linear in x, the number of non-zero elements (NNZs) of the matrix encoding the constraints.
We consider computational cost metrics ν : 2J → R+ that map a set of constraint rows to their computational
cost. Modularity naturally captures the additive behavior of the above metrics and we therefore restrict ourselves
to monotone modular functions ν such that ν({j}) > 0 for any j ∈ J . Then, given a partition P , we define the
computational effort associated with P -SP[K] as ∑Pi=1Ki · ν(Pi), where the sample sizes Ki are selected according
to Theorem 1 as functions of i, βi and ρ(Pi). In some cases, instead of reducing the computational complexity of
P -SP[K], we want to reduce the number of drawn samples, the sample complexity. This can also be encoded in a
monotone modular metric by setting ν(A) = 1 for all A ⊆ J .
1 Formally defined as the maximal linear subspace of Lmaxj∈A fj , given in the appendix on page 12.
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In order to reduce the computational cost of solving P -SP[K], similarly to [14], we make two simplifications:
(i) We use the explicit sample bound [1], with the additional term 2b due to the binary variable y
Ki ≥ e
e− 1
1
i
(
ln
(
2b
βi
)
+ ρ(Pi)− 1
)
. (2)
When (2) holds, Ki satisfies (1) and PK [V (x?[K],y?[K]) > ] ≤ β holds. The computational effort associated with
P -SP[K] is therefore given by
N(P , ,β) :=
P∑
i=1
Ki · ν(Pi) = e
e− 1
P∑
i=1
1
i
(
ln
(
2b
βi
)
+ ρ(Pi)− 1
)
· ν(Pi) .
(ii) We restrict β to depend only on the partition size P = |P |, and not on the elements of the partition P . We
indicate this dependence by the function β(P ). Additionally, we require 1>β(P ) ≤ β for any P ≤ r in order retain
the probabilistic guarantees ensured by Theorem 1. For the rest of the paper, we fix β(P ) = βP 1.
Obtaining an explicit expression for Ki in (1) is challenging and (2) is the best known lower bound. Moreover,
simplification (ii) is reasonable, since the cost N(P , ,β) is more sensitive to changes in  than in β, as also noted
in [14]. These simplifications lead to the following problem to minimize the computational cost of P -SP[K].
Problem 2 (Partitioning problem)
min
P, 
N(P , , βP 1)
s. t.  > 0 , 1> ≤  ,
P is a partition of {1, . . . , r} .
Note that this generalizes the complexity minimization problem solved in [14], where the computational cost metric
is the number of rows, i.e., ν(Pi) := |Pi| and only the partition
{{1}, . . . , {r}} is considered.
We motivate our approach by illustrating in Example 1, that using a non-trivial partition can lead to significant
computational savings. In fact, the ratio between the computational costs of the optimal and the trivial partition
can be arbitrarily large, as stated in Proposition 1.
Example 1 Consider an instance of Problem 1 with b = 0 and
f(x,y,w) :=
∗ · · · ∗ 0 · · · 0
...
...
...
...
...
...
∗ · · · ∗ 0 · · · 0
∗ · · · · · · · · · · · · ∗

F1(w)
F2(w)
x ,
where all elements of F1(w) ∈ Rr−1×m and F2(w) ∈ R1×n are non-zero, and f has r rows. We consider two
partitions: the trivial partition {J } and P := {P1,P2} with P1 := {1, . . . , r − 1} and P2 := {r}. In general,
ρ(P1) = m and ρ(P2) = n, and therefore ρ(J ) = n. We choose the number of non-zero elements (NNZs) as the
cost metric, thus ν(P1) = rm − m, ν(P2) = n and ν(J ) = rm − m + n. Therefore, the NNZs of the constraints
of {J }-SP[K] and P -SP[K] are K(rm −m + n) and K1(r − 1)m + K2n, respectively, with K,K1 and K2 chosen
according to (2). Table 1 illustrates that depending on the choice of n, m,and r either partition {J } leads to a
problem with lower NNZs, or P does.
Proposition 1 Given , β ∈ (0, 1), for any M > 0, there exist instances of Problem 1, partitions P with parameters
, β, and computational cost metrics ν such that N({J }, , β) /N(P , ,β) ≥M .
5
NNZs for {J }-SP[K] P -SP[K]
m = r = 10, n = 20 90 200 < 128 270
m = 10, r = n = 100 3 652 590 > 1 715 090
Table 1
Number of non-zero elements (NNZs) for Example 1, with  = 0.05, β = 10−3, and  = ( 
2
, 
2
), β = (β
2
, β
2
) for P.
PROOF. Consider Example 1 with m = 1 and r − 1 = n2. For P , let  := 21 and β := β21. We can verify that
N({J }, , β) ≥ ee−1 1n2(n − 1) = Ω(n3), whereas N(P , ,β) = O(n2). Thus, for any M > 0 there exists an n such
that N({J }, , β)/N(P , ,β) ≥M . 2
3 Efficient constraint partitioning
Problem 2 has a nonlinear objective and combinatorial constraints. In fact, the number of all the possible partitions
of J is the Bell number Br = de−1
∑2r
k=1
kr
k! e and grows exponentially in the number of constraint rows r [24]. In
this section, we propose a greedy algorithm to solve Problem 2. This algorithm utilizes a particular feature of the
support rank function ρ, its submodularity, which we prove in Theorem 2.
3.1 Submodularity of the support rank function
The following lemma is used to prove Theorem 2 and shows two properties of the subspace LA, given in Definition 3,
the definition of the support rank.
Lemma 1 Consider a function f : Rn × {0, 1}b ×W → Rr finite-valued, and convex in its first argument, and
two subsets A,B of rows of f , with A ⊆ B ⊆ J . Then i) LB ⊆ LA, and ii) if B ⊂ J then ∀j ∈ J \ B:
LB∪{j} = LB ∩ LA∪{j}.
PROOF. The proof is given in Appendix A, page 12.
Theorem 2 The support rank function ρ : 2J → N associated with the mixed-integer convex constraint function f
of Problem 1 is monotone submodular.
PROOF. We consider sets A ⊆ B ⊆ J . Using Lemma 1i), we have LB ⊆ LA, which implies that ρ(A) = n −
dim(LA) ≤ n − dim(LB) = ρ(B), proving monotonicity of ρ. To show submodularity, consider sets A,B with A ⊆
B ⊂ J and j ∈ J \B. From Lemma 1ii) it follows that dim(LB∪{j}) = dim(LB∩LA∪{j}). Using [19, Thm. 4.8], we have
dim(LB∪{j}) = dim(LB)+dim(LA∪{j})−dim(LB+LA∪{j}). Thus, dim(LB∪{j}) ≥ dim(LB)+dim(LA∪{j})−dim(LA),
where we used A ⊆ B. In fact, LB+LA∪{j} is a subspace of LA by [19, Thm. 4.3] and Lemma 1i). From the definition
it then follows that ρ(A ∪ {j})− ρ(A) ≥ ρ(B ∪ {j})− ρ(B). 2
Note that, the number of decision variables n(A) that enter fA upper bounds the support rank ρ(A) and is often
used as a simple proxy for ρ(A). It is straightforward to show that n(A) is also monotone submodular and the results
in this paper also hold for this case.
3.2 Solving the partitioning problem
To solve Problem 2, we first provide an explicit expression of the optimal , given a partition P . For a given partition
size P , we define σ : 2J → R+ such that
σi := σ(Pi) :=
(
ln
(
2bP
β
)
+ ρ(Pi)− 1
) · ν(Pi) . (3)
Note that σ(A) > 0 for all A 6= ∅, and σ(∅) ≥ 0 since β ≤ e−1.
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Proposition 2 Given a partition P, Problem 2 has objective value ee−1 1
(∑P
i=1
√
σi
)2
and a unique minimizer
?(P) ∈ RP with ?i (P) = 
√
σi
(∑P
j=1
√
σj
)−1
.
PROOF. For a given partition P , the objective function of Problem 2 can be expressed as a function of :
N(P , , βP 1) =
e
e− 1
P∑
i=1
σi
i
. (4)
It can be verified that the minimizer ? of Problem 2 must satisfy 1>? = , otherwise the cost can be improved by
increasing any of the i. Moreover, the unique stationary point of (4) subject to  > 0 and 1
> =  satisfies
?i = 
√
σi
( P∑
j=1
√
σj
)−1
for i ∈ I .
The cost tends to infinity as i → 0 for any i ∈ I, thus ? uniquely minimizes Problem 2. Moreover, ? is a function
of σi and therefore of the partition P , i.e., ?(P) is a parametric solution to Problem 2. The objective value is
obtained by substituting ?(P) into (4). 2
Proposition 2 shows how to optimally select ? as a function of P . Therefore, Problem 2 reduces to the optimal
selection of P , by solving
arg min
P
|P|∑
i=1
γ(Pi) , (5)
with γ(Pi) :=
√
σ(Pi). Note that (5) is a purely combinatorial, in general NP-hard problem [27]. However, the
function γ is µ-weakly submodular, as stated in the following lemma.
Lemma 2 There exists a µ ∈ (0, 1] such that the set function γ is µ-weakly submodular.
PROOF. Recall the definition of σ and that the support rank ρ is monotone, non-negative and submodular by
Theorem 2. Hence, σ is the product of a monotone submodular function with the monotone modular function ν.
Therefore, by Lemma 4 in Appendix A, there exist a µ ∈ (0, 1] such that σ is µ-weakly submodular. Moreover, by
Proposition 3 in Appendix A, γ is µ-weakly submodular, as the square root of a monotone µ-weakly submodular
function. 2
To find partition P , a solution to Problem 2, we propose a greedy algorithm which finds suboptimal solutions in
polynomial-time. The structure of the proposed algorithm is motivated by existing results on approximating a class
of submodular minimization problems, named submodular multiway partition (SubMP) problems. A SubMP is
defined as follows.
Definition 4 (SubMP [27]) Consider a finite set J , a submodular function γ : 2J → R+ and an integer P ≤ |J |.
The SubMP problem is to find a partition {P1, . . . ,PP } of J that minimizes
∑P
i=1 γ(Pi).
In [27] a greedy splitting algorithm (GSA) was developed for solving SubMP in polynomial time with provable
approximation guarantees. In this work, we use the GSA to develop a greedy algorithm for finding solutions to
Problem 2. In fact, we can state the following.
Lemma 3 When γ is submodular, Problem 2 subject to |P | = P , for P ≤ r, can be formulated as a SubMP with
a monotone objective function.
PROOF. According to Proposition 2, Problem 2 reduces to solving arg minP
∑P
i=1 γ(Pi) subject to partition con-
straints. Hence, when γ is submodular, and P is restricted to have size P , Problem 2 reduces to a SubMP (see
Definition 4). Moreover, γ is the square root of the product of two monotone non-negative functions and is therefore
also monotone. 2
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We propose Algorithm 1 for finding suboptimal solutions to Problem 2. We iterate over the partition size P , and
for each P we run the GSA algorithm of [27]. Although developed for submodular objectives, the GSA and its
subroutines [23] run independently of the submodularity of γ. Hence, as stated in Theorem 3, Algorithm 1 has a
run time that is polynomial in r, the number of constraint rows. Moreover, when γ is submodular, approximation
guarantees are available.
Algorithm 1 Efficient partitioning
Require: Desired parameters , β and cost function γ
1: Initialize: N? ← N({J }, , β), P? ← {J }
2: for P = 2, . . . , r do
3: P ← GSA(P, γ)
4: N ← N(P , ?(P), βP 1) . compute cost
5: if N < N? then P? ← P , N? ← N
6: ? ← ?(P?) . apply Proposition 2
7: return P?, ?
Theorem 3 Given r ≥ 2, Algorithm 1 returns P?, ?, a feasible solution to Problem 2, with a number of evaluations
of γ which is polynomial in r. Moreover, if γ is submodular, then the solution has a (2 − 2/r)2-approximation
guarantee.
PROOF. Algorithm 1 has r − 1 iterations. At each iteration the GSA finds a partition of size P . Regardless of
submodularity of γ, the GSA requires O(Pr3) evaluations of γ [27,23]. Moreover, if γ is monotone submodular,
GSA solves a SubMP returning a (2 − 2/P )-approximation [27]. Using Lemma 3 and Proposition 2, we therefore
obtain that the resulting P?, ? correspond to a (2− 2/r)2-approximation in the worst-case. The exponent 2 in the
approximation guarantee is due to the fact that SubMP has an objective which is the square root of the original
objective, see Proposition 2. 2
Note that the guarantees of Theorem 1 directly apply to P? and ? returned by Algorithm 1. Moreover, if the
sample complexity is chosen as the cost metric, σ is submodular by submodularity of the support rank ρ. Thus γ is
submodular, being the square root of a submodular function. Then Algorithm 1 gives an α-approximation guarantee
with α = (2 − 2/r)2, i.e., the solution of Algorithm 1 has an objective value at most a factor α larger than the
optimum.
4 Case studies
In this section we demonstrate our theoretical results on two numerical case studies by applying the results developed
in the previous sections to different instances of these problems. In both case studies, the number of samples to build
the scenario programs is determined using the tighter implicit bound, that is the smallest Ki that satisfy (1), which
are found using a binary search. In the first case study we consider a production planning example, similar to [9],
without mixed-integer constraints, i.e., b = 0. For different instances of this problem, we compare three computational
cost metrics ν. In particular, we show that the number of floating point operations (FLOPs) of P -SP[K] can be
reduced via partitioning, and this leads to a reduction of the actual computational effort, measured as the median
solver time. In the second case study, we consider a multi-agent planning task involving mixed-integer constraints
and illustrate that the theoretical guarantees of Lemma 5 and Theorem 1 hold by examining the empirical violations.
4.1 Production planning with capacity constraints
The goal is to optimally plan the production of m products. To meet the known demands d ∈ Rm, products can
be either produced internally or procured externally. The n machines available for internal production have an
uncertain capacity matrix A ∈ Rn×m, where Aij , the i, j-th element of A, is the capacity of machine i needed to
produce product j. The vectors x1,x2 ∈ Rm are the amounts of internal production and external procurement of
each product, respectively. The total capacity of each machine is normalized to one, i.e, Ax1 ≤ 1. In addition to A,
the production costs q ∈ Rm and the procurement prices p ∈ Rm per unit product, as well as the unmet demand
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costs u ∈ Rm are uncertain. The objective is to minimize the worst-case overall cost which can be formulated as the
following CCP:
min
τ∈R, (x1,x2)∈X
τ (6)
s. t. P
[
A x1 ≤ 1 ,
τ ≥ l(x1,x2,q,p,u)
]
≥ 0.9 ,
with objective function l(x1,x2,q,p,u) := q
>x1 + p>x2 + u>(d − x1 − x2) and the deterministic polyhedral set
X := {(x1,x2) ∈ R2m ∣∣ x1, x2 ≥ 0, x1 + x2 ≤ d}. The uncertain parameters A,q,p, and u are distributed as
follows: Aij ∼ unif[0.0015, 0.0025], qj ∼ unif[qj , 53qj ], pj ∼ unif[pj , 53pj ] and uj ∼ unif[uj , 53uj ], where qj , pj and
uj represent deterministic nominal values. We assume that the distributions of these uncertain parameters are not
known and that only samples from the distributions are available. A particular random instance of the demands and
nominal values has been chosen as dj ∼ unif{1, . . . , 100}, qj ∼ unif[0, 0.3], pj ∼ unif[0, 0.6] and uj ∼ unif[0, 0.9].
Problem (6) has the form of Problem 1, with  = 0.1. We want to obtain a (1−β)-confidence solution via the scenario
approach, with β = 10−3. We apply the results developed in the previous sections with the aim of reducing the
computational burden of the corresponding scenario program. We consider problem instances for m ∈ {10, 20, 30, 40}
products and n ∈ {10, 20, . . . , 300} machines. For each m and n, we run Algorithm 1 to obtain a partition P? and
corresponding ?. For computational reasons we only consider partitions with at most four elements in Algorithm 1,
i.e., we iterate for P = 2, 3, 4 in line 2. Note that the number of partitions for P = 4 and n = 300 is in the
order of 10179 which means that an exhaustive search is not tractable even for small P . For different computational
cost metrics ν, we compare the cost N
({J }, , β) of the trivial partition {J } to the cost N(P?, ?, β|P?|1). We
additionally compare this to the actual computational effort of solving {J }-SP[K] and P? -SP[K]. To examine the
actual computational effort, we consider 20 random instances of (6) for each choice of m and n. For each instance,
we solve the scenario programs {J }-SP[K] and P? -SP[K] on an Intel i7 CPU with 4 cores at 2.8 GHz and 8 GB of
memory, using YALMIP [16] and Gurobi [12].
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Figure 1. For the metrics νrows (left) and νflops (right), we compare the additional cost N
({J }, , β)/N(P?, ?, β|P?|1)− 1 in
% (grid) to the additional actual solver time
(
solver time {J }-SP[K])/(solver time P? -SP[K])−1 in % (surface), taking the
median over 20 random instances.
When the cost metric ν is the sample complexity, Algorithm 1 returns the trivial partition {J } for all instances.
However, when ν is selected to be the number of constraint rows, i.e., νrows(A) := |A|, the number of non-zero
elements νnnzs, or the number of FLOPs νflops, then Algorithm 1 returns non-trivial partitions for most instances. In
these cases, using P?, ? leads to a reduction of the cost compared to using the trivial partition. Moreover, the ratio
of this reduction grows with growing number of products m or machines n. In Figure 1, we consider the two cost
metrics νrows and νflops, and compare {J }-SP[K] to P? -SP[K]. We also report the additional computational effort
needed for solving {J }-SP[K] compared to P? -SP[K] based on median solver times. For νflops, and for n = 300
and m = 40 the median solver times, of 20 instances, are 8 seconds for {J }-SP[K] and 5.6 seconds for P? -SP[K].
The metric νflops is able to accurately predict the improvement in computational effort and outperforms νrows in
this respect. This illustrates that the cost metric νflops is indicative of the actual computational effort. Moreover,
when νflops is used to compute P?, ?, the computational effort of P? -SP[K] is reduced compared to νrows in 80% of
instances. In contrast, the difference between using νnnzs or νflops is negligible. Note that while Algorithm 1 uses the
explicit bound (2), we used the implicit sample bound from (1) to construct {J }-SP[K] and P? -SP[K]. Despite this,
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the solver times as seen in Figure 1 are accurately predicted by the cost metric νflops used in Algorithm 1. Finally,
Figure 1 illustrates that the proposed partitioning scheme can be used to substantially reduce the computational
effort required for the scenario approach.
4.2 Multi-agent formation planning
We consider the task of planning the motion of n agents to a target formation consisting of n formation points
pj ∈ R2 for j = 1, . . . , n. Agent i is modeled as a two-dimensional double integrator discretized at 0.1 seconds:
[
x˙i
y˙i
]
=
[
vix
viy
]
, and
[
v˙ix
v˙iy
]
= ui + wi ,
where (xik, y
i
k, v
i
x,k, v
i
y,k) ∈ R4, are horizontal and vertical positions, and forward and lateral velocities of agent i at
time k, respectively. The control inputs uik ∈ Rnu , with nu := 2, are the forward and lateral accelerations applied
to agent i from time k to k + 1, and are affected by an additive disturbance wik ∈ R2 with wikj ∼ unif[−0.25, 0.25],
modeling actuator uncertainty or adversarial control action. The planning horizon is N = 20.
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Figure 2. 100 Random realizations
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Figure 3. The median (red), and the 25th and 75th percentiles (blue).
The formation points are the vertices of a regular n-gon with circumradius 0.5 centered at the average final position of
the agents z := 1n
∑n
i=1(x
i
N , y
i
N ). For agent i assigned to the j-th vertex p
j we require that ‖(xiN , yiN )− (z+pj)‖∞ ≤
0.35. We furthermore have input bounds −1 ≤ 12 (uik + wik) ≤ 1 for i = 1, . . . , n and k = 0, . . . , N − 1. For each
agent i the objective is to minimize the infinity-norm distance ‖(xiN , yiN )− (z+pj)‖∞ to its assigned vertex pj and a
quadratic cost on the control inputs. We define ui := (ui0, . . . , u
i
N−1) ∈ RnuN and u := (u1, . . . ,un), and analogously
wi, w. Note that z and (xiN , y
i
N ) can be written in terms of u, w and the known initial state θ
i ∈ R4. This gives
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rise to the following chance constrained program:
min
u,τ ,t,y
1
4nN
‖u‖22 +
n∑
i=1
1>(τ i − ti) (7)
s. t. Pw
[ [g1(u, τ ,w)
g2(u,w)
]
︸ ︷︷ ︸
=:f(u,τ ,w)
≤ 0] ≥ (1− ) ,
τ i ≤ 0.351+M(1− yi) i = 1, . . . , n ,
ti ≤M(1− yi) i = 1, . . . , n ,
0 ≤ ti ≤ τ i i = 1, . . . , n ,∑n
i=1
yi ≤ 1 , 1>yi = 1 i = 1, . . . , n ,
yi ∈ {0, 1}m i = 1, . . . , n ,
where g1 := (g
1,1
1 , . . . , g
n,n
1 ) encodes the formation constraint, with g
i,j
1 (u, τ ,w) :=
[
xiN−(z+pj)−τ ij1
(z+pj)−xiN−τ ij1
]
∈ R4, and
g2(u,w) :=
[
u−w−21
w−u−21
] ∈ R2nnuN encodes the input constraints. The auxiliary variable τ := (τ 1, . . . , τn) with
τ i ∈ Rn is bounded by the infinity-norm distance of agent i to each of the vertices of the n-gon. Each of the binary
vectors yi ∈ {0, 1}n has exactly one non-zero entry whose index j indicates that agent i is assigned to vertex pj .
The j-th entry tij of the additional auxiliary variable t := (t
1, . . . , tn) with ti ∈ Rn is zero if yij = 1 and equal to τ ij
otherwise. Therefore 1>(τ i − ti) encodes the infinity-norm cost of the deviation of agent i from its assigned vertex
pj . This is encoded via linear constraints on τ , t and y using the Big-M formulation [3] with a large enough M ∈ R+.
Given  = 0.1 and β = 10−3, we look for approximate solutions to (7) via the scenario approach. We use the
computational cost metric νflops. For n = 5 agents, Algorithm 1 returns the partition P? = {P?1 ,P?2} and ? =
(0.0313, 0.0687) with P?1 = {1, . . . , 4n2} and P?2 = {4n2 + 1, . . . , 4n2 + 2nnuN}. Note that the number of possible
partitions is Br = B500 ≈ 10855, where Br is the r-th Bell number [2]. The constraint functions of the scenario
programs {J }-SP[K] and P? -SP[K] require a total number of 30 MFLOPs and 11 MFLOPs, respectively. For n = 3
and n = 5, the solution of P? -SP[K] is illustrated in Figure 2 for 100 new random realizations.
To evaluate the theoretical guarantees for n = 5, we solved P? -SP[K] for 200 instances of the multisample. Com-
putations were carried out on an Intel i7 CPU with 4 cores at 2.8 GHz and 8 GB of memory, using YALMIP [16]
and CPLEX [13] as optimization problem solver. For each solution, we evaluated the constraint f over 10 000 new
realizations of the uncertain parameters w. Figure 3a shows the distribution of the obtained empirical violations
ˆ1, ˆ2, and ˆ of fP?1 , fP?2 , and f , respectively. As expected by Lemma 5 and Theorem 1, ˆ1, ˆ2 and ˆ satisfy the
parameters ?1, 
?
2 and , i.e., the desired probabilistic guarantees are satisfied. In Figure 3b we further show that P?
leads to reduced solver times compared to the trivial partition {J }.
5 Conclusions
We have proposed an approach to reduce the computational effort required for solving scenario programs. We have
formulated a nonlinear optimization problem to find the partition that minimizes the computational cost of the
scenario program. We proved that the support rank is a monotone submodular function of the constraint row indices
and have proposed a polynomial-time algorithm which finds suboptimal solutions to this partitioning problem. For the
submodular case, we provided approximation guarantees for the proposed algorithm. Finally, we have demonstrated
that our approach leads to computational advantages in two case studies from production and multi-agent planning.
Encouraged by the obtained results, extending the approximation guarantees of SubMP to µ-weakly submodular
functions is subject of our current research.
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A Auxiliary proofs and results
PROOF of Lemma 1. For a function g : Rn × {0, 1}b ×W → R, Lg is defined in [25, Eqn. (3.7)] and is the set
of linear subspaces of Rn not constrained by g, i.e.,
Lg :=
⋂
(x,y,w)∈Z
{
L ⊆ L ∣∣ L ⊆ Fg(x,y,w)} , (A.1)
where Z := V×W and Fg(x,y,w) := {ξ ∈ Rn | g(x+ξ,y,w) = g(x,y,w)}, and L is the set of all linear subspaces
of Rn.
i) Consider g, h : Rn × {0, 1}b ×W → R with g(x,y,w) ≥ h(x,y,w) for all (x,y,w) ∈ Z, with g, h proper and
h convex in x. We will show that Lg ⊆ Lh. This then gives the result using h(x,y,w) := maxj∈A fj(x,y,w) and
g(x,y,w) := maxj∈B fj(x,y,w) since A ⊆ B. By definition of f , both g and h are proper and convex in x. We
consider any non-zero dimensional linear subspace L ∈ Lg and any line {λd | λ ∈ R} ⊆ L, with d ∈ Rn \ {0}.
By definition of Lg, see (A.1), g(x + λd,y,w) = g(x,y,w) for all (x,y,w) ∈ Z and all λ ∈ R. This implies
that for any fixed (x¯, y¯, w¯) ∈ Z we have that h(x¯ + λd, y¯, w¯) ≤ g(x¯ + λd, y¯, w¯) = g(x¯, y¯, w¯), for all λ ∈ R.
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Due to convexity of h in λ (and g, h proper) this is only true if h(x¯, y¯, w¯) = h(x¯ + λd, y¯, w¯) for all λ ∈ R.
Otherwise, convexity of h would imply the existence of a µ ∈ R such that h(x¯ + µd, y¯, w¯) is arbitrarily large, i.e.,
h(x¯+µd, y¯, w¯) > g(x¯+µd, y¯, w¯) = g(x¯, y¯, w¯), which leads to a contradiction. Since (x¯, y¯, w¯) was chosen arbitrarily,
and the choice of d and L was also arbitrary, it follows that L ∈ Lh and thus Lg ⊆ Lh, which gives the result. 2
ii) Consider g1, g2, h : Rn × {0, 1}b ×W → R with g1, g2, h proper and g1, g2 convex in their first argument.
We define h(x,y,w) := max{g1(x,y,w), g2(x,y,w)}. We will show that Lh = Lg1 ∩ Lg2 , which gives the result
using g1(x,y,w) := maxˆ∈A∪{j} fˆ(x,y,w), g2(x,y,w) := maxˆ∈B fˆ(x,y,w), which using A ⊆ B implies that
h(x,y,w) = maxˆ∈B∪{j} fˆ(x,y,w). The functions g1, g2, and h are proper and convex in their first argument by
definition of f . Consider any linear subspace L ∈ Lg1 ∩ Lg2 and line {λd | λ ∈ R} ⊆ L, with d ∈ Rn \ {0}.
By definition of Lg1 and Lg2 , see [25, Eqn. (3.6)], we have g1(x + λd,y,w) = g1(x,y,w) and g2(z + λd,y,w) =
g2(x,y,w) for all (x,y,w) ∈ Z and all λ ∈ R. It follows that for any (x,y,w) ∈ Z and any λ ∈ R, we have that
h(x+λd,y,w) = max{g1(x+λd,y,w), g2(x+λd,y,w)} = max{g1(x,y,w), g2(x,y,w)} = h(x,y,w). This implies
that L ∈ Lh for any L and gives Lg1 ∩ Lg2 ⊆ Lh. Applying i) with convexity of g1, g2 we also get Lh ⊆ Lg1 ∩ Lg2 ,
which implies Lh = Lg1 ∩ Lg2 , giving the result. 2
We will use that a set function g : 2J → R is modular if and only if g(A) = ∑j∈A (g({j}) − ν(∅)) + g(∅) for all
A ⊆ J .
Proposition 3 Let γ : 2J → R+ be a monotone, µ-weakly submodular set function, and g : R → R be a non-
decreasing concave function. Then, the composition f = g ◦ γ is µ-weakly submodular.
PROOF. Concavity and non-decreasingness of g imply that ∀x, y, z, w ∈ R with x < y, z < w, x ≤ z, we have(
g(y)− g(x))/(g(w)− g(z)) ≥ (y − x)/(w − z). Therefore, for any pair A,B ⊆ J with A ∩ B = ∅ and B 6= ∅,∑
j∈B f(j | A)
f(B | A) =
∑
j∈B g(γ(A ∪ j))− g(γ(A))
g(γ(A ∪ B))− g(γ(A))
≥
∑
j∈B γ(A ∪ j)− γ(A)
γ(A ∪ B)− γ(A) ≥ µ .
The first inequality follows since g is concave and non-decreasing and since for any j ∈ B with γ(A∪ j) 6= γ(A), we
have γ(A∪B) ≥ γ(A∪ j) > γ(A). The second inequality is due to γ being µ-weakly submodular. For B = ∅, µ-weak
submodularity is trivially satisfied. 2
Lemma 4 Let f, g : 2J → R+ be two monotone set functions, with f submodular, and g modular such that
g(A) > 0 for all A ⊆ J , with A 6= ∅. Then, there exists a µ > 0 such that the product γ(A) := f(A)g(A) is µ-weakly
submodular.
PROOF. Note that by definition of γ and modularity of g, for any A,B ⊆ J we have that γ(B | A) = f(A ∪
B)g(A∪B)− f(A)g(A) = f(B | A)g(A∪B) + f(A)(g(B)− g(∅)). Consider now any pair A,B ⊆ J with A∩B = ∅.
Note that for B = ∅, µ-weak submodularity trivially holds for any µ. For B 6= ∅ we have:∑
j∈B
γ(j|A) =
∑
j∈B
(
f(j|A)g(A ∪ j) + f(A)(g(j)− g(∅)))
≥ min
j∈B
g(A ∪ j)
∑
j∈B
f(j | A) + f(A)(g(B)− g(∅))
≥ min
j∈B
g(A ∪ j)f(B | A) + f(A)(g(B)− g(∅))
≥ minj∈B g(A ∪ j)
g(A ∪ B)︸ ︷︷ ︸
:=µ(A,B)
(
f(B | A)g(A ∪ B)
+ f(A)(g(B)− g(∅)))
= µ(A,B)γ(B | A) .
The first inequality follows by modularity of g and non-negativity of f and g, and the second inequality follows from
(1-weak) submodularity of f . The last inequality is due to 0 < µ(A,B) ≤ 1, which holds because of g(A) > 0 for all
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A 6= ∅ and monotonicity of g. From monotonicity of g, it then follows that γ is µ-weakly submodular with
µ := min
A,B⊆J
A∩B=∅
µ(A,B) = µ(∅,J ) > 0 . 2
B Extension to mixed-integer convex case
For notational simplicity, we define V ?[K] := V (x?[K],y?[K]) and V ?i [K] := Vi(x?[K],y?[K]).
Lemma 5 Consider P -MCP. Let (x?[K],y?[K]) be the unique optimizer of the scenario program P -SP[K]. Then,
for i = 1, . . . , P and parameters i ∈ (0, 1),
PK [V ?i [K] > i] ≤ 2b
ρ(Pi)−1∑
l=0
(
Ki
l
)
li(1− i)Ki−l .
PROOF. The proof follows similarly to [25]. Given any ıˆ ∈ I, we define I -ıˆ := I \ {ıˆ}. First, we will upper bound
the probability of V ?ıˆ [K] being larger than ıˆ conditioned on the samples W-ıˆ := {w(i,j) | i ∈ I -ıˆ, j ∈ Ki} drawn for
the other constraints, i.e.,
PK
[
V ?ıˆ [K] > ıˆ
∣∣ W-ıˆ] . (B.1)
Then we marginalize out W-ıˆ to obtain the result.
To upper bound (B.1), we reason about the probability
PKıˆ
[
V ?ıˆ [K] > ıˆ
∣∣ w(i,j),∀ i ∈ I -ıˆ, j ∈ Ki] , (B.2)
where {w(i,j) | i ∈ I -ıˆ, j ∈ Ki} is a realization of the samples W-ıˆ, and PKıˆ is the probability distribution of the
samples Wıˆ := {w(ıˆ,j) | j ∈ Kıˆ}. We first show that
(B.2) ≤ 2b
ρ(Pıˆ)−1∑
l=0
(
Kıˆ
l
)
lıˆ(1− ıˆ)Kıˆ−l . (B.3)
For fixed realizations w(i,j), P -SP[K] becomes:
min
(x,y)∈V
c>x (B.4)
s. t. fıˆ(x,y,w
(ıˆ,j)) ≤ 0 ∀j ∈ Kıˆ ,
f-ıˆ(x,y) := max
i∈I-ıˆ, j∈Ki
fi(x,y,w
(i,j)) ≤ 0 ,
where f-ıˆ is a deterministic mixed-integer constraint that is convex in x for each y, as the point-wise maximum of
convex functions of x for each y. (B.4) is the scenario version of a CCP, where all except the ıˆ-th constraint row
have been made deterministic by substituting the realizations w(i,j). Moreover, (B.4) is convex for each configuration
of binary variables y. Therefore, it falls into the class of problems considered in [10]. Let (x?[Kıˆ],y
?[Kıˆ]) be the
optimizer of (B.4). Note that (x?[Kıˆ],y
?[Kıˆ]) is random and its distribution is a function of PKıˆ depending only on
the samples in Wıˆ. Following the probabilistic arguments in [10, Thm. 4.1], we obtain (B.3). Since the preceding
discussion holds for any set of realizations w(i,j) of W-ıˆ, it immediately follows that
(B.1) ≤ 2b
ρ(Pıˆ)−1∑
l=0
(
Kıˆ
l
)
lıˆ(1− ıˆ)Kıˆ−l . (B.5)
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We obtain the result of Lemma 5 by marginalizing out the conditioned samples. The right hand side of (B.5) is
independent from W-ıˆ. Therefore, with W-ıˆ distributed according to PK-ıˆ := PK1+...Kıˆ−1+Kıˆ+1+...KP we have
PK
[
V ?ıˆ [K] > ıˆ
]
=
∫
W-ıˆ
PK
[
V ?ıˆ [K] > ıˆ
∣∣ W-ıˆ]PK-ıˆ [dW-ıˆ]
≤
∫
W-ıˆ
(
2b
ρ(Pıˆ)−1∑
l=0
(
Kıˆ
l
)
lıˆ(1− ıˆ)Kıˆ−l
)
PK-ıˆ [dW-ıˆ]
= 2b
ρ(Pıˆ)−1∑
l=0
(
Kıˆ
l
)
lıˆ(1− ıˆ)Kıˆ−l . 2
PROOF of Theorem 1. This proof uses the Boole-Bonferroni inequalities [21] as in [14]. Consider Ki satisfying
(1) for i ∈ I. By Lemma 5 we have PK [V ?i [K] > i] ≤ βi for i ∈ I, and by subadditivity of PK it follows that
PK
[⋂P
i=1
{V ?i [K] ≤ i}
] ≥ 1− P∑
i=1
PK [V ?i [K] > i] ≥ 1− 1>β ≥ 1− β .
It remains to show that
PK [V ?[K] ≤ ] ≥ PK[⋂P
i=1
{V ?i [K] ≤ i}
]
. (B.6)
By Definition 2 we have that
V ?[K] = P{w ∈W | ∃i ∈ I, j ∈ Pi s. t. fj(x?[K],y?[K],w) > 0}
≤
P∑
i=1
P{w ∈W | ∃j ∈ Pi s. t. fj(x?[K],y?[K],w) > 0}
=
P∑
i=1
V ?i [K] ,
where the inequality follows by subadditivity of P. Feasibility, i.e., V ?i [K] ≤ i for all i ∈ I, implies that V ?[K] ≤
1> ≤ . This implies (B.6) and yields the result. 2
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