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V današnjem času se področje robotike zelo hitro razvija. K temu pripomore tudi 
težnja po višji produktivnosti dela in optimizaciji procesov na različnih področjih. V 
začetku so bili stroji robustni, njihovo delovno območje je bilo ograjeno, prisotnost 
ljudi pa odsvetovana. Z napredkom v tehnologiji se je tudi stopnja sodelovanja med 
človekom in strojem povečala. Danes lahko govorimo o sodelujočih robotih. 
V diplomskem delu smo se srečali z robotom Panda podjetja Franka Emika. 
Govora je o zelo naprednem robotu, ki je primeren za sodelovanje z ljudmi. Varnost 
robota smo skušali postaviti na še višjo raven in doseči, da se je zmožen umakniti 
človeku v njegovem delovnem prostoru. 
V delu smo predstavili področje sodelujočih robotov, kako je poskrbljeno za 
varnost in katere vrste nivojev sodelovanja poznamo. Opisali smo celoten robotski 
sistem, ki smo ga vključili v diplomsko nalogo in podrobno opisali postopka 
kalibracije robota s senzorjem ter izogibanje oviram. Za konec smo prikazali delovanje 
v realnih okoliščinah. 
 
 






Nowadays, the field of robotics is developing very fast. The tendency for higher 
labour productivity and process optimization in various fields also contributes to this. 
Initially, the machines were robust and the work area was fenced. Presence of people 
was discouraged. With advances in the technology, the level of human-robot 
interaction also increased. Today we can talk about collaborative robots. 
In the diploma thesis we used the robot Panda Franka Emika. It is an advanced 
robot designed to work with humans. We tried to bring the safety of the robot to an 
even higher level by improving its ability to avoid collisions with the human in the 
workspace.  
We presented the field of collaborative robots, how they enable safe interaction 
with the operator, and different levels of human-robot interaction. We described the 
robotic system implemented in the thesis and presented the calibration of the sensory 
system for avoiding obstacles. Finally, we have demonstrated operation of the 
collaborative robot with obstacle avoidance in a laboratory environment. 
 






1  Uvod 
Pojem stroj ne vzbudi toliko pozornosti in domišljije ljudi kot ga beseda robot. 
Predstavljali naj bi popolnost med napravami, zaradi stopnje svobode, ki se odraža na 
njihovi raznolikosti in obsegu dejavnosti. Izražajo človekovo težnjo po strojih, ki bi 
sodelovali v njihovih življenjih in jim pomagali v vsaki situaciji. 
Beseda "robot" se je v današnjem smislu prvič uporabila v začetku 20. stoletja. 
Izvira iz češkega jezika, iz besede "robota", ki v češčini pomeni delavec. Uporabil jo 
je dramatik Karel Čapek v svoji predstavi, ki je govorila o podjetju za proizvajanje 
umetnih ljudi. Na tak način se je beseda robot prvič pojavila v povezavi s stroji [1].  
Obenem je sprožila tudi vse bolj kritično analizo strojev, ki delujejo avtonomno. 
Glavno vprašanje je bilo, kako bi zagotovili varnost ljudi, če delajo v bližini strojev. 
Leta 1942 je znanstvenik in pisatelj Isaac Asimov v delu »Jaz, robot« zapisal tri zakone 
robotike: 
1. Robot ne sme škodovati človeku ali z neposredovanjem dopustiti, da se človek 
poškoduje. 
2. Robot mora vedno slediti ukazom človeka, razen ko so ti ukazi v nasprotju s 
prvim zakonom robotike. 
3. Robot mora varovati svoj obstoj, dokler varovanje obstoja ni v nasprotju s 
prvim ali drugim zakonom robotike. 
Enaki zakoni veljajo še danes. Ne glede na to, na kakšnem nivoju človek in stroj 
sodelujeta, je varnost vedno na prvem mestu. Varnost je tudi problematika diplomske 
naloge. Z vpeljavo senzorja gibanja v delovanje robota smo dosegli, da je stroj zmožen 
človeka zaznati in se mu obenem tudi izogniti.  
1.1  Sodelujoči roboti 
Roboti vse bolj nadomeščajo delavce v tovarnah. Lahko jih popolnoma 
nadomestijo ali pa so jim samo v pomoč, ker so narejeni za opravljanje nevarnih del 
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in del, ki vključujejo težka bremena. Poleg tega so hitri in natančni ter tako naloge 
opravijo hitreje in bolje kot ljudje. Po vrhu vsega pa so v celoti tudi cenejši. 
Ob vseh teh prednostih se sprašujemo, zakaj ne bi roboti, kar v celoti zamenjali 
delavcev. Nekatere vrste del vseeno zahtevajo človekovo prisotnost, ker stroji niso 
sposobni razmišljati, ampak samo izvršujejo ukaze in izvajajo vnaprej naučene stvari. 
Prednosti stroja in človeka lahko združimo z njunim sodelovanjem. Zanesljivosti, 
vzdržljivosti in natančnosti ponovitev robotov dodamo znanje, fleksibilnost in 
sposobnost sprejemanja odločitev ljudi.  
Sodelujoči robot se ne razlikuje veliko od običajnih industrijskih robotov, le 
opremljen mora biti z ustreznimi varnostnimi komponentami. Sodelovanje prinaša 
številne prednosti, kot so: 
 robot nekatere operacije izvaja hitreje in se lahko prilagodi določenim 
zahtevam, kar privede do boljše produktivnosti, 
 delavcu ni več potrebno izvajati težkih, neprijetnih in ponavljajočih se gibov, 
ki bi na daljši rok lahko povzročili poškodbe, 
 zmožnost neprestanega, natančnega lociranja predmetov privede do boljše 
kakovosti, posledično se zmanjša tudi zahteva po stalni kontroli kakovosti, 
 uporaba robotov omogoča konkurenčnost podjetij v primerjavi s tistimi, ki jih 
najdemo v državah s cenejšo delovno silo. Tako se celo majhna podjetja lahko 
kosajo z večjimi, ker imajo manjše stroške pri izdelavi in se lahko bolj 
osredotočijo na želje strank. 
1.2  Varnost 
Z napredkom robotov in s stopnjevanjem sodelovanja z ljudmi se zaostrujejo 
ukrepi glede varnosti. Najpomembnejša razlika med običajnimi in sodelujočimi roboti 
je povezana z morebitnimi trki med strojem in človekom, ki lahko povzročijo resne 
poškodbe.  
Uvajanje sodelovanja med stroji in ljudmi zahteva določeno stopnjo varnost. 
Običajni industrijski roboti so živo obarvani, da opozorijo nase, in obdani z ograjo. 
Odzvati se morajo na prisotnost neželenega objekta v delovnem prostoru. Odziv je 
odvisen od robotskega sistema. Osnovni pristop je ustavitev robota, najnaprednejši 
roboti pa se trku s predmetom izognejo s spremembo trajektorije premikanja. 
Pri velikih obremenitvah in hitrostih robota je prisotnost človeka prepovedana, 
ker lahko pri nesreči pride do hudih poškodb in celo smrti. Za uspešno sodelovanje 
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med strojem in delavcem je bilo torej potrebno sprejeti nekaj omejitev. Maksimalna 
nosilnost bremena naj znaša okoli 10 kg, hitrost pa naj bo omejena na 250 mm na 
sekundo. Zaradi majhne nosilnosti imajo roboti manjšo skupno maso, a to vseeno ni 
dovolj. Obvezno morajo biti opremljeni še s senzorji, ki zaznavajo in preprečujejo trke.  
Proizvajalci se poslužujejo različnih načinov za zagotavljanje varnosti. Na 
spodnji sliki (slika 1.1) so prikazani različni sodelujoči roboti. Prvima dvema, robotu 
MRK-Systeme KR SI in Fanuc CR-35iA, so varnostni elementi naknadno dodani, 
medtem ko jih zadnja dva, UR5 in KUKA LBR iiwa, imata že vgrajene. Sredinski 
robot ABB Yumi ima človeku podobno delovno območje. 
 
Slika 1.1:  Sodelujoči roboti – MRK-Systeme KR SI, Fanuc CR-35iA, ABB YuMi, UR5, KUKA LBR 
iiwa [2] 
Standard ISO/TS 15066 podaja štiri načine sodelovanja, ki so glede na potrebo 
in zasnovo robotskega sistema lahko uporabljeni posamično ali v kombinaciji z 
ostalimi. Za doseganje ustrezne varnosti vseh navzočih pri delovanju sodelujočih 
robotov je vsaj en izmed ukrepov nujno potreben:  
1. Nadzorovana varnostna ustavitev – Ob zaznavi operaterja v delovnem 
območju, se robot ustavi. Območje je nadzorovano s senzorji in robot miruje 
dokler ni njegovo delovanje ponovno varno.  
2. Ročno upravljanje – Varnost pri sodelovanju omogoča robot, ki ga je mogoče 
ročno usmerjati. Robot je sposoben zadržati trenutni položaj. Robotska roka se 
premika z nizko hitrostjo in z uporabo relativno majhne sile. 
3. Omejitev sile in moči – Sočasno delovanje robota in človeka lahko privede 
do stika med njima in posledično povzroči morebitne poškodbe. Za zmanjšanje 
nevarnosti poškodb je potrebno vpeljati omejitev sil in moči, pri katerih je 
možnost za poškodbe minimalna. 
4. Nadzor nad razdaljo in hitrostjo – Takšen pristop danes še ni pogost, a bo v 
prihodnosti vsekakor precej uporabljen. Spremlja se trajektorija robota in 
nadzoruje se okolica. Hitrost in smer premikanja robota se prilagodita glede na 
gibanje operaterja v območju delovanja. 
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Slika 1.2: Nadzorovana varnostna ustavitev, ročno upravljanje, omejitev sile in moči, nadzor nad 
razdaljo in hitrostjo [3] 
1.3  Stopnje  sodelovanja med človekom in robotom 
S stopnjo sodelovanja se spreminja delovni prostor, ki si ga robot in človek 
delita. Človek lahko z robotom sodeluje na različne načine. To lahko določimo na 
podlagi dveh parametrov: prostora in časa. Če si robot in človek ne delita skupnega 
prostora, robot človeku ne predstavlja nevarnosti. V tem primeru ne moremo govoriti 
o njunem sodelovanju. Razmere, ko si skupen prostor delita, a ni nujno, da ga 
uporabljata sočasno, lahko že označimo za sodelovalne [4,5]. Stopnje sodelovanja 
lahko razdelimo na več nivojev. 
1.3.1  Stopnja 1 - omejitev območja med operaterjem in robotom 
V določenih industrijskih procesih prisotnost človeka ni potrebna med samim 
delovanjem robota, a je njegovo posredovanje nujno v nekaterih primerih, kot so 
vzdrževalna dela. Delovno območje je ograjeno in zavarovano z zaklenjenimi vrati. 
Ko jih delavec odpre in vstopi v območje, se vsi procesi nemudoma ustavijo. Tako 
mora ostati vse dokler območje ni izpraznjeno in so vrata ponovno zaprta.  
 
Slika 1.3:  Omejitev območja med operaterjem in robotom [3] 
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1.3.2  Stopnja 2 - sobivanje operaterja in robota 
To je vrsta sodelovanja, pri kateri si robot in človek delita del ali pa celoten 
delovni prostor. Kljub temu dela ne moreta opravljati hkrati. Takšne primere lahko 
srečamo v industriji, ko je delavec potreben za nalaganje in odstranjevanje predmetov 
z delovne površine robota ali ob ročnem vstavljanju predmetov na robotsko roko. V 
primeru, da se človek pojavi v prostoru med delovanjem robota, se ta ustavi, z delom 
pa nadaljuje, ko se prostor izprazni. Za zaznavanje prisotnosti se lahko uporabljajo 
svetlobna zavesa, laserski skenerji ali pa posebna podlaga, ki zazna gibanje. 
 
Slika 1.4:  Sobivanje operaterja in robota [3] 
1.3.3  Stopnja 3 - kooperacija robota in operaterja 
Robot in operater se nahajata v istem območju. Operaterju je omogočeno ročno 
premikanje robota in zadrževanje njegovega položaja. Upravljanje stroja je enostavno, 
z le nekaj sile in pri majhni hitrosti. Za dodatno zaščito se na robotih nahaja tipka, ki 
mora biti pritisnjena, da se robotska roka lahko premika. Takšno premikanje izvajamo 
v primeru, da imamo opravka z večjimi bremeni, polavtomatskim delovanjem ali med 
programiranjem. 
Robot mora vsebovati tudi posebne elemente, ki spremljajo njegovo 
obremenitev. Za zaznavo zunanjih obremenitev je senzor postavljen na konec roke. 
Meri sile na robota ter omogoča za pravilno delovanje. Pod nadzorom je tudi območje 
okoli robotov, pri čemer senzorji spremljajo razdaljo in hitrost gibanja operaterja.   
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Slika 1.5:  Kooperacija robota in operaterja [3] 
 
1.3.4  Stopnja  4 - sodelovanje robota in operaterja 
Tako robot kot tudi operater izvajata vsak svoje delo. Delovni prostor ni fizično 
razdeljen, a je vseeno razdeljen na določena področja. Področja lahko nadzorujemo z 
uporabo laserskih skenerjev ali drugih ustreznih senzorjev. Prav tako obstajajo roboti, 
ki samodejno zaznavajo okolico. V tem primeru spremljanje področja z laserskimi 
skenerji ni potrebno. 
Premikanje robotov merimo z visoko natančnostjo, zato je mogoče zaznati že 
najmanjša odstopanja od predpisane pozicije. Sile in navore merimo s senzorji 
vgrajenimi v sklepe robota, z analiziranjem električnega toka preko aktuatorjev ali z 
uporabo taktilnih senzorjev.  Tako je robot sposoben zaznati svoj vpliv na predmet, ga 
v trenutku analizirati in se pravilno odzvati nanj.  
Če se delavec nahaja tam, kjer sicer ne pride v stik z robotom, a je vseeno v 
nevarnosti zaradi morebitnega padca predmeta, ki ga robot prenaša, se hitrost 
premikanja robota ustrezno zmanjša. Ob trku pa se robot nemudoma ustavi in lahko 
celo izvede premik v nasprotno smer. 
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Slika 1.6:  Sodelovanje robota in operaterja [3] 
1.4  Cilji diplomske naloge 
Glavni cilj diplomske naloge je razvoj metode za izogibanje robota trkom s 
človekom, s čimer lahko stopnjo varnosti dvignemo na še višjo raven. Za namen 
zaznavanje operaterja je potrebno izbrati ustrezen senzor ter z njim določiti koordinate 
rok. Koordinatna sistema senzorja in robota je potrebno poravnati z ustrezno 
kalibracijsko metodo. Med testiranjem izogibanja je varnost na prvem mestu, zato je 
potrebno postopek izogibanja najprej izvesti v simulaciji, šele nato na robotu.  
 
Cilji diplomskega dela so torej bili: 
 implementacija Leap Motion senzorja v sistem, 
 kalibracija senzorja in robota ter poravnava njunih koordinatnih sistemov z 
uporabo transformacijskih matrik, 
 preizkus izogibanja oviram v simulaciji ter 
 validacija izogibanja robota rokam operaterja na realnem sistemu. 
 
21 
2  Robotski sistem 
2.1  Sodelujoči robot Panda - Franka Emika 
Panda je sodelujoči robot, ki je s svojo lahko zasnovo namenjen interakciji s 
človekom. Posnema obliko in delovanje človeške roke. Ima 7 sklepov in vsak izmed 
njih je opremljen s senzorjem navora. Masa robota znaša 17.8 kg, zmožen je 
premikanja bremen do 3 kg, z maksimalno hitrostjo vrha 2 m/s. Njegov doseg znaša 
855 mm [6]. Merjenje navora in sil omogoča zaznavanje trkov in možnost vodenja 
robota z roko. 
Programiranje robota je enostavno. Uporabnik ga lahko s pritiskom na gumbe, 
ki so nameščeni na vrhu robota v enoti Franka Pilot, z roko vodi po prostoru, robot pa 
si gibanje zapomni. Za integracijo v produkcijski cikel je potrebno določiti le nekaj 
parametrov, kot so pozicija ali vrednosti, specifične za določeno nalogo. Knjižnico z 
aplikacijami in nalogami najdemo v posebni storitvi v oblaku, od koder jih lahko 
prenesemo in naložimo v krmilnik. 
Dr. Simon Haddadin, direktor podjetja Franka Emika, je v intervjuju [7] dejal, 
da si želi robote vpeljati na vsa področja vsakdanjega življenja. Trdi, da so roboti 
povezava med digitalnim in fizičnim svetom. V projektu, ki je namenjen za starejše in 
gibalno ovirane ljudi, želijo robota razviti in uporabiti za njihovega pomočnika. 
Pomagal jim bo pri pripravi hrane, čiščenju in celo pri igranju družabnih iger. Prav 
tako bo robot spremljali njihovo zdravje in jim nudili medicinsko pomoč ter poklical 
zdravnika, ko bo njihovo življenje ogroženo. 
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Slika 2.1:  Franka Emika – delovni prostor [6] 
2.2  Zaznavanje prisotnosti uporabnika  
Večina senzorjev in kamer, ki smo jih analizirali v študiji, tudi Leap Motion 
senzor, ki smo ga uporabili v diplomski nalogi, so nastali za namene domače zabave. 
Uporabljeni senzor Leap Motion bomo primerjali s sistemom Optotrak, z zapestnico 
Myo Armband ter s Creative SENZ3D. Vsi našteti produkti so namenjeni sledenju 
gibanja človeka, predvsem gibanju rok. Bolj prodajan ter posledično bolj znan senzor 
Kinect, podjetja Microsoft, ne spada v isto kategorijo, ker je sposoben zaznave 
celotnega telesa. Za uporabo omenjenih senzorjev so bile razvite številne aplikacije 
predvsem na področju industrije iger. Napredki na določenih področjih omogočajo 
nadaljnji razvoj tudi na drugih področjih, za katere ne bi slutili, da so lahko med seboj 
kakorkoli povezane. V poglavju 2.2.6. so navedena nekatera druga področja uporabe 
Leap Motion senzorja. To omogoča predvsem nizka cena in enostavna uporaba, saj 
trenutne smernice poudarjajo možnost izmenjevanja del s preostalimi razvijalci. Z 
razvojem tehnoloških produktov je razmeroma lahko začeti, ker je veliko rešitev, ki so 
že v uporabi, dobro razloženih. Produkti podjetij zaradi tega postajajo boljši, saj se s 
stikom med proizvajalci, razvijalci in uporabniki odpravijo morebitne napake na njih. 
To privede do hitrejšega napredka v tehnologiji.  
2.2.1  Senzor Leap Motion 
Senzor Leap Motion je bil prvič predstavljen leta 2013. To je majhna USB 
naprava za prepoznavo kretenj, ki omogoča interakcijo z računalnikom na podlagi 
gibanja rok in prstov. Istega leta je podjetje sklenilo sodelovanje z dvema izmed 
največjih svetovnih proizvajalcev računalnikov, Asus in HP, z namenom 
implementacije Leap Motion senzorja v njihove naprave [8,9,10]. Proti koncu leta 
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2019 je z združitvijo podjetij Leap Motion in Ultrahaptics nastalo novo podjetje z 
imenom Ultraleap. 
V samem začetku je bila naprava namenjena pokončni postavitvi na površino 
pred človekom. Z razvojem navidezne resničnosti in proizvodov s tega področja, pa se 
jo lahko uporablja v kombinaciji z očali za navidezno resničnost, na primer, Oculus 
Rift. Z napravo, ki je sprva omogočala samo zaznavo dlani, lahko sedaj vstopimo v 
virtualen svet in izboljšamo izkušnjo, saj lahko v virtualnem okolju uporabljamo tudi 
svoje roke. Z že prej omenjeno združitvijo dveh podjetij, jim je v njihovih produktih 
uspelo spojiti tehnologijo sledenja rok s haptično tehnologijo. Napravi, kot sta Stratos 
Explore in Stratos Inspire, omogočata dotikanje navideznega predmeta v zraku.  
Senzor Leap Motion je sestavljen iz dveh širokokotnih infrardečih (IR) kamer in 
treh IR LED diod, ki omogočajo sledenje gibanja. LED diode oddajajo svetlobo 
valovne dolžine 850 nanometrov, kar je izven našega vidnega spektra. Z njo osvetljuje 
predmete in jih zaznata kameri, ki zajemata podatke z 200 sličicami na sekundo. 
Položaj predmetov v območju, ki ga je naprava še zmožna zaznati, se določi glede na 
koordinatni sistem postavljen v njeno središče.  Za obdelavo podatkov in prikaz slike 
skrbi ustrezna programska oprema. 
 
 
Slika 2.2:  Sestavni deli senzorja Leap Motion [11] 
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2.2.2  Strojna oprema 
Območje, ki ga naprava zazna, je v obliki narobe obrnjene piramide. V uradnih 
zapiskih proizvajalca [12] je navedeno, da območje sega približno 60 cm v vse smeri.  
Levo in desno kot zaznavanja meri 150°, v smeri uporabnika pa 120°. Z novejšo 
verzijo Orion iz leta 2016, se območje poveča za 20 cm. 
 
Slika 2.3:  Območje, ki ga zazna Leap Motion [13] 
 
2.2.3  Programska oprema senzorja 
Programska oprema senzorja Leap Motion, ki se izvaja na računalniku, na 
katerega je naprava povezana, skrbi za obdelavo slik. Najprej se odstranijo odvečni 
objekti v ozadju, kot so trup ali glava in svetloba ostalih virov. Slika se nato obdela in 
konstruira v 3D prikaz območja nad napravo. Algoritmi interpretirajo podatke in 
prikažejo informacije o vsakem delu 3D modela (prst, orodje). Program jih z uporabo 
ustreznih komunikacijskih protokolov pošlje naprej v uporabo. 
2.2.4  Prepoznavanje gest 
Za izboljšanje uporabniške izkušnje in večje možnosti uporabe, je senzor 
sposoben zaznati nekatere osnovne geste z roko:  
 krog – s prstom narišemo krog, 
 zamah – prst premaknemo v vodoravni smeri, 
 pritisk tipke – tapkanje s prstom po navidezni tipki, npr. na tipkovnici, 
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 dotik zaslona – dotik navideznega zaslona. 
Za krog in zamah lahko uporabimo katerikoli prst ali pa orodje v obliki palčke. 
 
Slika 2.4:  Osnovne kretnje, ki jih zaznava senzor Leap Motion [14] 
Poleg že naštetih možnost, pa Leap Motion zazna tudi kretnjo za uščip in prijem. 
Z njimi neposredno upravljamo virtualne objekte, jih premikamo, rotiramo in jim 
spreminjamo velikost. 
2.2.5  Primerjava senzorjev 
Senzor Leap Motion je smiselno primerjati s senzorji, ki prav tako zaznavajo 
roke. V primerjavah je v ospredje postavljena predvsem njihova natančnost. Prva 
primerjava je bila narejena z napravo Optotrak, ki se pogosto uporablja kot zlati 
standard, saj so njegovi pogreški okoli 0,1 mm. Meritev je izvedena z uporabo 
markerjev, ki jih namestimo na določene predele rok. Napravo lahko uporabljamo 
žično ali brezžično. Primerjava je bila narejena v študiji [15]. Senzor Leap Motion je 
dosegel visoko stopnjo korelacije z Optotrak meritvijo, natančneje 0.995 na vodoravni 
osi ter 0.945 na navpični. Je pa študija pokazala, da je povprečna natančnost senzorja 
0.7 mm. 
V študiji [16] so Senzor Leap Motion primerjali z zapestnico Myo Armband. Ta 
uporablja nizkoenergijsko brezžično komunikacijo Bluetooth (2.402-2.480 GHz) in 
omogoča  frekvenco vzorčenja 200 Hz. Raziskava je potekala na podlagi igre v Unity 
okolju, pri kateri so merili stopnjo uspešnosti uporabnikov. Večjo uspešnost so dosegli 
z uporabo Leap Motion senzorja in prišli do zaključka, da je natančnejši ali pa je 
enostavnejši za uporabo.  
V raziskavi [17], v kateri so Leap Motion senzor primerjali s senzorjem Creative 
SENZ3D, navajajo, da ima slednji nekaj prednosti. Z vgrajenim mikrofonom ponuja 
možnost glasovnega upravljanja, prav tako zazna premike glave in ima funkcijo 
prepoznave obraza. Poleg tega pa ima določene omejitve. Samo ena izmed njegovih 
kamer je lahko uporabljena naenkrat, ob zajemu glasu pa kamere ni mogoče 
uporabljati.   
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Ob izidu Leap Motion senzorja leta 2013 se je študija [18] usmerila v natančnost 
naprave z namenom, da bi določili njeno učinkovitost pri interakciji ljudi z računalniki. 
Uporabili so robota, ki ima napako pozicije pod 0.2 mm. Zaključili so, da je natančnost 
pod 2.5 mm mogoča in vrednost ocenili na 0.2 mm. Uradne specifikacije senzorja Leap 
Motion navajajo, da je njegova natančnost  ± 0.009906 mm [19].  
2.2.6  Uporaba senzorja Leap Motion 
V domači uporabi senzor koristimo za brskanje po spletu, kjer s kretnjami 
pokažemo, kaj želimo izvesti, pri risanju in vizualizaciji 3D predmetov. S kretnjami 
prstov približujemo ali oddaljujemo sliko ter tako raziskujemo zemljevide. Koristen je 
tudi za izobraževanje, saj na trgu najdemo številne aplikacije, s katerimi raziskujemo 
anatomijo človeka (Cyber Science – Motion) ali živali (Cyber Science – Motion: 
Zoology), vadimo klavir (Virtual Piano For Beginners) ali šah (Robot Chess) ter 
potujemo po svetu (AirGlobe). 
Poleg domače uporabe, ga lahko zasledimo na številnih drugih področjih. 
Podjetja z njim razvijajo aplikacije, ki olajšajo uporabniku soočanje z različnimi 
problemi. Ameriško podjetje Mirror Training senzor uporablja za upravljanje robotske 
roke, s katero na bojiščih dezaktivira bombe in ostale nevarnosti. Trenutni roboti so 
počasni, a z uvedbo takšne metode bi bila odstranitev hitrejša in zanesljivejša, saj robot 
posnema naše kretnje. MotionSavvy je naslednje podjetje, ki uporablja Leap Motion 
senzor. Razvijajo aplikacijo, ki gluhonemim omogoča komunikacijo z ljudmi okoli 
njih. Prepozna kretnje in znakovni jezik v trenutku prevede v besede. Podjetje Etheral 
omogoča risanje na računalniku brez dotikanja zaslona ali katere druge računalniške 
enote. 
2.3  Prikazovanje roke uporabnika 
Roko uporabnika, ki jo zazna senzor Leap Motion, prikazujemo v virtualni obliki 
na zaslonu, ki je nameščen v delovnem območju robota. Senzor Leap Motion je 
postavljen ob robu zaslona in roko zazna, če je v vidnem polju. Stojalo za senzor smo 
natisnili s pomočjo 3D tiskalnika. Podatke pošiljamo na računalnik preko USB 
priključka. Program za delovanje Leap Motion krmilnika je dosegljiv na spletni strani 
podjetja [20]. Omogoča možnost namestitve na operacijske sisteme Windows, MAC 
OS ter Linux.  
2.3.1  Stojalo za senzor Leap Motion 
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Kot že prej omenjeno, je senzor namenjen za postavitev na mizo pred 
uporabnika. Stojalo, s katerim smo senzor pritrdili ob monitor, smo izdelali sami. Na 
spletu je mogoče najti različne datoteke z že pripravljenimi modeli. Osnovo za stojalo 
[23] je bilo potrebno dodelati, da bi dosegli ustrezno višino senzorja.  
 
Slika 2.5:  Stojalo za senzor Leap Motion 
Pri izbranem stojalu je uporabna možnost spreminjanja naklona senzorja. S tem 
smo prilagodili in posledično povečali območje zaznave. Celotno stojalo z Leap 
Motion senzorjem prikazuje slika 2.6.  
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Slika 2.6:  Stojalo s senzorjem Leap Motion 
2.3.2  Unity 3D 
Unity 3D je več platformni igralni pogon namenjen za ustvarjanje 2D in 3D 
video iger ter aplikacij za računalnike, navidezno resničnost, konzole ter mobilne 
naprave. Podjetje Unity Technologies je bilo ustanovljeno leta 2005 z namenom, da bi 
omogočili razvijalcem ustvarjati računalniške igre. Podjetje za posameznike ponuja 
brezplačno in plačljivo različico programa Unity [22]. Zaradi prilagodljivosti 
programa je v njem mogoče ustvariti vse, od enostavnih do strateških in iger za večje 
število igralcev. Prav tako so na njihovi spletni strani dosegljiva že napisana skripta in 
osnovni primeri [24]. Tja lahko naložimo svoje kreacije ali pa dostopamo do izdelkov 
drugih ljudi.  
Na spletni strani Unity lahko dostopamo do knjižic, ki vsebujejo vnaprej 
napisana skripta za uporabo Leap Motion senzorja v Unity okolju [21]. Po namestitvi 
vseh potrebnih programov ter implementaciji ustreznih skript, se v programskem 
okolju prikazujejo dlani, ki so predstavljene na dodatnem zaslonu ob robotu. 
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Slika 2.7:  Možnost prikazovanja dlani v okolju Unity [25] 
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3  Kalibracija robota Panda in senzorja Leap Motion   
Če želimo senzor Leap Motion uporabiti za detekcijo človeške roke in posledični 
odziv robota, je natančnost kalibracije sistema ključnega pomena, saj se bo le v tem 
primeru robot lahko pravilno umaknil roki v prostoru. Postopek kalibracije je prikazan 
na sliki 3.1. Koordinatni sistem senzorja Leap Motion in koordinatni sistem robota 
Panda smo poravnali z uporabo ustreznih transformacijskih matrik.  
 
 
Slika 3.1:  Postopek kalibracije 
3.1  Kalibracija z uporabo oblaka točk 
Robotsko roko, v katero je bila vpeta palčka z okroglo konico, smo postavili v 
tri različne položaje koordinatnega sistema. Okrogla konica je bila dodana za lažji 
zajem ter odčitavanje podatkov.  
V vsakem položaju smo s senzorjem Leap Motion zajeli sliko. Prikazali smo jo 
v obliki oblaka točk  v okolju Matlab (Slika 3.2). Kot ime pove, je slika prikazana s 
številnimi točkami, središčna točka krogle pa predstavlja koordinate vrha robota glede 
na senzor. 
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Slika 3.2:  Prikaz koordinat v kalibracijskega orodja v obliki oblaka točk 
 
V isti poziciji smo odčitali še koordinate robota, ki so se izpisovale v zadnjem 
stolpcu tabele v okolju Simulink (slika 3.3). 
 
 
Slika 3.3:  Transformacijska matrika lege vrha robota  
Isti postopek smo ponovili še v dveh drugih pozicijah. Za natančnejšo kalibracijo 
je potrebno eno izmed točk premakniti tudi po osi Z. Tako se ustvari nekakšen trikotnik 
v prostoru.  
Z dobljenimi koordinatami lahko izračunamo ustrezno transformacijsko 
matriko. Izračun smo izvedli v programu Matlab (priloga 53). Za kalibracijo je bilo 
potrebno izračunati transformacijsko matriko 𝑇𝑐
𝑏 med kamero in bazo robota (3.2). Ker 
njune zveze ni mogoče določiti neposredno, lahko do matrike pridemo po drugi poti. 
3.1  Kalibracija z uporabo oblaka točk 33 
 
 
Slika 3.4:  Transformacijske matrike: B – baza robota, C – kamera, M – dlan 
 
Matriko med dlanjo in bazo robota označimo s 𝑻𝒎
𝒃 . Izračunamo jo s pomočjo 
produkta med matrikama 𝑻𝒄
𝒃  in  𝑻𝒎
𝒄 . 𝑻𝒄
𝒃  predstavlja matriko med kamero in bazo 
robota, medtem ko 𝑻𝒎




𝑐  (3.1) 
 
Kot smo že prej omenili, za kalibracijo potrebujemo matriko 𝑻𝒄
𝒃 med bazo in kamero. 
Izračunamo jo s produktom matrike 𝑻𝒎





𝑐 )−1 (3.2) 
 
Enačbi (3.1) in (3.2) predstavljata transformacije, ki so prikazane na sliki 3.4.  
Matrika 𝑻𝒎
𝒃  je sestavljena iz normiranih vektorjev ?⃑? 𝒃, ?⃑? 𝒃 in ?⃑? 𝒃.  Vrednosti točk 𝑻𝟏, 𝑻𝟐 
in 𝑻𝟑 so koordinate vrha robota v treh različnih pozicijah, ki smo jih razbrali v 
Simulink okolju (slika 3.3). 
 
 𝑇𝑚













 𝑧 𝑏 =
𝑥𝑏⃑⃑⃑⃑  ⃑ × 𝑣𝑏⃑⃑ ⃑⃑  
‖𝑥𝑏⃑⃑⃑⃑  ⃑ × 𝑣𝑏⃑⃑ ⃑⃑  ‖
 (3.5) 




 𝑦 𝑏 =
𝑧𝑏⃑⃑ ⃑⃑   × 𝑥𝑏⃑⃑⃑⃑  ⃑
‖𝑧𝑏⃑⃑ ⃑⃑   × 𝑥𝑏⃑⃑⃑⃑  ⃑‖
 (3.7) 
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Postopek smo ponovili še za matriko  𝑻𝒎
𝒄 , a s kalibracijskega orodja, ki smo jih 
zajeli s kamero (slika 3.2). Končni rezultat je matrika 𝑻𝒄
𝒃 (3.2). 
Pravilen izračun in natančnost kalibracije lahko preverimo s pomočjo dodatne 
pozicije robota. Koordinate pridobljene iz senzorja Leap Motion množimo z matriko 
𝑻𝒄
𝒃, produkt mora biti enake vrednosti, kot so koordinate robota v tej poziciji. 
 
Ko smo izvedli preizkus, se izračunana vrednost koordinat ni ujemala. Produkt 
matrik je prikazal, da naj bi se naša roka nahajala nekje za in celo pod senzorjem. 
Obenem tudi smeri osi  koordinatnega sistema niso bile pravilno orientirane.  Prišli 
smo do sklepa, da se koordinatni sistem oblaka točk razlikuje od koordinatnega 
sistema, ki ga senzor uporablja za določanje položaja roke. 
3.2  Kalibracija z uporabo dlani 
Zaradi neuspešne kalibracije z uporabo oblaka točk, smo jo izvedli na drugačen 
način. Senzor Leap Motion je namenjen za sledenje položaja rok, zato je z njim 
mogoče natančno razbrati tako pozicije prstov kot tudi dlani. Za našo nalogo so bile 
najbolj smiselne koordinate slednjih.      
Pod robotsko roko smo postavili našo dlan (slika 3.5). Na sliki so prikazane tudi 
smeri koordinatnega sistema vrha robota.  
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Koordinate središča dlani smo za izvedbo kalibracije uporabili na enak način kot 
kalibracijsko orodje predstavljeno v postopku zgoraj. 
3.3  Vodenje robota in izogibanje oviram  
Koraki postopka za izogibanje robota oviram so prikazani na sliki 3.6. Že ob 
najmanjši napaki pri vodenju robotskega sistema, bi lahko prišlo do poškodb opreme 
ali ljudi, ki bi bili takrat v bližini. Da bi se temu izognili, smo celoten postopek razdelili 
na več faz (slika 3.6). 
 
Slika 3.6:  koraki postopka implementacije 
Algoritem za izogibanje oviram je vključen v sistem vodenja lege vrha robota. 
Želeni položaj robota, ki ga definiramo kot 𝒑𝒓𝒆𝒇, dobimo z minimizacijo trzaja. 
 
Enačba (3.8) definira razdaljo 𝒔𝒓𝒆𝒇 kot razliko med položajem ciljne točke 𝒑𝒄𝒊𝒍𝒋 
ter trenutno vrednostjo želenega položaja robota 𝒑𝒓𝒆𝒇, kar predstavlja želeno razdaljo 
do cilja 
 𝑠𝑟𝑒𝑓 = 𝑝𝑐𝑖𝑙𝑗 − 𝑝𝑟𝑒𝑓 (3.8) 
 
Za izvedbo giba proti cilju je potrebna tudi dejanska razdalja 𝒔 od trenutnega položaja robota 
𝒑𝒓𝒐𝒃𝒐𝒕 do ciljne točke 𝒑𝒄𝒊𝒍𝒋 
 𝑠 = 𝑝𝑐𝑖𝑙𝑗 − 𝑝𝑟𝑜𝑏𝑜𝑡 (3.9) 
 
Sila 𝒇𝒄𝒊𝒍𝒋, ki vleče robota proti cilju, je definirana kot  
 
 𝑓𝑐𝑖𝑙𝑗 = 𝐾𝑝(‖𝑠𝑟𝑒𝑓‖ − ‖𝑠‖)
𝑠
‖𝑠‖
− 𝐾𝑑𝑣𝑟𝑜𝑏 (3.10) 
pri čemer sta 𝑲𝒑 in 𝑲𝒅 proporcionalno in diferencirno ojačenje regulatorja, 𝒗𝒓𝒐𝒃 pa predstavlja 
hitrost vrha robota.  
V nadaljevanju dodamo še regulirno veličino za izogibanje oviram, ki temelji na razdalji 𝒅, ki 
je definirana kot razlika med trenutnim položajem robota 𝒑𝒓𝒐𝒃𝒐𝒕 in položajem ovire 𝒑𝒐𝒗𝒊𝒓𝒆 
 
 𝑑 = 𝑝𝑟𝑜𝑏𝑜𝑡 − 𝑝𝑜𝑣𝑖𝑟𝑒 (3.11) 
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Veličina 𝒇𝒐𝒗𝒊𝒓𝒂 predstavlja silo, ki robota potiska stran od ovire, pri čemer 𝑲𝒇 predstavlja 
proporcionalno ojačenje  






Seštevek sil 𝒇𝒓𝒐𝒃𝒐𝒕, ki premika robota proti cilju in hkrati stran od ovire, je zapisan z enačbo 
(3.13). 
 𝑓𝑟𝑜𝑏𝑜𝑡 = 𝑓𝑐𝑖𝑙𝑗 + 𝑓𝑜𝑣𝑖𝑟𝑎 (3.13) 
 
Enačba (3.14) predstavlja želeno hitrost vrha robota 𝒗𝒓𝒐𝒃𝒐𝒕 kot integral izračunanega pospeška 





∫ 𝑓𝑟𝑜𝑏𝑜𝑡𝑑𝑡 (3.14) 
 
Popravljeno želeno pozicijo vrha robota, ki upošteva tudi položaj ovire, dobimo z uporabo 
enačbe (3.15) 
 𝑝𝑟𝑜𝑏𝑜𝑡 = ∫ 𝑣𝑟𝑜𝑏𝑜𝑡𝑑𝑡 (3.15) 
 
3.3.1  Preizkus algoritma 
Preizkus algoritma je potekal kot simulacija v Matlab/Simulink okolju. Trajektorije gibanja 
vrha robota so prikazane na sliki 3.7. 
 
Slika 3.7:  Potek trajektorij vrha robota v simulaciji 
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Slika prikazuje trajektorije premikanja vrha robota. Na navpični osi vrednosti 
predstavljajo položaj robota, na vodoravni pa čas premikanja. V simulacijo smo dodali 
navidezno oviro v obliki točke. Modra črta prikazuje referenčno lego robota. To je 
pozicija, v kateri bi se robot nahajal, če ne bi bilo ovire ali pa je robot ne bi zaznal na 
svoji poti. Za razliko od modre črte, rdeča črta prikazuje pot, ko je ovira zaznana in se 
ji robot umakne.  
Potek 1 na sliki 3.7 prikazuje premikanje robota v smeri. Trajektoriji se 
prekrivata, saj smo pot robota načrtali tako, da se premika vzdolž osi 𝑥. Potek 2 na 
sliki 3.7, prikazuje premike glede na os y. Razvidno je, da robot ni sledil referenčni 
poti, saj se je izognil oviri. Do enakega zaključka lahko pridemo tudi na primeru poteka 
3  na sliki 3.7. Iz prikazanih potekov in ob upoštevanju postavitve koordinatnega 
sistema prikazanega na sliki 3.5, lahko ugotovimo, da se je robot neovirano premikal 
vzdolž osi x, oviri pa se je izognil tako v pozitivni smeri 𝑦 kot tudi 𝑧.  
Z uporabo simulacije smo tako testirali pravilnost delovanja algoritma. V 
naslednjem koraku je bilo potrebno določiti parametre regulatorja. Kljub temu, da se 
je robot oviri umaknil, trajektorija umika še ni bila zadovoljiva. Slika 3.7 prikazuje 
odmike, ti pa niso dovolj veliki, saj v smeri 𝑦 merijo le 45 mm, v smeri 𝑧 pa le 4,5 
mm. S pravilno določenimi vrednosti parametrov smo te vrednosti ustrezno povečali 
in dosegli, da se robot oviri zadostno izogne. 
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4  Preizkus izogibanja robota rokam operaterja 
Po zagotovitvi, da algoritem deluje, nastavitvah parametrov ter validaciji v 
simulaciji, smo sistem preizkusili še v realnih okoliščinah. Robotu smo najprej določili 
trajektorijo gibanja. Tako kot v simulaciji, se je tudi tokrat vrh robota premikal vzdolž 
osi 𝑥. Ne glede na to, kje se je robot nahajal, je njegov premik znašal 50 cm v pozitivni 
smeri. Prvi preizkus smo izvedli brez ovire. 
 
 
Slika 4.1:  Trajektorija premikanja vrha robota brez ovire 
4.1  Izogibanje robota navidezni oviri 
V naslednjem koraku smo preizkusili, ali bi se robot umaknil roki operaterja. 
Določili smo navidezno oviro, katere položaj smo pridobili z uporabo senzorja Leap 
Motion. Približno na sredino delovnega prostora smo postavili roko, senzor pa je 
razbral koordinate središča dlani. Po postavitvi navidezne ovire na pot robota, smo ga 
postavili v začetno lego in ga zagnali. Pri premikanju robota je bilo mogoče, kjer je 
bila prej postavljena dlan, opaziti znatno spremembo trajektorije gibanja. Obenem smo 
beležili koordinate referenčne lege vrha robota, dejanske lege ter tudi koordinate dlani. 
Na sliki 4.2 je prikazan potek trajektorij vrha robota ob prisotnosti navidezne ovire. V 
smereh 𝑦 in 𝑧 je razviden precej večji odmik, v primerjavi s premikom v simulaciji.  
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Slika 4.2:  Trajektorija poteka vrha robota z navidezno oviro 
4.2  Preizkus izogibanja roki 
Ko smo se prepričali, da bi se vrh robota roki izognil, je sledila podobna izvedba 
kot v prejšnjem koraku, le da smo tokrat roko ves čas držali v delovnem prostoru 
robota. Senzor Leap Motion je v realnem času posredoval koordinate dlani, ovira ni 
bila več navidezna.  Če je bilo središče dlani točno pod vrhom robota, se je umaknil le 
po osi z, v kolikor pa smo dlan zamaknili v smeri osi 𝑦, se je umik izvedel tudi v tej 
smeri (slika 4.3). 
 
Slika 4.3:  Izogibanje robota roki operaterja 
 
 
Pripadajoče trajektorije pri izogibanju robota so prikazan na sliki 4.4. Koordinate 
dlani so prikazane z rumeno črto. Trajektorije prikazujejo precejšen odmik robota v 
smeri osi 𝑦 in 𝑧. 
 
Slika 4.4:  Trajektorije vrha robota pri izogibanju roki 
Za prikaz v nekoliko bolj realnih okoliščinah smo z roko segli v delovni prostor 
šele takrat, ko se je robot že začel premikati. Tako smo ponazorili, kako bi se na oviro 
robot odzval, medtem ko bi izvajal določeno opravilo. Senzor je dlan pravočasno 
zaznal, zato je bilo izogibanje oviri uspešno. Otežene okoliščine niso vplivale na 
delovanje sistema.  
 
Slika 4.5:  Izogibanje roki v dinamičnih pogojih 
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Da je bila roka v delovni prostor premaknjena naknadno, dokazujejo tudi 
trajektorije na sliki 4.5. To je razvidno iz poteka rumene črte, ki prikazuje koordinate 
dlani. Na začetku, ko dlan še ni zaznana, črta prikazuje pozicijo Leap Motion senzorja, 
ki je konstanta na x =  0,312 m,   y =  −0,095 m, z =  0.114 m. V trenutku, ko je 
roka zaznana v delovnem prostoru, se vrednosti spremenijo, saj se začnejo prikazovati 
koordinate dlani.  
Obenem lahko opazimo, da si sistem koordinat dlani ne zapomni le kot statično 
točko, ampak vrednosti posodablja. To potrjuje spremenljiv potek rumene črte od 
trenutka, ko je dlan zaznana.  
 
Slika 4.5:  Trajektorije vrha robota pri izogibanju premikajoči se roki  
Za boljšo predstavitev smo v sistem implementirali še prikazovanje položaja 
roke na zaslonu. Robot se roki umakne, hkrati pa se na zaslonu prikazuje dlan. Senzor 




Slika 4.6:  Izogibanje robota roki ter prikaz na zaslonu 
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5   Zaključek 
Med pripravo diplomske naloge smo dobro spoznali delovanje senzorja Leap 
Motion in robota Panda Franka Emika. Seznanili smo se prednostmi sodelujočih 
robotov in zahtevami glede varnosti. V diplomski nalogi smo prikazali postopek 
kalibracije senzorja in robota ter način implementacije algoritma za izogibanje oviram. 
V zadnjem delu so prikazani še koraki testiranja, vse do končne verzije.  
V delu smo naleteli na nekaj manjših težav. Z željo po maksimalnem izkoristku 
območja zaznave senzorja, je bilo potrebno izdelati stojalo z možnostjo prilagajanja 
naklona. Stojalo smo natisnili z uporabo 3D tiskalnika. Prav tako nam je težavo pri 
zaznavi rok povzročal sam senzor. Dlani ni vedno takoj razločil, ob uporabi robota pa 
je problem občasno predstavil tudi njegov vrh, saj ga je na trenutke zamenjal za dlani.  
Naučil sem se, da je za upravljanje robotov, predvsem pa za poseganje v njihovo 
delovanje, potrebno ogromno znanja. Ključnega pomena za izvedbo naloge je bilo 
poznavanje okolja Matlab/Simulink. Spoznal sem tudi, kakšen pomen ima varnost in 
kaj vse je treba upoštevati, preden se robota lahko vključi.  
Z nadaljnjim razvojem bi lahko izvedli robotski sitem, ki bi nam bil v pomoč pri 
določenih opravilih. V Unity okolju bi lahko prikazovali željene pozicije dlani in 
besedilo, s pomočjo senzorja Leap Motion, pa bi se hkrati prikazovale še dejanske 
pozicije dlani. Tako bi se nam v realnem času prikazovala navodila za izdelavo ali 
popravilo izdelka. Robot Panda Franka Emika nam bi pomagal pri delu. Lahko pa bi 
vse skupaj postavili na še višjo raven, kjer bi z robotom zamenjali vloge in bi bili mi 
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T1b = [0.4873 -0.3051 0.202]'; 
T2b = [0.06689 -0.3055 0.2022]'; 
T3b = [0.2373 -0.3551 0.2522]'; 
  
xb = (T2b-T1b)/norm(T2b-T1b); 
vb = (T3b-T1b)/norm(T3b-T1b); 
zb = cross(xb,vb)/norm(cross(xb,vb)); 
yb = cross(zb,xb)/norm(cross(zb,xb)); 
  
Tmb = [xb yb zb T1b; 0 0 0 1]; 
  
T1c = [0.04146 0.07231 0.2132]'; 
T2c = [0.2134 0.07538 0.2322]'; 
T3c = [0.03982 0.08204 0.2918]'; 
  
xc = (T2c-T1c)/norm(T2c-T1c); 
vc = (T3c-T1c)/norm(T3c-T1c); 
zc = cross(xc,vc)/norm(cross(xc,vc)); 
yc = cross(zc,xc)/norm(cross(zc,xc)); 
  
Tmc = [xc yc zc T1c; 0 0 0 1];  
  
I = inv(Tmc); 
  
Tcb = Tmb * I; 
  
Tc1 = [-0.03471 0.06455 0.1904 1]'; 
rezultat= Tcb * Tc1; 
  
J =  norm(T3b-T2b)/norm(T3c-T2c) 
 
 
