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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE
Doctor of Philosophy
by Sebastian Stein
Service-oriented computing is an increasingly popular approach for providing applications,
computational resources and business services over highly distributed and open systems (such as
the Web, computational Grids and peer-to-peer systems). In this approach, service providers ad-
vertise their offerings by means of standardised computer-readable descriptions, which can then
be used by software applications to discover and consume appropriate services without human
intervention. However, despite active research in service infrastructures, and in service discov-
ery and composition mechanisms, little work has recognised that services are offered by inher-
ently autonomous and self-interested entities. This autonomy implies that providers may choose
not to honour every service request, demand remuneration for their efforts, and, in general, ex-
hibit uncertain behaviour. This uncertainty is especially problematic for the service consumers
when services are part of complex workﬂows, as is common in many application domains, such
as bioinformatics, large-scale data analysis and processing, and commercial supply-chain man-
agement.
In order to address this uncertainty, we propose a novel algorithm for provisioning services for
complex workﬂows (i.e., for selecting suitable services for the constituent tasks of a workﬂow).
This algorithm uses probabilistic performance information about providers to reason about ser-
vice uncertainty and its impact on the overall workﬂow. Furthermore, our approach actively
mitigates this uncertainty by employing two key techniques. First, it proactively provisions re-
dundant services for particularly critical or failure-prone tasks (thus increasing the probability
of success). Second, it recovers dynamically from service failures by re-provisioning services
at run-time (without necessarily receiving explicit failure messages). Unlike existing work in
this area, our algorithm employs principled decision-theoretic techniques to determine which
services to provision, whether to introduce redundant services and when to re-provision failed
services. In doing so, it explicitly balances the cost of provisioning with the expected value of
the workﬂow.
To show how our algorithm applies to a range of common service-oriented systems, we consider
a variety of different scenarios in this thesis. More speciﬁcally, we ﬁrst examine environments
where the consumer lacks speciﬁc knowledge to differentiate between distinct service providers,ii
as is common in highly dynamic and open systems. Despite this lack of detailed knowledge, we
demonstrate how the consumer can use redundancy and dynamic re-provisioning to inﬂuence
the outcome of a workﬂow and to deal with uncertainty. Then, we look into systems where the
consumer has more speciﬁc knowledge about highly heterogeneous providers. While existing
work has concentrated on selecting the single best provider for each workﬂow task, we show that
a consumer can often improve its performance by provisioning multiple providers with different
qualities for a single task. Finally, we discuss how our algorithm can be adapted for systems
where consumers and providers reach explicit service contracts in advance. In this context,
we are the ﬁrst to propose a gradual provisioning approach, whereby the consumer negotiates
contracts for some tasks in advance, but leaves the negotiation of others to a later time. This
approach allows the consumer to better react to uncertain service outcomes and to avoid paying
reservation fees that are later lost when services fail.
Throughout this thesis, we compare our approach empirically to current provisioning algo-
rithms. In doing so, we demonstrate that our approach typically achieves a signiﬁcantly higher
utility for the service consumer than approaches that do not reason about uncertainty, that rely
on ﬁxed levels of redundancy or service time-outs, and approaches that select single services to
achieve the optimal balance of various performance characteristics. Furthermore, we show that
these results hold over a large range of environments and workﬂow types and that our algorithm
copes well even in highly uncertain environments where most services fail. As our approach
relies on fast heuristics to solve a problem that is known to be intractable, it scales well to larger
workﬂows with hundreds of tasks and thousands of providers. Finally, where it is tractable to
compute an optimal solution, we show empirically that our algorithm achieves a high utility that
is within 87% or more of the optimal.ACKNOWLEDGEMENTS xiii
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ce : C → R Offer execution costs
¯ ce : R The expected execution cost of a provisioning decision
ˇ ce : Ω → R Strategy execution costs
cei : R Expected execution cost of ti
cinv : C → R Offer expected invocation costs
cr : C → R Offer reservation costs
¯ cr : R The expected reservation cost of a provisioning decision
ˇ cr : Ω → R Strategy reservation costs
cri : R Expected reservation cost of ti
¯ ct : R The expected cost of a provisioning decision
d : C → Z+ Offer durations
ˇ d : (Ω × O) → R Strategy outcome times
ˇ d2 : (Ω × O) → R Strategy squared times
dβ Maps tasks to provisioned offers and high-level contin-
gency plans
df : R Expected time at which failure becomes known
dγ Maps tasks to high-level strategies and maximum late
probabilities
di,end : R Predicted completion time of ti
di,pre : R Largest predicted completion time of any predecessor of
ti
dl : R Expected time at which late outcome becomes known
ds : R Expected time at which successful outcome becomes
known
l : T → P(Ω) Strategy library (maps service types to sets of strategies)
oafter : Z → P(C) Maps a time slots to all offers in a provisioning decision
that start no earlier than it
opre : (Z × Z) → P(C) Maps a time interval to the offers in a provisioning deci-
sion that are completely enclosed by it
n : Ω → Z+ Strategy maximum offer numbers
o : C An offer
ˇ p : (Ω × O) → [0,1] Strategy outcome probabilities
pf : [0,1] Probability that some offers in a provisioning decision are
invoked, but all fail
pinv : (C × Z) → R Offer invocation probability, given a task starting time
pl : [0,1] Probability that the predecessors of a provisioned task
complete late
ˆ pl : [0,1] Actual late probability
pml : [0,1) Maximum late probability of a task
ps : [0,1] Probability that a provisioning decision completes suc-
cessfullyTo Axel, Brigitte, Philine and Shanna
for their love, support and encouragement.
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A central concept of agent-based research is the rationality of individual agents. In order to
meet their goals and objectives (or those of their owners), agents normally seek to maximise
their private utility, a measure of their personal welfare. Acting in such a way allows the agent
to make appropriate decisions that balance the risks and potential beneﬁts of its actions. It
also implies that a rational agent would not generally offer services for free when there is an
associated cost to itself, and that it may act to the detriment of other agents when this increases
its own utility. As an example, the provider of a scientiﬁc supercomputer may offer processing
time to other agents on a Grid, but withdraw these without warning when the computer is needed
by members of its own department.
As a result, the behaviour of an autonomous agent is inherently uncertain for external observers,
including the consumers of its services. Such uncertainty could be manifested by the failure of
a provider to deliver its service (for example, because it can offer the service to a better cus-
tomer, because the service is no longer proﬁtable or simply because it suffered a system crash).
Even when a service is delivered, there will still be uncertainty about when it is completed and
about the quality of the result, as the provider may try to minimise costs to itself, serve several
customers at the same time and possibly rely on third parties for parts of its service.
Furthermore, it is important to realise that when self-interested agents interact, they do so gen-
erally on a mutually beneﬁcial basis, i.e., agents only interact when this increases their own util-
ity. Hence, it is usually necessary to place these agents into an appropriate economic context,
where they exchange services for other resources. To this end, expressive mechanisms, such as
negotiation protocols or auctions, have been developed to allow agents to reach mutually bene-
ﬁcial agreements about the provision of services, usually in exchange for ﬁnancial remuneration
(Sandholm (1999); Jennings et al. (2001)). These mechanisms might include advance provision-
ing and negotiation over various parameters of a service, including its cost, deadline and quality
parameters.
Viewing service providers and consumers as self-interested agents that interact through market
mechanisms is highly appropriate for the type of large distributed systems we consider here.
As these agents belong to distinct companies or organisations, they would normally have a
considerable interest in making rational decisions that maximise their own utility and do not
lead to situations that are detrimental to themselves. This is highlighted especially by the current
interest by companies in automating their business processes and offering specialised services
to paying customers, in order to gain some economic beneﬁt (as discussed in Section 1.1).
Despite this, the ﬁeld of service-oriented computing has often failed to view service consumers
and providers as fully autonomous and self-interested agents. Rather, they have been treated as
loosely coupled, but mostly cooperative entities that honour service requests without question.
This is unrealistic, because such an approach neglects the inherent uncertainty of autonomous
agents and fails to acknowledge the need for providers and consumers to reach mutually beneﬁ-
cial agreements over the provision of services.Chapter 2 Literature Review 14
FIGURE 2.1: Basic model of the participants in a service-oriented system and their interactions
(arrows originate from the usual initiators of the corresponding interactions).
speciﬁed and ﬁxed application interfaces. To illustrate this and to further extend our brief intro-
duction in Section 1.2, Figure 2.1 shows the basic interactions between service consumers and
providers that are a central feature of most contemporary service-oriented systems (Agrawal
et al. (2001); Papazoglou (2003); Huhns and Singh (2005)). Usually, a service provider will
publish descriptions of its services on some registry, which is accessible to potential consumers.
When a consumer requires a certain service, it will then search the registry, obtain the rele-
vant information about providers offering the service, and start to communicate directly with a
chosen provider.
The fundamental advantage of this process is that it is fully automated and requires no hu-
man intervention. This is achieved by using computer-readable descriptions of services, so
that consumers can automatically match their requirements with service offerings and adapt to
service-speciﬁc interfaces and protocols. In order to enable such automation, service-oriented
frameworks normally rely on standardised data formats to describe services and their interaction
protocols (e.g., WSDL and SOAP, which are discussed in Section 2.1.1).
In more detail, Huhns and Singh (2005) give several reasons why such an approach is appropri-
ate for building large open systems consisting of many interacting computational agents. These
include:
• Services are suitable abstractions of the functions that agents provide to each other (not
least due to the analogous use of the word in the real world). Speciﬁcally, they are at a
higher level than components in traditional software modelling approaches (e.g., objects
or procedures), they enforce loose coupling and, hence, simplify the implementation of
complex applications.
• Shared data formats, protocols and computer-readable service interfaces allow heteroge-
neous software components to communicate and interoperate, even if they were imple-
mented in different programming languages, reside on various platforms and were never
speciﬁcally designed to exchange data with each other.Chapter 2 Literature Review 18
by humans outside the Grid system (Verma et al. (2002)), or it might be carried out automati-
cally by software agents that search for and make agreements with appropriate service providers
(Norman et al. (2004)).
These concepts of high-performance distributed computing and the formation of VOs among
heterogeneous resource providers are central to Grid computing, and this is what deﬁnes the
ﬁeld, rather than a particular implementation. However, several systems and tools have emerged
(Baker et al. (2002)). One prominent example is the Open Grid Services Architecture (OGSA)
(Foster et al. (2002)), which is based on the Web services framework outlined in the previous
section. In this model, Grid resources are offered as Web services, which have been extended
to facilitate the formation of VOs. In particular, this is achieved by deﬁning protocols for man-
aging the lifecycle of services (so that service consumers can claim resources and release them
as needed) and notiﬁcation mechanisms that keep the consumers informed about the status of
its services. The Globus toolkit (Foster (2005)) provides additional tools to implement Grid
systems and includes a set of Grid services for common tasks (such as scheduling, monitoring
and discovery services), a messaging infrastructure, security mechanisms and service containers
that facilitate the deployment of new services. Many current Grid implementations use these
technologies to manage increasingly large systems, from the Open Science Grid (Pordes et al.
(2007)), the D-Grid (Gentzsch (2006)) to the National Grid Service (Geddes (2006)).
As such, Grid computing has so far concentrated on building the necessary infrastructure to
allow large numbers of users access to shared resources. This has resulted in systems that are
scalable and secure, but that are also tightly regulated by human administrators and that assume
essentially cooperative participants. Foster et al. (2004) argue that this leads to considerable in-
ﬂexibility, especially as Grid systems become increasingly heterogeneous and open. To address
this, they propose a synergy of the robust Grid infrastructure with the more ﬂexible decision-
making, coordination and negotiation procedures of multi-agent systems. In a similar spirit as
the overall aim of this thesis, such procedures would allow software applications to take deci-
sions autonomously in open Grid systems, where service providers are not generally cooperative
and where there is some competition between users.
Against this background, there has already been some interest by the research community in
dealing with competition amongst service consumers. In particular, some have proposed the use
of appropriate economic models to allocate Grid resources to consumers (Buyya et al. (2001)).
While no standards or widely-used market mechanisms currently exist in the Grid domain,
emerging work is addressing the need to account for the ﬁnancial remuneration of service use.
For example, the Grid resource broker Nimrod-G (Buyya et al. (2002)) accepts tasks from Grid
users and then allocates them to distributed resources that charge for their services. The current
implementation uses a simple pricing model that employs either ﬁxed prices or demand-based
functions to charge consumers, but the authors discuss at length a variety of other mechanisms,
such as auctions or bilateral negotiation to determine prices. Unfortunately, the Nimrod-G bro-
ker is not directly applicable to our work, because it relies on a centralised mechanism that
expects truthful service descriptions, does not take into account unreliable providers and offersChapter 2 Literature Review 23
Generally, there has been some interest in enabling explicit advance agreements between con-
sumers and providers for the provision of services. Web Services Agreement (WS-Agreement)
also provides a language for specifying SLAs, but additionally considers the overall lifecycle
of an agreement, including its initial negotiation, possible re-negotiation and expiry (Andrieux
et al. (2007)). However, both WS-Agreement and WSLA only deﬁne the necessary languages
and protocols to reach an agreement, without describing how computer applications might make
automatic decisions about these at run-time (in Section 2.2, we will discuss in more detail how
technologies from the ﬁeld of multi-agent systems may help automate these decisions.).
In the context of Grid computing, Czajkowski et al. (2005) argue that advance provisioning
will become more important over the coming years and gradually replace the current practice
of on-demand provisioning, where resources are made available only when they are actually
needed by the consumer. The authors believe that this will lead to higher reliability and quality
of services, and allow consumers a higher degree of control and ﬂexibility when choosing their
services. This view is supported by an empirical study conducted by Singh et al. (2007). Here,
the authors propose a strategy that provisions Grid resources in advance for a workﬂow, given
a set of offers from all service providers (which are assumed to be reliable). They show that
their strategy begins to outperform an approach based on on-demand provisioning as workﬂows
become increasingly parallel and there is an increasing load on the system. Speciﬁcally, their
strategy completes workﬂows in a shorter and more predictable amount of time at a similar cost.
In summary, the current work on QoS in service-oriented computing is a promising development
that will help consumers address the uncertainty and dynamism in large distributed systems. In
particular, consumers can use the performance information available through QoS ontologies
and repositories to select more reliable services that are appropriate for their workﬂows, and
we will discuss a number of current approaches for this in Section 2.4.3. Additionally, explicit
service contracts and advance provisioning further reduce the uncertainty in service-oriented
systems, as consumers can negotiate over the time-scales of services and any penalties that
should be imposed in case of failure. However, using such a contract model does not in itself
provide a reliable system — providers may still fail or defect maliciously, possibly leaving the
system without paying the agreed penalties.
The work mentioned here is vital for addressing our model requirements. First, QoS ontologies
and related work on monitoring service behaviour over time allows us to express non-functional
service parameters of hetergeneous providers (Requirements M.1, M.2.a, M.4 and M.5). Sec-
ond, work on advance provisioning and SLAs (along with the negotiation techniques that we
discuss in Section 2.2.2) is an important enabling technology for reaching advance agreements
and to provide ﬂexible pricing mechanisms (Requirements M.2.b and M.3.b).
Now, having discussed service-oriented systems, applications and related technologies, we turn
towards the ﬁeld of multi-agent systems. This research area has addressed some issues that are
central to our research, but that have so far been largely overlooked by work on SOC. These in-
clude the need to make rational decisions in uncertain environments, to model service providersChapter 2 Literature Review 32
it is vital that we consider current approaches for modelling trust and reputation in multi-agent
systems.
Now, there are many such approaches and models that differ in their representation and aggrega-
tion mechanisms (Ramchurn et al. (2004); Teacy (2006); Jøsang et al. (2007)). Some build their
ownframeworksto describedegrees oftrustusingdiscreteorcontinuous values (Abdul-Rahman
and Hailes (1997); Sabater and Sierra (2002)), but these often lack the semantic grounding of a
well-established formalism. This is addressed by other work that employs probability theory to
represent trust. These approaches typically model trust as a probability distribution over a binary
event, i.e., the probability that the agent performs the service that is required by the consumer
(Ismail and Jøsang (2002); Wang and Vassileva (2003)).
Speciﬁcally, Teacy et al. (2006) outline a particularly interesting approach that uses principled
probabilistic methods to combine direct observations with reputation reports from possibly in-
accurate sources. In particular, their work uses statistical techniques to establish the conﬁdence
of an agent in its trust values towards other agents based on the number of previous interactions
and then improves these, if necessary, by including the opinions of other agents. In so doing, it
ﬁlters out opinions that seem improbable, given the agent’s own experience and so their mech-
anism achieves some robustness against untruthful or noisy opinions. In further work, Teacy
(2006) shows how this model can be extended to represent continuous outcomes, such as the
duration of a service invocation.
In summary, the above work on modelling trust is vital as an enabling technology for our own
work. It offers feasible solutions for aggregating opinions about service providers who are
possibly unknown to the consumer and for instantiating QoS ontologies without relying on a
neutral and centralised observer. For these reasons, information provided by a trust model may
help us describe some of the uncertainty that providers display (Requirement M.1) and distin-
guish between heterogeneous providers that offer the same type of service (Requirement M.4).
Furthermore, research on modelling trust probabilistically provides us with a formal mecha-
nism for describing uncertainty and ﬁts naturally with the work on decision theory outlined
in Section 2.2.1. Hence, it will help us build a principled decision making framework under
uncertainty (Requirement A.1).
We now conclude our summary of multi-agent systems by looking at two systems that apply
agent-based techniques to service-oriented scenarios. Both of these research projects aim at
providing a basic infrastructure over which agents can negotiate about the provision of services.
We present these here, because they offer what we believe to be a more realistic model of
how services will be provisioned in distributed systems (rather than the remote procedure calls
predominantly used by Web services).Chapter 2 Literature Review 35
is the overall amount of this resource available, and mj is the maximum number of redundant
components that can be introduced at stage j.
Most commonly, the reliability R is simply the product of the success probabilities of all stages,





(1 − dnj+1) (2.5)
Generally these optimisation problems are difﬁcult to solve optimally — in fact, the above
formulation of the problem has been shown to be NP-hard by Chern (1992). They are usually
solved by ﬁnding an equivalent integer linear programming formulation and using established
techniques for these (Tillman and Liittschwager (1967); Mizukami (1968); Ghare and Taylor
(1969)) or by employing fast heuristics (Gopal et al. (1978); Kuo (2000); Liang and Smith
(2004)).
While this work on reliability engineering was originally applied in the manufacture of physical
devices, the idea of using redundancy to deal with failures has also been adopted by software
engineers in the form of n-version programming or similar approaches (Scott et al. (1987); Lyu
and He (1993); Aviˇ zienis (1995)). Here, critical software functionality is implemented several
times independently by a number of developers and then executed in parallel. If one version
fails or provides incorrect results, a voting mechanism is used to obtain the correct results from
the remaining versions. Huhns et al. (2003) describe how several autonomous software agents
can use similar mechanisms to cooperate in solving a common task and thus perform better and
more reliably than they could if solving the problem in isolation.
Redundancy has also been applied directly to the problem of offering more reliable services in
a distributed system. In particular, traditional Web servers often employ redundancy to seam-
lessly mask failed components (service failover) and to distribute requests to several replicated
servers to balance the load on each one (Ingham et al. (1999); Aghdaie and Tamir (2003)). Sim-
ilarly, the use of redundancy has been suggested to build fault-tolerant Web services (Keidl et al.
(2003); Li et al. (2005); Merideth et al. (2005)). However, most of this work concentrates on
the required infrastructure to build such robust systems. In work that is more closely related to
the problem addressed in this thesis, Huang et al. (2006) suggest collecting several unreliable,
but functionally equivalent services as part of a larger and more robust “service pool”. When a
consumer requests a service corresponding to the functionality offered by the pool, each of its
member services is invoked sequentially in a certain order until one of them returns successfully.
In this context, the authors present an algorithm for building such service pools, in order to meet
some given minimum reliability while minimising the overall invocation time.
We believe that redundancy is a vital technique for addressing unreliability in distributed sys-
tems, and the widespread availability of many independent services makes this a feasible option.Chapter 2 Literature Review 37
and may generate and consume resources (including data). These tasks may have intricate in-
terdependencies, which dictate how data is passed between them, and in which order they are
executed. As an example, Figure 2.4 shows a workﬂow from a domain that we are particularly
well acquainted with.
FIGURE 2.4: Example workﬂow summarising the tasks faced by a PhD student.
Workﬂows can be expressed in a variety of languages and formalisms, but these often offer
similar constructs for expressing tasks and their dependencies. In this context, van der Aalst
et al. (2003) describe twenty workﬂow patterns, which they believe cover most scenarios faced
by automated workﬂow management software. Our example includes the most common of these
in the form of task sequences (e.g., writing the thesis is followed by its defence), parallel tasks
(e.g., the literature review is carried out in parallel with the problem deﬁnition) and alternative
branches (e.g., the choice to re-write the thesis or to abandon the workﬂow).
In the context of distributed systems, workﬂows are a natural way to express how services can
be engaged in order to achieve some goal. For example, for a scientiﬁc Grid application, a
workﬂowmaycontaindifferentdataacquisitionandmanipulationservicesthatperformcomplex
calculations on behalf of the scientist (we discuss a detailed example in Section 3.5). In a
business scenario, a workﬂow may encapsulate the process of satisfying a large order from
a customer, which relies on services from the company’s warehouse, billing department and
possibly from external companies (e.g., for logistics, credit services and insurance). In practice,
many current approaches use statically deﬁned workﬂows that serve as a general template for
speciﬁc objectives and are then instantiated at run-time.Chapter 2 Literature Review 47
In conclusion, these QoS-based approaches show some promise. They acknowledge some un-
certainty about provider behaviour in the form of reliability measures (Requirement M.1.a), but
usually assume certainty about service durations and other quality measures. By modelling
each service explicitly with different quality values, these approaches address the inherent het-
erogeneity of such services (Requirement M.4). Service costs can also be included in the calcu-
lations(RequirementM.2.a), andmostoftheworkﬂowsconsideredareexpressive(Requirement
W.1), containing parallel, sequential and conditional branches (Cardoso et al. (2004)). The re-
ward models are simple as they rely on linear combinations of QoS values, but they take into
account global solution qualities such as the workﬂow completion time, can be adjusted ﬂexibly
by altering the weight vector and may include complex performance constraints (Requirement
W.2). Finally, QoS provisioning addresses service failures reactively by replanning (A.2.a) and
proactively by taking into consideration an overall reliability measure (A.2.b). There is even
some initial work on including redundancy.
Despite making some progress towards meeting our overall research requirements, we believe
that QoS-based provisioning in its current form is not usable in the environments we consider.
In particular, we note the following shortcomings:
• The weighted QoS function that is optimised is very simple and assumes that issues are
linear, additive and independent. In particular, reliability is treated as just another issue
that is substitutable, at a constant rate, with other qualities of the solution. Such behaviour
is not rational (as deﬁned in Section 2.2.1), will require careful manipulation of the ap-
propriate constraints and weights for each workﬂow, and so largely defeats the purpose of
designing an agent to automate the execution of workﬂows (our central research aim).
• The approach does not offer a good solution for generally highly unreliable services.
While it can optimise the overall reliability, the workﬂow will still fail when all services
in the system are unreliable or when the workﬂow is simply very long. For example,
when it provisions services with a reliability of 99% each for a workﬂow consisting of
100 tasks, the overall success probability is just under 37%. Redundancy may help with
this issue, but current work is insufﬁcient for the reasons outlined above.
• Although some of the above approaches suggest reactive re-planning in case of failures,
they do not reason about this in advance. This is a major shortcoming. For example, con-
stant re-planning may be expensive if services demand some payment for each invocation,
and so it may result in a large loss for the agent if it still fails to complete the workﬂow
in time. On the other hand, if services are cheap and plentiful, the agent may succeed
with a high likelihood despite a low initial reliability for the overall workﬂow. However,
it would need to plan ahead and leave sufﬁcient time in its schedule to attempt some tasks
several times before its deadline.
Another potential criticism is that QoS approaches rely on information that is provided to
them through service descriptions, which may be unreliable or even manipulated in order toChapter 2 Literature Review 52
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FIGURE 2.7: Summary of the work we build upon in this thesis.
intractable for large cases. Approaches that use heuristic methods seem most promising here to
satisfy our requirement for scalability (Requirement A.3).
In summary, many of our requirements have been considered in isolation or in the context of
different research. Hence, there are a number of tools that we can draw upon for our research
problem. However, there is currently no effective general strategy for provisioning services in
realistic distributed environments, where services are neither provided for free nor behave in a
reliable manner. To address this, we build on the work presented in this chapter (summarised in
Figure 2.7) and ﬁrst outline an abstract model of a service-oriented system in the next chapter.
Then, we consider a range of service-oriented environments, where varying amounts of service
performance information is known to the consumer and where different negotiation mechanisms
are used. In order to address these separately, exploiting the speciﬁc characteristics of each
environment, we develop several novel service provisioning strategies in Chapters 4–6.Chapter 3 Modelling a Service-Oriented System 58
1 T 2 T 3 T
Tasks
Service Types
2 t 5 t 4 t 3 t 6 t 1 t
FIGURE 3.4: Relationships between tasks in workﬂow and abstract service types.
can only be started once tasks t3, t2 and (by transitivity) t1 are completed. While this ﬁgure
only shows the tasks T and edges E, Figure 3.4 highlights the relationship between tasks in
the workﬂow and abstract service types (as given by function τ). In this example, several tasks
share the same service type (for example t1 and t3).
The utility function u deﬁnes how the service consuming agent is rewarded for the successful
completion of a workﬂow. This represents the value that the agent (or its owner) attaches to the
workﬂow and may, in practice, be the expected ﬁnancial gain of completing the workﬂow, or
simply a private utility value, as commonly used in decision theory (Raiffa (1968)). Here, we
assume that the reward is given only when the whole workﬂow is completed and that the amount
of the reward depends on the time at which it is completed2. Hence, we use a general utility
function that awards a maximum utility umax when the workﬂow is completed within a given
deadline tmax. When this deadline is exceeded, a penalty rate δ is deducted from umax for every
unit time step that the agent is late, until the agent gains no more positive utility, in which case
it receives a reward of zero, regardless of whether the workﬂow is completed at a later stage or





umax if t ≤ tmax
umax − δ(t − tmax) if t > tmax and t < tmax + umax/δ
0 if t ≥ tmax + umax/δ
(3.2)
In this context, we use tzero to denote the ﬁrst integer time step at which the consumer no longer
gains any reward, i.e., tzero = ⌈tmax + umax/δ⌉. In practice, when the consumer has not com-
pleted the workﬂow at time step tzero, we treat it as failed and assume that execution will stop
immediately (as doing otherwise is clearly irrational and may lead to inﬁnite execution times).
To illustrate this, Figure 3.5 contains some example utility functions. The function labelled
u1(x) rewards the consumer with umax = 400 up to the deadline tmax = 100. When this
deadline is exceeded, the utility of the workﬂow decreases slowly, with a penalty of only δ = 4,
thus representing a case where a small delay does not signiﬁcantly penalise the consumer. In
2Thisisconsistentwithmuchpreviousworkinthearea—Collinsetal.(2001)rewardanagentwithaﬁxedpayoff
for completed workﬂows, while Arunachalam and Sadeh (2004) and Irwin et al. (2004) describe utility functions that
depend on the time of completion.Chapter 3 Modelling a Service-Oriented System 68
environments, on the other hand, we propose decision algorithms that deal better with the larger
decision spaces. Taken together, these techniques therefore represent a set of algorithms and
tools that can be used in a range of different environments.Chapter 4 Service Provisioning with Limited Performance Information 86
successful or no more services are available (for now, we assume that vi mod ni = 0, so that
there are up to m = vi/ni invocations of exactly ni services each).
We note from this diagram that the consumer is guaranteed to pay the full cost of invoking all
ni services for task ti (nici) at least once. After this, the consumer generally has to pay again if
the previously invoked set of services has failed (each with probability 1− ˆ pi). Formally, we let
ˆ fi = 1 − ˆ pi and give the expected cost for task ti as follows6:
¯ ci = nici + ˆ fi  
 
nici + ˆ fi  
 
nici + ˆ fi  
 
... + ˆ fi   (nici)...
   
      
m instances of nici
(4.7)





= nici  
1 − ˆ fm
i
1 − ˆ fi
(4.9)
Equation 4.9 is the expected cost for task ti, assuming that vi mod ni = 0. To generalise this
result for cases where vi mod ni  = 0, we note that the consumer will invoke all remaining
services on its last try. For this case, we let m = ⌊vi/ni⌋ be the number of full invocations
(ni services each) and r = vi mod ni be the remaining number of services after m invocations.
Then, the consumer will pay cr = cir for the last invocation if all previous services have failed
(which happens with probability ˆ fm
i ). To generalise Equation 4.9, we simply include this cost:
¯ ci = nici  
1 − ˆ fm
i
1 − ˆ fi
+ ˆ fm
i cir (4.10)
Next, we are interested in calculating the expected time ¯ ti until the task is completed. We
deﬁne this as the mean time until the ﬁrst service completes the task successfully, conditional on
overall success (i.e., that at least one service is successful). First, we let  i be the mean duration
of a single invocation, conditional on overall success. In other words, given that ni services
are invoked and that at least one completes successfully before time-out wi,  i is the expected
duration of the fastest successful service.
To calculate  i, we ﬁrst let ˆ Di(x) be the cumulative (non-conditional) probability that at least
one out of ni services has ﬁnished successfully by time x:
ˆ Di(x) = 1 − (1 − (1 − fi)   Di(x))
ni (4.11)
6For the sake of readability, we do not provide a full derivation here, but rather refer the reader to Appendix D.
This appendix contains a more thorough treatment of this and other equations throughout the thesis (we will indicate
this in the text where appropriate).Chapter 4 Service Provisioning with Limited Performance Information 87








ˆ Di(k) − ˆ Di(k − 1)
 
(4.12)
Now, to calculate the overall expected time of the task, we again assume that vi mod ni = 0
and follow similar reasoning as for the expected cost by considering Figure 4.2. When the
consumer succeeds after state 1, its expected duration is then  i, and if it succeeds after state 2,
the expected duration is wi + i. We can formulate the general case, after the kth invocation as:
¯ dk = (k − 1)   wi +  i (4.13)




1 − ˆ fi
 
. Using this, and conditioning on an overall success, we can now write the







¯ dk ˆ fk−1
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(k   wi +  i)   ˆ fk
i
 







 i(1 − ˆ fm
i ) + wi
ˆ fi − m ˆ fm
i + (m − 1) ˆ fm+1
i
1 − ˆ fi
 
(4.14)
To generalise this when vi mod ni  = 0, we again let m = ⌊vi/ni⌋ be the number of full
invocations and r = vi mod ni the remaining services. We also let λi be the mean duration to
the ﬁrst success when r services are invoked (calculated analogously to  i in Equation 4.12),
and we let ˇ fr be the probability of failure when invoking r services in parallel. Then we can add





 i(1 − ˆ fm
i ) + wi
ˆ fi − m ˆ fm
i + (m − 1) ˆ fm+1
i
1 − ˆ fi
+ ˆ fm
i (1 − ˇ fr)(λi + mwi)
 
(4.15)
Finally, to calculate the variance, σ2
i , of the task, we let Ci be a random variable representing
the duration of the task, conditional on its success (note, its expected value, E(Ci), is equal to




i ) − E(Ci)2 (4.16)
7See Appendix D for a detailed derivation.Chapter 4 Service Provisioning with Limited Performance Information 88
We can calculate E(Ci)2 as given by Equation 4.15, but to calculate E(C2
i ), further steps are
necessary. First, we consider two cases, as before: (1) the task is successful during the ﬁrst m =
⌊vi/ni⌋ full invocations, and (2) the task is successful in the last invocation with r = vi mod ni
parallel services (if r  = 0). We use two random variables to denote the durations in each case —
Ai and Bi, respectively (again, these are conditional on the task being successful in each case).
In order to treat both cases separately, we can now re-write E(C2
i ), letting PA be the probability
that case (1) occurs, and PB the probability that case (2) occurs, both conditional on overall
success:
E(C2




1 − ˆ fm
i





i (1 − ˇ fr)




Furthermore, we separate each of these durations into the total time spent waiting for unsuccess-
ful invocations that are timed-out (we denote these as AWi and BWi) and the time that passes
during the last invocation before the ﬁrst service is successful (denoted as ADi and BDi), and
we note that these two components are independent of each other in our model. Beginning with
the ﬁrst case, we thus write:
E(A2
i) = VAR(Ai) + E(Ai)2
= VAR(AWi) + VAR(ADi) + (E(AWi) + E(ADi))2
= E(A2
Wi) − E(AWi)2 + E(A2
Di) − E(ADi)2 + (E(AWi) + E(ADi))2
= E(A2
Wi) + E(A2
Di) + 2E(AWi)E(ADi) (4.18)
The expected duration of a single invocation, E(ADi), is equal to  i, which we calculate using
Equation 4.12. The expected squared duration, E(A2
Di), is similarly calculated by multiplying
the term inside the summation by k2 instead of k. The expected waiting time, E(AWi), is
obtained from Equation 4.14:
E(AWi) =
wi
(1 − ˆ fi)(1 − ˆ fm
i )
( ˆ fi − m ˆ fm
i + (m − 1) ˆ fm+1
i ) (4.19)
To derive8 the expected squared waiting time, E(A2




(1 − ˆ fi)w2
i









(1 − ˆ fm
i )(1 − ˆ fi)2( ˆ fi + ˆ f2
i − m2 ˆ fm
i −
(2m + 1 − 2m2) ˆ fm+1
i + (2m − 1 − m2) ˆ fm+2
i ) (4.20)
8See Appendix D for a detailed derivation.Chapter 4 Service Provisioning with Limited Performance Information 93
FIGURE 4.3: Initial provisioning allocation.
FIGURE 4.4: Finally provisioned workﬂow.
the distribution of the overall completion time by summing the expected completions times
and variances along the critical path, using Equations 4.25 and 4.26. This yields a mean of
λW =
 




i = 0.87+2.81+36.63+4.88+12759.06+1.18 = 12805.43. Using these
as the mean and variance of a normal distribution (dW(x) in Equation 4.24, which was derived
using the central limit theorem), we estimate that the workﬂow will ﬁnish within the deadline
tmax with probability Dmax =
  tmax
−∞ dW(y)dy = 0.708395. We also estimate that the probability
of ﬁnishing between the deadline and tlast is Dlate =
  tlast
tmax dW(y)dy = 0.261157. In the lat-
ter case, we calculate the expected completion time using Equation 4.29 (¯ tlate = 296.766592).
Finally, using these intermediate values in Equation 4.31 yields a total utility estimate of ˜ u =
0.262624 (0.708395 150+0.261157 u(296.766592))−175.245220 = −140.94. This is low
because of the high degree of parallelism in the workﬂow (resulting in unnecessary expenses)
and the low overall success probability (resulting in a low estimated reward).Chapter 4 Service Provisioning with Limited Performance Information 96
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(c) Parallelism = 0.75
FIGURE 4.6: Several random workﬂows with 10 tasks, 3 different services types (indicated by
the task labels) and varying degrees of parallelism.
of edges that should be introduced as a proportion of the number of edges possible16 (Figure
4.6 shows some example workﬂows17). This workﬂow is then executed by a service-consuming
agent using one of the strategies outlined earlier in this chapter. These runs are episodic and
each involves the execution of exactly one workﬂow, with no interactions between successive
runs.
To analyse the performance of a particular strategy, our simulation executes a large number of
experimental runs (the data in this section was collected using 1,000 runs for each experimental
setup) and then records the following statistics18:
• The proportion of successful workﬂows for the strategy (where the strategy completes the
workﬂow within time t, so that u(t) > 0).
• The average proﬁt of the strategy (the proﬁt of a workﬂow execution is the difference
between the utility reward u(t) for completing the workﬂow and the incurred cost).
Theseindicatetheextenttowhichtheconsumeragent managestocompleteits workﬂowswithin
the given time-constraints and whether it manages to achieve a high average proﬁt at the same
time, without making an overall loss.
For the data presented in Sections 4.5.3 – 4.5.5, we used workﬂows with 10 tasks and a paral-
lelism parameter of 0 (i.e., without parallel tasks). This means that the experiments presented
here are particularly relevant to scenarios where workﬂows are highly interdependent. By using
such linear workﬂows, we were also able to check some of our results analytically to verify that
16We implement this by randomly populating an adjacency matrix until the given threshold is reached.
17To avoid confusion, it should be noted that Figure 4.6(c) represents a single workﬂow with 10 tasks, four of
which are immediately executable. Parts of the workﬂow are entirely disconnected in this case, because of the high
level of parallelism.
18To test for statistical signiﬁcance, we also record the variances of all averages.Chapter 5 Service Provisioning with Heterogeneous Providers 118
wherepistheoverallsuccessprobabilityoftheworkﬂow, dW isanestimatedprobabilitydensity
function for the completion time of the workﬂow if successful and ˜ c is an estimated cost.
Now, p, dW and ˜ c are obtained by aggregating a number of local parameters for each task in the
workﬂow, in the same manner as described in Section 4.4.3.2. However, due to the inclusion of
heterogeneous services, it is necessaryto adapt the local taskcalculations to our extended model,
and we detail these adaptations in the remainder of this section. As before, we are interested in
calculating four key parameters for each workﬂow task ti, given an allocation α(ti):
• The success probability pi.
• The expected cost ¯ ci.
• The expected completion time ¯ ti.
• The variance of the completion time σ2
i .
To calculate these, we deﬁne a number of terms. First, we let ˆ D(sx,t) be the probability that a
service sx has completed its service successfully within no more than t time steps of invocation
(not conditional on overall success):
ˆ D(sx,t) = (1 − f(sx))   D(sx,t) (5.8)
Furthermore, we let Ii(α,t) = {(x,y) | (x,y) ∈ α(ti) ∧ y ≤ t} be the set of provisioned ser-
vices and associated times that are invoked at most t time steps after task ti was started. Com-
bining this with Equation 5.8, we can calculate the probability that the task is completed suc-
cessfully within no more than t time steps, denoted Ei(α,t):
Ei(α,t) = 1 −
 
(x,y)∈Ii(α,t)
(1 − ˆ D(x,t − y)) (5.9)
To illustrate Equations 5.8 and 5.4, we return to the example allocation shown in Figure 5.3
(α(ti) = {(sa,0),(sb,0),(sc,0),(sd,15),(se,40),(sf,40),(sg,70)}), andassumethatthepro-
visioned services have failure probabilities, durations and costs as shown in Table 5.1. For ex-
ample, each of the three initially provisioned services, sa, sb and sc, has a failure probability of
f(sx) = 0.8, follows an exponential7 distribution with mean   = 20 for its duration and has
a cost of 5. In this context, Figure 5.4 shows ˆ D(sx,t) for the provisioned services, offset by
their respective invocation times, as well as the overall success probability for the task Ei(α,t).
This demonstrates how the individual duration distributions inﬂuence Ei(α,t) as more services
are invoked over time, and how the overall success probability rises quickly by provisioning
unreliable services redundantly.
7We use Exp(µ) to denote an exponential distribution with pdf p(x,µ) = µ
−1e
− x
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FIGURE 5.6: Detailed provisioning allocations for ﬁnally provisioned workﬂows. Each circle
represents one provisioned service instance of a particular population at a certain time.Chapter 6 Service Provisioning with Advance Agreements 155
Now, ﬁrst we are interested in calculating the expected cost of a provisioning decision. This is
simply the sum of all offer reservation costs and expected execution costs3:
¯ ct = ¯ cr + ¯ ce (6.2)





and ¯ ce is the overall expected execution cost for all offers. To calculate this, we deﬁne a number
of auxiliary terms:
• ˆ s : Z → Z is a sequence of all unique start times of the offers in γi in ascending order
(i.e., ˆ s(1) is the earliest unique starting time of any offer in γi, ˆ s(2) the second earliest,
and so on). For the offers in Figure 6.2, ˆ s = {(1,x),(2,x + 1),(3,x + 2),(4,x + 6)}.
• ˆ ps : Z → R is a sequence of real numbers, each of which represents the probability that
the corresponding element in ˆ s is the ﬁrst time step at which offers in γi can be invoked
(depending on the completion time of the task’s predecessors, as given by Ei). More
formally, for all n ∈ N, such that 1 ≤ n ≤ |ˆ s|:
ˆ ps(n) =
 
Ei(ˆ s(n)) if n = 1
Ei(ˆ s(n)) − Ei(ˆ s(n − 1)) otherwise
(6.4)
• opre : (Z × Z) → P(C) is a function that maps two time slots, ˆ t1 and ˆ t2, to the set of
offers that start on or after ˆ t1 and end on or before ˆ t2 (i.e., opre(ˆ t1,ˆ t2) = {c ∈ γi | t(o) ≥
ˆ t1 ∧ t(o) + d(o) ≤ ˆ t2}). For example, in Figure 6.2, opre(x + 1,x + 10) = {o2,o3,o4}.
• oafter : Z → P(C) is a function that maps a time slot, ˆ t, to the set of offers that start on or
after ˆ t (i.e., oafter(ˆ t) = {c ∈ γi | t(o) ≥ ˆ t}).
• cinv : C → R maps an offer to the expected cost of invoking it:
cinv(o) = ce(o) − Pf(o)δf(o) (6.5)
• pinv : (C × Z) → R maps an offer and a time step, ˆ t, to the probability that the offer will








3Here, and in the following, we assume that it is never rational for the consumer to invoke a service that is no
longer needed (i.e., that the expected execution cost is never negative). This assumption keeps the calculations more
concise, but can be easily relaxed.Chapter 6 Service Provisioning with Advance Agreements 162
sp can be invoked (i.e., that some of its predecessors will not be completed yet). Later we will
also use this parameter to decide exactly when to provision each task (see Section 6.2.4), but for
now it allows us to calculate some probabilities and expected values related to the task.
Speciﬁcally, the overall success probability can be obtained by simply considering all branches
of Figure 6.3 that result in success:
pi = pmlˇ ps(sl) + (1 − pml)(ˇ ps(sp) + ˇ pn(sp)ˇ ps(su) + ˇ pf(sp)ˇ ps(sf)) (6.27)
The expected reservation cost is the average reservation cost of the primary strategy:
cri = ˇ cr(sp) (6.28)
The expected execution cost is again calculated by considering the probabilities of all contin-
gencies:
cei = pmlˇ c(sl) + (1 − pml)(ˇ ce(sp) + ˇ pn(sp)ˇ c(su) + ˇ pf(sp)ˇ c(sf)) (6.29)
We use similar calculations for the expected time (denoted ¯ ti) and its expected square (denoted
¯ ts,i), both conditional on overall success as we are not interested in the durations of tasks that
have not been completed:
















 ˇ df(sp) + ta(sf) + ˇ ds(sf)
   
(6.30)













s(s) + ˇ pn(sp)ˇ ps(su) 
 
˜ vn(sp) + ˜ vs(su) +
 ˇ dn(sp) + ˇ ds(su) + ta(su)
 2 
+
ˇ pf(sp)ˇ ps(sf)(˜ vf(sp) + ˜ vs(sf)+
 ˇ df(sp) + ˇ ds(sf) + ta(sf)
 2   
(6.31)
The ﬁve parameters described above — the success probability of a task, pi, the expected reser-
vation cost, cri, the expected execution cost, cei, the expected duration, ¯ ti, and the expected
squared duration, ¯ ts,i — as well as the variance, vi, which can be calculated as in Equation 6.23,
give some general performance metrics for each task, given a set of strategies. Our agent uses
them to estimate the overall expected utility of an execution strategy, which we will elaborate in
Section 6.2.5.
However, sofarwe havelookedateach taskinisolation, calculated taskdurationswithouttaking


















































FIGURE 6.4: Algorithm 6.16 operating on an example workﬂow.
To illustrate this algorithm, Figure 6.4 shows how it determines the waiting time for a single
task in an example workﬂow. Here, we assume that it has already been executed on tasks t1 –
t5, which now have associated waiting times, and is about to examine task t6. For this task, the
agent has chosen an advance provisioning time of 35 time steps (ta(sp) = 35) and a maximum
late probability pml = 0.1.
The algorithm starts from the task in question, t6, and initialises the duration and variance of
the predecessors it considers, as well as the current provisioning time (dpre, dpre and t). This is
shown in step 1, which corresponds to the end of line 7 in the algorithm.
Following this, the algorithm enters its main loop and begins to traverse the critical path to task
t6 backwards (the critical path is shown by uninterrupted arrows). Step 2 shows the state of the
algorithm at the end of line 13 during its ﬁrst iteration. Here, it considers provisioning the task
during the execution of t4, but as the duration of the task is too short (dpre = 20) compared to
the required advance provisioning time of 35, the algorithm determines a negative provisioning
time and so continues to consider tasks along the critical path.Chapter 6 Service Provisioning with Advance Agreements 169
• All strategies (spi, sui, sfi, sli) and the late probability, pmli, are re-assigned randomly
from the available options.
• One of the task strategies, ω, is picked and changed to ω′ so that exactly one of its pa-
rameters (ta(ω′), tw(ω′), n(ω′), ϑ(ω′)) is different from the original. This is done in one
of four ways: either by increasing or decreasing the parameter by a single step, or by
randomly choosing one of the remaining higher or lower values.
• One of the task strategies, ω, is picked and changed in one of the three following ways: to
a random ω′, to its repeated or non-repeated equivalent, or to ωnull.
• The late probability, pmli, is changed to p′
mli in one of three ways: by randomly choosing
a value from (pmli,1), from (0,pmli), or by setting p′
mli = 0.
When altering the structure of the workﬂow, we change the precedence constraints E to E′
by either introducing or removing temporary edges. This allows us to represent the fact that the
consumer may prefer to delay the provisioning or invocation of certain tasks until the outcome of
other tasks is known. For example, the consumer might decide to delay a particularly expensive
task until it knows the outcome of another, highly unreliable task. Clearly, we never remove
the original edges in E, pick only from new edges that do not introduce cycles and we update
transitive dependencies, so that E′ remains a strict partial order.
In testing our optimisation algorithm, we noticed that we could consistently improve its perfor-
mance by making small adjustments, which are, for brevity, not shown in Algorithm 6.17. First,
we apply an additional penalty to solutions that result in a negative expected utility, to generate
a new expected utility value, ˜ u′, as follows:
δfail = (1 − p)umax (6.43)





˜ u if ˜ u > 0
˜ u − δfail if ˜ u ≤ 0 ∧ λW ≤ td
˜ u − δfail − δlate otherwise
(6.45)
This further encourages the algorithm to avoid the local maximum described above. Second,
we found that we could generally decrease the time to ﬁnd a good solution by immediately re-
considering the same neighbour generation strategy in line 4 if the previously generated neigh-
bour yielded a higher utility.
So far, we have discussed how the consumer can make high-level decisions about the provision-
ing of its workﬂow. In the next section, we describe how our mechanism is extended to deal
with new information as it becomes available during execution.Chapter 6 Service Provisioning with Advance Agreements 179
FIGURE 6.6: Workﬂow with initial high-level decisions.
FIGURE 6.7: Workﬂow after ﬁrst provisioning.Chapter 6 Service Provisioning with Advance Agreements 181
FIGURE 6.8: Urgent workﬂow with initial high-level decisions.



























































































FIGURE 6.11: Proportion of successful workﬂows in environments where providers increas-
ingly defect.
strategy managed to complete with a positive payoff. When providers never defect (¯ d = 0),
all strategies perform well, achieving between 70–90% of the maximum reward, and there is
no signiﬁcant difference between either of the global optimisation approaches and the ﬂexible
strategy. Intuitively, both global strategies are equivalent here, because there is no need to re-
provision failed tasks, and they both perform well due to the certain information they have about
the cost and duration of the complete workﬂow. The ﬂexible strategy similarly performs well —
although it does not provision the complete workﬂow in advance, it makes accurate predictions
at the start (with little uncertainty) and provisions services as it proceeds through the workﬂow.
The local optimisation approach performs worse than the other strategies, as it takes myopic
decisions and therefore occasionally exceeds tmax or even tzero.
As ¯ d increases, all strategies generally perform worse, because they increasingly have to payChapter 6 Service Provisioning with Advance Agreements 186
for services that do not perform as promised. The non-adaptive global optimisation strategy
is most affected as ¯ d begins to rise, due to it only attempting one execution of the workﬂow
before giving up. If it succeeds, it gains a relatively high reward, but if it fails, it loses its initial
investment. Hence, the performance trend follows closely the average success probability of
a single execution, i.e., the probability that all eight workﬂow tasks succeed: (1 − ¯ d)8. For
example, when ¯ d = 0.1, we expect the average success probability to be around 0.98 = 0.43,
while at ¯ d = 0.2, it drops to 0.88 = 0.17, and this is reﬂected closely by the shape of the graph.
At ¯ d = 0.3 and beyond, the strategy no longer makes a proﬁt, as it begins to fail most workﬂows
and consistently lose its investments.
In contrast to this, the adaptive optimisation strategy performs considerably better than the non-
adaptive one as the defection probability begins to rise, up to ¯ d = 0.4. On this interval, failures
occur occasionally and the adaptive consumer is generally able to re-provision the workﬂow
to meet its deadline. However, at ¯ d = 0.5, failures become too numerous (the consumer now
fails to complete 69.0% of its workﬂows before tzero) and the consumer begins to make an
overall loss. As the defection probability rises further, this loss increases, eventually levelling
off towards ¯ d = 1.0. This considerable loss occurs because the consumer lacks the capability
of predicting the overall cost it will incur by re-provisioning and whether this investment is
rational, given the defection probabilities of services. Rather, it will persist in retrying more
services and making further investments, despite a high probability of failure (at ¯ d = 0.8 and
beyond, the consumer completes no workﬂows successfully).
Next, the average proﬁt of the local strategy initially drops less quickly than the global strate-
gies. This occurs because it is less affected by a small a number of failures than the global
approach, which may need to re-provision its workﬂow completely upon a single failure. In
some environments, when the defection probability is ¯ d = 0.2 and ¯ d = 0.3, it even outperforms
the adaptive global approach for that reason. Beyond that, it drops more quickly and follows a
broadly similar trend to the adaptive global strategy, as it also invests heavily in services without
ever completing the workﬂow.
Itisinterestingtonoteherethatnoneofthenon-ﬂexibleapproachesconsistentlyoutperformsthe
others. When service outcomes are certain, the global approaches outperform the local strategy,
but as the defection probability exceeds 0.2, the local approach begins to dominate. Beyond
¯ d = 0.5, the non-adaptive global approach dominates, but only because it makes the smallest
loss. Also, none of the non-ﬂexible strategies are able to deal effectively with environments
where the defection probability is 0.5 or higher. Speciﬁcally, at ¯ d = 0.5, they all make a loss
and complete less than 40% of their workﬂows before tzero. At ¯ d = 0.6, this drops to 20%.
Finally, we consider the performance of the ﬂexible strategy. At low defection probabilities,
it achieves a similar performance as the global approaches. However, at ¯ d = 0.2, it begins
to clearly dominate all other strategies. Unlike the other strategies, it reasons explicitly about
failures and their impact on the workﬂow cost and execution time, and so at these higher fail-



























































































FIGURE 6.13: Proportion of successful workﬂows in environments where providers give re-
funds.
completes 1.6%. This good performance is due to the considerably lower cost of invoking ser-
vices redundantly, as now the consumer effectively pays for only those services that succeeded
rather than all invoked services. Even at ¯ f = 0.9, the ﬂexible approach still achieves a positive
proﬁt of 114.35 and completes 31.2% of workﬂows successfully.
For all values for ¯ f tested, the ﬂexible approach achieves an average proﬁt of 1026.53 ± 14.23,
the global approaches achieve 200.60 ± 26.07 (non-adaptive) and 335.80 ± 34.30 (adaptive),
while the local approach achieves 473.68 ± 17.13. The respective proportions of successful
workﬂows are 81.96 ± 0.42%, 16.74 ± 1.38%, 41.57 ± 1.86% and 43.30 ± 1.07%, which
supports14 Hypothesis 14.
14An ANOVA of the proﬁts, averaged over all environments, rejects H0 that they are equal (F = 873.93 and







































FIGURE 6.15: Proportion of successful workﬂows when advance provisioning is preferred
(negative adjustment) and when on demand is preferred (positive adjustment).
does well, because most services in the market are unreliable. In fact, at d = −0.1, these strate-
gies all make a net loss. In contrast to this, the ﬂexible strategy manages to achieve a high
proﬁt over all environments, and, in most cases, signiﬁcantly outperforms all other strategies.
This is because the ﬂexible strategy adjusts its provisioning strategies to the environment — at
d = −1, it provisions services, on average, 43.05 ± 0.72 time steps in advance, at d = 0, this
drops to 14.71 ± 0.36 and at d = 1, it provisions only 3.57 ± 0.12 time steps ahead. How-
ever, we also note that the ﬂexible strategy is now outperformed at d = −1 (at d = −0.9,
there is no signiﬁcant difference). In this cases, it suffers from not provisioning all offers in
advance (and thereby producing a tight-ﬁtting but reliable schedule). Instead, the strategy con-
tinues to provision only parts of the workﬂow (although now provisioning further ahead) and
hence sometimes exceeds tmax. Nevertheless, when averaging over all values for d considered
here, the ﬂexible strategy achieves an average utility of 1143.61 ± 12.12, while the global ap-
proaches achieve only 109.69 ± 17.78 (non-adaptive) and 428.40 ± 24.70 (adaptive), and the
local approach achieves 516.37 ± 15.17. The corresponding proportions of successfully com-
pleted workﬂows are 95.83±0.22%, 13.11±0.90%, 53.20±1.36% and 59.78±0.77%, which
supports15 Hypothesis 15.
To summarise our empirical evaluation, Table 6.8 shows the average utility each strategy gained
in the various environments discussed in this chapter. It is clear that the ﬂexible strategy out-
performs all other strategies we tested here. In the following section, we brieﬂy show that these
trends also hold for larger, more complex workﬂows.
15Again, an ANOVA rejects H0 that all mean proﬁts are equal (F = 1825.08 and p < 0.001). Pairwise t-tests
conﬁrm that the ﬂexible strategy outperforms all others (all with p < 0.001), and Fisher’s exact test conﬁrms that
the ﬂexible strategy is more successful than the others (all with p < 0.001).Chapter 7 Conclusions and Future Work 207
estimate, as it uses the mean task durations to ﬁnd this critical path, without considering the
possibility that other tasks outside this path may in fact take longer at run-time.
To improve this, it may be possible to ﬁnd an analytical solution to the overall probability dis-
tribution when certain assumptions about the workﬂow structure are made (e.g., that the graph
is a tree or that it is reducible). When these assumptions do not hold, there are a number of
existing techniques that can improve the accuracy of the critical path technique. For example,
these include techniques that also take into consideration the variance of tasks to calculate the
most critical path (Soroush (1994)), that identify a number of candidate critical paths (Dodin
(1984)) or that use simulation to obtain distribution estimates (Cook and Jennings (1979)). Any
of these techniques would require few modiﬁcations to our proposed model.
Next, it will be interesting to adapt our approach to a range of negotiation mechanisms. Cur-
rently, we use the contract net protocol in Chapter 6, which is a common and simple mechanism
for multi-agent systems. However, there are many others that have been proposed in the litera-
ture and which we summarised brieﬂy in Chapter 2. We believe that our current model can be
adapted for these strategies with only few modiﬁcations — for example, the high-level strategies
we use in our work can be adapted to refer to the use of different negotiation protocols and pos-
sibly for bidding strategies on these protocols (e.g., how fast to concede in bilateral negotiation
or what service requests to post in a reverse auction).
Moreover, our work can be extended to consider systems that display a higher level of dynamism
than considered thus far. As described above, in Section 7.2.6.3, we currently consider that
the availability of offers and their performance characteristics vary according to probability
distributions and a stochastic birth-death process. However, we do not currently assume that
the underlying parameters of these distributions change over time. Clearly, this shortcoming
should be addressed in future work, to enable us to model systems where signiﬁcant changes
may take place (e.g., where demand for particular services suddenly rises dramatically, or where
new providers with signiﬁcantly higher reliability enter the system).
Generally, such dynamism will most likely be addressed by work on trust and reputation, which
has already considered how to track changes in the performance of agents (see Chapter 2). In
this case, the updated values could simply be used in our existing algorithms and provisioning
could be adapted at run-time in a similar manner as described in Chapter 6. However, even
when dynamic trust and reputation information is available, our work on high-level strategies
may need to be revised, as it depends on derived performance information that the consumer
has accumulated itself. This might be addressed by constantly observing the market during
execution and updating the strategy library accordingly, possibly by considering only offers
over a limited time-frame.
Finally, the work in this thesis has been concerned with proposing a generic decision-making
procedure for ﬂexible service provisioning in distributed systems. As such, we have con-
centrated on abstract, high-level concepts when referring to services and workﬂows, without
grounding our techniques in speciﬁc technologies and applications. While this has allowed usChapter 7 Conclusions and Future Work 208
to take a general approach, more work will be required to apply our work directly to a particular
application and we intend to consider this in future work.
In more detail, we believe that our techniques will ﬁt naturally on top of existing workﬂow ex-
ecution engines (discussed in Section 2.4.1). As an additional decision-making layer in these
applications, our algorithm can automate the provisioning of services, given an abstract work-
ﬂow and a suitable service index (which could range from simple manually speciﬁed lists of
services to sophisticated semantic matchmaking mechanisms based on OWL-S or SAWSDL).
Furthermore, we believe we can build on and extend work that has already proposed dynamic
provisioning techniques for established technologies, such as Web services and WS-BPEL (see
Chapter 2). This might include work by Friese et al. (2005) on self-healing WS-BPEL work-
ﬂows or work by Mandell and McIlraith (2003) on using semantically annotated services to
provision abstract WS-BPEL workﬂows.
This concludes the summary of our research contributions and future work. To give further
background information, the following appendices provide some supplementary material that
extends the main work presented in this thesis. Speciﬁcally, Appendix A shows that our work
is robust to inaccurate service information, Appendix B investigates the scalability of our ap-
proach, Appendix C provides results regarding the hardness of the provisioning problem, Ap-
pendix D discusses in more detail some of the equations presented in our work and Appendix E
































































FIGURE A.4: Effect of overestimating the service duration of providers (ǫd > 1).
when this is not needed. However, the loss in performance is clearly very small. This is because
the consumer will occasionally wait longer than required or incur extra expenditures by provi-
sioning parallel providers, but in many cases, the providers will simply complete their services
earlier than anticipated and the consumer will be able to continue the workﬂow immediately and
without penalty.
To conclude the sensitivity analysis, the results presented in this section show that our strategy
is robust to small and moderate inaccuracies. In all cases, it performs well when the information
provided is within 10% of the true value, and often errors up to 20% and 30% lead to onlyAppendix A Sensitivity Analysis 213
marginal decreases in performance, especially when the consumer is overly pessimistic (i.e.,
when it overestimates the failure probability or duration of services). Overall, performance
generally degrades gracefully as larger errors are introduced into the information that is known
about providers (until they are too large to be of any value to the consumer — e.g., as ǫd reaches
0.5).
We also identiﬁed one case where underestimating the failure probability of providers can lead
to poor performance. However, this only occurs in very speciﬁc scenarios when providers are
highly unreliable and when the error in information is a signiﬁcant 20%. Hence, our strategy
may beneﬁt from identifying these conditions in advance (e.g., by observing that the expected
utility of a provisioned workﬂow is very low compared to the expected cost). Nevertheless,
the overall results presented here are promising, showing that our strategy is applicable even
in environments where completely accurate performance information is unavailable (as will be

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































FIGURE B.5: An example workﬂow with nT = 1024.Appendix C NP-Hardness of Provisioning Problem 222
a static market, where the returned offers for any call for proposal always correspond to the ser-
vice instances outlined above, regardless of the time step that is requested. An agent following
an optimal strategy will then start to buy offers from the market if and only if the KNAPSACK
instance on which it is based is satisﬁable.
In conclusion, the results in this appendix demonstrate that the provisioning problem is inher-
ently hard and that there is no polynomial time algorithm to solve it optimally, unless P=NP.