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We consider the dynamics of spatially-distributed, diffusing populations of organisms with antago-
nistic interactions. These interactions are found on many length scales, ranging from kilometer-scale
animal range dynamics with selection against hybrids to micron-scale interactions between poison-
secreting microbial populations. We find that the dynamical line tension at the interface between
antagonistic organisms suppresses survival probabilities of small clonal clusters: the line tension
introduces a critical cluster size that an organism with a selective advantage must achieve before
deterministically spreading through the population. We calculate the survival probability as a func-
tion of selective advantage δ and antagonistic interaction strength σ. Unlike a simple Darwinian
selective advantage, the survival probability depends strongly on the spatial diffusion constant Ds
of the strains when σ > 0, with suppressed survival when both species are more motile. Finally, we
study the survival probability of a single mutant cell at the frontier of a growing spherical cluster of
cells, such as the surface of an avascular spherical tumor. Both the inflation and curvature of the
frontier significantly enhance the survival probability by changing the critical size of the nucleating
cell cluster.
I. INTRODUCTION
Antagonistic interactions between species, genotypes,
or different organism types within a population are ubiq-
uitous across the tree of life and span many length and
time scales. For example, animal species such as the
fire-bellied and yellow-bellied toad can interbreed and
create selectively disadvantageous hybrids. The selec-
tion against hybrids can stabilize the ranges of these
toads, creating narrow interfaces or “clines” between
the species [1]. On much smaller length scales, many
Gram-negative bacteria have a type-VI secretion sys-
tem which allows them to inject nearby cells with “ef-
fector” molecules that can poison incompatible strains
[2]. Genetically encoded toxin-antitoxin cassettes confer
protection on the poisoners. Like the selection against
hybrids, this antagonistic interaction stabilizes linear in-
terfaces between spatial domains or circular boundaries
surrounding genetically homogeneous patches of organ-
isms [3]. For a review of social interactions between mi-
croorganisms in two dimensions, see Ref. [4].
Distinct clones within cell tissues may also have an-
tagonistic interactions. For example, cancers have a par-
ticularly rich ecology [5] due to their heterogeneous ge-
netic composition [6]. Competitive interactions such as
amensalism, in which a strain can inhibit the growth
of nearby strains while remaining unaffected, is likely
present amongst the heterogeneous cells of a tumor.
Such an interaction may lead to the stabilization of dis-
tinct clones in solid tumors [7]. Understanding such eco-
logical effects within the tumor is crucial for develop-
ing better cancer treatment options [8]. Similar antago-
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nistic effects are relevant for species with artificial gene
constructs, such as the CRISPR-Cas9 technology intro-
duced to contain certain pest populations [9]. In this
case, the effective antagonistic interaction between the
engineered and wild-type pest strains provides a mech-
anism for control of the wild-type population [10]. We
model two-dimensional populations of two antagonistic
strains, relevant for all of these scenarios. In this pa-
per, we study not only flat, two-dimensional populations
(as one might find in the animal range scenario), but
also thin, effectively two-dimensional frontiers of grow-
ing spherical clusters of cells. The latter evolutionary
dynamics has implications for antagonism near the fron-
tiers of avascular tumors.
We focus on the dynamics of two species, labelled blue
and yellow, with growth rates Γb and Γy, respectively.
Consider a monolayer or thin layer of individuals at car-
rying capacity, such that the fraction of yellow cells is f
and the fraction of blue is 1 − f . To model the antago-
nism, we suppose that the growth rates depend on the
local fraction of the other species. Hence,{
Γy = Γ
0
y + α(1 − f)
Γb = Γ
0
b + βf
, (1)
where Γ0y,b are base growth rates and the parameters
α and β are the amplitudes of the fraction-dependent
contributions for the yellow and blue strain, respectively
[11]. We will take α, β ≤ 0, so that the two strains have
mutually antagonistic interactions and suffer a growth
penalty when either type grows next to the other. As
discussed below, these interactions create a dynamical
“line tension” γ between cell types, as shown in Fig. 1,
where yellow and blue strains demix more readily as we
make α, β more negative. We will explore this effect in
this paper. Here we use new coordinates δ = α − β and
2σ = −(α + β)/2. The line tension γ is a monotonically
increasing function of σ, γ ≡ γ(σ), in the third quad-
rant of the phase diagram in Fig. 1 [12]. As we shall see,
the antagonistic interactions enhance the effect of birth-
death fluctuations (called genetic drift) that locally fix
the population to all yellow (with f = 1) or all blue
(f = 0), even if the phase that fixes has a genetic disad-
vantage.
We also discuss briefly the α, β > 0 case, i.e., the first
quadrant of Fig. 1. Here, we have mutualism where each
cell type benefits from the presence of the other type. In
this case, there is a possibility of a “mutualistic phase”
in which the two species remain mixed as the popula-
tion evolves (shown schematically as a wedge centered
on the line α = β in the first quadrant of the phase
diagram in Fig. 1). In this case, the mutualistic phase
has to combat number fluctuations embodied in genetic
drift, which can drive the population locally to fixation
of one or the other strain. Although mutualism prevails
in the entire first quadrant within mean field theory, the
region of stable mutualism is reduced to a narrow wedge
by these fluctuations. This mutualistic regime has been
observed in yeast range expansions [13] and has been the
subject of previous theoretical work [11, 12].
FIG. 1. Phase diagram sketch for frequency-dependent in-
teractions α, β for two-dimensional populations or the dy-
namics at the flat, leading edge of a three-dimensional range
expansion. To explore the third quadrant (α, β < 0) of this
phase diagram, it is convenient to work in rotated coordi-
nates δ ≡ α − β and σ ≡ −(α + β)/2. When α, β < 0, the
line tension between domains increases with increasing σ > 0.
In the first quadrant (α, β > 0) beneficial interactions lead
to a mutualistic phase (green wedge), seen in experiments on
range expansions of yeast strains [13]. The effective potential
V [f ] for the fraction of yellow strains f is indicated in the
various (α, β) regimes. In the third quadrant, this potential
has two local minima at f = 0, 1. The dashed lines bounding
the third quadrant are limits of metastability for V [f ]. On
the right we show simulations of an initially well-mixed pop-
ulation of yellow and blue cells in equal proportion, evolved
for t = 2000 generations for three values of α = β ≤ 0. If
α 6= β, one of the strains has a selective advantage and can
out-compete the other strain.
We will focus on thin populations and monolayers of
individuals in particular. This scenario could describe
a thin layer of microorganisms on a Petri dish, a geo-
graphical range of animals, or the frontier of a growing
cancerous cell mass. In the latter case, we assume the
growth to be avascular, with the tumor receiving nutri-
ents only via diffusion from the surrounding medium.
Then, only the cells close to the curved frontier will di-
vide and this interface becomes in effect a locally two-
dimensional population. Such a growth modality has
been observed in microspheroidal tumor cultures [14].
Consider the local fraction f ≡ f(x, t) of yellow cells
at some position x = (x, y) in the population at time t.
We will assume for simplicity throughout our paper that
the base growth rates in Eq. (1) are equal: Γ0b = Γ
0
y =
τ−1g with τg a generation time. Using the growth rates
in Eq. (1) and standard techniques [15], a simple time
evolution for the spatial fraction results,
∂tf = Ds∇2f + f(1− f)
[
δ
2
+ σ (2f − 1)
]
+ η¯, (2)
where σ = −(α + β)/2 is an antagonistic interaction
strength (α, β < 0), δ = α − β is a selective advantage
of the yellow cells, and η¯ ≡ η¯(x, t) is a stochastic noise
due to individual cell births and deaths. The nonlinear
noise is interpreted in the Itoˆ sense, has a zero average
〈η¯〉 = 0, and has correlations bilinear in the organism
fractions f(x, t) and 1− f(x, t),
〈η¯(x, t)η¯(x′, t′)〉 = Dgf(1− f) δ(x− x′)δ(t− t′), (3)
where Dg is a genetic drift strength. For a monolayer of
cells that is replaced every generation time τg, we have
Dg ≈ 2a2/τg, with a the effective spacing between or-
ganisms or cells. For cells on a Petri dish, we expect a
to be about a cell diameter. More generally, we expect
Dg ∼ a2/(τgNeff), where Neff is a local effective popu-
lation size. Details of such stochastic “stepping stone
models” [16], with a focus on one spatial dimension, are
reviewed in Ref. [15]. We shall also see that the dynam-
ics embodied in Eqs. (2) and (3) can be interpreted as
a noisy evolution in an effective potential V [f ], which is
sketched in Fig. 1 for various α and β parameter regimes
of interest. This potential has two local minima at f = 0
and f = 1. The dashed lines bounding the third quad-
rant in Fig. 1 are limits of metastability for V [f ].
As is typical of non-equilibrium systems, the initial
condition for the populations plays a crucial role. Unlike
equilibrium systems which evolve to a unique state fully
specified by a free energy, the nature of the initial distri-
bution of strains within the population can dramatically
influence the subsequent evolutionary dynamics. In this
paper we will focus on two kinds of initial conditions: (1)
a randommixture of yellow and blue cells with equal con-
centrations [〈f(x, t = 0)〉x = 1/2, where 〈·〉x represents a
spatial average] which coarsens over time as illustrated
in Fig. 1, creating genetic “sectors” whose typical size
grows in time, and (2) a dilute suspension of yellow cells
with a selective advantage δ > 0 in an otherwise all-blue
population, as shown in Fig. 2(a). The first initial con-
dition is analogous to spinodal decomposition [17], and
3would arise from an initial condition of genetic mixing
in the mutualistic wedge in the first quadrant of Fig. 1
with α ≈ β > 0, if the population were suddenly moved
to an environment with α ≈ β < 0.
In the first scenario, strains can compete with each
other locally and the mixture coarsens over time. This
behavior is typical in microbial studies where such an
initial condition may be generated by inoculating, say,
a well-mixed planar array of bacteria without flagella
on a Petri dish [3]. We will first study the coarsening
properties of the domains in this scenario. In this case,
we assume cells that are killed off by antagonism give up
their volume by bursting, with contents that are either
absorbed into the agar gel, or provide nutrients to the
antagonists. The phase diagram describing the long-time
dynamics as a function of σ and δ for a random mixture
of blue and yellow cells in equal proportions is sketched
in Fig. 1. When δ > 0, the yellow cells will eventually
sweep the population. When δ < 0, the blue cells are
victorious. We will study the coarsening dynamics near
the line δ = 0, and study the effect of increasing σ.
In the second scenario, yellow cells (representing, e.g.,
rare mutants within the population), if they survive ge-
netic drift, can out-compete neighboring blue cells when
their selective advantage δ > 0. If the resultant yellow
cluster reaches a certain critical cluster size, it can spread
through the blue population, as shown in Fig. 2(a).
We will connect such a dynamics to a nucleation and
growth process where the blue population represents a
metastable state and the yellow cells correspond to a sta-
ble, nucleating minority phase. This connection is pos-
sible because Eq. (2), apart from the noise correlations
in Eq. (3), has an identical form to the stochastic partial
differential equation describing non-conserved, model A
dynamics at a first-order phase transition [17, 18]. We
shall now briefly comment on the difference in the noise.
In the typical (model A) nucleation and growth sce-
nario, such as in a kinetic Ising model in two dimensions,
or near a two-dimensional liquid-vapor phase transition,
the noise comes from thermal fluctuations throughout
the system and has a simple correlation: The nonlinear-
ity f(1− f) in Eq. (3) is replaced by a constant propor-
tional to the temperature. In contrast, for our antag-
onistic evolutionary dynamics, the noise has nonlinear
correlations and acts only close to interfaces between
“phases” of f = 1 (yellow cells) and f = 0 (blue cells).
However, when interfaces between the two phases are
sharp (the so-called “thin-wall limit”), thermal noise in
model A primarily acts to distort the position of the in-
terface: the low-energy modes excited by thermal noise
are translations or undulations of the nucleating droplet
boundary [19, 20], as shown schematically in Fig. 3(b).
In one spatial dimension, it can be shown rigorously
that the interface dynamics behaves like a random walk
biased by the asymmetry in potential well depth [21].
Hence, it seems reasonable to conjecture that the model
A scenario and the antagonistic dynamics are analogous
in the thin-wall limit for single “droplets” of the sta-
ble phase (yellow cells) surrounded by the metastable
FIG. 2. (a) Evolution of a dilute suspension of yellow cells (at
an initial fraction f0 = 0.02) in units of the generation time
τg, in a population of blue cells for antagonism strength σ =
0.675 and a small selective advantage δ = 0.045, given in units
of τ−1g . The total simulated population is a monolayer of
2048 by 2048 cells with periodic boundary conditions. With
these parameters, the yellow cells, even though they have a
selective advantage, must create a roughly circular cluster
larger than a critical size of about 40 cells in order to be able
to generate a spreading population. Note the very similar
pattern of yellow clusters in the last two frames, showing
that essentially all the yellow clusters exceed the critical size
when t = 3200. (b) Survival probability P s∞ of a single yellow
cell in a sea of blue as t → ∞ for the indicated values of σ
and δ. The black dashed line shows the Kimura formula in
Eq. (4), evaluated in the limit of a large system size. The
white dashed line indicates the boundary at which the yellow
strain state becomes metastable.
phase (blue cells). Specifically, the dynamics described
by Eq. (2) should reduce, in this thin-wall case, to the
dynamics of a fluctuating, sharp interface. Thus, for the
problems of interest to us here, it seems plausible that we
can evaluate the nonlinear noise correlations in Eq. (3) at
the middle of the interface where f = 1/2, a conjecture
we check with our numerical simulations below.
It is also worth noting that in the case σ = 0 and vari-
able selective advantage δ, the survival probability P s∞
at long times (t → ∞) of a single yellow cell in a sea of
4blue is given by the celebrated Kimura formula, which,
although originally derived for well-mixed populations,
is remarkably independent of the spatial structure of the
population under rather general conditions [22]. For a
single cell in a population of N ≫ 1 blue cells, this for-
mula reads:
P s∞ =
1− exp [−τgδ/2]
1− exp [−τgNδ/2]
≈ 1− exp
[
− δ
Dg
∫
d2x f(x, t = 0)
]
≈ A0δ
Dg
, (4)
where τg is the generation time. The first line is the
original formula of Kimura [23], and the second line is
its generalization to two dimensions with σ = 0 (no an-
tagonism). The first approximate equality only holds
for N so large that τgNδ ≫ 1. Note the remarkable
independence of this result on the precise spatial ar-
rangement of yellow cells at t = 0, f(x, 0). The initial
area occupied in the case of an isolated yellow cluster is∫
d2x f(x, t = 0) = A0 (A0 ≈ a2 for a single cell with
diameter a). The last approximate equality in Eq. (4)
requires a small selective advantage, δ ≪ Dg/A0, which
will be our regime of interest. BecauseDg ∼ a2/(τgNeff),
we require δ ≪ τ−1g for the special case of a single mu-
tant cell and Neff = 1. Note also that this formula is
independent of the spatial diffusion coefficient Ds. This
is a general phenomenon and has been checked for a wide
range of systems [22, 24, 25].
We plot Eq. (4) on one of the panels of Fig. 2(b), where
it clearly fits our simulation data (described below) for
σ = 0 (with τgDg/A0 = 1.00± 0.01 as a fitting parame-
ter). We shall see that when we include an antagonistic
interaction, σ > 0, the survival probability of a single
mutant cell (or small patch of cells) as a function of se-
lective advantage δ is strongly suppressed, as illustrated
in Fig. 2(b). Moreover, the formula for P s∞ is qualita-
tively different for σ > 0 and depends explicitly on the
spatial diffusion constant Ds and the spatial structure of
the population.
The paper is organized as follows: In Section II, we de-
scribe our simulations and analytic approaches. In Sec-
tion III, we consider how domains of yellow and blue cells
coarsen over time for δ = 0 and σ ≥ 0, i.e., right along
the line of first-order transitions in the third quadrant of
Fig. 1. We show that increasing σ increases the line ten-
sion between yellow and blue cell clusters, as illustrated
in the population snapshots in Fig. 1. In the Section IV,
we analyze the probability that a single yellow cell sur-
rounded by blue cells is able to create a cluster that
survives and eventually expands at long times. In Sec-
tion V, we extend our analysis of the survival probabil-
ity to range expansions with inflating spherical frontiers,
such as the surface of an avascular solid tumor. We con-
clude with some discussion of our results and prospects
for future work in Section VI.
FIG. 3. (a) The stochastic equation [Eq. (5)] governing the
evolutionary dynamics can be interpreted as a (spatial) es-
cape over a barrier problem with the indicated potential V [φ].
Note that the barrier height is proportional to σ for σ ≫ δ,
while δ sets the difference between the two minima. (b) The
nucleation over the barrier occurs when a disc-shaped clus-
ter forms with a radius rd larger than a certain critical size
rd > r
∗
d. By studying fluctuations around the critical clus-
ter (dashed line), we are able to calculate the escape rate
Γ at which clumps of yellow cells close to this critical size
are able to nucleate and grow. As discussed in detail in Sec-
tion IV, we work in the thin-wall limit rd ≫
√
Ds/σ, where
the boundary between the yellow and blue cells is sharp and
the nonlinear noise in Eq. (3) produces undulations in the
interface position as shown.
II. SIMULATIONS AND ANALYSIS
To begin, it is convenient to make some connections to
models describing the relaxation of an (Ising-like) mag-
netic spin system to equilibrium. To do this, we change
variables from f to φ = 2f − 1, so that the yellow and
blue strains correspond to φ = ±1, respectively. With
this variable change, the equation of motion in Eq. (2)
is analogous to the dynamics of an Ising-like system well
below the critical temperature Tc, with a coarse-grained
“magnetism” φ evolving in a potential V [φ] which ex-
hibits two minima at φ = ±1 (e.g., the two magneti-
zations of an Ising spin) in such a way that the total
magnetization of the system is non-conserved (model A)
[18]. Note that, although competing cell populations are
clearly a form of “active matter” [26], the dynamics of
motile bacterial and Janus particles that motivate many
of these studies do not involve cell divisions, and hence
are better described by variants of model B dynamics,
with a conserved order parameter [18]. In our evolution-
ary dynamics, model A time evolution means that the
total fraction of yellow and blue cells is not conserved,
and instead varies in time. The equation of motion in
Eq. (2) is now conveniently rewritten as
∂tφ = Ds
[
∇2φ− 1
Ds
dV
dφ
]
+ η (5)
〈η(x, t)η(x′, t)〉 = Dg(1− φ2)δ(x− x′)δ(t− t′), (6)
where η = 2η¯ is again a nonlinear noise and V [φ] =
(φ + 1)2
[
2δ(φ− 2) + 3σ(φ− 1)2] /24 has a double-well
structure for σ > δ/2 > 0, as shown in Fig. 3(a) and in
Fig. 1. In this regime, the blue state becomes metastable.
5The double-well structure of the potential allows us to
naturally connect the antagonistic dynamics to nucle-
ation and growth, a connection that was made previ-
ously in the ecological context by Rouhani and Barton
[27] and in the context of gene drives [10]. Although
it is tempting to interpret the limit σ → 0 in Fig. 3 in
terms of an Ising model in a magnetic field just below its
critical point, this is precisely where the unusual noise
correlations of Eq. (3) become important, and produce
the distinctly non-Ising model features in the first quad-
rant of the “phase diagram” shown in Fig. 1.
How shall we deal with the peculiar noise correlations
〈η(x, t)η(x′, t′)〉 = Dg(1−φ2) δ(x−x′)δ(t−t′) in Eq. (6),
which differs from conventional model A dynamics [18],
even deep in the third quadrant? Although the noise
η here is manifestly non-thermal and provided by the
intrinsic birth-death dynamics of the individual cells, it
will nevertheless be helpful for us to think about Eq. (5)
as the dynamics of a field φ as it relaxes to a minimum
of the following “free energy”:
E[φ] ≡
∫
d2x
[
1
2
(∇φ)2 + V [φ]
Ds
]
. (7)
The field η(x, t), then, can be thought of as a thermal
noise that acts only at interfaces between domains of
φ = ±1. At these interfaces, we have φ ≈ 0 and the
noise correlations in Eq. (6) are approximately indepen-
dent of φ. Here, we can connect the noise to an inverse
temperature via a formula analogous to the fluctuation-
dissipation theorem:
β ≡ 2Ds
Dg
, (8)
so that near domain interfaces, we have
〈η(x, t)η(x′, t′)〉 ≈ 2β−1Dsδ(x− x′)δ(t− t′) [18, 28]. We
shall test this approximation further in Section IV. We
may now draw analogies between relaxation dynamics of
a magnetic spin system and the evolutionary dynamics.
We also implement simulations of monolayers of cells,
growing either in a two-dimensional triangular lattice or
at the edge of an inflating spherical clump of cells. The
simulation approaches will be similar to the ones em-
ployed in Refs. [12, 29], which we review briefly here.
We evolve cells one cell division at a time, either in a
triangular lattice or on the surface of a spherical cluster
of cells generated using the Bennett hard sphere pack-
ing algorithm [30]. During each division, three adjacent
cells compete to divide into the new spot, as shown in
Fig. 4(a). It is convenient to parameterize as follows
in order to have the simulations best approximate our
choice of parameters in Eqs. (1,2): If two cells are blue
and one is yellow, then the probability the cell is yel-
low is py = 1/3 + α¯, with α¯ ≡ δ/9 − 2σ/27. Otherwise,
if we have two yellow and one blue cell, py = 2/3 − β¯,
where β¯ ≡ −δ/9 − 2σ/27, where δ and σ are in units
of τ−1g . All other possibilities follow from probability
conservation. Because we assume no spontaneous muta-
tions on the time scale of our simulations, the daughter
cell that appears in a pocket formed by three adjacent
cells of the same color will have the same color. Some
examples are illustrated in Fig. 4(a). For the triangular
lattice, we keep dividing cells to fill in a staggered copy
of the lattice, representing the next generation of cells.
For the spherical cluster growth, a generation time τg
passes when the total spherical cluster grows by a full
cell diameter a .
FIG. 4. (a) A two-dimensional population of spherical cells
with diameters a arrayed as a triangular lattice, evolved one
generation at a time by staggering the lattice in each subse-
quent generation and allowing for three cells to compete to
divide into each empty spot. We show two examples of such
evolutions, where py is the probability that the empty site
is yellow. The quantity α¯ is related to the selective advan-
tage and antagonism parameters δ and σ of our competition
model by α¯ = δ/9− 2σ/27. (b) The structure factor S(k, t)
at t = 16000 generations for a simulation with an initially
well-mixed blue and yellow population with σ = δ = 0 (voter
model). Note that the structure factor close to the origin,
which characterizes large distance correlations, is isotropic
(depends only on the distance k ≡ |k| away from the origin
Γ) and has a peak at k = 0. We choose our units such that
the cell diameter a = 1. For a triangular lattice of organism
positions, S(k, t) is defined on a hexagonal Brillouin zone.
An important quantity we use to characterize the
coarsening dynamics in the next section is the structure
factor, defined as
S(k, t) =
∑
x
〈φ(y, t)φ(y + x, t)〉y eik·x, (9)
with k = (kx, ky) a 2-dimensional wavevector and 〈. . .〉y
is a spatial average and an average over many simulation
runs. For the triangular lattice with each cell a diameter
a away from its six nearest neighbors, k ranges over a
hexagonal Brillouin zone as shown in Fig. 4(b). If we
have an initially isotropic distribution of organism types,
we then expect that S(k, t) will also be isotropic during
the evolution of the population in time and hence only
dependent on k ≡ |k| at least close to the origin, where
we expect details of the lattice structure to drop out. We
may use S(k, t) to estimate the characteristic size ξ(t)
of strain domains at time t. As S(k, t) is expected to
evolve as in a system with non-conserved dynamics, we
anticipate that it develops a peak at k = 0 [see Fig. 4(b)]
which will grow and sharpen over time [17]. Hence, we
can estimate a domain size ξ(t) from the half-width at
half maximum of the structure factor peak at k = 0,
kHWHM, where kHWHM(t) ≈ 2pi/ξ(t).
6We can also estimate the average interface density ρint.
for a population of N cells using the structure factor.
If the cells are close-packed on some lattice with cell-
diameter spacing a, then the density of interfaces ρint.
at time t is given by
ρint. ∝ 1
a2Nz
∑
x,δ
〈
[φ(x) − φ(x + δ)]2〉
∝ −∇2S(x = 0, t) ∝
∑
k
|k|2S(k, t), (10)
where 〈. . .〉 is an average over many simulation runs and
we sum over all cells at positions x and their z nearest
neighbors at relative positions δ. Note that the sum-
mand in the first line of Eq. (10) is only non-zero when
δ spans an interface between organism types. In the
second line, we take the continuum limit |δ| → 0 and
use a finite-difference approximation to the Laplacian,
which can be written in Fourier space as a sum over
wave-vectors k in the Brillouin zone (BZ) in Fig. 4(b).
A convenient quantity, then, measurable in either ex-
periments or simulations in which we uniformly sample
Nk different wave-vectors (over the Brillouin zone, say)
reads:
NS(t) ≡ 1
Nk
∑
k
|k|2S(k, t) ∝ ρint.(t). (11)
The constant of proportionality will depend on the par-
ticular lattice or microscopic implementation of the sim-
ulated evolution. We now proceed to the results of our
simulation and analytic approaches.
III. DOMAIN COARSENING
We first consider a well-mixed initial condition with
equal proportions of blue and yellow organisms and ask
how the domains of blue and yellow coarsen over time
with no selective advantages (δ = 0) but variable antag-
onism σ (as in Fig. 1). The structure factor is indeed
isotropic at long wavelengths, as shown in Fig. 4(b).
When σ = 0, the dynamics of the system reduce to
the voter model [12], at which we get a peculiar “line-
tension-less” coarsening. In fact, the full structure fac-
tor for the voter model can be calculated exactly and
matches our results for σ = 0 [31]. In this case, although
the largest domain size in the system grows as
√
t, the
density of interfaces decays with a much different (and
slower) 1/ ln t behavior. The latter slow decay is due
to the presence of very diffuse domains in the system.
The behavior of S(k, t) at larger wavevectors k probes
the interface topology. Specifically, for sharp interfaces,
we expect according to Porod’s law that S(k, t) ∼ 1/k3
for large k (for a two-dimensional system) [17]. This is
indeed what happens for σ > 0 when we have antago-
nistic interactions, as shown in Fig. 5(b). In the voter
model case σ = 0 in Fig. 5(a), we see that S(k, t) ∼ 1/k2
for large k, instead, consistent with the absence of sharp
FIG. 5. Log-log plots of the structure factor S(k, t) (k = |k|)
for different times t (in generations) for an initially well-mixed
population of yellow and blue cells in equal proportion with
no selective advantage (δ = 0). In (a), σ = 0 and the system
exhibits voter-model coarsening dynamics, characterized by
diffuse interfaces, which in Fourier space creates the 1/k2 tail
in the structure factor. Conversely, when we have antagonism
as in (b), where σ = 0.675, we find Ising-model coarsening
with sharp domain walls and a 1/k3 tail. Note that in both
cases, the structure factor has a peak at k = 0, which in-
creases and sharpens in time. We use the half-width at half
the peak maximum, kHWHM, to estimate the characteristic
size of coarsening domains (see Fig. 6).
interfaces between domains and suggesting that the con-
tribution to S(k, t) for large k is dominated by small,
isolated cell clusters, as can be seen in the σ = 0 panel
of Fig. 1.
To detect this change in the character of the domain
interfaces between σ = 0 and σ > 0, we look at both
the interface density ρint. and the typical domain size
ξ [as judged from NS(t) in Eq. (11) and the inverse of
the half-width at half-maximum kHWHM of the structure
factor peak at k = 0, respectively] as functions of time
t. We observe in Fig. 6 the marked difference between
these two quantities. The characteristic domain size ξ(t)
always increases as ξ ∝ √t, with the constant of pro-
portionality only weakly dependent on the antagonistic
interaction strength σ, as indicated by the substantial
overlap between the various lines in Fig. 6(a). In sharp
7FIG. 6. (a) Half-width of the structure factor peak (at k = 0)
evaluated at half the maximum (HWHM) as a function of
time t (in generations) for various antagonism strengths σ.
Note that for all values of σ, the width decreases proportion-
ally to 1/
√
t, consistent with a typical domain size coarsen-
ing as ξ ∼ k−1
HWHM
∝ √t. (b) The quantity NS(t), defined
in Eq. (11), is proportional to the interface density ρint.(t).
As σ increases, the density transitions from a 1/ ln t decay to
a much faster 1/
√
t decay at longer times, consistent with a
sharpening of domain walls with separation ∼ √t.
contrast, the interface density ρint. decay depends very
strongly on σ. As σ is increased, the line tension at the
boundary increases and the interfaces between the do-
mains sharpen. This leads to a transition from a 1/ ln t
decay for σ = 0 to a much faster 1/
√
t decay for σ > 0,
as shown in Fig. 6(b). This increasing line tension with σ
also has a pronounced effect on the survival probability
of organism genotypes, as we will see in the next section.
IV. SINGLE CLUSTER DYNAMICS
Let us now consider the fate of a single yellow cell in a
(very large) blue cell population, representing some rare
mutation, for example. When σ = 0 and the yellow cell
has a small selective advantage δ > 0, then the probabil-
ity that it sweeps the population is given by the formula
in Eq. (4). However, as soon as σ > 0 and there are
antagonistic interactions, the effective line tension dis-
cussed in the previous section strongly suppresses the
survival probability, as is evident in Fig. 2(b). This sup-
pression can be understood by noting that for σ > δ/2,
the potential shown in Fig. 3 develops a barrier for tran-
sitioning between the blue state (φ = −1) and the more
favorable yellow type (φ = 1). Similar to conventional
nucleation theory, the yellow cell must eventually gen-
erate a sufficiently large cluster of offspring to overcome
this barrier.
We first consider the deterministic dynamics of a yel-
low cell cluster for σ > δ/2. That is, consider a “droplet”
solution to the dynamical equation Eq. (5) in the absence
of noise (η = 0). If the droplet interface width ∼
√
Ds/σ
is much smaller than the droplet radius rd(t) (see Fig. 3),
then we can look for solutions φ(r, t) ≡ φ∗[r − rd(t)], in
which the cluster maintains a stationary interface pro-
file φ∗(z) and has a time-dependent radius rd(t). Under
the assumption that the interface profile does not change
as the yellow cell cluster expands or shrinks, the profile
φ∗(z) can be estimated from the stationary solution to
Eq. (5):
∇2φ ≈ ∂
2φ∗
∂z2
=
1
Ds
dV
dφ
[φ = φ∗], (12)
which, under the appropriate boundary conditions
[φ(z → −∞) = 1 and φ(z → +∞) = −1] is solved
by
φ∗(z) = − tanh
[√
σ
4Ds
z
]
, z = r − rd(t). (13)
This solution holds provided the variation of φ∗(z) is
localized around z = r−rd = 0 and the cluster radius rd
is large compared to the interfacial width: rd ≫
√
Ds/σ.
In this thin-wall limit, we can use Eq. (13) to recast our
free energy in Eq. (7) as an energy for a disc-shaped
cluster
E[rd] = 2piγrd − picr2d, (14)
with a line tension γ = (2/3)
√
σ/Ds and a condensation
energy c = δ/(3Ds). Moreover, the dynamics in Eq. (5)
becomes [17]
drd
dt
= −Ds
rd
+
δ
2
√
Ds
σ
. (15)
There are two important aspects of the Eq. (15) dy-
namics. First, when δ = 0 (so that the competing or-
ganisms are selectively neutral), the droplet nevertheless
shrinks and we get the solution rd(t) =
√
(r0d)
2 − 2Dst,
with r0d the initial cluster radius. This solution suggests
that curved clusters will have radii that shrink as
√
Dst
as we would expect from the non-conserved, Ising-like
Allen-Cahn (model A) dynamics [32]. Note that the dy-
namics is independent of σ, consistent with the results
for the domain size ξ(t) we saw in Fig. 6(a). Second,
there is a stationary radius r∗d at which drd/dt = 0. This
is the critical droplet size: If the initial rd(t = 0) is
larger than this size, then the two-dimensional droplet
grows systematically larger with time, with eventually
rd(t) ≈ (δ/2)
√
Ds/σ t, where the interface can be re-
garded as a pushed genetic wave [1, 10]. Otherwise,
8the droplet shrinks. Upon setting drd/dt = 0, we find
r∗d = γ/c =
√
4Dsσ/δ2. Therefore, in order for a yellow
cell cluster to survive, genetic drift [i.e., the fluctuations
embodied in the interfacial noise of Eq. (6)] must over-
come the line tension to inflate the droplet to the critical
size r∗d, after which it may grow deterministically. This
is the rate-limiting step in the nucleation and growth
process for an organism with selective advantage δ, and
we conjecture that the probability of this step for this
nonequilibrium dynamical system, i.e. the survival prob-
ability, is given by an Arrhenius factor:
P s∞ = Ωe
−βE[r∗d] = Ωe
−
8piDsσ
3Dgδ , (16)
where E[r∗d] = 4piσ/(3δ) is the energy of the critical
droplet, β is the inverse “temperature” in Eq. (8), and
Ω is a more subtle prefactor which we now describe.
The prefactor Ω will have two contributions. First,
note that there is nothing in Eq. (16) that specifies an
initial condition. In the usual (homogeneous) nucleation
and growth dynamics, thermal fluctuations are responsi-
ble for initially nucleating the stable state, so the initial
condition could be just the uniform metastable (blue)
phase. On the other hand, for our evolutionary dynam-
ics with the nonlinear noise that vanishes away from in-
terfaces, all nucleating yellow cell clusters must come
from yellow cells already present in the initial condition.
Hence, the specific initial condition (a single yellow cell,
say), will influence the prefactor Ω. Secondly, it is known
that shape fluctuations around the critical droplet shape
(reminiscent of entropy effects in equilibrium systems)
will contribute to Ω [19, 33]. In the thin-wall limit, these
fluctuations are undulations of the interface position as
shown schematically in Fig. 3(b).
In the thin-wall limit rd ≫
√
Ds/σ, the critical
droplet can be thought of as a closed loop with a spec-
trum of fluctuations which can be derived from the “free
energy” in Eq. (7). The fluctuations of this loop are
driven by thermal noise in the case of conventional nu-
cleation and growth. For our evolutionary dynamics,
the interface shape fluctuates due to the nonlinear noise
in Eq. (3). However, because the dynamics at the inter-
face dominates in this thin-wall limit, we expect that the
usual nucleation and growth analysis will work well, pro-
vided we evaluate the noise at the middle of the interface
where φ = 0 (or f = 1/2). Another possibility, similar to
the approach for deriving Eq. (15) from Eq. (5), is to av-
erage the nonlinear noise correlations over the stationary
interface profile φ∗ given by Eq. (13). This alternative
procedure does not change our results in any substan-
tial way (compared to evaluating the noise at φ = 0)
and amounts to a simple rescaling of the genetic diffu-
sion constant: Dg → 4Dg/5. As we use Dg as a fitting
parameter when we check our analysis with simulations,
the two approaches give identical results.
Once we approximate the two-dimensional droplet of
genetic material with a selective advantage δ as a fluc-
tuating loop, we can exploit the results of Voloshin,
[19] who showed that in the thermal system (i.e., an
Ising model below Tc), the nucleation rate (including
FIG. 7. Survival probabilities P s∞ of clusters starting from a
single yellow cell in a sea of blue cells for varying antagonism
σ and selective advantage δ, evaluated at times long enough
to ensure convergence using triangular lattices of N = L2 to-
tal cells with periodic boundary conditions. (We checked that
nearly identical results are obtained for L = 512, 1024.) (a)
Semi-log plot of P s∞ as a function of δ for the indicated values
of σ. The dashed line indicates the nucleation theory result
in Eq. (17). (b) Now σ is varied for the indicated δ. Note
that in this case, the survival probability decays exponen-
tially as a function of σ for fixed δ, as predicted by Eq. (17).
(c) A data collapse of all of the survival probability data,
over a wide range of δ and σ, using Eq. (18), where we plot
P s∞e
σ/σ0/δ vs. σ/δ with τgσ0 ≡ 3Dgτgδ0/(8piDs) ≈ 0.23.
The solid line is constructed with Eq. (18) with best-fit pa-
rameters Ds/Dg = 0.0280± 0.0002 and τgδ0 = 0.054± 0.002.
The vertical dashed line shows the limit of metastability; to
the left of this line, the nucleation barrier vanishes.
the prefactor and the Arrhenius term) in two dimensions
is completely determined by the temperature, and the
fluctuation-renormalized condensation energy c and line
tension γ. The result for the nucleation rate Γ, which is
necessarily proportional to the survival probability P s∞
in our problem, is
P s∞ ∝ Γ =
βc
2pi
e−β
piγ2
c ≈ δ
3piDg
e
−
8piDsσ
3Dgδ , (17)
where we have substituted in for the inverse tempera-
ture β using Eq. (8) and used the results for the line
tension and condensation energy γ = (2/3)
√
σ/Ds and
c = δ/(3Ds). As Γ is a probability per unit area, the
constant of proportionality must be an area related to
the initial condition for our population genetics prob-
lem, which is in this case a single cell. We thus expect
that this factor is some constant close to a2. As we shall
see, this assumption allows standard formulas from nu-
cleation theory to be matched smoothly onto the Kimura
9results for fixation probabilities when σ = γ = 0, and
leads to an understanding of fixation probabilities in a
much larger domain.
Although for a selective advantage such that δ > 2σ we
no longer have a potential barrier and a critical droplet
size [recall that |δ| = 2σ defines the limit of metasta-
bility for the potential energy displayed in Fig. 3(a)],
we can still use the σ = 0 limit to set the constant of
proportionality between Γ and P s∞. In addition, we ex-
pect corrections to the nucleation formula in Eq. (17) in
the exponential term, correcting the effective free energy
associated with the critical droplet (to account for devi-
ations from the thin wall limit, possible pinching off of
the interface, deviations from the δ ≪ σ limit, etc.) [19].
With these considerations in mind, we conjecture the
following formula for the survival probability of a single
yellow cell in a two-dimensional population of blue cells:
P s∞ =
A0δ
Dg
exp
[
−8piDsσ(1 + δ/δ0)
3Dgδ
]
, (18)
where δ/δ0 is a correction term that takes into account
behavior away from the δ ≪ σ limit. Note the important
dependence on the spatial diffusion constant Ds when
σ > 0, in contrast to the Kimura result for a single cell
in Eq. (4), which is independent of Ds.
We now test this result via computer simulations. The
Dg/A0 part of the prefactor can be set by fitting to
σ = 0 data; we find Dg/A0 = 1.00± 0.01 in units of in-
verse generation time τ−1g . This result is plausible since
both τgDg and A0 are expected to be of order a
2. We
then determine just two dimensionless fitting parame-
ters: Ds/Dg = 0.0280±0.0002 and τgδ0 = 0.054±0.002,
which can be found by fitting P s∞ as a function of both σ
and δ for the data with σ/δ > 1/2. The fit indicates that
the spatial diffusion coefficient Ds is small compared to
the constant Dg controlling genetic drift, consistent with
the small effective population size embodied in our simu-
lation approach. The cells we model on a triangular sim-
ulation lattice only diffuse via cell division displacements
and do not have an independent motility. With just two
fitting parameters, we find good agreement between the-
ory and simulation for P s∞ as a function of both σ and δ,
as shown in Fig. 7. Note that apart from the δ/δ0 correc-
tion, we get excellent data collapse of P s∞e
σ/σ0/δ [where
σ0 ≡ 3Dgδ0/(8piDs)] versus σ/δ, as shown in Fig. 7(c),
where we also indicate the best fit.
Our fit to nucleation theory, shown in Fig. 7(b,c), re-
veals that the survival probability, apart from some cor-
rections to scaling at large δ, decays exponentially with
the ratio σ/δ. This prediction is verified in the simula-
tions. To get this good agreement, it was necessary to
run the simulations until either the yellow cell cluster
died out completely or spread through a large enough
fraction of the population so that ultimate fixation is in-
evitable; this fraction was typically taken to be a quar-
ter or a half of our simulation area. These simulation
times can be quite long because the survival probability
P s(t) typically decays as a power-law in time t. This
slow decay can be understood for small σ and δ from
the behavior at the voter model point σ = δ = 0. Here,
standard results [34] show that the survival probabil-
ity in two spatial dimensions for a yellow cell cluster
spawned from a single initial yellow cell decays accord-
ing to P s(t) ∼ ln t/(pit), consistent with our simulation
results from early to intermediate times before P s(t) sat-
urates to its limiting value of limt→∞ P
s(t) = P s∞ at long
times. Some examples of the behavior of P s(t) as a func-
tion of time t are shown in Fig. 8(c).
An interesting aspect of the evolutionary dynamics
studied here is the fixation time, i.e., the time neces-
sary for the yellow cell cluster to definitively sweep the
population. A rough estimate of the fixation time tf for
a surviving cluster is tf = tnucl+(L− r∗d)/vd, where L is
the linear extent of the system, vd = (δ/2)
√
Ds/σ is the
yellow droplet growth velocity (after it becomes larger
than the critical size), and tnucl is the “nucleation time”
it takes for the yellow cell cluster to grow from a single
cell to the critical size. The quantity tnucl is challenging
to estimate because, unlike the late-time droplet growth
governed by the deterministic velocity vd, the early-time
yellow cluster dynamics are strongly influenced by the
nonlinear noise η in Eq. (5) that is ultimately responsi-
ble for overcoming the line tension induced by the an-
tagonism σ > 0. A proper analysis would examine the
evolution of the initial condition to the critical droplet
shape under the stochastic evolution of Eq. (5). Here we
will only make the approximate estimate given below.
The motion of the yellow-blue interface in the presence
of noise requires a delicate analysis, and various regimes
are possible depending on the magnitude of the genetic
drift Dg [35]. We can make a crude estimate by assum-
ing that a surviving subcritical yellow cluster propagates
into the blue territory as a very noisy Fisher wave, driven
by the genetic drift, spatial diffusion, and selective ad-
vantage δ > 0. The velocity of such a wave scales accord-
ing to vF ∼ Ds
√
δ/Dg [36], which yields an estimated
tnucl ∼ r∗d/vF ∼
√
Dgσ/(Dsδ) /δ. This approximation
yields, for example, a reasonable tnucl ≈ 500 generation
times for the evolution in Fig. 2(a). However, the an-
tagonism σ will surely modify the growth speed of the
droplet and a proper analysis of the early-time dynamics
would take into account the metastability for σ > δ/2.
The interplay of the antagonism and the genetic drift
noise is subtle; understanding the detailed interface mo-
tion is an active area of current research, even in one
spatial dimension [37]. A more detailed analysis of the
fixation time is outside of the scope of this paper. We
will now analyze new features for survival probabilities
on inflating spherical frontiers.
V. SURVIVAL AT INFLATING FRONTIERS
These antagonistic dynamics can also play out on
the surface of growing tissue or at the edge of a three-
dimensional microbial colony. This is a natural setting
for the study of avascular tumors [29], as a tumor often
contains a heterogeneous distribution of strains which
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prefer different microenvironments, resulting in a com-
plicated tumor ecology [5, 7, 8]. With this motivation,
consider a spherical clump of cells (e.g., a solid tumor)
with a radius R(t) that grows linearly in time:
R(t) = R0(1 + t/t
∗), (19)
where R0 is the initial radius and t
∗ = R0/v is a time
scale associated with the speed v of the growing tu-
mor frontier. This simple microspheroid model captures
many of the essential features of real tumors, especially
in the early avascular stages of tumor development [38].
We will assume for simplicity that the frontier of the
spherical tumor remains smooth, and neglect the inter-
esting enhancement of genetic boundary wandering asso-
ciated with rough interfaces [12, 39]. In simulations, this
constraint can be implemented by requiring the cell clos-
est to the center of the spherical cluster to divide first.
This condition mimics an effective “surface tension” for
the mass of cells, a plausible assumption since cell masses
of microbes and cell tissues are known to behave as (vis-
coelastic) fluids under many circumstances [40, 41]. We
assume that nutrients are available primarily to cells at
the frontier of the growing three-dimensional tumor, so
that only these cells can undergo cell divisions.
We again consider a single mutant yellow cell appear-
ing at the frontier of a blue spherical cluster with an
initial radius R0. The yellow variant grows with some
selective advantage δ over the surrounding (blue) tumor
cells, as would be the case for a “driver” mutation at a
two-dimensional tumor surface [42]. This mutated strain
might prefer its own special microenvironment and try
to poison or attack its competitors, who may, in turn,
produce secretions harmful to the mutant. We thus as-
sume the curved two-dimensional blue/yellow cell inter-
face is associated with some antagnostic interaction with
a characteristic σ. An important question from the point
of view of the tumor ecology is: What is the proba-
bility that the yellow cell is able to sweep the popula-
tion? As illustrated in Fig. 8(a,b), this quantity will
depend strongly on σ, as discussed above for the flat
two-dimensional environments. However, in this curved
setting with growth, inflation at the tumor frontier en-
hances the survival probability P s, as investigated pre-
viously with theory and simulations for the σ = 0 case
as a function of δ [29].
When σ > 0, we again expect a nucleation and
growth scenario, with a line tension on the curved two-
dimensional tumor surface playing a key role. However,
there are two important modifications to the theory in
a flat environment: First, we have the inflationary effect
due to the growing spherical frontier, with R(t) increas-
ing linearly with time according to Eq. (19). This factor
will be especially important at late times t ≫ t∗. Sec-
ond, the curvature of the frontier will also play a role,
especially if the two-dimensional critical radius r∗d of a
curved yellow domain at the frontier is comparable to
R0 [43, 44]. These curvature effects will be particularly
important for early times t ≪ t∗ when R(t) is close to
its initial radius R0.
FIG. 8. Spherical range expansions evolved from an initial ra-
dius R0 = 40a to a final radius Rf = 200a (160 generations),
with a the cell size, with an initial fraction of f0 = 0.02 yellow
cells for the indicated values of the antagonism σ and yellow
selective advantage δ. In (a), we see that yellow sectors form
and spread (as logarithmic cones on average). The surround-
ing blue cells are shown in a transparent blue color. In (b),
the antagonism prevents most yellow clusters from forming,
despite their selective advantage δ = 0.045. (c) Survival prob-
ability P s(t) of a yellow cluster starting from a single yellow
cell mutant at the frontier (surrounded by all blue cells) as a
function of time t in generations in a regular (flat) geometry
(bottom two curves) and on the surface of an inflating spher-
ical population with initial radius R0 = 40a. Note that after
a crossover time t∗ = R0/v = 40τg , the flat and sphere cases
start to diverge. The inflating spherical geometry enhances
the survival probability.
A convenient coordinate system for describing these
dynamics is one in which each point y on the population
frontier at time t is traced back to a reference position
x = R0y/R(t) on the initial frontier. In this coordinate
system, the dynamics evolves according to Eq. (2) but
with the altered spatial and genetic diffusion constants
Ds,g → Ds,g/(1 + t/t∗)2. A detailed analysis for σ =
0, the case of zero antagonism, gives us an inflationary
analog of the Kimura formula (see [29] for details) for the
survival probability of a single yellow cell on an initially
all blue cell spherical frontier:
P s∞(σ = 0, δ, t
∗) = 1− exp
[
− 4A0e
−t∗δ/2
Dgδ(t∗)2G(t∗δ/2)
]
≈
[
e−t
∗δ/2
(t∗δ/2)2G(t∗δ/2)
]
δA0
Dg
, (20)
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FIG. 9. (a) Simulated survival probability of single yellow cell
of diameter a in an initially all blue spherical cluster of cells
with radius R0. The survival probability P
s is evaluated at
a final radius of Rf ≈ 200a and averaged over at least 32000
runs. (b) Theoretical predictions for the long-time survival
probability P s∞ [see Eq. (23)] for the same initial radii R0,
with fit parametersDg = 33±4 andDs = 0.43±0.06 (in units
where a = τg = 1). We also fit the parameter τgDg/A0 =
0.983±0.008 with the σ = 0 data. The theoretical prediction
matches to the simulations reasonably well, except near the
two boundaries δ = 0 and σ = 0 of the plot, where either
the critical radius is larger than the sphere radius (δ = 0
boundary) or where we no longer have metastability (σ = 0
boundary). This breakdown is illustrated in the inset, which
shows the relative error (P s − P s∞)/P s between simulation
and theory for R0 = 30a.
with G(x) =
∫∞
x z
−2e−zdz an incomplete gamma func-
tion. Note that Eq. (20) reduces to Eq. (4) in the
t∗δ → ∞ limit of a planar frontier. It can be checked
that the inflating survival probability at long times is
always larger than the non-inflating one: P s∞(0, δ, t
∗) >
P s∞(0, δ,∞) for any t∗ < ∞. As expected, the inflat-
ing environment on the surface of the sphere always
enhances survival. Moreover, note that the survival
probability no longer vanishes as the selective advantage
δ → 0. Indeed, inflation can rescue neutral mutations
from extinction, as discussed in more detail in [29].
When we include antagonistic interactions and set
σ > 0, we first return to the nucleation and growth anal-
ogy and explore the deterministic dynamics of a clus-
ter of yellow cells. We expect that the overall spherical
growth will deterministically inflate the initial droplet
area by a factor of (1+ t/t∗)2, while inflating its perime-
ter by a factor of 1 + t/t∗. The deterministic dynam-
ics in Eq. (15) then changes and we find that rd(t) has
a modified critical radius r∗d(t
∗), where rd(t) → ∞ if
rd(t = 0) > r
∗
d(t
∗) (and rd(t) → 0, otherwise), which
reads
r∗d(t
∗) =
[
2pit∗δ
9
e
2pit∗δ
9 E1/3
(
2pit∗δ
9
)]√
4Dsσ
δ2
, (21)
where E1/3(x) =
∫∞
1
dz e−zx/z1/3 is an exponential in-
tegral function. The expression correctly reduces to the
non-inflating result when the curvature effects vanish in
the limit t∗ →∞: r∗d(t∗ →∞) =
√
4Dsσ/δ2. Moreover,
we have r∗d(t
∗) < r∗d(t
∗ →∞) for any t∗, so that inflation
always makes it easier for the yellow cluster to achieve a
critical size (inflation protects against genetic drift).
So far we have only been concerned with the effects of
inflation at the frontier. However, the nonzero Gaussian
curvature of the spherical frontier also plays a role. In
particular, the flat space formulas for the perimeter and
area of a circle must be modified. For a fixed perimeter
of a nucleating yellow cluster, the area enclosed will be
larger on a spherical surface than on a flat surface due to
the positive curvature. On a spherical surface of radius
R0, this geometric effect modifies the energy E ≡ E[rd]
[see Eq. (14)] and the critical radius r∗d [43] as follows:

r¯∗d = R0 arctan
[
r∗d
R0
]
< r∗d
E¯ = 2piR0
[
γ sin
[
r¯d
R0
]
− 2cR0 sin2
[
r¯d
2R0
]] , (22)
where the bars indicate the quantities on the sphere.
Here, the droplet radius r¯d is measured along a great
circle of the sphere surface from the droplet center. Note
that the critical radius r¯∗d on the sphere is always smaller
than the flat surface value r∗d. Hence, both the inflation-
ary expansion and the curved droplet at the frontier will
enhance the yellow sector survival probability. We see
from the simulation results in Fig. 9(a) that the survival
probability is in fact significantly enhanced for smaller
R0 for all values of σ and δ.
If the fate of the yellow sector is decided (by a suc-
cessful nucleation event or extinction) early compared to
the inflationary time scale t∗, then we may use the non-
inflating droplet energy E¯ on a spherical surface given
in Eq. (22) to calculate the survival probability, since
we expect R(t) ≈ R0 at early times. This approxima-
tion is reasonable provided the genetic drift is sufficiently
strong, which we expect to be the case for a thin layer of
growing cells at the population frontier, as in our simula-
tions. The idea here is that surviving yellow cell clusters
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will reach size r¯∗d early when R(t) ≈ R0 and then de-
terministically spread through the population as both
inflation and the selective advantage δ take over. Thus,
evaluating E¯ at r¯d = r¯
∗
d and matching to the (inflat-
ing) Kimura formula in Eq. (20) at σ = 0, we find that
the inflationary survival probability with antagonism is
approximately
P s∞(σ, δ, t
∗) ≈ A0
Dg
[p1(t
∗δ/2)]δ×
exp

−4piR20δ
3Dg

 4σDs(R0δ)2 p2(t∗δ) + 1√
1 + 4Dsσ(R0δ)2 [p2(t
∗δ)]2
− 1



 , (23)
where we found it convenient to define two new
functions p1(x) ≡ e−x[x2G(x)]−1 and p2(x) ≡
2pixe2pix/9E1/3(2pix/9)/9 in terms of the incomplete
gamma function G(x) and the exponential integral func-
tion E1/3(x). Note that the effects of the curved front
are negligible when σDs ≪ (R0δ)2. Our simulations are
in the regime where the curvature plays a significant role.
Unlike the flat, two-dimensional population simula-
tions, our analysis here is limited because we only had
the resources to simulate our spherical clusters out to a
maximum radius of 200 cell diameters. Although this is
a rather large cluster (approximately 40 million cells in
the Bennett model of closely packed hard spheres [30]),
the survival probability may still be decaying and we ex-
pect in general simulated probabilities larger than the
prediction in Eq. (23). Nevertheless, we can get a sense
of the behavior of the survival probability by proceed-
ing as in the flat case. We first use the σ = 0 data to
fit the parameter τgDg/A0 ≈ 0.983 ± 0.008. Since our
Bennett packing model simulation is implemented such
that v = a/τg = 1, we then just need the fitting pa-
rameters Dg = 33 ± 4 and Ds = 0.43 ± 0.06 (in units
where a = τg = 1) to fully specify P
s
∞ in Eq. (23). The
results are shown in Fig. 9(b). Our fitted genetic drift
magnitude Dg is large compared to the flat population,
probably due to the incompatibility of comparing P s∞
to a simulated survival probability at a finite time. In
addition, we do generally expect different values for our
parameters compared to the flat populations because the
Bennett cluster algorithm generates a disordered sphere
packing. The inset to Fig. 9 shows the relative error be-
tween the theoretical P s∞ and the simulated P
s for the
R0 = 30a case. The theoretical P
s
∞ is generally less than
the simulated P s, as we might expect from the finite time
of the simulation. Note that the theory does not match
the simulations as well for small δ and for small σ, as
can also be seen in the inset in Fig. 9. This anomaly
arises because we are outside the region of metastability
for small σ. Also, at small values of δ, the critical yellow
cluster size becomes large and the fate of the yellow cell
cluster will no longer by decided at early times t ≪ t∗,
so the approximations described above break down.
Our theoretical prediction nevertheless seems to cap-
ture the essential features of the simulated survival prob-
ability, even at finite times. We see the strong enhance-
ment due to both the inflationary effect and the curved
spherical surface. We also see a similar decay of the
probability with increasing σ and decreasing δ in both
simulations and the theoretical curves in Fig. 9. To find
better approximations, it would be necessary to study in
more detail the interplay between the evolutionary dy-
namics and the inflation, and study in more detail what
happens when t ≈ t∗.
VI. CONCLUSION
We have explored how antagonism plays a crucial role
in the spatial evolutionary dynamics of a population,
leading to effects unanticipated in a simple theory of
natural selection. As originally appreciated by Barton
and collaborators [1, 27], the primary effect of antagonis-
tic interactions is to introduce a dynamical line tension
between interfaces of antagonistic species. This line ten-
sion modifies the genetic sectoring phenomenon, creat-
ing more compact sectors with more well-defined bound-
aries. In contrast, genetic sectors are much more dif-
fuse when the strains are neutral, as at the voter model
point α = β = 0 in Fig. 1. The transition between
these two different coarsening modalities may be eas-
ily observed by tracking either the density of interfaces
between species [Fig. 6(b)], or by looking at the large-
k behavior of the structure factor associated with the
identities of the species.
Antagonism modifies the tail of the structure factor
from S(k) ∼ 1/k2 to S(k) ∼ 1/k3 [Fig. 5(a) compared to
(b)]. The structure factor is experimentally accessible, as
demonstrated recently in microbial colony experiments
[3]. However, the 1/k3 behavior may be challenging to
observe, as any sources of noise will obscure this tail and
the structure factor will exhibit an equilibrium 1/k2 be-
havior, instead [45]. Thus far, only a 1/k2 tail has been
observed in microbial colony experiments with antago-
nism [3]. In this previous work of McNally et al., the
coarsening of genetic domains is compared to the Ising
model below the critical temperature. We have shown
that such a connection is incomplete due to the nonlin-
ear noise that acts only at domain interfaces in the pop-
ulation genetics problem. The noise becomes especially
important as the antagonistic strength vanishes (σ → 0)
near the voter model point δ = σ = 0. Moreover, varying
σ significantly alters the time-dependence of the genetic
domain interface density. Hence, it would be interesting
to study, for example, the structure factor tail and the
interface density in an experiment which systematically
varies the antagonistic interaction strength σ. We note
that, independent of the degree of antagonism, the typ-
ical sector size of the strains should grow as
√
t, as is
indeed observed in the microbial experiments.
We have also examined the survival probability of sin-
gle mutant (yellow) cells in the presence of antagonism.
Antagonism strongly suppresses the survival probability
with an exponential factor which can be interpreted as
an Arrhenius factor e−βE
∗
associated with the forma-
tion of a “critical cluster” of the yellow strain, where
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E∗ is a kind of free energy of the critical cluster and β
is an effective genetic “temperature” given by Eq. (8).
An important aspect of this suppression is that the fac-
tor βE∗ is proportional to the spatial diffusion coefficient
Ds, characterizing the motility of the strain. This means
that, unlike the survival probability of a mutant with a
simple selective advantage and no antagonism [Eq. (4)]
which is independent of Ds, antagonistic interactions in-
troduce a very strong dependence on motility. Thus, we
expect that introducing a higher motility to the mutant
strain will significantly suppress its survival probability.
Consequently, it would be interesting to explore whether
strains with antagonistic interactions evolve ways such
that genetically similar offspring “stick together” and
thus be better able to survive.
Finally, we considered the survival probability of the
mutants on the surface of inflating spherical clusters of
cells, as one might find in avascular tumor growth. We
showed that both the curvature of the spherical cluster
and the inflationary effect due to the growth enhance
the survival probability of the mutant, as seen in Fig. 9.
We also developed a theory of this enhancement, which
focussed on effects due to the Gaussian curvature of the
sphere for small times and inflationary effects for large
times. In the future, it would be interesting to build a
dynamical theory which would treat the full time evolu-
tion of the mutant organisms. One possibility would be
to use the field-theoretic methods employed in Ref. [29]
for strains with no antagonism. We should emphasize
that our statistical analysis of number fluctuations for
these survival probabilities, in both flat and curved envi-
ronments, required replacing nonlinear noise correlations
such as Eq. (3) by their values at the interface by setting
f = 1/2 [or φ = 0 in Eq. (6)]. Although this approxima-
tion produced reasonable agreement with our numerical
simulations and is mathematically well-motivated in the
thin-wall limit, future work should investigate its valid-
ity. In addition, some spatial populations have rough,
undulating frontiers which can modify these evolution-
ary dynamics [12, 39]. We expect frontier roughness to
further enhance the survival probability of mutants, be-
cause a mutant at the frontier may be able to “grow
around” any nearby antagonistic strains by creating a
protrusion into the surrounding empty space.
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