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Abstract
The thermodynamic Bethe ansatz method is employed for the study of the integrable
critical RSOS(q1, q2; q) model. The high and low temperature behavior are investigated,
and the central charge of the effective conformal field theory is derived. The obtained
central charge is expressed as the sum of the central charges of two generalized coset
models.
1 Introduction
It is well known that statistical systems at criticality —second order phase transition— are
expected to exhibit conformal invariance [1], therefore the critical behavior of such systems
should be described by a certain conformal field theory. Different types of critical behavior have
been classified [2], and the critical exponents and correlation functions have been determined
(see also [3], [4]).
An intriguing situation arises from the study of integrable lattice models, whose scaling
limit may correspond to certain conformal field theories. In this framework an important,
but non trivial task is the calculation of the central charge of the corresponding conformal
field theory. A way one can extract this information is by studying the finite size effects of
the ground state of the system [5]–[7]. An alternative approach to compute the conformal
properties is by investigating the low temperature thermodynamics; in particular, the low
temperature behavior of the free energy of a critical system is described by [8], [9]
F (T )
L
=
F0
L
−
πc
6u
T 2 + . . . , T ≪ 1. (1.1)
For integrable theories this can be achieved by means of the thermodynamic Bethe ansatz
approach, which is a powerful technique that allows the computation of such properties. The
mathematical techniques used for such computations go back to the original work of several
1e-mail: ad22@york.ac.uk
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people [10]–[15]. The method was further treated and extended to various lattice [16]–[19] (for
a review on TBA for lattice models see e.g. [20]) and continuum relativistic models [21]–[25]
yielding very important results.
The thermodynamic Bethe ansatz for relativistic models is somehow the inverse of the
Bethe ansatz technique for lattice models [26]–[30]. In the usual Bethe ansatz approach the
starting point is the microscopic Hamiltonian, whose diagonalization gives rise to the Bethe
ansatz equations, the spectrum, and the scattering information —expressed via the S matrix—
(see e.g. [27], [28]). On the other hand, in the integrable relativistic theories one employs the
scattering information as an input in order to derive the thermodynamics of the theory [21],
[22].
In this study the thermodynamics of the RSOS(q1, q2; q) is investigated and the effective
conformal anomaly is derived. In general, RSOS models are worth studying because, as already
mentioned, their critical behavior may be described by some effective conformal field theory,
e.g. critical fused RSOS models are related to generalized diagonal coset models (“anti–
ferromagnetic” regime) or parafermionic theories (“ferromagnetic” regime) [31]. Furthermore,
it has been shown [32] that critical RSOS models, with proper inhomogeneities, provide lattice
regularizations of massive or massless integrable quantum field theories [32], which on the
other hand can be thought as perturbations of conformal field theories [33]. What makes the
RSOS(q1, q2; , q) model in particular interesting is that it is a natural generalization of the
RSOS(p, q) model studied by Bazhanov and Reshetikhin [31] in as much as the alternating
spin chain, introduced by de Vega and Woyanorovich [34], is a generalization of the fused
XXZ spin chain [35]. Therefore, with this article the study of the thermodynamics of the
fused critical RSOS models is completed.
In [31] the RSOS(p, q) model was studied, the effective central charge was found and, in the
“ anti–ferromagnetic” regime, it turned out to be the one of the SU(2) diagonal coset model
M(p, ν − 2 − p) (M(q, p) ≡ SU(2)q⊗SU(2)p
SU(2)q+p
, where SU(2)k is the SU(2) WZW model at level
k [36], [37]), whereas in the “ferromagnetic” regime it agreed with the central charge of the
parafermionic SU(2)ν−2
U(1)
theory. In this work the effective central charge of the RSOS(q1, q2; q)
model is computed from the low temperature analysis. In the “anti–ferromagnetic” regime it
is expressed as the sum of the central charges of two generalized diagonal coset models, namely
M(q2, ν − q2 − 2) and M(q2, δq), while in the “ferromagnetic” regime the analysis is exactly
the same as in [31].
The outline of this article is as follows: in the next section the model is introduced, and
the Bethe ansatz equations and the energy spectrum are presented. In the third section the
thermodynamic Bethe ansatz equations are derived explicitly and the high and low temperature
behavior are examined. Finally, from the low temperature expansion the effective central
charge is derived.
2
2 The model
The integrable critical RSOS(q1, q2; q) model, obtained from the RSOS(1, 1) model by fusion
[38], [39], is introduced. To describe the model, a square lattice of 2N horizontal and M
vertical sites is considered. The Boltzmann weights associated with every site are defined as
w(li, lj, lm, ln|λ) ≡
(
ln lm
li lj
)
. (2.1)
With every face i of the lattice an integer li is associated, and every pair of adjacent integers
satisfy the following restriction conditions [40], [41]
0 ≤ li+1 − li + P ≤ 2P, (a)
P ≤ li+1 + li ≤ 2ν − P, (b) (2.2)
where P = q1 for i odd and P = q2 for i even (let q1 > q2), for the horizontal pairs, and P = q
for the vertical pairs (array type II [32]).
The fused Boltzmann weights have been derived by Date etal in [39] and they are given by
wqi,1(a1, aqi+1, bqi+1, b1|λ) =
∑
a2...aqi
qi∏
k=1
w1,1(ak, ak+1, bk+1, bk|λ+ i(k − qi)) (2.3)
where b2 . . . bqi are arbitrary numbers satisfying |bi− bi+1| = 1. w
1,1 are the Boltzmann weights
for the SOS(1, 1) model [40], they are non vanishing as long as the condition (2.2(a)), for
P = 1 is satisfied and they are given by the following expressions
w(l, l ± 1, l, l ∓ 1|λ) = h(i− λ)
w(l ± 1, l, l∓ 1, l|λ) = −h(λ)
hl+1
hl
w(l ± 1, l, l ± 1, l|λ) = h(wl ± λ)
h1
hl
(2.4)
where,
h(λ) = ρΘ(λ)H(λ) (2.5)
H(λ) and Θ(λ) are Jacobi theta functions and,
hl = h(wl), wl = w0 + il. (2.6)
We are interested in the critical case where h(λ) becomes a simple trigonometric function i.e.,
h(λ) =
sinhµλ
sin µ
, (2.7)
w0, ρ and µ are arbitrary constants. Furthermore,
wqi,q(a1, b1, bq+1, aq+1) =
q−2∏
k=0
qi−1∏
j=0
(
h(i(k − j) + λ)
)−1
∑
a2...aq
q∏
k=1
wqi,1(ak, bk, bk+1, ak+1|λ+ i(k − 1)), (2.8)
3
again b2 . . . bqi are arbitrary numbers satisfying |bi − bi+1| = 1, and the pairs a1, aq+1 and
b1, bq+1 satisfy (2.2), for P = q. The fused weights satisfy the Yang–Baxter equation in the
following form
∑
g
wpq(a, b, g, f |λ)wps(f, g, d, e|λ+ µ)wqs(g, b, c, d|µ)
=
∑
g
wqs(f, a, g, e|µ)wps(a, b, c, g|λ+ µ)wpq(g, c, d, e|λ). (2.9)
Here we only need the explicit expressions for wqi,1 which are
wqi,1(l + 1, l′ + 1, l′, l|λ)) = hqi−1qi−1(−λ)ha
h(ib− λ)
hl
wqi,1(l + 1, l′ − 1, l′, l|λ)) = hqi−1qi−1(−λ)hb
h(λ+ ia)
hl
wqi,1(l − 1, l′ + 1, l′, l|λ)) = hqi−1qi−1(−λ)hc
h(id − λ)
hl
wqi,1(l − 1, l′ − 1, l′, l|λ)) = hqi−1qi−1(−λ)hd
h(ic− λ)
hl
(2.10)
where
a =
l + l′ − qi
2
, b =
l′ − l + qi
2
, c =
l − l′ + qi
2
, d =
l + l′ + qi
2
, (2.11)
and
h
q
k(λ) =
q−1∏
j=0
h
(
λ+ i(k − j)
)
. (2.12)
It is obvious that wqi,1(a, b, c, d|λ) are periodic functions, because they involve only simple
trigonometric functions (2.10), (2.12) (h(λ+ iν) = −h(λ), ν = π
µ
), i.e.
wqi,1(a, b, c, d|λ+ iν) = (−)qiwqi,1(a, b, c, d|λ) (2.13)
Now we can define the transfer matrix of the RSOS(q1, q2; q) model
T
q1,q2;q{b1...b2N }
{a1...a2N}
=
2N−1∏
j=1
wq1,q(aj , aj+1, bj+1, bj|λ)w
q2,q(aj+1, aj+2, bj+2, bj+1|λ) (2.14)
where we impose periodic boundary conditions, i.e. a2N+1 = a1 and b2N+1 = b1. Notice
that in the odd and even sites the weights wq1,q and wq2,q live respectively. The case where
q1 = q2 (array type I [32]), namely the fused RSOS(p, q) model, has been studied in detail by
Bazhanov and Reshetikhin in [31]. It is evident that the model studied here is a generalization
of the fused RSOS(p, q) model. The analogue of the array type II in the spin chain framework
is the alternating quantum spin chain, introduced by de Vega and Woyanorovich [34], and also
studied extensively by many authors [42]–[46].
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From the Yang–Baxter equation for the fused Boltzmann weights (2.9) the commutativity
property for the transfer matrix follows, i.e.
T q1,q2;q(λ)T q1,q2;q
′
(µ) = T q1,q2;q
′
(µ)T q1,q2;q(λ), (2.15)
Moreover the transfer matrix is periodic (2.13)
T q1,q2;q(λ+ iν) = T q1,q2;q(λ). (2.16)
In order to obtain the Bethe ansatz equations for the model we also need the following useful
relations. First we will use the relations acquired by the fusion procedure [39], [31], namely
T
q1,q2;q
0 T
q1,q2;1
q = f
q1,q2
q T
q1,q2;q−1
0 + f
q1,q2
q−1 T
q1,q2;q+1
0 (2.17)
where
f q1,q2q (λ) =
(
hq1q (λ)h
q2
q (λ)
)N
, T
q1,q2;q
k = T
q1,q2;q(λ+ ik), T q1,q2;00 = f
q1,q2
−1 . (2.18)
Notice that the main difference between equations (2.17), (2.18) and the corresponding equa-
tions in [31] is the substitution of p with q1, q2. In particular f
p
q in [31] is replaced here by
f q1,q2q . We must also have in mind that the Boltzmann weights satisfy the following impor-
tant property, i.e. up to a gauge transformation, that does not affect the transfer matrix, the
weights w1,q(a, b, c, d|λ) and w1,ν−2−q(ν − a, ν − b, c, d|λ+ i(q + 1)) coincide, where
w1,q(a, d, c, b|λ− i(q − 1)) =
(
h
q−1
q−1(−λ)
)−1
wq,1(a, b, c, d|λ), (2.19)
a similar property holds also between the weights wqi,q and wqi,ν−2−q. From the above relations
it follows that
T q1,q2;q(λ) = Y T q1,q2;ν−2−q(λ+ i(q + 1)), q = 1, . . . , ν − 3,
T q1,q2;ν−2(λ) = Y
(
h
q1
ν−2(λ)h
q2
ν−2(λ)
)N
(2.20)
with
Y
{l′1...l
′
2N }
{l1...l2N}
=
2N∏
i=1
δ(li, ν − l
′
i),
[
T q1,q2;q, Y
]
= 0. (2.21)
To derive the transfer matrix eigenvalues we employ the commutativity properties of the
transfer matrix (2.15), (2.21), the periodicity (2.13), (2.16), the fusion relations (2.17), (2.18),
equations (2.20) and the analyticity of the eigenvalues. Moreover, we employ relations (2.17)
and (2.20) for q = ν − 1, ν and we derive
T q1,q2;ν−1(λ) = 0, T q1,q2;ν(λ) = −Y f q1,q2ν−1 (λ). (2.22)
From the solution of the above system of equations (2.15)–(2.21), and with the help of relations
(2.22) we can write equation (2.17) in the following form
detM [Λq1,q2;1(λ)] = 0 (2.23)
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where
M [Λq1,q2;1(λ)] =


Λq1,q2;10 f
q1,q2
−1 0 0 . 0 0 −Y f
q1,q2
0
f
q1,q2
1 Λ
q1,q2;1
1 f
q1,q2
0 0 . 0 0 0
0 f q1,q22 Λ
q1,q2;1
2 f
q1,q2
1 . 0 0 0
. . . . . . . .
0 0 0 0 . f q1,q2ν−2 Λ
q1,q2;1
ν−2 f
q1,q2
ν−3
−Y f q1,q2ν−2 0 0 0 . 0 f
q1,q2
ν−1 Λ
q1,q2;1
ν−1


. (2.24)
Let now (Qq1,q20 (λ), . . . , Q
q1,q2
ν−1 (λ)) be the null vector of the matrix (2.24) with Q
q1,q2
k (λ) =
ωkQq1,q2(λ+ ik), ω2ν = 1 and
Qq1,q2(λ) =
(q1+q2)N
2∏
j=1
h(λ− λj), (2.25)
then the eigenavlues are given by the following expression
Λq1,q2;1(λ) = ωf q1,q2−1 (λ)
Qq1,q2(λ+ i)
Qq1,q2(λ)
+ ω−1f q1,q20 (λ)
Qq1,q2(λ− i)
Qq1,q2(λ)
. (2.26)
For completeness we write the general expression of the eigenvalues Λq1,q2;q(λ), which follow
from the fusion relation (2.17) and (2.26),
Λq1,q2;q(λ) = Qq1,q2(λ− i)Qq1,q2(λ+ iq)
q∑
j=0
ωq−2jf q1,q2(λ+ i(j − 1))
Qq1,q2(λ+ i(j − 1))Qq1,q2(λ+ ij)
. (2.27)
The eigenvalues satisfy all equations (2.17), (2.18) and (2.20), where ω is a root of unity that
obeys the constraint
ων = −(−)
(q1+q2)N
2 y (2.28)
and y = ±1 is the eigenvalue of the operator Y (2.21). Equation (2.28) is a consequence of
the periodicity and (2.20). Similarly, here the difference with the corresponding eigenvalues in
[31] is the replacement of the functions f p and Qp with f q1,q2 and Qq1,q2 respectively. Finally,
from the analyticity of the eigenvalues we obtain the Bethe ansatz equations
ω−2eq1(λα)
Neq2(λα)
N = −
M∏
β=1
e2(λα − λβ) (2.29)
where
en(λ; ν) =
sinhµ(λ+ in
2
)
sinhµ(λ− in
2
)
. (2.30)
It is important to emphasize that the eigenstates of the model are states with zero spin Sz = 0
[31], [47], [32], i.e.
M =
1
4
(q1 + q2)L, (2.31)
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where L = 2N (for q1 = q2 = p the later constraint agrees with the corresponding constraint in
[31]). We should mention that the Bethe ansatz equations (2.29) have the same structure with
the Bethe ansatz equations of the alternating q1
2
, q2
2
spin chain [34]–[45]. The main differences
between the model under study and the alternating spin chain are: 1) the phase ω which is
unit, and 2) the number of strings M which is not fixed in the alternating spin chain.
The energy2 of a state is characterized by the set of quasi particles with rapidities (Bethe
ansatz roots) λj, [27], [28], [38],
E = −
µ
8π
M∑
j=1
2∑
n=1
sin µqn
sinh µ(λj +
iqn
2
) sinhµ(λj −
iqn
2
)
. (2.33)
The thermodynamic limit N →∞ of the equation (2.29) can be studied with the help of the
string hypothesis [12], [13], [27], [28], which states that solutions of (2.29) in the thermodynamic
limit are grouped into strings of length n with the same real part and equidistant imaginary
parts
λ(n,j)α = λ
n
α +
i
2
(n+ 1− 2j), j = 1, 2, ..., n,
λ(0,s)α = λ
0
α + i
π
2µ
, (2.34)
where λnα and λ
0
α are real, and λ
(0,s)
α is the negative parity string. The allowed strings that
describe the thermodynamics of the model are the same as in [31] and they are 1 ≤ n ≤ ν − 2
(qi ≤ ν − 2), the negative parity string is also excluded. Then, the Bethe ansatz equations
(2.29) following [12], [13] become,
ω−2
2∏
j=1
Xnqj(λ
n
α)
N = −
ν−2∏
m=1
Mm∏
β=1
Enm(λ
n
α − λ
m
β ) (2.35)
where n = 1, . . . , ν − 2, and
Xnm(λ) = e|n−m+1|(λ)e|n−m+3|(λ) . . . e(n+m−3)(λ)e(n+m−1)(λ)
Enm(λ) = e|n−m|(λ)e
2
|n−m+2|(λ) . . . e
2
(n+m−2)(λ)e(n+m)(λ). (2.36)
Finally, the energy (2.33) by virtue of the string hypothesis (2.34) takes the form
E = −
L
4
ν−2∑
n=1
∫ ∞
−∞
dλ(Z(ν)nq1(λ) + Z
(ν)
nq2
(λ))ρn(λ) (2.37)
2The Hamiltonian of the model is defined for q = q1, q2
H = −
µ
8pi
2∑
i=1
d
dλ
lnT q1,q2;qi(λ)|λ=0, (2.32)
where T q1,q2;qi is the transfer matrix of the RSOS(q1, q2; qi) model (see also (2.27)).
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where, ρn is the density
3 of the n strings (pseudo-particles) and
Z(ν)nm(λ) =
1
2π
d
dλ
i logXnm(λ) , (2.39)
the Fourier transform of the last expression is
Zˆ(ν)nm(ω) =
sinh
(
(ν −max(n,m))ω
2
)
sinh
(
min(n,m)ω
2
)
sinh(νω
2
) sinh(ω
2
)
. (2.40)
3 Thermodynamic Bethe Ansatz
In what follows the thermodynamic Bethe ansatz equations are derived from (2.35). In addition
to the density of pseudo–particles ρn we also introduce the density of holes ρ˜n, and we can
immediately deduce from (2.35), and with the help of the Maclaurin expansion (2.38) that
they satisfy
ρ˜n(λ) =
1
2
(Z(ν)nq1(λ) + Z
(ν)
nq2
(λ))−
ν−2∑
m=1
A(ν)nm ∗ ρm(λ). (3.1)
where
A(ν)nm(λ) =
1
2π
d
dλ
i logEnm(λ) + δnmδ(λ) , (3.2)
and
Aˆ(ν)nm(ω) =
2 coth(ω
2
) sinh
(
(ν −max(n,m))ω
2
)
sinh
(
min(n,m)ω
2
)
sinh(νω
2
)
. (3.3)
However, recall that the only allowed states as in [31] are the ones with Sz = 0 and therefore
from (2.31),
ν−2∑
n=1
n
∫ ∞
−∞
ρn(λ)dλ =
q1 + q2
4
. (3.4)
Equation (3.4) together with relation (3.1) for n = ν − 2 yields∫ ∞
−∞
ρ˜ν−2(λ)dλ = 0⇒ ρ˜ν−2(λ) = 0. (3.5)
The constraint (3.5) is imposed on (3.1) and the density ρν−2 is expressed in terms of the rest
densities,
ρν−2(λ) = ρ
0(λ)−
ν−3∑
m=1
a
(ν−2)
ν−2−m ∗ ρm(λ) (3.6)
3here we use the Maclaurin expansion
M∑
j=1
f(λj) ∼ L
∫
∞
−∞
f(λ)ρ(λ)dλ, (2.38)
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where
aˆ(ν−2)n (ω) =
sinh
(
(ν − n− 2)ω
2
)
sinh
(
(ν − 2)ω
2
) , ρˆ0(ω) = sinh(q1 ω2 ) + sinh(q2 ω2 )
4 cosh(ω
2
) sinh((ν − 2)ω
2
)
. (3.7)
By means of the relation (3.6) the equation (3.1) can be rewritten in the following form
ρ˜n(λ) =
1
2
(Z(ν−2)nq1 (λ) + Z
(ν−2)
nq2
(λ))−
ν−3∑
m=1
A(ν−2)nm ∗ ρm(λ). (3.8)
The energy of the system, after we apply the string hypothesis is given by (2.37). Now,
taking into account the equation (3.8) the energy becomes
e =
E
L
= −g0 −
1
4
ν−3∑
n=1
∫ ∞
−∞
dλ(Z(ν−2)nq1 (λ) + Z
(ν−2)
nq2
(λ))ρn(λ) (3.9)
with
g0 =
1
16π
∫ ∞
−∞
dω
(
sinh(q1
ω
2
) + sinh(q2
ω
2
)
)2
sinh(νω
2
) sinh((ν − 2)ω
2
)
. (3.10)
In order to determine the thermodynamic Bethe ansatz equations the free energy of the
system should be minimized, i.e., δF = 0, where
F = E − TS, (3.11)
and the entropy of the system is given by,
S ≃ L
ν−3∑
n=1
∫ ∞
−∞
dλ
(
(ρn(λ) + ρ˜n(λ)) ln(ρn(λ) + ρ˜n(λ))− ρn(λ) ln ρn(λ)− ρ˜n(λ) ln ρ˜n(λ)
)
= L
ν−3∑
n=1
∫ ∞
−∞
dλ
(
ρn(λ) ln(1 +
ρ˜n(λ)
ρn(λ)
) + ρ˜n(λ) ln(1 +
ρn(λ)
ρ˜n(λ)
)
)
. (3.12)
Then, from equations (3.9), (3.12) and the constraint (3.8) the following expression is implied
T ln
(
1 + ηn(λ)
)
= −
1
4
(Z(ν−2)nq1 (λ) + Z
(ν−2)
nq2
(λ)) +
ν−3∑
m=1
A(ν−2)nm ∗ T ln
(
1 + η−1m (λ)
)
, (3.13)
where ηn(λ) =
ρ˜n(λ)
ρn(λ)
. It is convenient to consider the convolution of the expression (3.13) with
the inverse of Anm,
Aˆ−1nm(ω) = δnm − sˆ(ω)(δnm+1 + δnm−1), (3.14)
having in mind the following identity,
A−1nm ∗ Zmqi(λ) = s(λ)δnqi, (3.15)
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where
s(λ) =
1
2 cosh(πλ)
, sˆ(ω) =
1
2 cosh(ω
2
)
, (3.16)
and ηn(λ) = e
ǫn(λ)
T , (3.13) becomes,
ǫn(λ) = s(λ) ∗ T ln(1 + ηn+1(λ))(1 + ηn−1(λ))−
1
4
s(λ)(δnq1 + δnq2), (3.17)
for any n = 1, . . . , ν − 3. Note that the last equation differs from the corresponding equation
obtained in [31] in the inhomogeneity term s(λ). More specifically, here the terms δnq1 and δnq2
appear, whereas in the study of the fused RSOS(p, q) model [31] only the δnp term appears. It
is obvious that for q1 = q2 = p our expression agrees with the corresponding expression for the
pseudo–energies in [31]. It can be easily deduced from equation (3.17) that the pseudo–energy
ǫn(λ) > 0 for every n 6= q1, q2, therefore we conclude that the ground state consists of two
filled Dirac seas with strings of length q1, q2, i.e. ρ˜n(λ) = 0 for any n, and ρn(λ) = 0 for any
n 6= q1, q2. The pseudo–energies for those are immediately induced from (3.13) by neglecting
the terms of the sum for m 6= qi,
ǫi(λ) = −
1
4
2∑
j=1
Z(ν−2)qiqj (λ) +
2∑
j=1
A˜(ν−2)qiqj ∗ T ln(1 + η
−1
qj
(λ)), i = 1, 2 (3.18)
(N.B. ǫi(λ) ≡ ǫqi(λ)) where
A˜(ν−2)nm (λ) = A
(ν−2)
nm (λ)− δnmδ(λ). (3.19)
Moreover, the energy of the ground state can be written from (3.8), (3.9)
e0 =
E0
L
= −g0 −
1
8
2∑
i,j=1
∫ ∞
−∞
dλZ(ν−2)qiqj (λ)s(λ)
= −
1
8
2∑
i,j=1
∫ ∞
−∞
dλZ(ν)qiqj(λ)s(λ). (3.20)
The free energy of the system follows from (3.9), (3.11), (3.12), (3.8), and (3.13),
f(T ) =
F (T )
L
= −g0 −
T
2
ν−3∑
n=1
∫ ∞
−∞
dλ ln(1 + η−1n (λ))(Z
(ν−2)
nq1
(λ) + Z(ν−2)nq2 (λ)), (3.21)
and in terms of the ground state energy of the system (3.20) we can write
f(T ) = e0 −
T
2
2∑
i=1
∫ ∞
−∞
dλs(λ) ln(1 + ηqi(λ)). (3.22)
In the following sections we are going to explore the behavior of the free energy and the entropy
of the system in the high and low temperature.
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3.1 The high temperature expansion
By studying the high temperature behavior of the entropy the number of states of the model
can be deduced. In the high temperature limit the pseudo–energies ǫn become independent of
λ [18], consequently the thermodynamic Bethe ansatz equations (3.17) are given by
ǫn ≃ s(λ) ∗ T ln(1 + ηn+1)(1 + ηn−1)
=
T
2
ln(1 + ηn+1)(1 + ηn−1), (3.23)
and the corresponding solution of the above difference equation is exactly the same as in [31]
(for T → ∞ the inhomogeneity term can be neglected in (3.17) and therefore the pseudo–
energies coincide with the ones found in [31])
ln(1 + ηn) = ln
sin2(π(n+1)
ν
)
sin2(π
ν
)
. (3.24)
The free energy follows immediately from (3.22), (3.24)
F = −
TL
4
∑
n=q1,q2
ln
sin2(π(n+1)
ν
)
sin2(π
ν
)
, (3.25)
moreover, the entropy in the high temperature limit (3.11) becomes
S =
L
2
∑
n=q1,q2
ln
sin(π(n+1)
ν
)
sin(π
ν
)
. (3.26)
Notice here that the free energy and the entropy are expressed as a sum of two terms since the
ground state consists of two filled Dirac seas. On the other hand, in [31] the corresponding
expressions contain just one term, because the ground state there consists of one filled Dirac
sea. Finally, we conclude that the number of states for the system is
∏
n=q1,q2
(sin(π(n+1)
ν
)
sin(π
ν
)
)L
2
. (3.27)
Notice that in the isotropic limit ν → ∞ the entropy (3.26) coincides with the one of the
alternating q1
2
, q2
2
spin chain (see e.g. [43], [46]). For q1 = q2 (3.26) agrees with the entropy
found in [31].
3.2 The low temperature expansion
The main purpose of this section is the derivation of the effective central charge via the study
of the low temperature thermodynamics. Recall, that the ground state of the model consists
of two filled Dirac seas of strings q1, q2, therefore we examine the TBA (3.13) for n = q1, q2. In
the T → 0 limit the following quantities are defined
T ln(1 + η±i )→ ±ǫ
±
i , i = 1, 2 (3.28)
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with,
ǫ−i =
1
2
(ǫi − |ǫi|), ǫ
+
i = ǫi − ǫ
−
i , (3.29)
then the pseudo-energies for the ground state (3.18) take the form
ǫi(λ) = −
1
4
2∑
j=1
Z(ν−2)qiqj (λ)−
2∑
j=1
A˜(ν−2)qiqj ∗ ǫ
−
j (λ). (3.30)
Finally, the last equation can be written in terms of ǫi, ǫ
+
i
2∑
j=1
A(ν−2)qiqj ∗ ǫj(λ) = −
1
4
2∑
j=1
Z(ν−2)qiqj (λ) +
2∑
j=1
A˜(ν−2)qiqj ∗ ǫ
+
j (λ), (3.31)
and the solution of the above system is given by the following expression
ǫi(λ) = −
1
4
s(λ) +
2∑
j=1
Kij ∗ ǫ
+
j (λ), i = 1, 2 (3.32)
where the kernel K is
K(λ) =
(
h1(λ) h(λ)
h(λ) h2(λ)
)
, (3.33)
hˆ1(ω) =
sinh((δq − 1)ω
2
)
2 cosh(ω
2
) sinh(δq ω
2
)
+
sinh((ν − 3− q1)
ω
2
)
2 cosh(ω
2
) sinh((ν − 2− q1)
ω
2
)
,
hˆ2(ω) =
sinh((δq − 1)ω
2
)
2 cosh(ω
2
) sinh(δq ω
2
)
+
sinh((q2 − 1)
ω
2
)
2 cosh(ω
2
) sinh(q2
ω
2
)
, hˆ(ω) =
sinh(ω
2
)
2 cosh(ω
2
) sinh(δq ω
2
)
(3.34)
and δq = q1 − q2. Note, that the expression of the kernel (3.33), (3.34) in this general form
for any q1, q2 is rather a new result. As long as the condition q1 = ν − 2 − q2 holds, the
symmetry between left and right sectors is satisfied (see also e.g. [32]). In particular, h1 = h2,
with h1, h2 being related to the scattering in the left (right) sector. In general, for δq 6= 1
each of hi is decomposed into two parts (see (3.34)), and every part is related to the triplet
amplitude of the XXZ model, with different anisotropy parameters (hidden degrees of freedom
[48], [38], [46]). In the special case where δq = 1, there are no hidden degrees of freedom, and
h1, h2 are relevant to the triplet amplitudes of the XXZ (sine–Gordon) model with the proper
anisotropy parameters, whereas h corresponds to the massless LR scattering amplitude (see
also [49], [45]).
To derive the effective central charge, the entropy of the system must be evaluated in the
low temperature limit. In order to do that the following approximations, which hold true for
λ→∞, should be made [16], [17], [18],
ρn(λ) ≃
2
π
fn(λ)
d
dλ
ǫn(λ), ρ˜n(λ) ≃
2
π
(1− fn(λ))
d
dλ
ǫn(λ) (3.35)
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where fn(λ) = (1 + e
ǫn(λ)
T )−1, (f0(λ) = fν−2(λ) ≡ 1), and the entropy (3.12), can be written as
s =
S
L
= −
2
π
ν−3∑
n=1
∫ ǫn(∞)
ǫn(−∞)
dǫn
(
fn(λ) ln fn(λ) + (1− fn(λ)) ln(1− fn(λ))
)
. (3.36)
By changing variables in the last expression,
s =
2T
π
ν−3∑
n=1
∫ fmaxn
fminn
dfn
( ln fn
1− fn
+
ln(1− fn)
fn
)
, (3.37)
and by introducing the Rogers dilogarithm
L(x) = −
1
2
∫ x
0
dy
( ln y
1− y
+
ln(1− y)
y
)
(3.38)
the entropy can be written in terms of the dilogarithms as follows
s = −
4T
π
ν−3∑
n=1
(
L(fmaxn )− L(f
min
n )
)
. (3.39)
The next natural step is the solution of the TBA equations (3.17) in the low temperature
limit. In order to do that it is convenient (see also [16], [17], [18], [31]) to introduce the function
φn(λ) =
1
T
ǫn(λ−
1
π
lnT ), (3.40)
then the TBA equations become ,
φn ≃ −s(λ) ∗ ln fn+1fn−1 −
1
4
e−πλ(δnq1 + δnq2). (3.41)
Our task is to solve the later difference equation in the limit that λ → ±∞, (φn independent
of λ). First for λ→∞ we compute the fmaxn , the difference equations (3.41) become,
φn ≃ −
1
2
ln fn+1fn−1, n = 1, . . . , ν − 3, (3.42)
this system has been solved (see e.g. [18], [31]) with the solution being (note again that the
inhomogeneity term is omitted),
fmaxn =
sin2(π
ν
)
sin2(π(n+1)
ν
)
, n = 1, . . . , ν − 3. (3.43)
Similarly, for λ→ −∞
φn ≃ −
1
2
ln fn+1fn−1, n = 1, . . . , ν − 3, n 6= q1, q2
φq1 → −∞, φq2 → −∞, (3.44)
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the solution of the later system has the following form
fminn =
sin2( π
q2+2
)
sin2(π(n+1)
q2+2
)
, n = 1, . . . , q2 − 1, f
min
q2
= 1
fminn =
sin2( π
q1−q2+2
)
sin2(π(n−q2+1)
q1−q2+2
)
, n = q2 + 1, . . . , q1 − 1, f
min
q1
= 1
fminn =
sin2( π
ν−q1
)
sin2(π(n−q1+1)
ν−q1
)
, n = q1 + 1, . . . , ν − 3. (3.45)
Notice that the main difference with the corresponding solution in [31] is the appearance of the
middle term in (3.45) (for n = q2 + 1, . . . , q1 − 1), in [31] there is no such term in the solution
since q1 = q2 = p. According to equation (3.39) and the above solutions, the entropy can be
written as
s = −
4T
π
ν−2∑
n=2
{
L(
sin2(π
ν
)
sin2(πn
ν
)
)−
q2∑
n=2
L(
sin2( π
q2+2
)
sin2( πn
q2+2
)
)− 2L(1)
−
q1−q2∑
n=2
L(
sin2( π
q1−q2+2
)
sin2( πn
q1−q2+2
)
)−
ν−q1−2∑
n=2
L(
sin2( π
ν−q1
)
sin2( πn
ν−q1
)
)
}
. (3.46)
Moreover,
q−2∑
n=2
L(
sin2(π
q
)
sin2(πn
q
)
) =
2(q − 3)
q
L(1), q > 3 (3.47)
and L(1) = π
2
6
(see e.g. [31]), then
s =
2πT
3
( 3q2
q2 + 2
+
3δq
δq + 2
−
6q1
ν(ν − q1)
)
. (3.48)
The knowledge of the entropy allows the calculation of the heat capacity, in particular
Cu = T
∂s(T )
∂T
= −T
∂2f(T )
∂2T
, (3.49)
also, at low temperature it has been shown that [8], [9],
Cu =
πc
3u
T + ... (3.50)
where c is the central charge of the effective conformal field theory, and u is the speed of sound
(Fermi velocity). By means of (3.48), (3.49) and (3.50) (u = 1
2
in our notation, see e.g. [27])
we can readily deduce the central charge
c =
3q2
q2 + 2
+
3δq
δq + 2
−
6q1
ν(ν − q1)
. (3.51)
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Recall the LR symmetry condition q1 = ν−2−q2, then the conformal anomaly can be expressed
in terms of q2 and ν as
c =
3q2
q2 + 2
−
6q2
ν(ν − q2)
+
3q2
q2 + 2
−
6q2
ν˜(ν˜ − q2)
, (3.52)
where ν˜ = ν − q2. Note that the later expression is written in terms of the central charges
of two copies of the generalized SU(2) diagonal coset theory. More specifically, the conformal
anomaly (3.52) is identified as the sum of the central charges of the M(q2, ν − q2 − 2) and
M(q2, ν˜ − q2 − 2) ≡ M(q2, δq) coset models, therefore the effective conformal field theory
should be of the formM(q2, ν − q2 − 2)⊗M(q2, δq).
Expression (3.51) for q1 = q2 is compatible with the result obtained by Bazhanov and
Reshetikhin —in the “anti–ferromagnetic” regime4— in [31]. In the special case where q2 = 1,
the central charge becomes
c = 2−
12
ν(ν − 2)
= 1−
6
ν(ν − 1)
+ 1−
6
(ν − 1)(ν − 2)
(3.53)
and it agrees with the cIR presented in [32], given by the sum of the central charges of two
unitary minimal models. Finally, in the isotropic limit the central charge (3.51) reduces to the
one of the alternating q1
2
, q2
2
quantum spin chain (see e.g. [42], [46]).
4 Discussion
The thermodynamics of the critical RSOS(q1, q2; q) model, obtained by fusion, was studied
and the high and low temperature expansion were discussed. The main result of this work was
the derivation of the effective conformal anomaly (3.51), (3.52) of the model, the validity of
which was confirmed by various tests. More specifically, for q2 = 1 expression (3.52) coincides
with the cIR presented in [32], and it is specified by the sum of the central charges of the
unitary minimal modelsMν ,Mν−1, where
c = 1−
6
ν(ν − 1)
(4.1)
is the central charge of the unitary minimal model Mν of conformal field theory [2]. Also, in
the case where q1 = q2 we recover the results of [31]. Finally, in the isotropic limit ν →∞ our
result agrees with the conjectured central charge for the alternating spin chain [42], expressed
as the sum of the central charges of SU(2)q2, SU(2)δq, i.e.,
c =
3q2
q2 + 2
+
3δq
δq + 2
. (4.2)
4the analysis of the “ferromagnetic” regime is exactly the same as in [31], and it gives rise to the central
charge of the parafermionic SU(2)ν−2
U(1) theory i.e., c = 2−
6
ν
, [50].
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An exact calculation of the effective central charge for the alternating spin chain, by means
of the finite size effects and the thermodynamic Bethe ansatz analysis, is presented in [46]. In
general, the central charge (3.52) obtained in the present study is identified as the sum of the
central charges of theM(q2, ν− q2−2) andM(q2, δq) coset models, whereas in [31] Bazhanov
and Reshetikhin by studying the RSOS(p, q) models found an effective central charge that
corresponds to the M(p, ν − p − 2) model. We conclude that the effective conformal field
theory that emanates from the study of the RSOS(q1, q2; q) model, consists of two copies of
the generalized SU(2) coset theory.
A compelling task is to extend the above calculations in the presence of boundaries, and
compute the boundary energy of the system as well as the corresponding g–function (see e.g.
[51]–[53]). There exist solutions of the boundary Yang–Baxter equation [54] in the RSOS
representation [55]–[57], and moreover, in [55] the Bethe ansatz equations of the RSOS model
with boundaries have been explicitly derived. Finally, a very challenging problem is the for-
mulation of a string hypothesis for integrable critical models associated with non–simply laced
algebras such as the A
(2)
2 (Izergin–Korepin) quantum spin chain [58]. Such a formulation is
necessary for the investigation of the thermodynamics as well as the conformal properties of
these systems.
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