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 Dados los siguientes datos relativos a las variables x1: Gastos familiares mensuales, x2: 
Gastos de vivienda, x3: Ingresos familiares totales y x4: Gastos familiares en alimentación. Elegir 
la variable dependiente y realizar un Análisis de Regresión Múltiple.
CUESTIONES:
1.- Decirme que variables independientes 
están explicando a la variable dependiente, 
y porqué.
2.- Construirme la ecuación de la Regresión. 
Sustituir los valores de los coeficientes en 
la ecuación.
3.- Explicarme la Tabla de Correlaciones y si 
hay algo significativo.
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NOTA IMPORTANTE:
Antes de realizar el examen hay que introducir 
los datos en el SPSS. Para ello sólo se introduce 
los diez primeros valores de cada una de las 
variables (columnas) y a continuación copiamos 
tres veces más el bloque de valores (los diez 
valores de las cuatro columnas). Se copian deba-
jo de la última entrada de la primera columna. 
Automáticamente debe aparecer el resto de 
valores de la tabla que tenemos a la izquierda. 
Deben aparecer 40 valores por cada variable y 
a partir de este momento podemos comenzar a 
realizar el ejercicio.
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RESPUESTAS A LAS CUESTIONES:
Según las variables que tenemos, he cogido como variable dependiente la X1 (Gastos familiares 
mensuales). La variables dependiente puede ser cualquiera según la hipótesis que queráis contras-
tar. En este caso voy a intentar explicar los gastos mensuales de una familia mediante los gasto de 
la vivienda, los gasto en alimentación y los ingresos de esa familia. Luego las variable indepen-
dientes que voy a comprobar serán la X2, la X3 y la X4.
1. Si nos fijamos el la tabla de variables excluidas, observamos que las variables inde-
pendientes que no entran en el modelo son: la X2 y la X3. Luego la única variable 
independiente que explica a la variable dependiente es la X4.





 Ecuación con los coeficientes si las variables tuvieran la misma escala:
X1= 54,309+0,367X4+e
 En nuestro caso, las variables no tienen la misma escala o cuando menos no sabemos 
las escalas reales de las variables. Por este motivo hay que considerar los coeficientes 
de la ecuación de Regresión Estandarizados. Por tanto la ecuación sería:
 Ecuación con los coeficientes en el caso de variables con diferentes escalas:
X1=0+0,936X4+e
 SIEMPRE QUE TRABAJEMOS CON LOS COEFICIENTES ESTANDARIZADOS EL 
VALOR DE LA CONSTANTE ES IGUAL A CERO (a=0)
3. Con respecto a la tabla de correlaciones, se puede observar que entre la variables 
independientes existe MULTICOLINEALIDAD (se encuentra fuertemente relacio-
nadas las variables independientes entre si) y por tanto no cumplimos el principio 
de PARSIMONIA (explicar el máximo de información con el mínimo de variables). 
Concretamente, podemos ver que hay dos variables que son la misma variable. La X2 
y la X4 son una el doble de la otra y en definitiva son la misma variable. Van a expli-
car lo mismo de la variable dependiente. Por ello una de las dos variables habría que 
eliminarla, evidentemente eliminaremos la que menos explique a la variable depen-
diente. Por último, tenemos la X3 que también está relacionada con las otras variables 
independientes y por tanto, por explicar en menor medida a la Dependiente, también 
la vamos a eliminar.
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