Abstract
Introduction
The development of new compression or transmission systems is driven by the need of reducing the bandwidth and storage requirements of images and video while increasing their perceived visual quality. Traditional compression schemes aim at minimizing the coding residual in terms of mean squared error (MSE) or peak signal-to-noise ratio (PSNR). This is optimal from a purely mathematical but not a perceptual point of view. Ultimately, perception is the more appropriate and more relevant benchmark. Therefore, the objective must be to define a codec that maximizes perceived visual quality such that it produces better quality at the same bit rate as a traditional encoder or the same visual quality at a lower bit rate (Cavallaro, 2005b) .
In addition to achieving maximum perceived quality in the encoding process, an important concern for content providers is to guarantee a certain level of quality of service during content distribution and transmission. This requires reliable methods of quality assessment. Although subjective viewing experiments are a widely accepted method for obtaining meaningful quality ratings for a given set of test material, they are necessarily limited in scope and do not lend themselves to monitoring and control applications, where a large amount of content has to be evaluated in real-time or at least very quickly. Automatic quality metrics are desirable tools to facilitate this task. The objective here is to design metrics that predict perceived quality better than PSNR (Winkler, 2005a) .
One of the common shortcomings of traditional video coders and quality metrics is the fact that they treat the entire scene uniformly, assuming that people look at every pixel of the image or video. In reality, we focus only on particular areas of the scene, which has important implications on the way the video should be analyzed and processed.
In this chapter, we take the above observations into account and attempt to emulate the human visual system. The idea is to prioritize the visual data in order to improve the compression performance of video coders and the prediction performance of perceptual quality metrics. The proposed encoder and quality metric incorporate visual attention and use a semantic segmentation stage (Figure 1 ). The semantic segmentation stage takes into account some aspects of the cognitive behavior of people when watching a video. To represent the semantic model of a specific cognitive task, we decompose each frame of the reference sequence into sets of mutually-exclusive and jointly-exhaustive segments. This semantic model corresponds to a specific human abstraction, which need not necessarily be characterized by perceptual uniformity. Since the semantics (i.e., the meaning) are defined through human abstraction, the definition of the semantic partition depends on the task to be performed. In particular, we will concentrate on segmenting moving objects and faces, and we will evaluate the perceptual impact on video coding and on quality evaluation.
The chapter is organized as follows: The section "Cognitive Behavior" discusses the factors influencing the cognitive behavior of people watching a video. The section "Semantic Segmentation" introduces the segmentation stage that generates a semantic partition to be used in video coding and quality evaluation. In "Perceptual Semantics for Video Coding" and "Perceptual Semantics for Video Quality Assessment", we describe how the cognitive behavior can be incorporated into a video coder and a quality metric, respectively. Moreover, the compression performance of the proposed encoder and the prediction performance of the proposed metrics are discussed. In the final section, we draw some conclusions and describe the directions of our current work.
Cognitive Behavior Visual Attention
When watching images or video, we focus on particular areas of the scene. We do not scan a scene in raster fashion; instead, our visual attention tends to jump from one point to another. These so-called saccades are driven by a fixation mechanism, which directs our eyes towards objects of interest (Wandell, 1995) . Saccades are high-speed eye movements that occur at a rate of 2-3 Hz. We are unaware of these movements because the visual image is suppressed during saccades.
Studies have shown that the direction of gaze is not completely idiosyncratic to individual viewers. Instead, a significant number of viewers will focus on the same regions of a scene (Endo, 1994; Stelmach, 1994) . Yarbus (1967) demonstrated in his classic experiments that the saccadic patterns depend on the visual scene as well as the cognitive task to be performed. In other words,"we do not see, we look" (Bajcsy, 1988, p. 1) . We focus our visual attention according to task at hand and the scene content.
The reason why this behavior should be taken into account in video encoding and quality assessment is that our visual acuity is not uniform across the entire visual field. In Figure 1 . Flow diagram of the encoder and the quality metric that incorporate factors influencing visual attention and use a semantic segmentation stage general, visual acuity is highest only in a relatively small cone around the optical axis (the direction of gaze) and decreases with distance from the center. This is partly due to the deterioration of the optical quality of the eye towards the periphery and partly due to the layout of the retina (Banks, Sekuler, & Anderson, 1991) . The central region of the retina around the optical axis is called the fovea. It contains the highest density of cones, which are the photoreceptors responsible for vision under usual image or video viewing conditions. Outside of the fovea, the cone density decreases rapidly. This explains why vision is sharp only around the present focus of attention, and the perception of the peripheral field of vision is blurred. In other words, contrast sensitivity is reduced with increasing eccentricity (Robson & Graham, 1981) .
1 This effect is also frequencydependent, as shown in Figure 2 .
While the processes governing perception are not completely understood, many different factors contributing to visual attention have been identified (Wolfe, 1998) . These include simple stimulus properties such as contrast (regions with high contrast attract attention), size (large objects are more interesting than small ones), orientation, shape (edge-like features or objects with corners are preferred over smooth shapes), hue and intensity (an object with very different color from the background or specific bright colors stands out), or flicker and motion (see below). In general, an object or feature that stands out from its surroundings in terms of any of the earlier-mentioned factors is more likely to attract our attention. Additionally, the location (most viewers focus on the center of a scene), foreground/background relationship, and context (the task, personal interest, or motivation) influence visual attention. Finally, moving objects and people, in particular their faces (eyes, mouth) and hands, draw our attention. Geisler and Perry (1998) 
Computational Models of Attention
While most vision models and quality metrics are limited to lower-level aspects of vision, the cognitive behavior of people when watching video cannot be ignored. Cognitive behavior may differ greatly between individuals and situations, which makes it very difficult to generalize. Furthermore, little is known about the relative importance given to the factors listed above by the human visual system. Nonetheless, based on the above studies and factors contributing to visual attention, a variety of computational models of attention have been developed (Itti & Koch, 2001; Wolfe, 1998) . Maeder, Diederich, and Niebur (1996) proposed constructing an importance map for a sequence as a prediction for the focus of attention, taking into account perceptual factors such as edge strength, texture energy, contrast, color variation, and homogeneity. Osberger and Rohaly (2001) developed a segmentation-based model with motion estimation and skin detection, taking into account color, contrast, size, shape, location, and foreground. It was calibrated and tested with eye movement data gathered from an experiment using a large database of still and video scenes. Recently, Navalpakkam and Itti (2005) demonstrated a model that uses task-specific keywords to find relevant objects in a scene and extracts their low-level features to build a visual map of task-relevance.
In this chapter, we focus on two important high-level aspects, namely faces and moving objects.
Attraction of Faces and Moving Objects
People and especially faces are among the objects attracting the most attention.. If there are faces of people in a scene, we will look at them immediately. Furthermore, because of our familiarity with people's faces, we are very sensitive to distortions or artifacts occurring in them. The importance of faces is underlined by a study of image appeal in consumer photography (Savakis, 2000) . People in the picture and their facial expressions are among the most important criteria for image selection.
In a similar manner, viewers may also track specific moving objects in a scene. In fact, motion (in particular, in the periphery) tends to attract the viewers' attention. The spatial acuity of the human visual system depends on the velocity of the image on the retina: As the retinal image velocity increases, spatial acuity decreases. The visual system addresses this problem by tracking moving objects with smooth-pursuit eye movements, which minimizes retinal image velocity and keeps the object of interest on the fovea. Smooth pursuit works well even for high velocities, but it is impeded by large accelerations and unpredictable motion (Eckert, 1993) . On the other hand, tracking a particular movement will reduce the spatial acuity for the background and objects moving in different directions or at different velocities. An appropriate adjustment of the spatiotemporal contrast sensitivity function (CSF) as outlined by Daly (1998) to account for some of these sensitivity changes can be considered as a first step in modeling such phenomena.
Based on the observations of this section, the proposed video coder and perceptual quality metric take into account both low-level and high-level aspects of vision. To achieve this, a segmentation stage is added to the video coder and to the quality metric to find regions of interest. The segmentation output then guides a pre-processing step in coding and a pooling process in video quality evaluation by giving more weight to the regions with semantically higher importance.
Semantic Segmentation
The high-level contribution to the cognitive behavior of people when watching a video is taken into account by means of semantic segmentation. To represent the semantic model of a specific cognitive task, we decompose each frame of the sequence into sets of mutually-exclusive and jointly-exhaustive segments. In general, the topology of this semantic partition cannot be expressed using homogeneity criteria, because the elements of such a partition do not necessarily possess invariant properties. As a consequence, some knowledge of the objects we want to segment is required. We will consider two cases of such a priori information, namely segmentation of faces and segmentation of moving objects. The final partition will be composed of foreground areas and background areas of each image.
Color segmentation and feature classification can be exploited to segment faces of people. A number of relatively robust algorithms for face segmentation are based on the fact that human skin colors are confined to a narrow region in the chrominance (C b , C r ) plane (Gu, 1999) , when the global illumination of the scene does not change significantly. Otherwise, methods based on tracking the evolution of the skin-color distribution at each frame based on translation, scaling, and rotation of skin color patches in the color space can be used (Sigal, 2004) . One of the limits of approaches based on color segmentation is that the resulting partition may include faces as well as body parts. To overcome this problem, a combination of color segmentation with facial feature extraction (Hsu, 2002) can be used. Other approaches use feature classifiers only. Viola and Jones (2004) proposed a face detector based on a cascade of simple classifiers and on the integral image. This detector is a multi-stage classification that works as follows. First, features similar to Haar basis functions are extracted from the gray-level integral image. Next, a learning step called AdaBoost is used to select a small number of relevant features. This pruning process selects weak classifiers that depend on one feature only. Finally, the resulting classifiers are combined in a cascade structure. With such an approach, a face cannot be reliably detected when it appears small or not frontal. However, in such a situation the face in general does not attract viewers' attention as much as a frontal or large face. Therefore, this limitation will not affect the proposed approach in a significant way. Figure 3 shows an example of face detection for the test sequence Susie.
To segment moving objects, motion information is used as semantics. The motion of an object is usually different from the motion of background and other surrounding objects. For this reason, many extraction methods make use of motion information in video sequences to segment objects (Cavallaro, 2004a) . Change detection is a typical tool used to tackle the problem of object segmentation based on motion. Different change detection techniques can be employed for moving camera and static camera conditions. If the camera moves, change detection aims at recognizing coherent and incoherent moving areas. The former correspond to background areas, the latter to video objects. If the camera is static, the goal of change detection is to recognize moving objects (foreground) and the static background. The semantic segmentation discussed here addresses the static camera problem and is applicable in the case of a moving camera after global motion compensation.
The change detector decides whether in each pixel position the foreground signal corresponding to an object is present. This decision is taken by thresholding the frame difference between the current frame and a frame representing the background. The frame representing the background is dynamically generated based on temporal information (Cavallaro, 2001 ). The thresholding aims at discarding the effect of the camera noise after frame differencing. A locally adaptive threshold, T(i,j) , is used that models the noise statistics and applies a significance test. To this end, we want to determine the probability that frame difference at a given position (i,j) is due to noise, and not to other causes. Let us suppose that there is no moving object in the frame difference. We refer to this hypothesis as the null hypothesis, H 0 . Let g(i,j) be the sum of the absolute values of the frame difference in an observation window of q pixels around (i,j). Moreover, let us assume that the camera noise is additive and follows a Gaussian distribution with variance σ. Given H 0, the conditional probability density function (pdf) of the frame difference follows a 2 q χ distribution with q degrees of freedom defined by: ) (⋅ Γ is the Gamma function, which is defined as )
, and
. To obtain a good trade-off between robustness to noise and accuracy in the detection, we choose q=25 (5-by-5 window centered in (i,j)). It is now possible to derive the significance test as:
When this probability is smaller than a certain significance level, α, we consider that H 0 is not satisfied at the pixel position (i,j). Therefore we label that pixel as belonging to a moving object. The significance level α is a stable parameter that does not need manual tuning over a sequence or for different sequences. Experimental results indicate that valid values fall in the range from 10 -2 to 10 -6 .
An example of a moving object segmentation result is shown in Figure 4 .
The video partitions generated with semantic segmentation are then used in the video encoding process and in the quality evaluation metric as described in the following sections.
Perceptual Semantics for Video Coding
A video encoder that exploits semantic segmentation facilitates the improvement of video compression efficiency in terms of bandwidth requirements as well as visual quality at low bit rates. Using semantic decomposition, the encoder may adapt its 
Figure 4. Example of moving object segmentation. (a) Original images; (b) moving object segmentation mask (white: foreground, black: background)

Video Coders
The semantic pre-filtering is obtained by exploiting semantics in a traditional frame-based encoding framework, such as MPEG-1. The use of the decomposition of the scene into meaningful objects prior to encoding, referred here as semantic pre-filtering, helps support low-bandwidth transmission. The areas belonging to the foreground class are used as the region of interest. The areas not included in the region of interest are lowered in importance by using a low-pass filter. The latter solution simplifies the information in the background, while still retaining essential contextual information. The simplification of the background allows for a reduction of information to be coded. The use of a simplified background so as to enhance the relevant objects aims at taking advantage of the task-oriented behavior of the human visual system for improving compression ratios. The work reported by Bradley (2003) demonstrates that an overall increase in image quality can be obtained when the increase in quality of the relevant areas of an 
. Simplification of contextual information: (a) Sample frame from the test sequence Hall Monitor; (b) simplification of the whole frame using a low-pass filter; (c) selective low-pass filtering based on semantic segmentation results allows one to simplify the information in the background while still retaining essential contextual information
image more than compensates for the decrease in quality of the image background. An example of this solution, which aims at mimicking the blur occurring in the retina due to foveation (Itti, 2004 ) using high-level semantic cues, is reported in Figure 6 .
Another way to take into account less relevant portions of an image before coding is to take advantage of the specifics of the coding algorithm. In the case of block-based coding, each background macro-block can be replaced by its DC value only. While this approach also has the effect of frequency reduction and loss of detail, it may lead to unacceptably strong blocking artifacts in the video.
An alternative approach is using object-based encoding. In such a case, the encoder needs to support the coding of individual video objects, such as for MPEG-4, objectbased mode (Sikora, 1997) . With this solution, each video object is assigned to a distinct object class, according to its importance in the scene. The encoding quality can be set depending on the object class: the higher the relevance, the higher the encoding quality. One advantage of this approach is the possibility of controlling the sequencing of objects. Video objects may be encoded with different degrees of compression, thus allowing better granularity for the areas in the video that are of more interest to the viewer. Moreover, objects may be decoded in their order of priority, and the relevant content can be viewed without having to reconstruct the entire image. Finally, sprite coding could be used when an image representing the background is sent to the receiver once and then objects are encoded and composed with an appropriate portion of the background at the receiver side. However, these solutions require that objects are tracked after segmentation (Cavallaro, 2005a) , thus increasing the complexity of the approach.
Results
The results presented in this section illustrate the impact of semantic pre-filtering on the encoding performance of a frame-based coder. Sample results are shown from the MPEG-4 test sequence Hall Monitor and from the MPEG-7 test sequence Highway. Both sequences are in CIF format at 25 Hz. The background is simplified using a Gaussian 9x9 low-pass filter with µ=0 and σ=2, where µ and σ are the mean and standard deviation of the filter, respectively. The TMPGEnc 2.521.58.169 encoder using constant bit-rate (CBR) rate control was used for the encoding. 
Perceptual Semantics for Video Quality Assessment
A quality measure based on semantic segmentation is useful for end-to-end communication architectures aiming at including perceptual requirements for an improved delivery of multimedia information. Predicting subjective ratings using an automatic visual quality metric with higher accuracy than peak signal-to-noise ratio (PSNR) has been the topic of much research in recent years. However, none of today's metrics quite achieves the reliability of subjective experiments.
Two approaches for perceptual quality metric design can be distinguished (Winkler, 2005b) : One class of metrics implements a general model of low-level visual processing in the retina and the early visual cortex. Metrics in this class typically require access to the reference video for difference analysis. The other class of metrics looks for specific features in the image, for example, compression artifacts arising from a certain type of codec, and estimates their annoyance.
To demonstrate the use of perceptual semantics with both classes of metrics, we describe a specific implementation from each class here. The first is a full-reference perceptual distortion metric (PDM) based on a vision model, and the second is a no-reference video quality metric based on the analysis of common artifacts. These are then combined with perceptual semantics to achieve a better prediction performance (Cavallaro & Winkler, 2004) .
Full-Reference Quality Metric
The full-reference PDM is based on a contrast gain control model of the human visual system that incorporates spatial and temporal aspects of vision as well as color perception (Winkler, 1999) . A block diagram of this metric is shown in Figure 9 . The metric requires both the test sequence and the corresponding reference sequence as inputs.
The input videos are first converted from YUV or RGB to an opponent-color space, which is closer to the perceptual representation of color information. Each of the resulting three components is then subjected to a spatio-temporal decomposition, which is implemented as a filter bank. This emulates the different mechanisms in the visual system, which separate the input signals according to their color, frequency, orientation, and other characteristics. The sensitivity to the information in every channel is different, so the channels are weighted according to contrast sensitivity data.
The subsequent contrast gain control stage models pattern masking, which is one of the most critical components of video quality assessment, because the visibility of distortions is highly dependent on the local background. Masking is strongest between stimuli located in the same perceptual channel, and becomes weaker for stimuli with differing characteristics. The perceptual decomposition allows us to take many of these intra-and inter-channel masking effects into account. Within the process of contrast gain control, masking occurs through the inhibitory effect of the various perceptual channels.
At the output of the contrast gain control stage, the differences between the reference and the test video are computed for each channel and then combined ("pooled") into a distortion measure or quality rating according to the rules of probability summation.
No-Reference Quality Metric
The no-reference quality metric estimates visual quality based on the analysis of common coding and transmission artifacts found in the video (Winkler & Campos, 2003) . These artifacts include blockiness, blur, and jerkiness. A block diagram of this metric is shown in Figure 10 . It does not need any information about the reference sequence. 2 The use of a no-reference metric is particularly interesting here because semantic segmentation does not require a reference video either. The blockiness metric looks for typical block patterns in a frame. These block patterns are an artifact common to DCT block-based image and video compression methods such as JPEG or MPEG. Blocks often form regular horizontal or vertical structures in an image, which appear as characteristic peaks in the spectrum of spatial difference signals. If the blocks are not regular, each block has to be identified individually based on its texture and boundaries. The spectral power peaks and the boundary contrasts are used to compute a measure of overall blockiness.
Blur is a perceptual measure of the loss of fine detail in the image. It is due to the attenuation of high frequencies at some stage of the recording or encoding process. The blur metric is based on the assumption that edges, which often represent object contours, are generally sharp. Compression has a smearing effect on these edges. The blur metric thus looks for significant edges in an image and measures their width. This local edge smear is then averaged over the entire image for a global estimate of blur.
The jerkiness metric is a temporal metric dedicated to measuring the motion rendition in the video. Jerkiness is a perceptual measure of frozen pictures or motion that does not look smooth. The primary causes of jerkiness are network congestion and/or packet loss. It can also be introduced by the encoder dropping or repeating frames in an effort to achieve the given bit-rate constraints. The jerkiness metric takes into account the video frame rate as well as the amount of motion activity in the video.
Both of these metrics can make local quality measurements in small sub-regions over a few frames in every video. The process of combining these low-level contributions into an overall quality rating is guided by the result of the semantic segmentation stage as shown in Figure 11 . The metrics described here attempt to emulate the human visual system to prioritize the visual data in order to improve the prediction performance of a perceptual distortion metric. The resulting semantic video quality metric thus incorporates both low-level and high-level aspects of vision. Low-level aspects are inherent to the metric and include color perception, contrast sensitivity, masking and artifact visibility. High-level aspects take into account the cognitive behavior of an observer when watching a video through semantic segmentation. 
Evaluation and Results
To evaluate the improvement of the prediction performance due to face segmentation, we compare the ratings of the regular full-frame metrics with those of the segmentationsupported metrics for different data sets. We focus our evaluation on the special case when faces attract the attention of an observer. We quantify the influence of variations of quality of the relevant parts of the content on perceived video quality.
We used test material and subjective ratings from three different subjective testing databases:
1. VQEG Phase I database (VQEG, 2000) : This database comprises mainly TV material with 16 test conditions. Three relevant scenes were selected from this database to evaluate the full-reference PDM.
2. PC video database (Winkler, 2001 ): This database was created with CIF-size video and various DirectShow codecs at bit-rates of 1-2 Mb/s, for a total of eight test conditions. We picked two scenes from this database to evaluate the full-reference PDM.
3.
Internet streaming database (Winkler & Campos, 2003) : This database contains clips encoded with MPEG-4, Real Media and Windows Media at 256 and 512 kb/s, as well as some packet loss (seven conditions in total). Four scenes from this database were used. Due to the test conditions here, these sequences cannot be properly aligned with the reference. Therefore, we use this set for the evaluation of our noreference metric.
The scenes we selected from these databases contain faces at various scales and with various amounts of head and camera movements. Some examples are shown in Figure 12 .
The results of the evaluation for our three data sets are shown in Figure 13 . Segmentation generally leads to a better agreement between the metric's predictions and the subjective ratings. The trend is the same for all three data sets, which indicates that face segmentation is useful for augmenting the predictions of quality metrics. Moreover, giving lower weights to faces leads to a reduced prediction performance. This observation also supports the conclusion that semantic segmentation helps predicting perceived quality. As expected, the improvement is most noticeable for the scenes where faces cover a substantial part of the frame. Segmentation is least beneficial for sequences in which the faces are quite small and the distortions in the background introduced by some test conditions are more annoying to viewers than in other regions (as is the case with data set 2).
Summary
We analyzed factors influencing visual attention and how they can be incorporated in a video encoder and in a perceptual distortion metric using segmentation. We looked at the special cases of moving object and face segmentation, and we evaluated the performance improvement of a frame-based encoder and video quality metrics combined with a segmentation stage.
In video coding, the advantages of segmentation support have been demonstrated at low-bit rates with test sequences containing moving objects. In quality evaluation, the advantages of segmentation support have been demonstrated with test sequences showing human faces, resulting in better agreement of the predictions of a perceptual quality metric with subjective ratings. Even if the segmentation support is adding complexity to the overall system, the algorithms used for the detection of faces and moving objects are running in real-time on standard personal computers. Moreover, the proposed perceptual video coding method does not add any overhead to the bitstream, thus allowing interoperability with existing decoders.
Current work includes the extension of the technique and results to the evaluation of multimedia information, including graphics, audio, and video for applications such as augmented reality and immersive spaces.
