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ON CONGRUENCE-SEMISIMPLE SEMIRINGS AND THE
K0-GROUP CHARACTERIZATION OF ULTRAMATRICIAL
ALGEBRAS OVER SEMIFIELDS
YEFIM KATSOV, TRAN GIANG NAM, AND JENS ZUMBRA¨GEL
Abstract. In this paper, we provide a complete description of congruence-
semisimple semirings and introduce the pre-ordered abelian Grothendieck
groups K0(S) and SK0(S) of the isomorphism classes of the finitely gener-
ated projective and strongly projective S-semimodules, respectively, over an
arbitrary semiring S. We prove that the SK0-groups and K0-groups are com-
plete invariants of, i.e., completely classify, ultramatricial algebras over a semi-
field F . Consequently, we show that the SK0-groups completely characterize
zerosumfree congruence-semisimple semirings.
1. Introduction
As is well-known (see, for example, [5]), projective modules play a fundamental
role in developing of algebraic K-theory which, in turn, has crucial outcomes in
many areas of modern mathematics such as topology, geometery, number theory,
functional analysis, etc. In short, algebraic K-theory is a study of groups of the
isomorphism classes of algebraic objects, the first of which is K0(R), Grothendieck’s
group of the isomorphism classes of finitely generated projective R-modules, and
that is used to create a sort of dimension for R-modules that lack a basis. There-
fore, the structure theory of projective modules is certainly of a great interest and
importance.
Semirings, semimodules, and their applications, arise in various branches of
mathematics, computer science, quantum physics, and many other areas of science
(see, for example, [12] and [11]). As algebraic structures, semirings certainly are
the most natural generalization of such (at first glance different) algebraic concepts
as rings and bounded distributive lattices, and therefore, they form a very natural
and exciting ground for furthering the structure theory of projective (semi)modules
in a “non-additive” categorical setting. And, in fact, the structure theory of pro-
jective semimodules has been recently considered by several authors (see, e.g., [25],
[34], [27], [19], [23], [33], [22] and [20]). Also, in the last one or two decades, there
can be observed an intensively growing substantial interest in additively idempo-
tent semirings, which particularly include the Boolean and tropical semifields and
have a fundamental meaning in such relatively new, “non-traditional”, and fasci-
nating areas of modern mathematics such as tropical geometry [35] and [10], tropi-
cal/supertropical algebra [21], F1-geometry [6], and the geometry of blueprints [31].
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Although, in general, describing the structure of (finitely generated) projective
semimodules seems to be a quite difficult task, recently there have been obtained
a number of interesting results regarding structures of projective semimodules over
special classes of semirings among which we mention, for example, the following
ones. Il’in et al. [20] initiated a homological structure theory of semirings and in-
vestigated semirings all of whose cyclic semimodules are projective; Izhakian et al.
[23] characterized finitely generated projective semimodules over a tropical semi-
field in terms of rank functions of semimodules; and Macpherson [33] classified
projective semimodules over additively idempotent semirings that are free on a
monoid. Further, motivated by direct sum decompositions of subsemimodules of
free semimodules over a tropical semifield and related structures, Izhakian et al. [22]
developed a theory of the decomposition socle, dsoc(M), for zerosumfree semimod-
ules M . In particular, they provided a criterion for zerosumfree semirings S when
dsoc(S) = S ([22, Thm. 3.3]) and established the uniqueness of direct sum decom-
positions for some special finitely generated projective semimodules ([22, Cor. 3.4]),
called ‘strongly projective’ in the present paper, over such semirings.
Moreover, Elliott [8] classified/characterized ulramatricial algebras over an arbi-
trary field by means of their pointed ordered Grothendieck groups K0. This fun-
damental result implies a C∗-algebra technique and initiated very fruitful research
lines in algebra and operator algebra, not to mention that the Elliott program of
classifying simple nuclear separable C∗-algebras by K-theoretic invariants became
a profoundly active area of research (see, e.g., the survey paper by Elliott and
Toms [9]).
In light of the two previous paragraphs and motivated by the Elliott program
of classifying C∗-algebras in terms of K-theory, our paper has a twofold goal: to
characterize the decomposition socles and structure of (finitely generated) projec-
tive semimodules over a semiring S in terms of the Grothendieck group K0(S)
of a semiring S; and to extend Elliott’s classification of ultramatricial algebras
to a “non-additive” semiring setting. Let us a briefly clarify the latter: If F is
a (semi)field and C is a class of unital F -algebras, then one says that the K0-
group is a complete invariant for algebras in C, or that K0 completely classifies
F -algebras in C, if any F -algebras R and S from C are isomorphic as F -algebras iff
there is a group isomorphism K0(R) ∼= K0(S) which respects the natural pre-order
structure of the K0-groups and their order-units. It should be mentioned that the
“blueprints” of Lorscheid [31] contain commutative semirings as a full subcategory,
which eventually leads to a K-theory of blueprints, including a K-theory of com-
mutative semirings as a special case, and the group K0(S) of a semiring S has
been introduced by Di Nola and Russo [7]. However, the considerations of K0(S)
in our paper are distinguished from those in [31] and [7] — we consider two quite
different types of K0-groups and, to the extend of our knowledge, at the first time
use them as complete invariants for classifying algebras of a non-additive category
in the spirit of the Elliot program.
The article is organized as follows. In Section 2, for the reader’s convenience,
we briefly collect the necessary notions and facts on semirings and semimodules.
Subsequently, we provide in Section 3 a full description of congruence-semisimple
semirings (Theorem 3.4) and show that zerosumfree congruence-semisimple semir-
ings are precisely matricial algebras over the Boolean semifield B (Corollary 3.5). In
Section 4, beyond of some basic considerations of strongly projective semimodules
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under change of semirings (Propositions 4.8 and 4.10), we give a complete descrip-
tion of the strongly projective semimodules over an arbitrary semisimple semiring
(Theorems 4.5 and 4.9).
Based on the results of Section 4 and [13, Ch. 15], in Section 5 we introduce and
establish fundamental properties of the monoids V(S) (SV(S)) of the isomorphism
classes of finitely generated (strongly) projective semimodules over a semiring S
and show that those monoids completely characterize the class of ultramatricial
algebras over a semifield F (Theorems 5.10 and 5.11).
In Section 6, using the results of Sections 4 and 5, we consider the pre-ordered
abelian groups K0(S) and SK0(S)—which are the Grothendieck groups on the
monoids V(S) and SV(S), respectively—for an arbitrary semiring S, and, using the
concept of ‘weak dimension’ of semimodules, describe division semirings D having
the groups K0(D) and SK0(D) to be isomorphic (Theorem 6.10). Also, it is shown
(Proposition 6.7) that, for any additively idempotent commutative semiring S, the
groupK0(S) always contains a free abelian group with countably infinite basis; and
it is given (Theorem 6.14) for semirings S having dsoc(S) = S, i.e., congruence-
semisimple semirings here, a K-theory version of [22, Cor. 3.4]. Finally, we extend
Elliott’s classification theorem for ultramatricial algebras over fields [8] and show
that the SK0-groups and K0-groups are complete invariants of ultramatricial al-
gebras over semifields (Theorems 6.21 and 6.23), as well as that SK0 completely
classifies zerosumfree congruence-semisimple semrings (Theorem 6.22).
All notions and facts of categorical algebra, used here without any comments,
can be found in [32]; for notions and facts from semiring theory we refer to [12].
2. Preliminaries
Recall [12] that a semiring is an algebra (S,+, ·, 0, 1) such that the following
conditions are satisfied:
(1) (S,+, 0) is a commutative monoid with identity element 0;
(2) (S, ·, 1) is a monoid with identity element 1;
(3) multiplication distributes over addition from either side;
(4) 0s = 0 = s0 for all s ∈ S.
Given two semirings S and S′, a map ϕ : S → S′ is a homomorphism if it satisfies
ϕ(0) = 0, ϕ(1) = 1, ϕ(x+ y) = ϕ(x) + ϕ(y) and ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈ S.
A semiring S is commutative if (S, ·, 0) is a commutative monoid; and S is entire
if ab = 0 implies that a = 0 or b = 0 for all a, b ∈ S. The semiring S is a division
semiring if (S \{0}, ·, 1) is a group; and S is a semifield if it is a commutative
division semiring. An element e in a given semiring S is idempotent if e2 = e; and
an idempotent e ∈ S is strong if there exists an idempotent f ∈ S such that e+f = 1
and ef = 0 = fe. Two idempotents e, f ∈ S are orthogonal if ef = 0 = fe. An
idempotent is primitive if it cannot be written as the sum of two nonzero orthogonal
idempotents.
As usual, a right S-semimodule over a given semiring S is a commutative monoid
(M,+, 0M) together with a scalar multiplication (m, s) 7→ ms from M × S to M
which satisfies the identities m(ss′) = (ms)s′, (m+m′)s = ms+m′s, m(s+ s′) =
ms+ms′,m1 = m, 0Ms = 0M = m0 for all s, s
′ ∈ S andm,m′ ∈M . Left semimod-
ules over S and homomorphisms between semimodules are defined in the standard
manner. An S-semimodule M is called a module if its additive reduct (M,+, 0M )
is an abelian group. Let henceforthM be the variety of commutative monoids, and
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letMS and SM denote the categories of right and left S-semimodules, respectively,
over a semiring S.
Recall [24, Def. 3.1] the tensor product bifunctor −⊗− : MS×SM→M, which
for a right semimodule A ∈ |MS | and a left semimodule B ∈ |SM| can be described
as the factor monoid F/σ of the free monoid F ∈ |M|, generated by the Cartesian
product A×B, factorized with respect to the congruence σ on F generated by the
ordered pairs having the form
〈(a1 + a2, b), (a1, b) + (a2, b)〉, 〈(a, b1 + b2), (a, b1) + (a, b2)〉, 〈(as, b), (a, sb)〉,
with a1, a2 ∈ A, b1, b2 ∈ B and s ∈ S.
An S-semimodule M is called (additively) idempotent (resp., zerosumfree) if
m + m = m for all m ∈ M (resp., if m + m′ = 0 implies m = m′ = 0 for all
m,m′ ∈M); clearly, every idempotent semimodule is zerosumfree. In particular, a
semiring S is additively idempotent (resp., zerosumfree, a ring) if SS ∈ |MS | as a
semimodule is idempotent (resp., zerosumfree, a module). Two well-known impor-
tant examples of additively idempotent semirings are the Boolean semifield B :=
({0, 1},max,min, 0, 1) and the tropical semifield T := (R ∪ {−∞},max,+,−∞, 0).
By an S-algebra A over a given commutative semiring S we mean the data of
an S-semimodule A and of an associate multiplication on A that is bilinear with
respect to the operations of the S-semimodule A. For example, every semiring
may be considered as a Z+-algebra and any additively idempotent semiring as a
B-algebra. An S-algebra A is called unital if the multiplication on A has a neutral
element 1A, i.e., a1A = a = 1Aa for all a ∈ A.
As usual (see, for example, [12, Ch. 17]), if S is a semiring, then in the cate-
goryMS , a free right semimodule F with basis set I is a direct sum (a coproduct)
of I copies of SS , i.e., F =
⊕
i∈I Si where Si
∼= SS for i ∈ I. Accordingly, a
projective semimodule in MS is defined to be a retract of a free semimodule, i.e.,
a right semimodule P is called projective if there is a free right semimodule F with
homomorphisms f : F → P and g : P → F such that f ◦ g = idP . And a semi-
module MS is finitely generated if it is a homomorphic image of a free semimodule
with finite basis set. Moreover, a semiring S is said to have the IBN (“invariant
basis number”) property (cf. [26, Def. 2.8]) if, for any natural numbers n,m, the
free semimodules Sm and Sn are isomorphic inMS if and only if m = n. Note that
the “left” version of the IBN property is equivalent to this right version, see [26,
Prop. 3.1].
Congruences on a right S-semimodule M are defined in the standard manner.
Any subsemimodule L of a right S-semimodule M induces a congruence ≡L on M ,
known as the Bourne congruence, by setting m ≡L m
′ iff m + l = m′ + l′ for
some l, l′ ∈ L. The subsemimodule L is subtractive if a ∈ L and x + a ∈ L
(where x ∈ M) implies x ∈ L. In this case, the zero class [0] with respect to ≡L
coincides with L. A nonzero right S-semimodule M is called congruence-simple if
its only congruences are the identity congruence △M := {(m,m) | m ∈M} and the
universal congruence M×M — in this case, its only subtractive subsemimodules are
{0} and M . Accordingly, a right ideal I of a semiring S is called congruence-simple
if the right S-semimodule I is congruence-simple. And a semiring S is called right
(left) congruence-semisimple if S is a direct sum of congruence-simple right (left)
ideals.
Finally, a nonzero right S-semimodule M is called minimal if it has no proper
nonzero subsemimodules, and the S-semimodule M is said to be semisimple if it
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is a direct sum of minimal subsemimodules; in particular, a semiring S is said to
be right (left) semisimple if the right (left) regular semimodule is semisimple. As
is well-known (see, for example, [16, Thm. 7.8] or [28, Thm. 4.5]), the celebrated
Artin-Wedderburn theorem generalized to semirings states that a semiring S is
(right, left) semisimple if and only if
S ∼= Mn1(D1)× . . .×Mnr(Dr) ,
where Mni(Di) is the semiring of ni × ni-matrices over a division semiring Di for
each i = 1, . . . , r. In the sequel, we refer to such an isomorphism as a direct product
representation of a semisimple semiring S.
3. Congruence-semisimple semirings
Providing a full description of the class of all congruence-semisimple semirings
constitutes a main goal of this section; and to accomplish it, we need the following
useful facts.
Lemma 3.1 ([18, Prop. 1.2]). If M ∈ |MS | is a congruence-simple right S-
semimodule, then M is either idempotent or a module.
Lemma 3.2 ([18, Lem. 1.1]). Let M ∈ |MS | be an idempotent right S-semimodule.
Then the relation
x ∼ y ⇐⇒ Ann(x) = Ann(y),
where Ann(m) := {s ∈ S | ms = 0M} is the annihilator of an element m ∈ M , is
a congruence on M .
Proposition 3.3. Let S be a semiring.
(1) The endomorphism semiring EndS(M) of any cyclic congruence-simple S-
semimodule M ∈ |MS| is either a division ring or the Boolean semifield B.
(2) Let I be a congruence-simple right ideal of a semiring S such that I = eS for
some idempotent e ∈ S, and let M ∈ |MS | be a cyclic congruence-simple
S-semimodule. Then, M ∼= I or HomS(M, I) = 0.
Proof. (1) By Lemma 3.1, M is either a module or idempotent. If M is a module,
then using similar arguments as in the classical Schur lemma [29, Lem. 1.3.6], one
readily sees that EndS(M) is a division ring.
Now suppose that M is an idempotent semimodule such that M = mS for some
0 6= m ∈ M , and let f ∈ EndS(M) be a nonzero endomorphism. It is clear (see
also [1, Prop. 2.1 (1)]) that f is injective. If m′ := f(m), then Ann(m) = Ann(m′):
Indeed, since f is injective, for all s ∈ S, ms = 0 iff m′s = f(ms) = 0. And, by
Lemma 3.2, m = m′ = f(m), thus f = idM , whence EndS(M) ∼= B.
(2) Assume there exists a nonzero homomorphism f : M → I. Again, it is clear
(see also [1, Prop. 2.1 (1)]) that f is injective. We claim that f is also surjective,
whence M ∼= I. If M is a module, then 0 6= f(M) is a subtractive submodule of I,
hence f(M) = I as desired. Suppose then that M is not a module, hence M is
idempotent by Lemma 3.1. Then 0 6= f(M) is also idempotent, thus I is not a
module either, so that I is idempotent by Lemma 3.1 as well. Now, let M = mS
for some 0 6= m ∈M , and a := f(m) ∈ I. Since f(M) is a nonzero subsemimodule
of I, the Bourne congruence ≡f(M) on I is the universal one. So, e ≡f(M) 0, and
hence, e+as = as′ and e+ase = as′e for some s, s′ ∈ S. From the latter and since I
is idempotent, one immediately gets that Ann(e) = Ann(as′e); and by Lemma 3.2,
e = as′e = f(ms′e), and hence, f is a again surjective. 
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Recall that a semiring S is right (left) congruence-semisimple if S is a direct
sum of its congruence-simple right (left) ideals. Notice that a ring is a right (left)
congruence-semisimple ring iff it is a classical semisimple ring, i.e., it is a direct
sum of its minimal one-sided ideals. However, in a semiring setting, this fact is not
true in general. The following theorem, constituting the main result of this section,
gives a full description of all congruence-semisimple semirings and also demonstrates
that the class of congruence-semisimple semirings is a proper subclass of the class
of semisimple semirings.
Theorem 3.4. For any semiring S, the following statements are equivalent:
(1) S is a right congruence-semisimple semiring;
(2) S ∼= Mn1(B) × · · · × Mnk(B) × Mm1(D1) × · · · × Mmr(Dr), where B is
the Boolean semifield, D1, . . . , Dr are division rings, k ≥ 0, r ≥ 0, and
ni (i = 1, . . . , k) and mj (j = 1, . . . , r) are positive integers;
(3) S is a left congruence-semisimple semiring.
Proof. (1) =⇒ (2). Let S be a right congruence-semisimple semiring, thus S is a
finite direct sum of its congruence-simple right ideals. By applying Lemma 3.1
and grouping those summands according to their isomorphism types as right S-
semimodules, we obtain
SS ∼= I
n1
1 ⊕ · · · ⊕ I
nk
k ⊕ I
m1
k+1 ⊕ · · · ⊕ I
mr
k+r ,
with mutually nonisomorphic congruence-simple right ideals I1, . . . , Ik+r of S, where
the Ii for i = 1, . . . , k are additively idempotent S-semimodules and the additive
reducts of Ii for i = k + 1, . . . , k + r are abelian groups.
Notice that each Ii for i = 1, . . . , k + r is a direct summand of SS , so Ii = eiS
for some idempotent ei ∈ S. By Proposition 3.3, EndS(Ii) ∼= B for i = 1, . . . , k,
Dj := EndS(Ik+j) for j = 1, . . . , r are division rings, and HomS(Ii, Ij) = 0 for all
distinct i, j = 1, . . . , k + r.
Since elements of EndS(SS) are presented by multiplications on the left by ele-
ments of S, and as HomS(Ii, Ij) = 0 for i 6= j, we infer
S ∼= EndS(SS) ∼= EndS(I
n1
1 ⊕ · · · ⊕ I
nk
k ⊕ I
m1
k+1 ⊕ · · · ⊕ I
mr
k+r)
∼= EndS(I
n1
1 )× · · · × EndS(I
nk
k )× EndS(I
m1
k+1)× · · · × EndS(I
mr
m+r) .
Finally, by noting that EndS(M
m) ∼= Mm(EndS(M)) for any M ∈ |MS | and
postive integer m, we conclude that
S ∼=Mn1(B) × · · · ×Mnk(B) ×Mm1(D1)× · · · ×Mmr(Dr) .
(2) =⇒ (1). It suffices to show the congruence-semisimpleness of a matrix
semiring S := Mn(K) with K to be either a division ring or the Boolean semi-
field. To this end, let eii for i = 1, . . . , n be the matrix units in Mn(K), so
that S = e11S ⊕ · · · ⊕ ennS with eiiS ∼= K
n as right S-semimodules for each i.
As was shown in [25, Thm. 5.14], the functors F : MS ⇆ MK : G given by
F (A) = Ae11 and G(B) = B
n establish an equivalence of the semimodule cate-
goriesMS and MK . Therefore, taking into consideration that K is a congruence-
simple rightK-semimodule and [1, Lem. 3.8], we have that each eiiS ∼= K
n = G(K)
for i = 1, . . . , n is a congruence-simple right S-semimodule as well, whence S is a
right congruence-semisimple semiring.
The equivalence (1)⇐⇒(3) follows by symmetry. 
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Recently in [22], introducing and studying the decomposition socle for semimod-
ules over zerosumfree semirings, the authors characterize zerosumfree semirings R
such that the regular semimodule RR is a finite direct sum of indecomposable pro-
jective R-subsemimodules (see [22, Thm. 3.3]). In light of this and as a corollary
of Theorem 3.4, we note a description of such semirings in the class of congruence-
semisimple semirings as matricial algebras—a central subject of our considerations
in the following sections—over the Boolean semifield.
Corollary 3.5. For any zerosumfree semiring S, the following are equivalent:
(1) S is a right congruence-semisimple semiring;
(2) S ∼= Mn1(B)×· · ·×Mnk(B), with B the Boolean semifield and k, n1, . . . , nk
some positive integers;
(3) S is a left congruence-semisimple semiring.
4. Strongly projective semimodules
In [22], a very natural variation of the concept of a projective semimodule has
been introduced in a semiring setting, which we here call “strongly projective semi-
module”. In the present section, we thoroughly investigate such kind of semimod-
ules over general semirings, semifields and semisimple semirings.
Definition 4.1 (cf. [22, Def. 3.1]). A semimodule P ∈ |MS | is (finitely generated)
strongly projective if it is isomorphic to a direct summand of a (finitely generated)
free right S-semimodule.
Remark 4.2. We note a few easy facts on strongly projective semimodules.
(1) Any (finitely generated) strongly projective semimodule is a (finitely gen-
erated) projective semimodule as well, and the concepts of “projectivity”
and “strong projectivity” for modules over rings coincide.
(2) A strongly projective semimodule P ∈ |MS | over a zerosumfree semiring S
is zerosumfree as well.
(3) Let (Pi)i∈I be a family of right S-semimodules. Then, the right S-semimodule⊕
i∈I Pi is strongly projective iff Pi is strongly projective for all i ∈ I.
The next observation provides a simple criterion for (strong) projectivity.
Lemma 4.3. A finitely generated right S-semimodule P is (strongly) projective iff
there exist a positive integer n and a (strongly) idempotent matrix A ∈Mn(S) such
that A(Sn) ∼= P , where A(Sn) is the subsemimodule of the right S-semimodule Sn
generated by all column vectors of A.
Proof. If P is a finitely generated projective right S-semimodule, then there is
some positive integer n and a homomorphism f : Sn → P with a right inverse ho-
momorphism g : P → Sn, i.e., f ◦ g = idP . Then α := g ◦ f : S
n → Sn is an
idempotent endomorphism with α(Sn) ∼= P . If the semimodule P is in addition
strongly projective, there exists, for some n and some right S-semimodule P ′, an
isomorphism Sn → P ⊕ P ′. Hence, the corresponding projections are homomor-
phisms f : Sn → P , f ′ : Sn → P ′ with right inverses g : P → Sn, g′ : P → Sn, such
that α := g ◦ f and α′ := g′ ◦ f ′ are idempotent endomorphisms of Sn satisfying
α+α′ = idSn and α ◦α
′ = 0 = α′ ◦α. Applying now the standard interpretation of
endomorphisms of the free right S-semimodule Sn as n× n matrices over S yields
a (strongly) idempotent matrix A ∈ Mn(S) such that A(S
n) ∼= P . The converse
direction is obvious. 
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A description of strongly projective semimodules over semifields is our next goal,
for which we need the following useful fact. Recall first (see, e.g., [12, p. 154]) that
a subsemimodule K of a semimodule M ∈ |MS | is said to be strong if m+m
′ ∈ K
implies m,m′ ∈ K for all m,m′ ∈M .
Proposition 4.4. Let M =
⊕
i∈I Ti ∈ |MS | be a direct sum of minimal S-
subsemimodules Ti ∈ |MS|. Then, for every strong subsemimodule K ⊆ M , there
exists a subset IK ⊆ I such that
M = K ⊕
( ⊕
i∈IK
Ti
)
and K ∼=
⊕
i∈I\IK
Ti.
Proof. By Zorn’s lemma, there exists a maximal subset IK ⊆ I satisfying the
property K ∩ (
⊕
i∈IK
Ti) = 0; let N := K + (
⊕
i∈IK
Ti). We claim that M = N .
Indeed, for any i ∈ I, as Ti is minimal, we have either N ∩ Ti = 0 or N ∩ Ti = Ti.
Suppose that N ∩ Ti = 0 for some i ∈ I. Then let J := IK ∪ {i}, and for any
x ∈ K ∩ (
⊕
i∈J Ti) we can write x = x1 + x2 with x1 ∈
⊕
i∈IK
Ti and x2 ∈ Ti.
Since K is strong, we get that x1, x2 ∈ K, and thus x1 ∈ K ∩ (
⊕
i∈IK
Ti) and
x2 ∈ K ∩ Ti. From the latter one has x1 = 0 = x2 and thus x = 0. Thus,
K ∩ (
⊕
i∈J Ti) = 0, contradicting the maximality of the subset IK ⊆ I. Therefore,
N ∩ Ti = Ti for all i ∈ I, whence M = N .
Now let x1 + x2 = x
′
1 + x
′
2, where x1, x
′
1 ∈ K and x2, x
′
2 ∈
⊕
i∈IK
Ti. Using the
direct sum
(∗) M =
( ⊕
i∈I\IK
Ti
)
⊕
( ⊕
i∈IK
Ti
)
,
we can write x1 = y1 + y2 and x
′
1 = y
′
1 + y
′
2 with y1, y
′
1 ∈
⊕
i∈I\IK
Ti and y2, y
′
2 ∈⊕
i∈IK
Ti. As K is strong, we infer that y2, y
′
2 ∈ K ∩ (
⊕
i∈IK
Ti) = 0, thus x1 = y1
and x′1 = y
′
1, so that y1 + x2 = y
′
1 + x
′
2. By (∗) this implies x1 = y1 = y
′
1 = x
′
1 and
x2 = x
′
2, whence M = K ⊕ (
⊕
i∈IK
Ti). The direct sum (∗) also shows, using the
corresponding Bourne congruence, that K ∼=M/
⊕
i∈IK
Ti ∼=
⊕
i∈I\IK
Ti. 
Theorem 4.5. Every strongly projective right D-semimodule over a division semir-
ing D is free. In particular, a finitely generated semimodule P ∈ |MD| is strongly
projective if and only if there exists a unique nonnegative integer n such that
P ∼= Dn.
Proof. It is clear that D is either a division ring or a zerosumfree division semiring.
Also, the statement is the well-known “classical” result when D is a division ring.
So let D be a zerosumfree division semiring and let P ∈ |MD| be a strongly
projective semimodule. There is a free semimodule F ∈ |MD|, which obviously is
zerosumfree, such that F = P ⊕Q for some semimodule Q ∈ |MD|, and we claim
that P is a strong subsemimodule of F . Indeed, let x, y ∈ F such that x + y ∈ P .
Then, x = p+ q and y = p′ + q′ for some p, p′ ∈ P and q, q′ ∈ Q, hence
x+ y = (p+ p′) + (q + q′) ∈ P ⊕Q .
Therefore, we have that q+ q′ = 0, so that q = 0 = q′, since F is zerosumfree. This
implies that x = p ∈ P and y = p′ ∈ P , and thus P is strong.
Now noticing that F =
⊕
i∈I Di, where Di
∼= D for all i ∈ I, is a direct
sum of minimal right D-subsemimodules, by applying Proposition 4.4 we get that
P ∼=
⊕
i∈J Di for some subset J ⊆ I, whence P is a free semimodule.
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If P ∈ |MD| is a finitely generated strongly projective semimodule, then there
exists a positive integer m such that Dm = P ⊕ Q for some Q ∈ |MD|. By the
observation above, there exists a nonnegative integer n ≤ m such that P ∼= Dn. The
uniqueness of such a number n follows from the IBN property of division semirings
(see [15, Thm. 5.3] or Corollary 5.2 below). 
Next we illustrate that the concepts of “projectivity” and “strong projectivity”
for semimodules, in general, are quite different. It is clear that any B-semimodule
M ∈ |MB| is an idempotent semimodule and an upper semilattice under the partial
ordering ≤ on M defined for any two elements x, y ∈M by x ≤ y iff x+ y = y. Let
us recall the following projectivity criterion for B-semimodules.
Fact 4.6 ([17, Thm. 5.3]). A B-semimodule M is projective if and only if M is a
distributive lattice and {m ∈M | m ≤ x} is finite for all x ∈M .
By applying Theorem 4.5 and Fact 4.6 it is fairly easy to provide counterex-
amples demonstrating the difference of the concepts of “projectivity” and “strong
projectivity” for general semimodules.
Example 4.7. Consider the subsemimodule PB := {(0, 0), (0, 1), (1, 1)} of the free
semimodule B2 ∈ |MB|. By Fact 4.6, the semimodule P is finitely generated
projective. However, it is obvious that there is no positive integer n with P ∼= Bn,
and therefore, by Theorem 4.5, P is not a strongly projective B-semimodule.
Now let us consider strongly projective semimodules under a change of semirings.
We need the following two functors introduced in [25]. Given any semirings R,S
and a homomorphism π : R→ S, every right S-semimodule BS may be considered
as a right R-semimodule by pullback along π, i.e., by defining b · r := b · π(r) for
any b ∈ B, r ∈ R. The resulting R-semimodule is written π#B, and it is easy
to see that the assignment B 7→ π#B naturally constitutes a restriction functor
π# : MS → MR. The restriction functor π
# for left semimodules is similarly
defined. In particular, the restriction functor π# : SM→ RM, applied to the left
S-semimodule SS, gives the R-S-bisemimodule RSS = π
#S. Then, tensoring by
π#S we have the extension functor π# := −⊗Rπ
#S = −⊗RS : MR →MS, which
is a left adjoint to the restriction functor π# : MS →MR, by [25, Prop. 4.1]. Using
[24, Prop. 3.8], we obtain the following observation, which will prove to be useful.
Proposition 4.8. Let π : R→ S be a semiring homomorphism.
(1) The extension functor π# : MR →MS preserves the subcategory of (finitely
generated) strongly projective semimodules.
(2) The restriction functor π# : MS →MR preserves the subcategory of (finitely
generated) strongly projective semimodules if and only if π#(S) is a (finitely
generated) strongly projective right R-semimodule.
Proof. (1) Let P be a strongly projective R-semimodule. There is then a right
R-semimodule Q such that R(I) ∼= P ⊕ Q for some basis set I. Now according to
[24, Prop. 3.8], we obtain that
S(I) ∼= R(I) ⊗R S ∼= (P ⊕Q)⊗R S ∼= (P ⊗R S)⊕ (Q ⊗R S),
whence π#(P ) = P ⊗R S is a strongly projective right S-semimodule.
(2) (=⇒). It is obvious.
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(⇐=). Assume that π#(S) is a strongly projective right R-semimodule and let P
be a strongly projective right S-semimodule. Then,
R(I) ∼= S ⊕A and S(J) ∼= P ⊕B
for some right R-semimodule A and some right S-semimodule B. This implies
R(I×J) ∼= S(J) ⊕A(J) ∼= P ⊕B ⊕A(J)
as right R-semimodules, thus π#(P ) is strongly projective. 
Applying Propositions 4.4 and 4.8, the next result gives a full description of the
(finitely generated) strongly projective semimodules over semisimple semirings.
Theorem 4.9. Let S be a semisimple semiring with direct product representation
S ∼= Mn1(D1)× · · · ×Mnr (Dr) ,
where D1, . . . , Dr are division semirings. For each 1 ≤ j ≤ r and 1 ≤ i ≤ nj,
let e
(j)
ii denote the ni × ni matrix units in Mnj (Dj). Then, the following holds:
(1) A right S-semimodule is strongly projective if and only if it is isomorphic to
(e
(1)
11 S)
(I1) ⊕ · · · ⊕ (e
(r)
11 S)
(Ir)
for some sets I1, . . . , Ir.
(2) A finitely generated right S-semimodule is strongly projective if and only if
it can be uniquely written in the form
(e
(1)
11 S)
k1 ⊕ · · · ⊕ (e
(r)
11 S)
kr ,
where k1, . . . , kr are nonnegative integers.
Proof. For each 1 ≤ j ≤ r, let πj : S → Mnj (Dj) be the canonical projection.
Then π#j (Mnj (Dj)) is obviously a (finitely generated) strongly projective right S-
semimodule and e
(j)
ii Mnj (Dj) for 1 ≤ i ≤ nj is a (finitely generated) strongly
projective right Mnj (Dj)-semimodule. Therefore, by Proposition 4.8 (2), e
(j)
ii S =
π#j (e
(j)
ii Mnj (Dj)) is a (finitely generated) strongly projective right S-semimodule.
From this and Remark 4.2 (3), we immediately see that the sufficient conditions of
statements (1) and (2) are true.
Assuming that P ∈ |MS | is a (finitely generated) strongly projective semimod-
ule, we may write it in the form
P = (π1)#(P )⊕ · · · ⊕ (πr)#(P ) .
By Proposition 4.8 (1), (πi)#(P ) is a (finitely generated) strongly right Mni(Di)-
semimodule for each 1 ≤ i ≤ r.
Now we consider the structure of a (finitely generated) strongly projective right
semimodule over a matrix semiringMm(D) for some positive integerm and division
semiring D. For 1 ≤ i, j ≤ m, let eij be the m×m matrix units in Mm(D). Then
each eiiMm(D), for i = 1, . . . ,m, is a minimal right Mm(D)-semimodule, and
Mm(D) =
⊕m
i=1 eiiMm(D). As it is clear that, for all i, j = 1, . . . ,m, the Mm(D)-
semimodules eiiMm(D) and ejjMm(D) are isomorphic, the semimodules Mm(D)
and (e11Mm(D))
m are isomorphic as right Mm(D)-semimodules, too.
Again, it is easy to see that D is either a division ring or a zerosumfree divi-
sion semiring. In the first scenario, it is a well-known “classical” result (e.g., [29,
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Thm. 1.3.3]) that every (finitely generated) projective rightMm(D)-module can be
uniquely written in the form
(e11Mm(D))
(I) for some (finite) set I.
Thus from now on, let D be a zerosumfree division semiring, and hence, Mm(D)
is a zerosumfree semisimple semiring. Let P be a (finitely generated) strongly
projective right Mm(D)-semimodule, i.e., P is a direct summand of a free right
Mm(D)-semimodule Mm(D)
(J) =: F for some (finite) set J . As in the proof of
Theorem 4.5, it is easy to show that P is a strong subsemimodule of F . Also,
since Mm(D) ∼= (e11Mm(D))
m, we have that F is a semisimple semimodule and
F ∼= (e11Mm(D))
(K) for some set K (which can be taken to be finite in case P is
finitely generated). From the latter, by Proposition 4.4, there exists a set I ⊆ K
such that P ∼= (e11Mm(D))
(I) (and I is finite when P is finitely generated).
If (e11Mm(D))
n ∼= (e11Mm(D))
k as right Mm(D)-semimodules, then it easy to
see that (e11Mm(D))
n ∼= (e11Mm(D))
k as right D-semimodules, which means that
Dmn ∼= Dmk as right D-semimodules. From the latter, by the IBN property of
division semirings (see [15, Thm. 5.3] or Corollary 5.2 below), one gets mn = mk
and m = k. Therefore, every finitely generated strongly projective right Mm(D)-
semimodule can be uniquely written in the form
(e11Mm(D))
k for some nonnegative integer k.
Finally, we notice that e
(j)
11 S
∼= π
#
j (e
(j)
11 Mnj (Dj)) as right S-semimodules for all
j = 1, . . . , r, and conclude that the necessary conditions of statements (1) and (2)
are true as well. 
At the end of this section we establish some preparatory results regarding strongly
projective semimodules over semirings that are direct limits of directed families of
semirings. Let us recall a few general notions from universal algebra (see, e.g., [14,
Ch. 3]) in a semiring context. A partially ordered set I is directed if any two ele-
ments of I have an upper bound in I. Denoting by SR the category of semirings, a
direct system {Si | ϕij} of semirings over a directed set I consists of a family {Si}i∈I
of semirings Si ∈ |SR|, together with semiring homomorphisms ϕij : Si → Sj for
i ≤ j, such that, for all i, j, k ∈ I, if i ≤ j ≤ k, then ϕjkϕij = ϕik and ϕii = idSi .
If one defines a binary relation “≡” on the disjoint union
⋃
i∈I Si of the sets Si by
x ≡ y iff x ∈ Si, y ∈ Sj for some i, j ∈ I, and there exists z ∈ Sk such that i, j ≤ k
and ϕik(x) = z = ϕjk(y), then this is easily seen to be an equivalence relation.
Considering its set S := {[x] | x ∈
⋃
i∈I Si} of equivalence classes, it is not hard to
verify that by defining
[x] + [y] := [ϕik(x) + ϕjk(y)] and [x] · [y] := [ϕik(x) · ϕjk(y)] ,
where x ∈ Si, y ∈ Sj and i, j ≤ k, one obtains a semiring lim−→I
Si := S =
(S,+, ·, [0], [1]) called the direct limit of the direct system {Si | ϕij} of semirings. It
is also easy that there is a family {ϕi}i∈I of canonical homomorphisms ϕi : Si → S
defined by ϕi(x) := [x] for any x ∈ Si, so that ϕi = ϕjϕij for all i ≤ j; and if all ϕij
for i ≤ j are embeddings, then all ϕi, i ∈ I, are embeddings, too.
Our next result, needed in a sequel, is of a “technical” nature and can be justified
by using Lemma 4.3 and repeating verbatim the proof of [13, Lemma 15.10] in
the ring setting. However, for the reader’s convenience, we briefly sketch here an
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alternative, more homological, proof based on the tensor product construction and
related results considered in [24] and [25].
Proposition 4.10 (cf. [13, Lem. 15.10]). Let S be a direct limit of a direct system
{Si | ϕij} of semirings. Then the following statements are true:
(1) If P is a finitely generated (strongly) projective right S-semimodule, then,
for some m, there exists a finitely generated (strongly) projective right Sm-
semimodule Q such that Q⊗Sm S
∼= P .
(2) If P ⊗Si S
∼= Q⊗Si S for some i and finitely generated (strongly) projective
right Si-semimodules P,Q, then P ⊗Si Sk
∼= Q ⊗Si Sk for some k ≥ i.
Proof. (1) Since the semimodule P ∈ |MS| is a finitely generated summand of
a free S-semimodule, we can consider all components of a finite generator P0 to
be elements of some semiring Sm, and let Q := P0Sm ∈ |MSm |. It is easy to
see that Q is a (strongly) projective Sm-semimodule and lim−→I
SSi = SS in the
category SM. Then, P = P0S = P0S ⊗S S = P0S ⊗S lim−→I
SSi = lim−→I
(P0S ⊗S
SSi) = lim−→I
(P0Sm⊗Sm SS⊗S SSi) = lim−→I
(P0Sm⊗Sm SSi) = P0Sm⊗Sm lim−→I
SSi =
Q⊗Sm lim−→I
SSi = Q⊗Sm S.
(2) Since semimodules P,Q ∈ |MSi | are finitely generated summands of free
Si-semimodules, the semimodules P ⊗Si S, Q ⊗Si S ∈ |MS | are finetely gener-
ated summands of free S-semimodules as well. Since any isomorphism between
S-semimodules P ⊗Si S and Q ⊗Si S is defined by the finite number of their gen-
erators and a finite number of elements of S, and taking into consideration the
nature of the congruence relation in the construction of the tensor product, we can
consider that all elements of S involved into the isomorphism P⊗SiS
∼= Q⊗SiS are
elements of some semiring Sk with k ≥ i. Therefore, P ⊗Si S
∼= P ⊗Si (Sk⊗Sk S)
∼=
(P ⊗Si Sk) ⊗Sk S and Q ⊗Si S
∼= Q ⊗Si (Sk ⊗Sk S)
∼= (P ⊗Si Sk) ⊗Sk S, and it is
clear that P ⊗Si Sk
∼= Q⊗Si Sk. 
5. Characterizing ultramatricial algebras by monoids of
isomorphism classes of projective semimodules
In this section, we introduce the monoids V(S) and SV(S) of isomorphism classes
of finitely generated projective and strongly projective, respectively, semimodules
over a semiring S and demonstrate their roles in the characterization of the class of
ultramatricial algebras over a semifield. The proof of the main result is essentially
based on the presentation in [13, Ch. 15].
From now on, let V(S) be the set of isomorphism classes of finitely generated pro-
jective right S-semimodules and, for a finitely generated projective S-semimodule
P ∈ |MS | let P ∈ V(S) denote the class of finitely generated projective right S-
semimodules isomorphic to P . Furthermore, defining for any isomorphism classes
P and Q an addition “+” by P +Q := P ⊕Q, it is easy to see that the set V(S)
becomes a commutative monoid (V(S),+, 0) with the zero element 0. The monoid
V(S) is always a zerosumfree monoid (or a strict cone in the terminology of [13,
p. 202]), i.e., x+ y = 0 implies x = y = 0.
Let SV(S) ⊆ V(S) denote the submonoid of the monoid V(S) consisting of all
classes P with a finitely generated strongly projective S-semimodule P ∈ |MS |,
i.e., SV(S) := {P ∈ V(S) | P is a strongly projective S-semimodule}.
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Before presenting “computational” examples of the monoids V(S) and SV(S), we
start with some useful observations. Recall that a semiring S has the IBN property
if Sm ∼= Sn (in MS) implies m = n, for any natural numbers m,n.
Lemma 5.1. If ϕ : S → T is a semiring homomorphism and T has the IBN prop-
erty, then S has it as well.
Proof. Indeed, if Sm ∼= Sn in MS, then by [24, Prop. 3.8] and [25, Thm. 3.3], one
readily has Tm ∼= Sm ⊗S T ∼= S
n ⊗S T ∼= T
n in MT , whence m = n. 
Corollary 5.2. Division semirings and commutative semirings satisfy IBN.
Proof. The case when S is a division semiring was justified in [15, Thm. 5.3];
alternatively, one can use Lemma 5.1 and the fact that for any zerosumfree division
semiring S there is a semiring homomorphism ϕ : S → B into the finite IBN semiring
B, given by ϕ(0) = 0 and ϕ(s) = 1 for 0 6= s ∈ S.
If S is a commutative semiring, by Zorn’s lemma there exists a maximal congru-
ence ρ on S, so that T := S/ρ is a congruence-simple commutative semiring (i.e.,
T has only the trivial congruences). By [4, Thm. 10.1], T is either a field or the
Boolean semifield B, and hence T has the IBN property. From Lemma 5.1 it follows
that S has the IBN property, too. 
Examples 5.3. Cases of semirings S, for which the monoids V(S) and SV(S) are
essentially known, include the following.
(1) By Theorem 4.5, we have SV(D) ∼= Z+ for any division semiring D. In par-
ticular, SV(B) ∼= Z+. However, Example 4.7 shows that SV(B) is a proper
submonoid of V(B). In fact, the monoid V(B) contains a free commutative
monoid with countable basis.
(2) For any semiring S, obviously V(S) = SV(S) iff all finitely generated pro-
jective right S-semimodules are strongly projective. In particular, for any
division semiring D, we have V(D) = SV(D) iff D is weakly cancellative,
i.e., a+ a = a+ b implies a = b, for all a, b ∈ S ([19, p. 4026]). Indeed, by
Theorem 4.5, one has V(D) = SV(D) iff every finitely generated projective
right D-semimodule is free, that is, by [19, Prop. 3.1, Thm. 3.2], iff D is a
weakly cancellative division semiring.
(3) Let S be a semiring for which every finitely generated projective right S-
semimodule is free. (For example, in [34] and [19], polynomial semirings
are considered having this property.) Then the monoids V(S) and SV(S)
are cyclic monoids generated by the element S. If in addition S has the
IBN property (e.g., if S is a commutative semiring), then the monoids V(S)
and SV(S) are exactly Z+.
Notice that if ϕ : R → S is a semiring homomorphism, then, taking into ac-
count Proposition 4.8, we see that ϕ induces a well-defined monoid homomorphism
V(ϕ) : V(R)→ V(S) such that V(ϕ)(P ) = ϕ#(P ) = P ⊗R S; furthermore, it holds
that V(ϕ)(SV(R)) ⊆ SV(S). From these observations, it is routine to check that
V and SV give covariant functors from the category of semirings to the category of
commutative monoids.
Recall that a commutative monoid M is conical if x+ y = 0 implies x = 0 = y,
for any x, y ∈M . An order-unit in the monoid M is an element u in M such that
for every x ∈ M there exist y ∈ M and a positive integer n such that x + y = nu.
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Throughout this section, we denote by C the category consisting of all pairs (M,u),
whereM is a conical monoid and u is an order-unit in M , with morphisms from an
object (M,u) to an object (M ′, u′) to be the monoid homomorphisms f : M →M ′
satisfying f(u) = u′.
For any semiring S, observe that S is an order-unit in the conical monoid SV(S).
(Note that S is no order-unit in the monoid V(S), unless V(S) = SV(S).) There-
fore, we have an object (SV(S), S) in the category C defined above. Given any
semiring homomorphism ϕ : R→ S, note that SV(ϕ) maps R to S, so that SV(ϕ)
is a morphism in C from (SV(R), R) to (SV(S), S). Thus, (SV(−),−) defines a
covariant functor from the category of semirings to the category C.
In order to apply SV to direct limits and finite products of semirings, we consider
direct limits and finite products in the category C. Given a direct system of objects
(Mi, ui) and morphisms fij in C, we first form the direct limitM of the commutative
monoids Mi and let fi : Mi → M denote the canonical homomorphisms. One can
easily check that M is a conical monoid. Since fij(ui) = uj whenever i ≤ j, there
is a unique element u ∈ M such that fi(ui) = u for all i, and we observe that u is
an order-unit in M . Thus, (M,u) is an object in C, and each fi is a morphism from
(Mi, ui) to (M,u). It is easy to see that (M,u) is the direct limit of the (Mi, ui).
It is standard how to form finite products in the category C. Namely, given
objects (M1, u1), . . . , (Mn, un) in C, we set M = M1 × · · · ×Mn, which is a conical
monoid, together with u = (u1, . . . , un), which is an order-unit in M . It is easy to
check that (M,u) is the product of the (Mi, ui) in C.
Proposition 5.4. The functor (SV(−),−) : SR → C preserves direct limits and
finite products.
Proof. We adapt the proof of [13, Prop. 15.11] to our situation. Let S be the direct
limit of a direct system {Si | ϕij} of semirings, and for each i let ϕi : Si → S
be the canonical homomorphism. Let (M,u) be the direct limit of the monoids
(SV(Si), Si) in C, and for each i let fi : (SV(Si), Si) → (M,u) be the canonical
homomorphism. We have morphisms SV(ϕi) : (SV(Si), Si)→ (SV(S), S) such that
SV(ϕj)SV(ϕij) = SV(ϕi) whenever i ≤ j; hence, there exists a unique monoid
homomorphism g : (M,u) → (SV(S), S) such that gfi = SV(ϕi) for all i. We are
going to prove that g is an isomorphism.
Given P ∈ SV(S), we see from Proposition 4.10 (1) that there is a finitely gener-
ated strongly projective right Si-semimodule Q for some i with Q⊗Si S
∼= P . Then
Q ∈ SV(Si), and so fi(Q) ∈M , and also
gfi(Q) = SV(ϕi)(Q) = Q⊗Si S = P .
This implies that g is surjective.
Now, let x, y ∈M be such that g(x) = g(y). Then there exist i and j such that
fi(P ) = x and fj(Q) = y for some P ∈ SV(Si) and Q ∈ SV(Sj). Choosing k such
that i, j ≤ k, we have that
SV(ϕk)SV(ϕik)(P ) = gfi(P ) = g(x) = g(y) = gfj(Q) = SV(ϕk)SV(ϕjk)(Q) ,
which means SV(ϕik)(P )⊗Sk S = SV(ϕjk)(Q)⊗Sk S. By Proposition 4.10 (2),
SV(ϕik)(P )⊗Sk St = SV(ϕjk)(Q)⊗Sk St
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for some t ≥ k. Then, SV(ϕit)(P ) = SV(ϕkt)SV(ϕik)(P ) = SV(ϕik)(P ) ⊗Sk St =
SV(ϕjk)(Q)⊗Sk St = SV(ϕkt)SV(ϕjk)(Q) = SV(ϕjt)(Q), and hence,
x = fi(P ) = ftSV(ϕit)(P ) = ftSV(ϕjt)(Q) = fj(Q) = y .
Thus g is injective.
Using the same argument above and Proposition 4.8, we get that the functor
(SV(−),−) preserves finite products. 
The following fact shows that every free commutative monoid of finite rank
occurs as a monoid of isomorphism classes of strongly projective semimodules of a
zerosumfree semisimple semiring.
Proposition 5.5. Let S be a semisimple semiring with direct product representa-
tion
S ∼= Mn1(D1)× · · · ×Mnr(Dr) ,
where D1, . . . , Dr are division semirings. For each 1 ≤ j ≤ r and 1 ≤ i ≤ nj,
let e
(j)
ii be the ni×ni matrix units in Mnj(Dj). Then, SV(S) is a free commutative
monoid with basis {e11(1)S, . . . , e11(r)S}, and (SV(S), S) ∼=
(
(Z+)r, (n1, . . . , nr)
)
.
Proof. According to Proposition 5.4, we have
SV(S) ∼= SV(Mn1(D1))⊕ · · · ⊕ SV(Mnr(Dr)) .
Moreover, for each 1 ≤ j ≤ r, the monoid SV(Mnj (Dj)) is a free commutative
monoid with basis {e11(j)S}, by Theorem 4.9 (2). Using those observations, we
immediately get the statement. 
From Corollary 3.5 and Proposition 5.5 we readily see that every free com-
mutative monoid of finite rank appears as a monoid SV(S) for some additively
idempotent congruence-semisimple semiring S. Motivated by this remark and the
Realization Problem, which constitutes a very active area in non-stable K-theory
(we refer the reader to [3] and the references given there for a recent progress on
the Realization Problem), it is natural to pose the following problem.
Problem 1. Describe commutative monoids which can be realized as either a
monoid SV(S) or V(S) for an additively idempotent semiring S.
Now we define a central notion for the present article, which has been investigated
in Section 3 for a special case.
Definition 5.6. Let F be a semifield.
(1) Amatricial F -algebra is an F -algebra isomorphic toMn1(F )×· · ·×Mnr(F ),
for some positive integers n1, . . . , nr.
(2) An F -algebra is said to be ultramatricial if it is isomorphic to the direct
limit (in the category of unital F -algebras) of a sequence S1 → S2 → · · ·
of matricial F -algebras.
We note the following simple observation, pointing out that its justification dif-
fers significantly from the arguments in the “classical” ring case.
Proposition 5.7. An algebra S over a semifield F is ultramatricial if and only
if S is the union of an ascending sequence S1 ⊆ S2 ⊆ · · · of matricial subalgebras.
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Proof. Suppose that S is the direct limit of a sequence S1 → S2 → . . . of matricial
F -algebras with canonical homomorphisms ϕi : Si → S, then S is the union of the
ascending sequence ϕ1(S1) ⊆ ϕ2(S2) ⊆ · · · . Therefore, it is left to show that each
ϕi(Si) is a matricial F -algebra.
This follows, as is easy to verify, from the following claim. If R and S are
matricial F -algebras, where R = R1× · · · ×Rr and Ri =Mni(F ) for some positive
integers ni, and if ϕ : R→ S is any algebra homomorphism, then ϕ(R) ∼=
∏
j∈J Rj
for some subset J ⊆ {1, . . . , r}; thus ϕ(R) is also a matricial F -algebra.
To prove this claim, note that ϕ : R → S as above induces an isomorphism
R/ ker(ϕ)→ ϕ(R), r 7→ ϕ(r), where ker(ϕ) = {(x, y) ∈ R ×R | ϕ(x) = ϕ(y)} is its
kernel congruence. Using the congruences ρi := ker(ϕ) ∩ Ri×Ri, we have
ϕ(R) ∼= R/ ker(ϕ) ∼= R1/ρ1 × · · · ×Rr/ρr .
We argue that each ρi is a trivial congruence on Ri, which proves the claim. Now
the semifield F is either a field or a zerosumfree semifield. If F is a field, then ρi is
obviously a trivial congruence, since Ri is a simple ring.
Assume then that F is a zerosumfree semifield, and that ρi is not the identity
one. There are distinct elements A = (ajk) and B = (bjk) in Ri such that AρiB,
thus a := ajk 6= bjk =: b for some j, k ∈ {1, . . . , ni}. Denoting by Ejk the matrix
units in Ri and using EjkEkt = Ejt, we readily infer that aEjk ρi bEjk for all j, k,
whence aIni ρi bIni . This implies that
aϕ(Ini ) = ϕ(aIni) = ϕ(bIni) = bϕ(Ini ) .
If ϕ(Ini) 6= 0, then since S is a matricial F -algebra we must have that a = b,
giving a contradiction. Therefore, ϕ(Ini ) = 0, i.e., Ini ρi 0, which implies C =
CIni ρi 0Ini = 0 for all C ∈ Ri, so that ρi = Ri ×Ri is the universal one. 
The subsequent fact, which immediately follows from Propositions 5.4 and 5.5,
provides some information on the monoid SV(S) for an ultramatricial F -algebra
over a semifield F .
Remark 5.8. Let S be a direct limit of a sequence S1 → S2 → . . . of matri-
cial F -algebras with canonical homomorphisms ϕi : Si → S, and suppose that
Si = Mni1(F )× · · · ×Mnir(i)
(F ) for some positive integers ni1, . . . , n
i
r(i), for each i,
denoting by e11
(j,i) ∈ Si the matrix units in Mni
j
(F ). Then SV(S) is a cancellative
monoid generated by the set {ϕi(e11(j,i))S | 1 ≤ j ≤ r(i), i = 1, 2, . . . }.
In order to establish the main results of this section, we state the following useful
lemma, which proof is essentially based on the one of [13, Lem. 15.23].
Lemma 5.9. Let F be a semifield, let S be a matricial F -algebra, and let T be any
unital F -algebra.
(1) For any morphism f : (SV(S), S) → (SV(T ), T ) in the category C, there
exists an F -algebra homomorphism ϕ : S → T such that SV(ϕ) = f .
(2) Let ϕ, ψ : S → T be F -algebra homomorphisms. If SV(ϕ) = SV(ψ), then
there exists an inner automorphism θ of S such that ϕ = θψ. Moreover, if
in addition T is an ultramatricial F -algebra, then SV(ϕ) = SV(ψ) if and
only if there exists an inner automorphism θ of S such that ϕ = θψ.
Proof. There are orthogonal central idempotents e1, . . . , er ∈ S with e1+. . .+er = 1
and each eiS ∼= Mni(F ) for some positive integer ni. For each i, denoting by
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e
(i)
jk ∈ eiS the matrix units, we have that e
(i)
11 + . . .+e
(i)
nini = ei. According to Propo-
sition 5.5, SV(S) is a free commutative monoid with basis {e11(1)S, . . . , e11(r)S}.
(1) For each i, we have eiS ∈ SV(S) and so f(eiS) ∈ SV(T ), i.e., f(eiS) = Pi
for some finitely generated strongly projective right T -semimodule Pi. Since
P1 ⊕ . . .⊕ Pr = P1 + . . .+ Pr = f(
r∑
i=1
eiS) = f(S) = T ,
we have P1 ⊕ · · · ⊕ Pr ∼= T as right T -semimodules. Consequently, there exist
orthogonal idempotents g1, . . . , gn ∈ T such that g1+· · ·+gn = 1 and each giT ∼= Pi.
Note that each giT = Pi = f(eiS).
Furthermore, for each i, we have f(e11(i)S) = Qi for some finitely generated
strongly projective right T -semimodule Qi. Because
Qnii = f(ni e11
(i)S) = f(e11(i)S + . . .+ enini
(i)S) = f(eiS) = giT ,
we have Qnii
∼= giT . As a result, there exist ni × ni matrix units g
(i)
jk ∈ giTgi such
that g
(i)
11 T
∼= Qi and g
(i)
11 +. . .+g
(i)
nini = gi. Note that g11
(i)T = Qi = f(e11(i)S). For
every i, there is a unique F -algebra homomorphism from eiS into giTgi sending
e
(i)
jk to g
(i)
jk , for all j, k = 1, . . . , ni. Consequently, there is a unique F -algebra
homomorphism ϕ : S → T such that ϕ(e
(i)
jk ) = g
(i)
jk for all i, j, k. Then
SV(ϕ)(e11(i)S) = ϕ(e11(i))T = g11(i)T = f(e11(i)S)
for all i = 1, . . . , r. Since SV(S) is a free commutative monoid with basis
{e11(1)S, . . . , e11(r)S}, we conclude that SV(ϕ) = f .
(2) Assume that SV(ϕ) = SV(ψ). Set g
(i)
jk = ϕ(e
(i)
jk ) and h
(i)
jk = ψ(e
(i)
jk ) for
all i, j, k. Note that the g
(i)
jj are pairwise orthogonal idempotents in T such that∑r
i=1
∑ni
j=1 g
(i)
jj = 1, and similarly for the h
(i)
jj . For i = 1, . . . , r, we have
g
(i)
11 T = SV(ϕ)(e
(i)
11S) = SV(ψ)(e
(i)
11S) = h
(i)
11T ;
hence, g
(i)
11 T
∼= h
(i)
11T . Consequently, there are elements xi ∈ g
(i)
11 Th
(i)
11 and yi ∈
h
(i)
11Tg
(i)
11 such that xiyi = g
(i)
11 and yixi = h
(i)
11 .
Set x =
∑r
i=1
∑ni
j=1 g
(i)
j1 xih
(i)
1j and y =
∑r
i=1
∑ni
j=1 h
(i)
j1 yig
(i)
1j . We then have
xy =
r∑
i,k=1
ni∑
j=1
nk∑
m=1
g
(i)
j1 xih
(i)
1j h
(k)
m1ykg
(k)
1m
=
r∑
i=1
ni∑
j=1
g
(i)
j1 xih
(i)
1j h
(i)
j1 yig
(i)
1j =
r∑
i=1
ni∑
j=1
g
(i)
j1 g
(i)
11 g
(i)
1j =
r∑
i=1
ni∑
j=1
g
(i)
jj = 1 ,
and, similarly, yx = 1. As a result, there exists an inner automorphism θ of T given
by the rule θ(a) = xay for all a ∈ T .
For all i, j, k, we compute that
xh
(i)
jk =
r∑
s=1
ns∑
t=1
g
(s)
t1 xsh
(s)
1t h
(i)
jk = g
(i)
j1 xih
(i)
1j h
(i)
jk
= g
(i)
jk g
(i)
k1xih
(i)
1k =
n∑
s=1
ns∑
t=1
g
(i)
jk g
(s)
t1 xsh
(s)
1t = g
(i)
jk x ,
whence θψ(e
(i)
jk ) = xh
(i)
jk y = g
(i)
jk = ϕ(e
(i)
jk ). Since the e
(i)
jk form a basis for S over F ,
we get that θψ = ϕ.
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Finally, assume that T is the limit of a sequence of matricial F -algebras, and
that there is a unit x ∈ T such that θ(a) = xax−1 for all a ∈ T . Given any
strongly idempotent element e ∈ T , we have that xe = xex−1xe ∈ θ(e)Te and
ex−1 = ex−1xex−1 ∈ eT θ(e), where (xe)(ex−1) = θ(e) and (ex−1)(xe) = e, so that
θ(e)T ∼= eT , and therefore SV(θ)(eT ) = θ(e)T = eT . Using this and Remark 5.8,
we obtain that SV(θ) is the identity map on SV(S). Thus, SV(ϕ) = SV(θ)SV(ψ) =
SV(ψ), and we have finished the proof. 
Now we are ready to state the main results of this section. The following the-
orem shows a class of semirings in which the monoid SV(S) determines S up to
isomorphism, namely the class of ultramatricial algebras over a semifield. Note that
its proof is essentially based on the one of [13, Thm. 15.26].
Theorem 5.10. Let S and T be ultramatricial algebras over a semifield F . Then
(SV(S), S) ∼= (SV(T ), T ) if and only if S ∼= T as F -algebras.
Proof. The direction (⇐=) is obvious, so we show the direction (=⇒).
Assume that f : (SV(S), S)→ (SV(T ), T ) is an isomorphism in C. Using Propo-
sition 5.7, we may assume that S and T are the union of an ascending sequence
S1 ⊆ S2 ⊆ · · · and T1 ⊆ T2 ⊆ · · · , respectively, of matricial subalgebras. For each
n = 1, 2, . . . , let ϕn : Sn → S and ψn : Tn → T denote the corresponding inclusion
maps. We prove first the following useful claims.
Claim 1 : If α : Tk → Sn is an F -algebra homomorphism such that SV(ϕnα) =
f−1SV(ψk), then there exist an integer j > k and an F -algebra homomorphism
β : Sn → Tj such that ψjβα = ψk and SV(ψjβ) = fSV(ϕn).
Proof of the claim. By Lemma 5.9 (1), there exists an F -algebra homomorphism
β′ : Sn → T such that SV(β
′) = fSV(ϕn). Since Sn is a free F -semimodule of
finite rank, we must have β′(Sn) ⊆ Ti for some i. Then β
′ defines an F -algebra
homomorphism β′′ : Sn → Ti such that ψiβ
′′ = β′, and we have SV(ψiβ
′′) =
fSV(ϕn). This implies that
SV(ψiβ
′′α) = fSV(ϕn)SV(α) = fSV(ϕnα) = SV(ψk) .
Applying Lemma 5.9 (2), there exists an inner automorphism θ of T such that
ψk = θψiβ
′′α. Since Ti is also a free F -semimodule of finite rank, there exists an
integer j > k such that θ(Ti) ⊆ Tj . Then θ defines an F -algebra homomorphism
θ′ : Ti → Tj such that ψjθ
′ = θψi. Set β = θ
′β′′, so that β is an F -algebra
homomorphism from Sn into Sj and ψjβα = ψjθ
′β′′α = θψiβ
′′α = ψk. Using
Lemma 5.9 (2), we see that
SV(ψjβ) = SV(ψθ
′β′′) = SV(θψiβ
′′) = SV(ψiβ
′′) = fSV(ϕn) .
Thus, the claim is proved.
Similarly, we get the following claim.
Claim 2 : If α : Sn → Tk is an F -algebra homomorphism such that SV(ψkα) =
fSV(ϕn), then there exist an integer m > n and an F -algebra homomorphism
β : Tk → Sm such that ϕmβα = ϕn and SV(ϕmβ) = f
−1SV(ψk).
We next construct positive integers n(1) < n(2) < · · · and F -algebra homomor-
phisms βk : Sn(k) → T such that:
(a) For all k = 1, 2, . . . , we have Tk ⊆ βk(Sn(k)) and SV(βk) = fSV(ϕn(k)).
(b) For all k = 1, 2, . . . , it is βk injective and βk+1 an extension of βk.
By Lemma 5.9 (1), there exists an F -algebra homomorphism α′ : T1 → S such
that SV(α′) = f−1SV(ψ1). Because T1 is free F -semimodule of finite rank, we have
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α′(T1) ⊆ Sn(1) for some positive integer n(1). Then α
′ defines an F -algebra homo-
morphism α : T1 → Sn(1) such that ϕn(1)α = α
′, and SV(ϕn(1)α) = f
−1SV(ψ1).
By Claim 1, there exists an integer j > 1 and an F -algebra homomorphism
β : Sn(1) → Sj such that ψjβα = ψ1 and SV(ψjβ) = fSV(ϕn(1)). Then β1 :=
ψjβ is an F -algebra homomorphism from Sn(1) to T such that β1α = ψ1 and
SV(β1) = fSV(ϕn(1)). Moreover, T1 = ψ1(T1) = β1α(T1) ⊆ β1(Sn(1)), and we see
that (a) is satisfied for k = 1.
Assume that we have n(1), . . . , n(k) and β1, . . . , βk for some positive integer k
such that (a) is satisfied up to k and (b) up to k − 1. Since Sn(k) is a free F -
semimodule of finite rank, there is an integer i > k such that βk(Sn(k)) ⊆ Ti.
Then βk defines an F -algebra homomorphism β
′ : Sn(k) → Ti such that ψiβ
′ = βk,
and we note that SV(ψiβ
′) = fSV(ϕn(k)). By Claim 2, there exist a positive
integer n(k+1) > n(k) and an F -algebra homomorphism δ : Ti → Sn(k+1) such that
ϕn(k+1)δβ
′ = ϕn(k) and SV(ϕn(k+1)δ) = f
−1SV(ψi). Since ϕn(k+1)δβ
′ = ϕn(k), we
get that β′ is injective; hence, βk = ψiβ
′ is also injective.
Applying Claim 1, there exists an integer j > i and an F -algebra homomorphism
γ : Sn(k+1) → Sj such that ψjγδ = ψi and SV(ψjγ) = fSV(ϕn(k+1)). Then βk+1 :=
ψjγ is an F -algebra homomorphism from Sn(k+1) into T such that SV(βk+1) =
fSV(ϕn(k+1)). From βk+1δ = ψjγδ = ψi and i ≥ k + 1, we get
Tk+1 = ψi(Tk+1) = βk+1δ(Tk+1) ⊆ βk+1δ(Ti) ⊆ βk+1(Sn(k+1)) .
Finally, since ϕn(k+1)δβ
′ = ϕn(k) and βk+1δβ
′ = ψiβ
′ = βk, we obtain that βk+1
is an extension of βk. Therefore, (a) holds for k + 1 and (b) for k, so that the
induction works.
Since n(1) < n(2) < · · · and n(k) ≥ k, we immediately get
⋃
Sn(k) = S. As a
result, the βk induce an injective F -algebra homomorphism β : S → T such that
βϕn(k) = βk. Then Tk ⊆ βk(Sn(k)) = β(Sn(k)) ⊆ β(S) for all k, hence, T = β(S).
Thus β is surjective and, therefore, establishes an isomorphism S ∼= T . 
Finally, we deduce that ultramatricial algebras over a semifield are characterized
also by their monoid of finitely generated projective semimodules.
Theorem 5.11. Let S and T be ultramatricial algebras over a semifield F . Then,
there exists a monoid isomorphism f : V(S) → V(T ) such that f(S) = T if and
only if S ∼= T as F -algebras.
Proof. Again, the direction (⇐=) is obvious, and we show the direction (=⇒).
Let P be a finitely generated strongly projective right S-semimodule. Then there
is a positive integer n such that Sn ∼= P ⊕Q for some finitely generated projective
right S-semimodule, i.e., we have nS = P +Q in V(S), whence
nT = f(nS) = f(P ) + f(Q)
in V(T ). This implies that f(P ) ∈ VS(T ), so f induces an isomorphism from
(SV(S), S) onto (SV(T ), T ) in the category C. Now, applying Theorem 5.10, we
immediately get that S ∼= T as F -algebras, as desired. 
6. The K0-group characterization of ultramatricial algebras
over semifields
The main goal of this section is to investigate Grothendieck’s K0-groups on
finitely generated projective semimodules, whose study was initiated by Di Nola and
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Russo [7], and to introduce and examine K0-theory on finitely generated strongly
projective semimodules, as well as to establish “semiring” analogs of Elliott’s cele-
brated classification theorem for ultramatricial algebras over an arbitrary field [8].
Consequently, we classify zerosumfree congruence-semisimple semirings in terms of
K0-theory.
We begin this section by recalling the K0-group of a semiring which was men-
tioned by Di Nola and Russo in [7, Sec. 4].
Definition 6.1 (cf. [7, Sec. 4]). Let S be a semiring. The Grothendieck group
K0(S) is the additive abelian group presented by the set of generators V(S) and
the following set of relations: P ⊕Q = P +Q for all P,Q ∈ V(S).
Remark 6.2. The Grothendieck group K0(S) can be described as follows.
(1) LetG be the free abelian group generated by P ∈ V(S), andH the subgroup
of G generated by
P ⊕Q− P −Q ,
where P,Q ∈ V(S). Then K0(S) = G/H , and we denote by [P ] the image
of P in K0(S).
(2) A general element of K0(S) has the form
x = [P1] + . . .+ [Pm]− [Q1]− . . .− [Qn] = [P ]− [Q] ,
with P := P1 ⊕ · · · ⊕ Pm, Q := Q1 ⊕ · · · ⊕Qn and P ,Q ∈ V(S).
(3) Defining on X := V(S)×V(S) an equivalence relation by
(P ,Q) ∼ (P ′, Q′) ⇐⇒ ∃T ∈ V(S) : P ⊕Q′ ⊕ T ∼= P ′ ⊕Q⊕ T ,
it is a routine matter to check that X/∼ := {[P ,Q] | P ,Q ∈ V(S)} becomes
an abelian group by defining [P ,Q]+[T, U ] := [P⊕T,Q⊕U ] for P ,Q, T , U ∈
V(S), and that there is a group isomorphism given by
K0(S)→ X/∼ , [P ]− [Q] 7→ [P ,Q] .
(4) For any finitely generated projective right S-semimodules P and Q we have
[P ] = [Q] ∈ K0(S) if and only if P ⊕T ∼= Q⊕T for some finitely generated
projective right S-semimodule T .
This follows immediately from (3); see also [30, Prop. I.6.1] for a direct
proof given in the case of rings, which serves in our semiring setting as well.
Notice that if ϕ : R → S is a semiring homomorphism, then ϕ induces a well-
defined group homomorphism K0(ϕ) : K0(R) → K0(S) such that K0(ϕ)([P ]) =
[ϕ#(P )] = [P ⊗R S]. From this observation, we easily check that K0 gives a
covariant functor from the category of semirings to the category of abelian groups.
This fact was also mentioned by Di Nola and Russo [7].
Furthermore, we note the following useful fact. The proof is quite similar as
it was done in the one of Proposition 5.4 (also, we can refer to [13, Prop. 15.11,
Prop. 15.13]); hence, we will not reproduce it here.
Proposition 6.3. The functor K0(−) : SR → A preserves direct limits and finite
products, where A is the category of abelian groups.
We next consider theK0-group of finitely generated strongly projective semimod-
ules over a semiring. Similarly to the group K0(S) of a semiring S, we introduce
the following notion.
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Definition 6.4. Let S be a semiring. The Grothendieck group SK0(S) is the
additive abelian group presented by the set of generators SV(S) and the following
set of relations: P ⊕Q = P +Q for all P ,Q ∈ SV(S).
The Grothendieck group SK0(S) can also be described as follows. Let G
′ be the
free abelian group generated by P ∈ SV(S), and H ′ the subgroup of G′ generated
by
P ⊕Q− P −Q ,
where P ,Q ∈ SV(S). Then SK0(S) = G
′/H ′, and we denote by P̂ the image of P
in SK0(S).
Similarly to the case of the group K0(S), a general element of SK0(S) may be
written in the form
x = P̂ − Q̂ ,
where P and Q are finitely generated strongly projective right S-semimodules. We
may also choose a finitely generated strongly projective right S-semimodule Q′ such
that Q ⊕Q′ ∼= Sn for some n, and rewrite
x = P̂ ⊕Q′ − Q̂⊕Q′ = P̂ ′ − Ŝn ,
where P ′ = P ⊕Q′.
Again, it is not hard to see that SK0(−) defines a covariant functor from the
category of semirings to the category of abelian groups. Furthermore, we have the
following lemma, whose proof is done similarly to the ones of Remark 6.2, and
hence, we will not reproduce it here.
Lemma 6.5 (cf. [30, Prop. I.6.1]). Let P and Q be finitely generated strongly
projective right S-semimodules. Then, the following are equivalent:
(1) P̂ = Q̂ ∈ SK0(S);
(2) P ⊕ T ∼= Q ⊕ T for some finitely generated strongly projective right S-
semimodule T ;
(3) there exists a positive integer n such that P ⊕ Sn ∼= Q⊕ Sn.
Remark 6.6. Let us note the following simple facts.
(1) For any semiring S, there is always the canonical group homomorphism
 : SK0(S)→ K0(S), defined by (P̂ ) = [P ].
(2) Let S be a semiring all of whose finitely generated projective right modules
are free. Then the groups SK0(S) and K0(S) are cyclic groups generated
by Ŝ and [S], respectively. And, if in addition S has the IBN property, then
those groups are exactly Z.
(3) The group SK0(B) is isomorphic to the free abelian group Z, but K0(B)
contains as a subgroup a free abelian group with countably infinite basis.
Indeed, the first fact follows from Example 5.3 (1), and the latter follows
from the following proposition.
Proposition 6.7. For an additively idempotent commutative semiring S, the group
K0(S) contains a free abelian group with countable basis as a subgroup.
Proof. We first prove the statement for the case when S = B. For any prime
number p, consider the subset Qp := {0, 1, . . . , p−1} of Z
+. From Fact 4.6 we
see that the monoid (Qp,max) is a projective B-semimodule. We denote by G the
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subgroup of K0(S) generated by all elements [Qp] and show that the countably
infinite set {[Qp] | p is prime} is a basis of G.
Indeed, assume that
∑r
i=1 ni[Qpi ] = 0 in K0(B), where the ni are integers and
the pi are pairwise distinct prime numbers. We may assume that n1, . . . , nk ≥ 0
and nk+1, . . . , nr ≤ 0, so that, writing mj = −nj for k+1 ≤ j ≤ r, we have
k∑
i=1
ni[Qpi ] =
r∑
j=k+1
mj [Qpj ] ,
and hence,
⊕k
i=1Q
ni
pi
⊕T =
⊕r
j=k+1 Q
mj
pj ⊕T for some finitely generated projective
B-semimodule T .
Since every finitely generated projective B-semimodule is finite, we get that
|
⊕k
i=1Q
ni
pi
⊕ T | = |
⊕r
j=k+1Q
mj
pj ⊕ T |, and hence, |
⊕k
i=1Q
ni
pi
| = |
⊕r
j=k+1 Q
mj
pj |.
This implies that pn11 . . . p
nk
k = p
mk+1
k+1 . . . p
mr
r , and hence, we must have ni = 0 for
all i = 1, . . . , r. Therefore, K0(B) contains the subgroup G which is isomorphic to
the free abelian group with countable basis {p ∈ Z+ | p is prime}.
Consider now the case when S is an arbitrary additively idempotent commu-
tative semiring. One may readily find a maximal congruence ρ on S by using
Zorn’s lemma. We then have that the additively idempotent commutative semiring
T := S/ρ has only the trivial congruences. By [4, Thm. 10.1], T is the Boolean
semifield B. Let ı : B→ S and π : S → B be the canonical injection and surjection,
respectively. Since π ◦ ı = idB, we must have that K0(π)K0(ı) = idK0(B), by the
functorial property of K0. This implies that K0(ı) : K0(B)→ K0(S) is an injective
group homomorphism, and hence, we may consider K0(B) as a subgroup of K0(S)
and finish the proof. 
The homomorphism  of Remark 6.6 (1) is, in general, not an isomorphism in
semiring setting.
Lemma 6.8. The canonical homomorphism  : SK0(B) → K0(B) is injective but
not surjective.
Proof. Assume that x = P̂ − Q̂ ∈ SK0(B) such that (x) = 0. We then have
that [P ] = [Q] ∈ K0(B), so P ⊕ T ∼= Q ⊕ T for some finitely generated projective
B-semimodule T , by Remark 6.2 (4). For P and Q are finitely generated strongly
projective B-semimodule and Theorem 4.5, there exist nonnegative integersm and n
such that P ∼= Bm and Q ∼= Bn. Furthermore, since T is a finitely generated B-
semimodule, we immediately get that T is a finite set. Then, from the equality
P ⊕ T ∼= Q ⊕ T , we must have that |Bm ⊕ T | = |Bn ⊕ T |; hence, m = n. This
implies that P ∼= Q, that means, x = 0 ∈ SK0(B). Therefore,  is injective.
From Proposition 6.7 and since SK0(B) ∼= Z by Remark 6.6 (2), we see that  is
not surjective. For the reader’s convenience, we also give a direct argument.
Assume that  is surjective, and consider the projective B-semimodule P =
{(0, 0), (0, 1), (1, 1)} as in Example 4.7. We then have that there exists an element
x = Â− B̂ ∈ SK0(B) such that (x) = [P ], that means,
A⊕ C ∼= B ⊕ P ⊕ C
for some finitely generated projective B-semimodule C. Since A, B and C are finite,
we get that |A| = |B⊕P |. By Theorem 4.5, we write A and B of the form A ∼= Bm
and B ∼= Bn for some nonnegative integers m and n. From these observations,
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we must have that |P | = 2m−n, a contradiction. Thus  is not surjective, as
claimed. 
In the next theorem we provide a criterion for checking the isomorphism prop-
erty of the homomorphism  in a division semiring setting. Before doing this, we
need some useful notions and facts. Following [2], a family X of elements in a semi-
module M over a semiring S is weakly linearly independent if there is no element
in X that can be expressed as a linear combination of other elements of X . We
define the weak dimension ofM , denoted by dimw(M), as the minimum cardinality
of a weakly linearly independent generating family of M . It is not hard to see that
the weak dimension of a semimodule M is equal to the minimum cardinality of a
minimal generating family, or the minimum cardinality of any generating family
of M . Recall that a semiring S is entire if ab = 0 implies that a = 0 or b = 0 for
any a, b ∈ S.
Lemma 6.9. Let S be a zerosumfree entire semiring, and P,Q finitely generated
projective right S-semimodules. Then dimw(P ⊕Q) = dimw(P ) + dimw(Q).
Proof. Notice that dimw(A⊕B) ≤ dimw(A) + dimw(B) holds for any finitely gen-
erated right S-semimodules A and B, so it suffices to prove the converse inequality
for finitely generated projective right S-semimodules, which we may assume to be
nonzero. It is easy to see that every projective right S-semimodule T is zerosumfree,
and satisfies that xs = 0 implies x = 0 or s = 0, for x ∈ T , s ∈ S.
Now let d := dimw(P ⊕ Q) and let X = {(x1, y1), . . . , (xd, yd)} be a minimal
generating family of P ⊕Q for some xi ∈ P , yi ∈ Q. We may assume that
X =
{
(x1, 0), . . . , (xk, 0), (0, yk+1), . . . , (0, yn), (xn+1, yn+1), . . . , (xd, yd)
}
with all xi, yj 6= 0, for some 0 ≤ k ≤ n ≤ d.
For each n+1 ≤ j ≤ d, we have (xj , 0) ∈ P ⊕ Q and hence we can write
(xj , 0) =
∑d
i=1(xi, yi)si for some si ∈ S, so that
xj =
d∑
i=1
xisi ∈ P and 0 =
d∑
i=1
yisi ∈ Q .
As Q is zerosumfree we have yisi = 0 for all i, and since yk+1, . . . , yd 6= 0 we get
that sk+1 = . . . = sd = 0; thus we obtain (xj , 0) =
∑k
i=1(xi, 0)si. Similarly, we
have that (0, yj) =
∑n
j=k+1(0, yj)rj for some rj ∈ S, whence
(xj , yj) =
k∑
i=1
(xi, 0)si +
n∑
j=k+1
(0, yj)rj .
From this observation and the minimality of X , we infer that n = d.
It is then easy to see that {x1, . . . , xk} and {yk+1, . . . , yd} are generating families
of P and Q, respectively. This implies that k ≥ dimw(P ) and d − k ≥ dimw(Q),
whence dimw(P ⊕Q) = d ≥ dimw(P ) + dimw(Q), as desired. 
Theorem 6.10. For an arbitrary division semiring D the following is true:
(1) The canonical homomorphism  : SK0(D)→ K0(D) is injective.
(2) The homomorphism  : SK0(D) → K0(D) is an isomorphism if and only
if D is a weakly cancellative division semiring.
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Proof. Note first that D is either a division ring or a zerosumfree division semiring.
Also, if D is a division ring, then the group homomorphism  : SK0(D) → K0(D)
is always an isomorphism, since every right D-semimodule is free; that means, the
statements are obvious. Consider now the case when D is a zerosumfree division
semiring. We then have a semiring homomorphism π : D → B, defined by π(0) = 0
and π(x) = 1 for all 0 6= x ∈ D, and the following diagram
SK0(D)

//
SK0(π)

K0(D)
K0(π)

SK0(B) 
// K0(B)
is commutative. By Proposition 5.5, we obtain that SK0(D) is the free abelian
group with basis D̂.
(1) Assume that (nD̂) = [0] ∈ K0(D) for some nonnegative integer n. Since the
diagram above is commutative and  : SK0(B)→ K0(B) is injective by Lemma 6.8,
we get that SK0(π)(nD̂) = 0̂ ∈ SK0(B), that means,
B̂n = ̂π#(Dn) = 0̂ ∈ SK0(B) ,
so that Bn⊕Bm ∼= Bm for some nonnegative integerm, by Lemma 6.5. This implies
that n = 0, whence  : SK0(D)→ K0(D) is injective.
(2) The sufficient condition follows immediately from [19, Thm. 3.2] which shows
that every projective right semimodule over a weakly cancellative division semiring
is always free. In order to prove the necessary condition, we assume that the group
homomorphism  : SK0(D) → K0(D) is an isomorphism, and D is not a weakly
cancellative division semiring. Then there exists an element s ∈ D such that s 6= 1
and 1 + 1 = 1 + s. Suppose that s = 0. Then D contains B as a subsemiring.
Letting ı : B → D be the canonical injection, we have that π ◦ ı = idB, whence
K0(π)K0(ı) = idK0(B). This implies that K0(π) is surjective, so that  : SK0(B)→
K0(B) is also surjective, contradicting Lemma 6.8. Therefore, we must have that
s 6= 0.
Consider the subsemimodule P = {(d, d)a + (ds, d)b | a, b ∈ D} of the free right
D-semimodule D2, where d = (1 + 1)−1. We then have that P ∈ |MD| is finitely
generated projective, since d + d = 1 = d + ds and thus the matrix
(
d ds
d d
)
is an
idempotent one. Since  : SK0(D) → K0(D) is an isomorphism, there exists a
nonnegative integer n such that (nD̂) = [P ] ∈ K0(D), and hence, D
n⊕Q ∼= P ⊕Q
for some finitely generated projective right D-semimodule Q. This implies that
K0(π)([D
n ⊕Q]) = K0(π)([P ⊕Q]), that is,
π#(D
n)⊕ π#(Q)⊕ T ∼= π#(P )⊕ π#(Q)⊕ T
for some finitely generated projective right B-semimodule T . Furthermore, we have
that π#(D
n) ∼= Bn and π#(P ) ∼= B, so that
B
n ⊕ π#(Q)⊕ T ∼= B⊕ π#(Q)⊕ T .
Consequently, we must have that n = 1; hence, D ⊕ Q ∼= P ⊕ Q. Now, applying
Lemma 6.9, we obtain that dimw(P ) = 1, so that P is free.
On the other hand, by [19, Prop. 3.1], P is not a free semimodule, and with this
contradiction we end the proof. 
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Theorem 6.10 provokes a quite natural and, in our view, interesting question.
Problem 2. Describe the class of all semirings S having the homomorphism
 : SK0(S) → K0(S) to be an isomorphism. Is this class axiomatizable in the
first order semiring language?
In order to discuss the combined structure on SK0(S) and K0(S), we require
the following definitions. Recall [13, p. 203] that a cone in an abelian group G is
an additively closed subset C such that 0 ∈ C. Any cone C in G determines a pre-
order ≤ (i.e., a reflexive, transitive relation) on G, which is translation-invariant
(i.e., x ≤ y implies x + z ≤ y + z), by letting x ≤ y if and only if y − x ∈ C.
Conversely, any translation-invariant pre-order ≤ on G arises in this fashion, from
the cone {x ∈ G | x ≥ 0}.
A pre-ordered abelian group is a pair (G,≤), where G is an abelian group and ≤
is a translation-invariant pre-order on G. When there is no danger of confusion as
to the pre-order being used, we refer to G itself as a pre-ordered abelian group, and
we write G+ for the cone {x ∈ G | x ≥ 0}.
An order-unit in a pre-ordered abelian group G is an element u ∈ G+ such that
for any x ∈ G, there exists a positive integer n with x ≤ nu. We note that if G
has an order-unit, then any element x ∈ G can be written as the difference of two
elements of G+, whence G is generated as a group by G+.
Throughout this section, we use P to denote the following category. The objects
of P are pairs (G, u) such that G is a pre-ordered abelian group and u is an order-
unit in G. The morphisms in P from an object (G, u) to an object (H, v) are
the monotone (i.e., order-preserving) group homomorphisms f : G→ H such that
f(u) = v. Unspecificed categorical terms applied to pre-ordered abelian groups are
to be interpreted in P . For example, (G, u) ∼= (H, v) means that there is a group
isomorphism f : G → H with f(u) = v and f, f−1 monotone (equivalently, there
exists a group isomorphism f : G→ H such that f(u) = v and f(G+) = H+).
Definition 6.11 (cf. [13, Def., p. 203]). Given a semiring S, there is a natural
way to make SK0(S) into a pre-ordered abelian group with order-unit, as follows.
First, let X denote the class of all finitely generated strongly projective right S-
semimodules, and define SK0(S)
+ = {P̂ | P ∈ X}. It is clear that SK0(S)
+ is a
cone in SK0(S), and we refer to the pre-order on SK0(S) determined by this cone
as the natural pre-order on SK0(S). Explicitly, we have Â− B̂ ≤ Ĉ− D̂ in SK0(S)
if and only if A ⊕D ⊕ E ⊕ Sn ∼= C ⊕ B ⊕ Sn (as right S-semimodules) for some
E ∈ X and some positive integer n.
For any semiring S, observe that Ŝ is an order-unit in the pre-ordered abelian
group SK0(S). Therefore, we have an object (SK0(S), Ŝ) in the category P defined
above. Given any semiring homomorphism ϕ : R → S, note that SK0(ϕ) maps
SK0(R)
+ into SK0(S)
+, and that SK0(R̂) = Ŝ, so that SK0(ϕ) is a morphism
in P from (SK0(R), R̂) to (SK0(S), Ŝ). Thus, (SK0(−), −̂) defines a covariant
functor from the category of semirings to the category P .
We present the following examples in order to illustrate these notions.
Examples 6.12. Let F be any semifield. Then we have:
(1) (SK0(F ), F̂ ) ∼= (Z, 1);
(2) (SK0(Mn(F )), M̂n(F )) ∼= (Z, n) ∼= (
1
n
Z, 1), for any positive integer n.
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Proof. (1) By Theorem 4.5, each element of SK0(F ) is uniquely written in the form
nF̂ with n ∈ Z, giving an isomorphism (SK0(F ), F̂ ) ∼= (Z, 1), nF̂ 7→ n.
(2) Set S := Mn(F ). As was shown in [25, Theorem 5.14], the functors G :
MS ⇆MF : H given by G(A) = Ae11 and H(B) = B
n establish an equivalence of
the semimodule categories MS and MF , where e11 is the matrix unit in Mn(F ).
Then the restriction α|SK0(S) : SK0(S) → SK0(F ) is a group isomorphism with
α(Ŝ) = F̂n = nF̂ in SK0(F ). This shows that (SK0(S), Ŝ) ∼= (SK0(F ), nF̂ ), and
hence, we readily get that (SK0(S), Ŝ) ∼= (Z, n), using (1). The group isomorphim
ϕ : Z→ 1
n
Z, defined by ϕ(1) = 1
n
, induces an isomorphism (Z, n) ∼= ( 1nZ, 1). 
For any a semiring S, similarly to the case of SK0(S), we may make K0(S) into
a pre-ordered abelian group by defining the cone K0(S)
+ to be the set of all [P ],
where P is a finitely generated projective right S-semimodule. Explicitly, we have
[A] − [B] ≤ [C] − [D] in K0(S) if and only if A ⊕ D ⊕ E ⊕ F ∼= C ⊕ B ⊕ F (as
right S-semimodules) for some finitely generated projective right S-semimodules E
and F . However, K0(S) has no order-units in general.
Proposition 6.13. For any additively idempotent commutative semiring S, the
pre-ordered group K0(S) has no order-units.
Proof. We first prove the statement for the case when S = B. Assume that [A]
is an order-unit in K0(B). For any prime number p consider the subset Qp :=
{0, 1, . . . , p−1} of Z+ and the monoid (Qp,max), which is a projective B-semimodule
by Fact 4.6. Since [A] is an order-unit, we have that [Qp] ≤ m[A] in K0(B) for
some positive integer m, which means that Qp ⊕ B ⊕ C ∼= A
m ⊕ C for some
finitely generated, thus finite, projective B-semimodules B and C. We deduce that
|Qp ⊕ B ⊕ C| = |A
m ⊕ C|, so that |A|m = |Qp ⊕ B| = |Qp||B|. This implies that
p = |Qp| divides |A| for all primes p, which is a contradiction.
Now if S is an arbitrary additively idempotent commutative semiring, by the
same reasoning as in the proof of Proposition 6.7, we have homomorphisms ı : B→ S
and π : S → B such that K0(π)K0(ı) = idK0(B). Suppose U to be an order-unit
in K0(S). Then, for each X ∈ K0(B), there exists a positive integer n such that
K0(ı)(X) ≤ nU in K0(S), whence
X = K0(π)K0(ı)(X) ≤ nK0(π)(U)
in K0(B), which means that K0(π)(U) is an order-unit in K0(B), contradicting the
fact above, finishing our proof. 
Izhakian, Knebusch and Rowen [22] develop a theory of the decomposition socle
for zerosumfree semimodules; and consequently, the authors prove that a zerosum-
free semiring S is a finite direct sum of indecomposable projective semimodules
if and only if S has a finite set of orthogonal primitive idempotents whose sum
is 1S ([22, Thm. 3.3]). In this case, every finitely generated strongly projective
S-semimodule is uniquely decomposed by these orthogonal primitive idempotents
([22, Cor. 3.4]). The following theorem allows us to express these results from the
point of view of K-theory.
Theorem 6.14. For any zerosumfree semiring S, the following are equivalent:
(1) S has a finite set of orthogonal primitive idempotents whose sum is 1S;
(2) the monoid SV(S) is cancellative and there exists a positive integer n such
that (SK0(S), Ŝ) ∼= (Z
n, (1, . . . , 1)).
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Proof. (1) =⇒ (2). Let {e1, . . . , en} be a set of orthogonal primitive idempotents
of S whose sum is 1S . By [22, Cor. 3.4], every finitely generated strongly projective
right S-semimodule P is uniquely written in the form P ∼=
⊕n
i=1(eiS)
ni for some
non-negative integers ni. This implies that the monoid SV(S) is cancellative, and
the map f : SK0(S) → Z
n, defined by f(êiS) = ǫi for all i = 1, . . . , n, is a group
isomorphism, where {ǫ1, . . . , ǫn} is the canonical basis of the free abelian group Z
n.
Obviuosly, S =
⊕n
i=1 eiS, hence, f(Ŝ) =
∑n
i=1 ǫi = (1, . . . , 1) ∈ Z
n. From these
observations, we get that (SK0(S), Ŝ) ∼= (Z
n, (1, . . . , 1)).
(2)=⇒ (1). Let f : (SK0(S), Ŝ)→ (Z
n, (1, . . . , 1)) be an isomorphism in P , and
let {ǫ1, . . . , ǫn} be the canonical basis of the free abelian group Z
n. Then, for each
1 ≤ i ≤ n, there is a unique element P̂i ∈ SK0(S)
+ such that f(P̂i) = ǫi. This
implies that
f(
n̂⊕
i=1
Pi) =
n∑
i=1
f(P̂i) =
n∑
i=1
ǫi = (1, . . . , 1) = f(Ŝ) ,
so that
⊕̂n
i=1 Pi = Ŝ, since f is injective. By Lemma 6.5, there exists a positive
integer m such that (
⊕n
i=1 Pi) ⊕ S
m ∼= Sm+1, and hence,
⊕n
i=1 Pi
∼= S, since
the monoid SV(S) is cancellative. Consequently, there exists a set of orthogonal
idempotents {e1, . . . , en} of S such that
∑n
i=1 ei = 1 and Pi
∼= eiS for all i.
It is left to prove that each ei is primitive. To this end, assume that there exist
idempotent elements e, e′ ∈ S such that ee′ = 0 = e′e and ei = e + e
′. We then
have that eiS = eS ⊕ e
′S, and both x := f(êS) and y := f(ê′S) are elements in
(Z+)n, due to our hypothesis that f(SK0(S)
+) = (Z+)n. From the equality
x+ y = f(êS) + f(ê′S) = f(êiS) = ǫi ,
we immediately see that either x = ǫi, y = 0 or x = 0, y = ǫi. Suppose that y = 0,
so that f(ê′S) = 0, which implies ê′S = 0 in SK0(S). By Lemma 6.5, there exists
a positive integer k such that e′S ⊕ Sk ∼= Sk, and therefore, e′S = 0 (since the
monoid SV(S) is cancellative), that is, e′ = 0. A similar argument applies in the
case x = 0. Thus ei is a primitive idempotent, as desired. 
In order to apply SK0 to direct limits of semirings, we consider direct limits
in the category P . Given a direct system of objects (Gi, ui) and morphisms fij
in P , we first form the direct limit G of the abelian groups Gi. For each i, let
gi : Gi → G denote the canonical homomorphism. Setting G
+ =
⋃
gi(G
+
i ), we
obtain a cone G+ in G, using which G becomes a pre-ordered abelian group. Notice
that the homomorphisms gi are all monotone. Inasmuch as fij(ui) = uj whenever
i ≤ j, there is a unique element u ∈ G such that gi(ui) = u for all i, and we
observe that u is an order-unit in G. Thus, (G, u) is an object in P , and each gi is
a morphism from (Gi, ui) to (G, u) in P . It is easy to see that (G, u) is the direct
limit of the (Gi, ui).
Finite products in the category P can be formed in a standard manner. Namely,
given objects (G1, u1), . . . , (Gn, un) in P , we set G = G1 × . . . × Gn and G
+ =
G+1 × . . . × G
+
n . Then G
+ is a cone in G, using which G becomes a pre-ordered
abelian group. Also, u = (u1, . . . , un) is an order-unit in G, whence (G, u) is an
object in P . It is easy to check that (G, u) is the product of the (Gi, ui) in P (see,
also, [13, p. 210] for details).
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Proposition 6.15 (cf. [13, Prop. 15.11, Prop. 15.13]). The functor (SK0(−), −̂) :
SR → P preserves direct limits and direct products.
Proof. Similarly as it was done in the proof of Proposition 5.4, we may show that the
functor (SK0(−), −̂) preserves direct limits; hence, we will not reproduce it here.
(Also, using Proposition 4.10 and repeating verbatim the proof of [13, Prop. 15.11],
we immediately get the statement.)
Using Proposition 4.8 and repeating the proof of [13, Prop. 15.13], we obtain
that the functor (SK0(−), −̂) preserves direct products, and which, for the reader’s
convenience, we provide here. Namely, let S be the direct product of semirings
S1, . . . , Sn, and for each i let ϕi : S → Si be the canonical projection.
Let (G, u) be the product of the (SK0(Si), Ŝi) in P , and for each i let pi
denote the canonical projection (G, u) → (SK0(Si), Ŝi). We have morphisms
SK0(ϕi) : (SK0(S), Ŝ) → (SK0(Si), Ŝi) for each i; hence, there is a unique mor-
phism f : (G, u)→ (SK0(S), Ŝ) such that pif = SK0(ϕi) for all i. We are going to
prove that f is an isomorphism in P .
Given x ∈ G+, there exists a finitely generated strongly projective right Si-
semimodule Pi for each i such that pi(x) = P̂i. Then, by Proposition 4.8 and
Remark 4.2 (3), P = P1 × . . . × Pn is a finitely generated strongly projective right
S-semimodule such that P ⊗S Si ∼= Pi for all i. As a result, we get P̂ ∈ SK0(S)
+
such that
pif(P̂ ) = SK0(ϕi)(P̂ ) = ̂P ⊗S Si = P̂i = pi(x)
for all i, whence f(P̂ ) = x. Thus, f(SK0(S)
+) = G+. Specially, it follows that f
is surjective.
Now consider any P̂ − Q̂ ∈ ker(f). For all i we have
̂P ⊗S Si − Q̂⊗S Si = SK0(ϕi)(P̂ − Q̂) = pif(P̂ − Q̂) = 0;
whence (P ⊗S Si) ⊕ S
ki
i
∼= (Q ⊗S Si) ⊕ S
ki
i for some a positive integer ki, by
Lemma 6.5. Then we obtain a positive integer k = max{k1, . . . , kn} such that
(P ⊕ Sk)⊗S Si ∼= (P ⊗S Si)⊕ S
k
i
∼= (Q⊗S Si)⊕ S
k
i
∼= (Q⊕ Sk)⊗S Si
for all i. Consequently, we get that P ⊕ Sk ∼= Q ⊕ Sk, whence P̂ − Q̂ = 0, by
Lemma 6.5. Thus f is injective, and the proof is finished. 
We are going to present semiring analogs of Elliott’s theorem [8] for ultramatricial
algebras over an abitrary semifield. In order to establish the main theorems of this
section, we need some preparatory facts and notions.
Proposition 6.16. Let S be a semisimple semiring with direct product represen-
tation
S ∼= Mn1(D1)× · · · ×Mnr (Dr) ,
where D1, . . . , Dr are division semirings. For each 1 ≤ j ≤ r and 1 ≤ i ≤ nj, let
e
(j)
ii denote the ni × ni matrix unit in Mnj (Dj). Then SK0(S) is a free abelian
group with basis {ê11(1)S, . . . , ê11(r)S}, and (SK0(S), Ŝ) ∼= (Z
r , (n1, . . . , nr)).
Proof. It follows from Propositions 5.5 and 6.15, and Examples 6.12 (2). 
Notice that by Corollary 3.5 and Proposition 6.16, we immediately get that
every free abelian group of finite rank may appear as a SK0(S) for some additively
idempotent congruence-semisimple semiring S. There are also pre-ordered abelian
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groups not being free, which appear as a SK0(S) for an additively idempotent
semiring S. We illustrate this by presenting the following example.
Example 6.17. Fix an additively idempotent semifield F (e.g., the Boolean or the
tropical semifield) and consider the semiring Sn = M2n(F ) (for n ≥ 0) of square
matrices of order 2n over F . We may consider Sn as a subsemiring of Sn+1 by
identifying a 2n × 2n-matrix M with the 2n+1 × 2n+1-matrix
(
M 0
0 M
)
. In this way,
we have a chain of additively idempotent semirings S0 ⊆ S1 ⊆ S2 ⊆ · · · . Denoting
by S the direct limit of the directed system {Sn | n ∈ Z
+}, then S is an additively
idempotent semiring. Moreover, for all n we have
(SK0(Sn), Ŝn) ∼= (
1
2nZ, 1)
by Examples 6.12, so that using Proposition 6.15 we see that (SK0(S), Ŝ) ∼=
(lim
−→
1
2nZ, 1); it is routine to check that lim−→
1
2nZ = {
m
2n | m ∈ Z and n ∈ Z
+}.
Example 6.17 and the facts above motivate the following natural question.
Problem 3. Describe all pre-ordered abelian groups which can be either SK0(S)
or K0(S) for some additively idempotent semiring S.
Proposition 6.18. Let F be a semifield and S a matricial F -algebra. Then the
canonical homomorphism  : SK0(S)→ K0(S) is injective.
Proof. It is easy to see that F is either a field or a zerosumfree semifield. If F is
a field, then  is obviously an isomorphism, since the functors SK0 and K0 are the
same. Assuming that F is a zerosumfree semifield, write S in the form
S = Mn1(F )× . . .×Mnr(F ) ,
and for each 1 ≤ j ≤ r and 1 ≤ i ≤ nj let e
(j)
ii be the nj × nj matrix unit in
Mnj(F ). Then SK0(S) is a free abelian group with basis {ê11
(1)S, . . . , ê11(r)S}, by
Proposition 6.16. Therefore, the canonical homomorphism  : SK0(S) → K0(S) is
exactly given by (ê11(j)S) = [e
(j)
11 S] for all j = 1, . . . , r.
Next we show that  is injective for the case when F is the Boolean semifield B.
Indeed, assume that 0 = (
∑r
j=1 kj ê11
(j)S) =
∑r
j=1 kj [e
(j)
11 S] ∈ K0(S) for some
nonnegative integers k1, . . . , kn. We then have that (
⊕r
j=1(e
(j)
11 S)
kj ) ⊕ C ∼= C
for some finitely generated projective right S-semimodule C. Since S is finite
and C is a finitely generated right S-semimodule, C is also finite. We deduce that
|
⊕r
j=1(e
(j)
11 S)
kj | = 0, whence kj = 0 for all j. Therefore,  is injective.
We now consider the case when F is an arbitrary zerosumfree semifield. There
exists a surjective semiring homomorphism π : F → B, defined by π(0) = 0 and
π(x) = 1 for all 0 6= x ∈ F , which induces a surjective semiring homomorphism
θ : S →Mn1(B)× . . .×Mnr(B) =: T . We then have a commutative diagram:
SK0(S)

//
SK0(θ)

K0(S)
K0(θ)

SK0(T ) 
// K0(T )
Assume that (
∑r
j=1 kj ê11
(j)S) = 0 ∈ K0(S) for some integers k1, . . . , kn ≥ 0.
Since the above diagram is commutative and  : SK0(T ) → K0(T ) is injective, we
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have that SK0(θ)(
∑r
j=1 kj ê11
(j)S) = 0 ∈ SK0(T ); that means,
∑r
j=1 kj ê11
(j)T =
0 ∈ SK0(T ); hence
⊕r
j=1(e
(j)
11 T )
kj ) ⊕ Tm ∼= Tm for some nonnegative integer m.
This implies that kj = 0 for all j, whence  : SK0(S)→ K0(S) is injective. 
Before stating the main results of this section, we name another useful notion.
Definition 6.19. A semiring S is said be have cancellation of projectives if the
monoid SV(S) is cancellative.
Remark 6.20. Let us note the following simple facts.
(1) Every semisimple semiring has cancellation of projectives. Indeed, this
follows immediately from Proposition 6.15.
(2) It is not hard to see that a semiring S has cancellation of projectives if
and only if the natural map SV(S) → SK0(S), P 7−→ P̂ , is an injective
monoid homomorphism (by using Lemma 6.5). This shows that we may
consider SV(S) to be the cone SK0(S)
+ in SK0(S), for any semiring S
having cancellation of projectives.
(3) Let F be a semifield and S a ultramatricial F -algebra. Then S has cancel-
lation of projectives. Indeed, this follows immediately from Remark 5.8.
Now we are ready to present the main theorems of this section.
Theorem 6.21. Let S and T be ultramatricial algebras over a semifield F . Then
(SK0(S), Ŝ) ∼= (SK0(T ), T̂ ) if and only if S ∼= T as F -algebras.
Proof. (⇐=). It is clear.
(=⇒). By Remark 6.20 (2) and (3), we obtain that SV(S) = SK0(S)
+ and
SV(T ) = SK0(T )
+. Let f : (SK0(S), Ŝ) → (SK0(T ), T̂ ) be an isomorphism
in the category P . We then have that f(SK0(S)
+) = SK0(T )
+, and hence,
f(SV(S)) = SV(T ). This implies that f induces an isomorphism from (SV(S), S)
onto (SV(T ), T ) in category C. Now, applying Theorem 5.10, we immediately get
that S ∼= T as F -algebras, as desired. 
Theorem 6.21 is, in general, not valid for semisimple semirings (even, additively
idempotent ones). For example, (SK0(B), B̂) ∼= (Z, 1) ∼= (SK0(T), T̂), but the
Boolean semifield B and the tropical semifield T are not isomorphic. However, as
a corollary of Theorem 6.21, the following result permits us to classify zerosumfree
congruence-semisimple semirings in terms of their SK0-groups.
Theorem 6.22. Let S and T be zerosumfree congruence-semisimple semirings.
Then (SK0(S), Ŝ) ∼= (SK0(T ), T̂ ) if and only if S ∼= T as B-algebras.
Proof. By Corollary 3.5, every zerosumfree semiring is a matricial B-algebra. Also,
every matrical B-algebra is an ultramatricial B-algebra. From these observations
and Theorem 6.21, we immediately get the statement. 
Finally, according to Propositions 6.3, 6.15 and 6.18, as well as Theorem 6.21,
we obtain the following result.
Theorem 6.23 (cf. [13, Thm. 15.26]). Let S and T be ultramatricial algebras over
a semifield F . Then, there exists a group isomorphism f : K0(S) → K0(T ) such
that f([S]) = [T ] and f(K0(S)
+) = K0(T )
+ if and only if S ∼= T as F -algebras.
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Proof. (⇐=). It is obvious.
(=⇒). Assume that f : K0(S) → K0(T ) is a group homomorphism such that
f([S]) = [T ] and f(K0(S)
+) = K0(T )
+. Let S be the union of an ascending
sequence S1 ⊆ S2 ⊆ · · · of matricial subalgebras, and T the union of an ascending
sequence T1 ⊆ T2 ⊆ · · · of matricial subalgebras. We then have a commutative
diagram in the category of abelian groups as follows:
SK0(S1) //


SK0(S2) //


SK0(S3) //


· · ·
K0(S1) // K0(S2) // K0(S3) // · · ·
From Proposition 6.18 we have that the homomorphisms  : SK0(Sn)→ K0(Sn)
are injective for all n. Then, taking into account Propositions 6.3 and 6.15, we may
consider SK0(S) to be a subgroup of K0(S); and similarly, SK0(T ) may be consid-
ered as a subgroup of K0(T ). Then, by our hypothesis, we immediately get that f
induces an isomorphism from (SK0(S), Ŝ) onto (SK0(T ), T̂ ) in the category P ,
whence we obtain the statement by Theorem 6.21. 
Motivated by Elliott’s program and Theorems 6.22 and 6.23, we finish this article
by posting the following problem.
Problem 4. Describe all additively idempotent semirings for which the SK0-
groups and K0-groups are complete invariants.
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