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ABSTRACT
It has been found that software, like natural language texts, exhibits
"naturalness", which can be captured by statistical language models.
In recent years, neural language models have been proposed to
represent the naturalness of software through deep learning. In
this paper, we conduct an experimental evaluation of state-of-the-
art neural language models for source code, including RNN-based
models and Transformer-XL based models. Through experiments
on a large-scale Python code corpus, we find that the Transformer-
XL model outperforms RNN-based models (including LSTM and
GRU models) in capturing the naturalness of software, with far less
computational cost.
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1 INTRODUCTION
Over years of software development, a large amount of source code
has been accumulated online. Through large-scale mining, it has
been found that source code contains many repetitive, statistical
regularities, which are also termed as "naturalness" of source code
[17][4][5][6][32]. The naturalness hypothesis has been confirmed
by empirical evidence [8][10][15][19][27]. Researchers have also
applied natural language processing techniques, such as Language
Modeling, to model the naturalness of source code [17][19] [30] [31].
The constructed language models can be used in many practical
programming tasks such as code completion [23][17], syntax error
fixing [1][7][24], and API recommendation [14].
Language Models (LMs) are probability distributions over strings.
Given a sequence of tokens xT , language modelling is defined
as predicting the token xt given the previous tokens from x1 to
xt−1, i.e. maxθ P(xt |xt−1,xt−2, ...,xt−1,θ ), where θ are the train-
able model variables. Multiple language models for source code
have already been introduced [15] [22] [28]. A classical language
modeling method is the N-gram model. Recent research uses RNN-
based models (including LSTM and GRU models) [14][15][23][24]
and find that RNN-based models superseded N-gram models.
Transformer models [29] have been recently introduced, and
have outperformed RNNs for natural language processing tasks,
because of their ability to track long-range dependencies and their
parallelizable nature. Many Transformer variants have been in-
troduced, notably the Transformer-XL[11], which is capable of
tracking remarkably long-range dependencies.
In this paper, we investigate the effectiveness of the Transformer-
XL based language model for source code, where the model is
trained to predict the next token, given a sequence of source code
tokens. Our experimental results on a Python dataset show that
the Transformer-XL models largely outperform the state-of-the-art
RNN-based models. This strongly suggests that the long-range anal-
ysis of the Transformer-XL is helpful for modelling software nat-
uralness. The Transformer-XL model also contained significantly
less time to train in comparison to both the LSTM and GRU models.
2 TRANSFORMER-BASED LANGUAGE
MODELS FOR SOURCE CODE
2.1 The Transformer Model
Although LSTM [18] and GRU [9] models are considered the pinna-
cle of RNN-based models, both have noted problems with long-term
dependencies. The Transformer model [29] has been introduced to
overcome the limitations of RNN-based models. Transformer mod-
els do not calculate the results sequentially, but instead calculate
the results in a parallel manner using a self-attention mechanism,
also allowing a Transformer-based model to be trained in a shorter
amount of time. Transformers can achieve better results with less
computational cost than the RNN-based models on a variety of
natural language tasks [13].
Figure 1: The Transformer-XL model, as specified in [31].
The key to the TransformerâĂŹs success is an attention block,
defined as the self-attention mechanism, and a feedforward (FFD)
block, both of which are calculated in parallel. The attention block
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allows a model to view all data across an entire sequence, unim-
peded, in a computationally efficient manner, while the feedfor-
ward block analyzes the data in a sequence-independent manner.
Transformer-based neural networks take less time to train than the
RNNs, require less memory and achieve a lower per-token loss [29].
A single layer of the Transformer can be defined, mathematically,
for the lth layer, as:
x0 = inputs
attl = Sel f −Attention_Mechanism(xl−1)
xl = AddNorm(attl ,xl−1)
f f dl = FFD(xl )
xl = AddNorm(f f dl ,xl )
The input sequence of tokens is defined as inputs. The functions
AddNorm, FFD and Self-Attention_Mechanism are defined as:
AddNorm(x ,y) = layernorm(x) + y
FFD(xl ) =Wl,2 ∗ act(Wl,1 ∗ xl + bl,1) + bl,2
Sel f −Attention_Mechanism(xl ) =WO ∗so f tmax(Q∗KT /
√
dk )∗V
Q,K ,V =WQ ∗ xl ,WK ∗ xl ,WV ∗ xl
The variables Wl,1, Wl,2, WQ, WK, WV are all trainable weight
matrices, the variables bl,1 and bl,2 are trainable bias vectors and
function act is an user-defined non-linear activation function. In
all models used in this paper, the GELU activation function [16] is
used.
The softmax function is applied over the output to yield a cate-
gorical probability distribution over each token. At the time-step t,
the Transformer calculates the input token for time-step t + 1.
2.2 The Transformer-XL Model
The Transformer-XL [11] [31] analyzes data in an identical man-
ner to a vanilla transformer, except that, for each sequence, the
results calculated for each âĂŸlayerâĂŹ of the transformer are
saved and re-inputted, in a gradient-free manner, for the next se-
quence. This allows the Transformer-XL to âĂŸseeâĂŹ across previ-
ous sequences, allowing for a greater amount of input information
and therefore greater expressiveness and accuracy. This, conceptu-
ally, makes sense, given that a model with greater memory would
be capable of analysing this larger memory to generate a better
understanding of the underlying source code.
Formally, Transformer-XL redefines the equation that generates
the values Q, K, V of the attention mechanism as follows:
Q =WQx
K ,V =WK,V [SG(xt−1) ∗ x]
where [ * ] refers to concatenation, SG refers to the stop-gradient
function and xt-1 refers to the input to the attention mechanism
from the previous sequence.
Figure 1 shows the structure of Transformer-XL model, as
specified in [31]. With the exception of the memory-specific self-
attention mechanism, the Transformer-XL layer is identical to the
Transformer layer. The self-attention is normalized using layer nor-
malization and a residual connection, followed by an FFD network,
as specified in Section 2.1 above.
3 EXPERIMENTS
3.1 Data Collection and Preprocessing
To perform the evaluation, we create a dataset composed of Python
source code collected from Github. The dataset contains over 17,000
Python files, which total over 3 million individual lines of code. We
use two different forms of tokenization; character-level tokeniza-
tion and subword-level tokenization. Character-level tokenization
contains 141M tokens, while subword tokenization contains 88M
tokens.
We did not use word-level tokenization for this task. This is
because, unlike natural language, source code does not have an
explicit vocabulary. Therefore, there is no way to accurately and
effectively model all possible words inside a source code file. How-
ever, the source code can be effectively modelled using characters
and subwords[25]. For example, the source code print(x + 3 if x ==
0) can be tokenized into a sequence of subwords, [print, (, x, +, 3, if,
x, ==, 0, )].
We explicitly set, for subword tokenization, the vocabulary size
hyperparameter to 1000. We chose this vocabulary size because, as
previous authors have noted [21], a large vocabulary is responsible
for one of the most computationally expensive aspects of the model.
By setting the vocabulary size to 1000, the model can tokenize the
most commonwords as a single token, but break down less common
words into a series of subwords. This allows the model to express
any input information without unacceptable computational com-
plexity and information loss. Therefore, subword-level tokenization
does not suffer from the out-of-vocabulary (OOV) problem.
Given this dataset, the model is trained to functionally predict
the next token in the line, without being able to âĂŸpeek’ forward
through the line. We specify that the model is trained on a sequence
that includes 256 tokens, and the memory from the previous se-
quence.
We split the collected data in the training, validation and testing
data using an 80%/10%/10% split. We were careful to avoid as much
code duplication as possible, which has been previously shown
to be a common problem for many source code-based machine
learning models [3]. In order to do this, we tested that each file
in the training dataset did not reappear in either the validation or
testing dataset. Further, for each validation and test file, we tested
to make sure that the number of lines in each file was not repeated
in the training dataset above a certain threshold. If the file was over
the threshold, then it was removed from the dataset. We chose 25%
as the threshold.
3.2 Model Training
Each model is trained for 50 epochs, where each epoch contains 512
iterations. The learning rate is set to a linear-warmup from 1e-6 to
5e-4 for the first 5120 iterations, and a cosine-decay rate back to
1e-6 for the following iterations. The optimizer used is the Adam
Optimizer [20]. We clip the gradient norm to 0.1, which we found
was essential for training. We noted that if the gradients were not
clipped, then all models would produce inferior results.
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Both RNN models and the Transformer-XL model have a hidden
size of 512 units, and have a dropout rate set to 0.1 for training.
Initially, we trained each model with a depth of 4 layers. RNN-based
models do not typically include many more layers due to the RNN’s
massive computational cost. However, Transformer-based models
typically have many more layers, anywhere from 12 [29] to 72 [26]
layers.
The depth of a model is considered an essential aspect of a
model’s ability to learn, but we noted that increasing the number of
RNN layers significantly slows down training, but this was not the
case for the Transformer-XLmodel. Considering previous papers[2]
have shown that Transformer-based models achieve noticeably
superior results by increasing the depth for language modelling, we
decided to further experiment by increasing the number of layers
to 8.
The experiments were primarily conducted on a single server
and a single K40 NVIDIA Tesla GPU, alongside 128GB of RAM.
3.3 Evaluation Metrics
The evaluation metric used for character-level experiments in this
paper is the BPC (bytes-per-character) metric [2], where the BPC is
calculated per-token. This metric is chosen because BPC is a func-
tion of test-entropy, which effectively displays how âĂŸconfident’ a
model is about guessing the correct answer. The lower the BPC the
more confident the model is when guessing the correct answer and
the more effective the overall model. The cross-entropy equation
can be defined as, given, at time-step t , the predicted output yt and
the target output zt:
losst = −1 ∗ zt ∗ loд(yt )
The BPC is defined as:
bpc =
loss
loд(2)
For subword-level experiments, the metric is the perplexity
rather than the BPC. Perplexity is defined as:
perplexity = e loss
Low perplexity is desirable since the perplexity is the exponen-
tial of the entropy. Multiple previous papers have stated that, for
character-level analysis, BPC is the metric of choice but perplexity
is the metric to be used for both word-level and subword-level
analysis [2][13][31].
3.4 Experimental Results
The results from all experiments are presented in Table 1. We tested
each model 3 times and presented the average results of each model.
Each model was initialized randomly, and the random-seed is dif-
ferent for each experiment. We noted that each model, when tested
with the same data, performed similarly across different runs and
seeds. The validation data loss, for both the character-level and
BPC-level analysis, can be seen in Figure 2 and Figure 3.
The LSTM model, which has been used as the previous neu-
ral source code modelling work [12], achieved the highest per-
character BPC (1.8706) and per-subword Perplexity (6.4552). The
GRU model achieved reliably better results than the LSTM (BPC
Model Character-Level Subword-Level
Test BPC Test Perplexity
LSTM (4 Layer) 1.8706 6.4552
(0.0053) (0.0774)
GRU (4 Layer) 1.2758 6.1135
(0.002) (0.0146)
Transformer-XL 1.1506 2.7278
(4 Layer) (0.0018) (0.0005)
Transformer-XL 1.1297 2.7185
(8 Layer) (0.0063) (0.0208)
Table 1: The test BPC and Perplexity of each of the three
models, where better models output lower values. The num-
bers in brackets are standard deviation across the multiple
runs. Across both tokenization schemes, the Transformer-
XL model outperforms both RNN models.
Figure 2: The BPC for the LSTM, GRU and Transformer-
XL model when analysing character-level source code. The
Transformer-XL, across the entire run, outperforms the
RNN models. We chose to display the best-performing
model for the LSTM, GRU and Transformer-XL.
1.2758 and Perplexity 6.1135), but only by a small margin. The
Transformer-XL model, on the other hand, could reliably outper-
form both the LSTM and GRU models by a substantial margin, for
both the 4-layer and 8-layer models. The 8-layer Transformer-XL
model, which performed better then all others, achieved a per-
character BPC of 1.1297 and per-subword perplexity of 2.7185,
which is lower than all other models. It is worth noting that the
4-layer Transformer-XL outperformed both RNN models as well.
The superior results of the 4-layer Transformer-XL model, in
comparison to the RNNmodels, is likely a sign that the Transformer-
XL model can extract more rich and useful features than both RNN
models.
We also found that an 8-layer Transformer-XL model outper-
formed a 4-layer Transformer-XL model, but not by the same mar-
gin that a Transformer-XL outperforms the RNN. This 8-layer
Transformer-XL, despite having twice the depth of the RNN mod-
els, was trained in less than half of the time required by the RNN
models, even when trained on identical hardware.
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Figure 3: The Perplexity for the LSTM, GRU and
Transformer-XL model when analysing subword-level
source code. The Transformer-XL outperforms the RNN
models.
We note that the training time for each model depends on the
hardware that the model is trained on. For example, an RNN model
that is trained on a quicker GPU will be trained faster than a more
efficient model on a more slow GPU. In order to reflect this, we
recorded the normalized training time, where each model was
trained on the same GPU and the time to train was normalized, to
better reflect the length of training for each model in comparison
to the other models. The normalized training time for each model
can be seen in Table 2, from which we can see that Transformer-XL
models require much less time to train than the two RNN models
(LSTM and GRU).
In summary, our experiments show that the Transformer-XL
model outperformed both RNN models when the layers are all set
to 4, and the Transformer-XL further improves results when there
are 8 layers instead of 4. Furthermore, even though the 8-layer
Transformer-XL model has twice the depth and more trainable
parameters, it takes less than half of the time to train and achieves
notably superior results.
4 DISCUSSION
Our experimental results suggest that the Transformer-XL model
is a substantially superior model to either the LSTM or GRU model
for modelling source code. This is because the RNN models cannot
easily be trained for more layers without incurring massive com-
putational cost, and therefore the RNN models produce inferior
result [29]. The Transformer-XL model, on the other hand, can pro-
duce noticeably superior results by increasing the layers without an
unacceptable computational cost. Therefore, the Transformer-XL
can achieve substantially superior using results in practice. We
suggest using Transformer-XL in future research work on language
modelling for source code.
Previous work on natural language processing has shown that
models that are trained on language modelling based tasks can
achieve state-of-the-art results on downstream NLP tasks, such as
sentiment analysis and question-answering [13]. We would hypoth-
esize that downstream source code related tasks can be performed
Model Normalized
Training Time
LSTM (4 Layer) 4.2
GRU (4 Layer) 3.58
Transformer-XL 1
(4 Layer)
Transformer-XL 1.39
(8 Layer)
Table 2: The normalized training time for eachmodel, where
each unit is the normalized length of time for training a
model over a single iteration. The 4-layer Transformer-XL
model requires the shortest training time, followed by the
8-layer Transformer-XL model. It is worth noting that the
8-layer Transformer-XL, despite having twice the depth of
RNNs, takes less than half of the time to train.
in a similar way. Pre-training the models to perform language mod-
elling allows a model to “learn" the underlying statistical behaviour
(naturalness) of source code, and this understanding can be lever-
aged to effectively perform downstream tasks.
Future work could focus on applying language models to the
source code related downstream tasks such as automatic code com-
pletion. These models could also be pushed further. For example,
these models could be easily retrained to perform more compli-
cated tasks such as automatic error detection or automatic bug
fixing. These tasks cannot be expressed in an identical manner to
language modelling, in a manner similar to automatic code com-
pletion. However, the software naturalness that the model learns
can be leveraged to better perform these downstream tasks. Future
work should focus on testing the effectiveness of these downstream
tasks, and whether a language model can be trained to improve
these tasks effectively.
5 CONCLUSION
This paper has shown that Transformer-based language models
largely outperform RNN-based models for source code modelling.
The Transformer-XL model achieves substantially better results
with less than half the complexity and training time.
Based on this work, we recommend that Transformer-XL can
be adopted for language modelling tasks relating to source code.
Following the examples set in natural language processing [13],
this model can be further applied to other downstream source code
related tasks, such as automatic code completion and automatic
bug fixing.
Our tool and experimental data are publicly available at https:
//github.com/Anon-111/Source-Code-Modelling.
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