Adaptive cruise control systems are fundamental components of the automation of the driving. At upper control level, ACC systems are based on car-following models determining the acceleration rate of a vehicle according to the distance gap to the predecessor and the speed difference. The pursuit strategy consists in keeping a constant time gap with the predecessor, as recommended by industrial norms for ACC systems. The systematic active safety of the systems is tackled thanks to local and string stability analysis. Several classical constant time gap linear and non-linear car-following models are compared. We critically evaluate the stability robustness of the models against latency, noise and measurement error, heterogeneity, or kinetic constraints operating in the dynamics at lower control level. The results highlight that many factors can perturb the stability and induce the formation of stop-and-go waves, even for intrinsically stable car-following models.
Introduction
Road vehicles are becoming increasingly automated [1] . Advanced driver assistance systems (ADAS) are common equipment of modern cars, while connected and automated vehicles (CAV) are currently actively developed and tested by manufacturers and suppliers. One of the main arguments for the automation of the driving lies in safety aspects. Indeed, more than 90% of traffic accidents are due to human errors [2] , that could be avoided with safe automatized systems. Other arguments for the automation are related to performance, with platooning or optimal traffic assignment, and environment, by limiting jamming and traffic instability (i.e. stop-and-go waves), or by facilitating car sharing.
The automation of road vehicles is commonly classified in 6 levels [3] . Current automation levels are levels 1 and 2 for partial longitudinal and lateral controls in specific driving situations (mainly on highways) and under driver supervision. Nowadays, speculations on the levels 3, 4 and 5 of automation without supervision are going well [4] . Experiments in real condition have already shown promising results for partial and full driving automation. However, rigorous proofs for the safety of automatized vehicles remain currently actively debated [5, 6] . Even basic adaptive cruise control (ACC) systems currently available in the market have recently shown during an experiment unsafe behaviors [7] .
In ACC systems, the automation is able thanks to sensors, cameras and algorithms, to detect and to track the predecessor and to measure the inter-vehicle distance and relative speed. Full speed range ACC systems (FACC) are supposed to regulate the speed even when the vehicle needs to stop. ACC and FACC systems are fundamental components of the automation of the driving. At upper levels, ACC and FACC systems are based on car-following models determining the acceleration of a vehicle according to the distance ahead and relative speed. The challenge consists in finding systematic and parsimonious models able to describe safe and comfortable longitudinal motions.
The active safety of the models is tackled thanks to local (over-damped) and string (collective) stability analysis (see, e.g., [8, 9, 10, 11] ). Many factors beyond the car-following model may perturb the stability, e.g. noise, heterogeneity, delays or again kinetic constraints [12, 13] . Safe ACC systems should be robust to those perturbations.
The constant spacing policy, consisting in keeping a constant distance gap independently to the speed, does not describe string stable dynamic [8] . Instead, the current accepted pursuit policy supposes the distance gap proportional to the speed in order to maintain a constant time gap with the predecessor (see [10] and Fig. 1 ). Actual ACC systems proposed by manufacturers offer a choice between pre-defined desired time gap settings, usually ranging from 0.8 to 2.2 s [14] . In this paper, several classical constant time gap linear and non-linear car-following models are compared. We calculate the stability conditions and critically evaluate the stability robustness against delay, noise, heterogeneity, or kinetic constraints operating in the dynamics at lower control level. 
Constant time gap models for ACC systems
In the following, we consider truncated car-following models with no maximal speed parameter. Indeed, our objective is to describe constant time gap interacting pursuit driving, and not a free driving. The models are second order ordinary differential equations describing the acceleration rate of a vehicle.
Linear car-following models
The current accepted pursuit policy consists in keeping a constant time gap with the predecessor. Indeed, many statistical analyses have shown that a driver tends to keep a constant time gap ranging, roughly speaking, from 1 to 3 s [15, 16] . The constant time gap strategy is notably the one recommended by the ISO 15622 norm for ACC systems [14] . Many car-following models allow to maintain a constant time gap with the predecessor. The simplest model is a linear version of the optimal velocity (OV) model [17] x(t)
Here, ∆x(t) = x 1 − x is the spacing while ∆x(t) − ℓ is the distance gap, ℓ ≥ 0 being the length of the vehicle plus the gap during standstill. T r > 0 is the relaxation time parameter operating in unsteady state when the time gap is different from the desired time gap T s . The OV model is solely based on the distance gap. A simple linear constant time gap model taking as well in consideration the speed difference term is the full velocity difference model (FVD) [18, 19] x
The constant time gap (CTG) model is a FVD model for whichT r = T s . The CTG model has a single relaxation time parameter T r . It is frequently used for ACC systems at upper level control (see, e.g., [20] ).
Non-linear car-following models
OV, FVD and CTG models are linear models that can, even for a queue of vehicles, be explicitly solved. We consider in the following two non-linear models that are generally investigated by using numerical simulation. The truncated intelligent driver (ID) model [21] with no maximal speed is
(3)
The model has no relaxation parameters but instead two parameters a > 0 and b > 0 for the maximal acceleration and the desired deceleration. ID model has been extended to describe ACC systems with adaptive driving strategies [22] . In the adaptive time gap (ATG) model [16] , the time gap
The formulation of the model as an acceleration function is
Here λ is a relaxation rate parameter. The ATG model is close to FVD and CTG models. The difference lies in the relaxation times, which are constant parameter in FVD and CTG models, while the relaxation time is the dynamical time gap variable in the ATG model. Note that the model is not defined when the speed or distance gap is zero. It can however be extended by bounding the time gap variable. The bounded ATG model corresponds then to the CTG model.
Linear stability analysis
Two types of linear stability are classically analysed in the literature: the local stability and the string stability (see, e.g., [23] ). Local stability consists in analysis the dynamics of vehicles following a leader with assigned speed. Over-damped conditions specify locally non-oscillating pursuit behavior.
In string stability, a queue of vehicles, infinite or with periodic boundary conditions, is considered.
Perturbed linear system
One denotes the car-following model asẍ n = F (∆x n ,ẋ n ,ẋ n+1 ), ∆x n andẋ n being the spacing and speed of the vehicle n, and we suppose the existence of equilibrium spacing and speed solutions (s, v) for which F (s, v, v) = 0. The dynamics of the perturbations to the equilibrium state (s, v) denoted ∆y n (t) = ∆x n (t) − s andẏ n (t) =ẋ n (t) − v are linearised to obtain
The predecessor speed v n+1 is given in the local stability analysis while it is coupled in the dynamics for the string stability. Indeed, string stability condition are more restrictive than the local ones by taking in consideration convective and advective perturbations as well [24] .
Stability condition
Several techniques are used in traffic engineering to analyse the string stability [25] . Transfer function of the Laplace transform for the perturbation allows to describe the convective or advective nature of the instability. String stability condition for a system with periodic boundaries can be obtained by spectrum analysis, while infinite systems are generally tackled using exponential Ansatz y n (t) = ℜ Ae zt+inθ with z ∈ C. These two last cases describe the more restrictive stability conditions by considering as well stationary, advective or convective perturbations. The stability is hence related in the literature as absolute string stability [24] . The linear stability conditions are established by showing that the solution z of the characteristic equation
of the linear differential system (5) are all defined is the strictly left-half plan of the complex number for all θ ∈ [0, π] excepted one solution z 0 equal to zero for θ = 0. The conditions for the locations of the zeros of polynomials with complex coefficients have been generalised in [26, Th. 3.2] . The conditions for the general linear model (5) are respectively for the local over-damped stability and for the absolute string stability [24, 27] a > 0, b 2 /4 > a and
The conditions for the linear and non-linear constant time gap car-following models listed in Sec. 2 are given in Table 1 . Parameters of OV, FVD and ID models are constraint by the stability conditions, while CTG and ATG models are systematically stable. 
Stability robustness
The experiment realised in [7] have shown that even recent ACC systems do not describe stable dynamics. Indeed, many factors operating at lower control level may perturb or even break the linear stability of the car-following planners [12, 13] . Example are latency and delay in the dynamics, noise and measurement error, heterogeneity of the behaviors, or even kinetic bound for acceleration or jerk (as recommended by ISO 15622 norm [14] ). The modelling challenge consists in finding models robust against such factors and to establish systematic stabilisation properties.
Latency and response time
Drivers have reaction time, but they can compensate for this delay by anticipation. Automated systems do not react instantaneously as well. The perception, computing and control require time and induce computational and mechanical latency in the dynamics. For ACC systems, the delay is estimated by 0.5 to 1 second [10] . The delayed linear car-following model is y n (t + τ ) = a∆y n (t) + bẏ n (t) + cẏ n+1 (t), τ ≥ 0.
The corresponding characteristic equation is
The equation is no more polynomial but exponential-polynomial. The generalized Hurwitz conditions do not hold. Yet, the location of the zeros can be obtained by subcritical Hopf bifurcation [28] , method consisting in investigating purely imaginary zeros and determining the locations by continuity, or by using Taylor approximations for the delayed quantities [27] . For instance, string stability conditions are T s > 2T r and T s > 4τ (1 + 1 − 2T r /T s ) −1 for the delayed OV model, while they are T s > 2τ for CTG and ATG models. The delay in the dynamics clearly results in stability breakdown. It can however be (partially) compensated by spatial or temporal anticipation mechanisms [12, 16] .
Stochastic noise
ACC systems are based on the distance with the predecessor that is measured by sensors such as radar and Fourier signal processing [29] . The radar has a given precision threshold and furthermore factors like the weather perturb the analysis yielding is noise in the measurement. This noise may perturb the dynamics and the stability, especially when it depends on the vehicle state [12, 30] . It is for instance reasonable to consider that the precision of the measurement decreases as the distance increases. A general stochastic car-following model isẍ = F x 1 − x,ẋ,ẋ 1 + ξ(x,ẋ), where ξ is a noise that may depend on the system state. For instance, the CTG model with a Gaussian white noise isẍ
W (t) = dW (t)/dt being the derivative of the Wiener process W in the stochastic sense. One may write such model as the coupled motion/noise first order models
Tr ε(t) + σẆ (t) (11) for which the noise ε(t) is described by the Ornstein-Uhlenbeck process [31] . It turns out that the periodic perturbed system with periodic boundary is an Ornstein-Uhlenbeck process as well, whose invariant distribution is a centered Gaussian with explicit covariance matrix [32, 33] . Indeed, the noise being white in initial CTG, the stochastic linear stability is the deterministic one, i.e. stable for all T s , T r > 0. No deterministic phase transition is observed, however, noise-induced long-wavelength stop-and-go phenomena are described. The stochastic waves can be highlighted by analysing the oscillation in the vehicle speed autocorrelation [34] .
Heterogeneity
The heterogeneity of the driving behaviors may also play a role in the collective dynamics. Indeed, it is observed that low penetration rate of "stable" ACC stable allows to homogenise the flows. For instance, a single automated vehicle suffices to stabilise 20 vehicles in a ring in [35] , corresponding to a rate of 5 %. Further simulation experiments corroborate such estimate [36] . Yet, if single stable behaviors can stabilise the flow, it is not to exclude that unstable behaviors of certain vehicles may lead to stability breaking. The linear perturbed system for heterogeneous vehicles is d dtv n (t) = a n ∆x n (t) + b nvn (t) + c nvn+1 (t),
where the underlying parameters for the desired time gap, desired speed, vehicle's length etc. are specific to each vehicle in a multi-level model. The corresponding characteristic equation is N n=1
c n λ + a n = 0,
while the absolute string stability condition is [37] N n=1
Note that the condition recovers the classical stability condition b 2 − c 2 > 2a for homogeneous cases. The non-linear shape of the condition corroborates the fact that single vehicles may strongly influence the collective dynamics. Small a n (i.e. large desired time gap) or large b n (i.e. small reaction time) may bring over-weight allowing the condition to hold. On the other hand, large c n (i.e. small time gap) for some vehicles lies in stability breaking.
Kinetic constraints
The ISO 15622 norm recommends that the acceleration and jerk rates do not exceed safe and comfortable maximal and minimal thresholds. The bounds, depending on the speed, are dynamics. They range for instance from -5 to -3.5 m/s 2 when the speed increases for the deceleration, when acceleration ranges from -4 to -2 m/s 2 [14] . These constraints in the dynamics may be the cause of instability in the models, especially when the relaxation times are small, or even collisions. A basic bounded car-following model is
denoting [x] a b = min{a, max{b, x}}. The acceleration function is continuous. It is however not derivable, the partial derivatives do not exist, and the linear stability analysis can not be tackled. A more regular model can be obtained by using smooth approximation functions, for instance by relaxing the process with anti-windup compensators [38, 39] ...
amin(ẋ(t)) −ẍ n (t) , τ a > 0.
Such mechanism induces further inertia into the dynamics that may result in stability breaking. Smallness conditions on τ a are necessary to ensure stabilisation. Further smoothness on the bounding function [·] amax amin for the acceleration may also be required.
Summary
Local and string stability of the car-following models are necessary conditions to demonstrate operational safety properties of ACC systems. String stability is in particular fundamental in regard to collective dynamics and the formation of stop-and-go waves that are frequently observed in conventional traffic. Many factors operation at lower control level may perturb or even break the stability. A summary for the architecture of ACC systems and factors affecting the dynamics is proposed in Fig. 2 . The modelling and safety analysis of ACC and FACC systems consist in determining systematic stability and stabilisation properties of systems of stochastic delayed differential equations under constraints. Special cases may be determined analytically (e.g. uniform model with periodic boundaries). The general problem has many parameter when we consider all factors acting and has to be investigated numerically. 
