ABSTRACT. We prove that the number of partitions of an integer into at most b distinct parts of size at most n forms a unimodal sequence for n sufficiently large with respect to b. The unimodality (that is, weak increase followed by weak decrease of the coefficients) of the Gaussian binomial coefficients n k q is a classical result with many proofs, the first given by Sylvester in his work on invariant theory. By interpreting the coefficient of q ℓ in n k q as the number of partitions of ℓ with Young diagram fitting inside an (n − k) × k box, one is naturally led to ask similar questions on unimodality upon changing the ambient shape from a box to something more exotic. Stanton [5] was the first to study such questions, obtaining various infinite families of partitions leading to nonunimodal sequences, as well as unimodality results for partitions with at most three parts. Stanley and Zanello [4] then considered the question of counting partitions with distinct parts fitting inside these shapes, allowing them to progress on analogous problems. In their paper they stated various conjectures in this direction. In this work we prove one of their conjectures, having to do with partitions with distinct parts fitting inside "truncated staircases".
INTRODUCTION
The unimodality (that is, weak increase followed by weak decrease of the coefficients) of the Gaussian binomial coefficients n k q is a classical result with many proofs, the first given by Sylvester in his work on invariant theory. By interpreting the coefficient of q ℓ in n k q as the number of partitions of ℓ with Young diagram fitting inside an (n − k) × k box, one is naturally led to ask similar questions on unimodality upon changing the ambient shape from a box to something more exotic. Stanton [5] was the first to study such questions, obtaining various infinite families of partitions leading to nonunimodal sequences, as well as unimodality results for partitions with at most three parts. Stanley and Zanello [4] then considered the question of counting partitions with distinct parts fitting inside these shapes, allowing them to progress on analogous problems. In their paper they stated various conjectures in this direction. In this work we prove one of their conjectures, having to do with partitions with distinct parts fitting inside "truncated staircases".
PRELIMINARIES
By A ≪ θ B we mean |A| ≤ C|B| for some positive constant C potentially depending on θ. By A ≍ B we mean A ≪ B and B ≪ A. We will use the notation e(z) := exp(2πiz), and for us the Fourier transform isf
For us O(B) will denote a quantity ≪ B, and f * g(x) = R f (t)g(x − t)dt will denote the convolution of f and g. Recall that a sequence a i is unimodal if there is some k for which a 1 ≤ · · · ≤ a k ≥ · · · . We will call a polynomial unimodal if its coefficients (in increasing order of degree) form a unimodal sequence.
The Gaussian binomial coefficient is defined as
The coefficient of
is the number of partitions of ℓ into at most b parts each of size at most n−b. It is a theorem of Sylvester (essentially proved in 1878 after it was conjectured by Cayley some 20 years before) that the coefficients of q in n b q form a unimodal sequence -that is, the polynomial n b q is unimodal.
MAIN RESULT
In their paper about unimodality of partitions with distinct parts with Young diagrams fitting inside certain shapes, Stanley and Zanello [4] conjecture that the number of partitions into at most b distinct parts each of size at most n forms a unimodal sequence for n large with respect to b. We prove this conjecture here.
To set notation, let λ n,b := (n, . . . , n − b + 1). Let c n,b (ℓ) be the number of partitions of ℓ into distinct parts with Young diagrams fitting inside λ n,b (that is, those partitions λ 1 > · · · > λ r with r ≤ b, λ 1 ≤ n, and
The hypothesis n ≫ b 1 is in fact necessary, as Stanley and Zanello note -for n = 19, b = 6 the claim fails. It is a theorem of Dynkin that for n ≤ b (that is, for "nontruncated staircases") the polynomial F λ n,b is unimodal. We will prove Theorem 1 by employing analytic techniques.
The following is an outline of the arguments we will employ. In the first place, for coefficients near the "edges" (i.e., near the constant term or the top term), we will employ elementary methods to show the desired inequalities. Next, for the remaining coefficients (all of which are a distance of order n from the edges) we write the coefficient c n,b (ℓ) as a smooth function of a real variable ℓ, say f (ℓ). We show f is log-concave once n ≫ b 1 by calculating
, where γ b > 0 is a strictly positive function of x depending only on b. By our work at the edges we may restrict to x to a subinterval, whence by compactness this is positive for n ≫ b 1, finishing the proof.
PROOF OF THEOREM 1
Stanley and Zanello handle the cases b ≤ 4 in their paper, so we are free to assume b ≥ 5.
Handling the tails. First we prove that
and
For the first claim, suppose ℓ < n. Let
be a partition of ℓ into r ≤ b parts. Of course λ 1 ≤ ℓ < n so λ automatically fits into λ n,b . But then so does
This procedure is of course injective, whence the claimed chain of inequalities. For the second claim, if ℓ > (b − 1)n and
is a partition of ℓ into r ≤ b parts with λ 1 ≤ n, then r = b since
Hence we may form the partition
(omitting the last term if it is zero) of ℓ − 1. Again this is evidently injective, whence the second claim follows. So in what follows we'll take . 1 In this range we will prove that, in fact, c n,b (ℓ) is logarithmically concave -that is,
(Note that this immediately implies unimodality.) To do this we will calculate c n,b (ℓ) to leading order in n and prove the inequality at the level of leading terms. Taking n large will yield the inequality for c n,b (ℓ) proper.
4.2.
Handling the bulk. Before beginning it is worth remarking that, heuristically, for ℓ ≍ b n we expect the number of partitions of ℓ into at most b distinct parts of size at most n to be basically governed by the distribution of a sum of b uniform random variables on [0, n]. We will see that, to leading order, this is exactly the case. Now let us begin the calculation. Again, we recall that now ℓ ≍ b n.
Now, a partition of ℓ into distinct parts n ≥ λ 1 > · · · > λ r with r ≤ b is precisely equivalent to the partition (λ 1 − r) ≥ (λ 2 − r + 1) ≥ · · · ≥ (λ r−1 − 2) ≥ (λ r − 1) (omitting zeroes if there are any) of ℓ − r(r+1) 2 of size at most n − r. That is, the partitions of ℓ fitting 1 The constant 1728 1729
does not matter -any constant sufficiently close to 1 will do. 2 This is the optimal order of magnitude for α for our purposes. Its choice should be thought of as adhering to the method of steepest descent. inside λ n,b with exactly r parts are equinumerous with those partitions of ℓ − r(r+1) 2 fitting inside an (n − r) × r box. Hence the contribution of those partitions with exactly r parts to
. That is to say,
Hence we see that
We have dropped the a = 0 term for convenience (as we well may, since ℓ > 2).
To prove the inequality c n,b (ℓ) 2 ≥ c n,b (ℓ−1)·c n,b (ℓ+1), observe that the integral formula for c n,b (ℓ) extends to a function (let us call it f (ℓ)) of a real variable ℓ.
3 That is,
Of course f is smooth, and to prove the claimed inequality it suffices to prove that f is logarithmically concave -that is,
Written another way (in the notation of Odlyzko-Richmond [2] ), letting
we will show that J 2 1 > J 0 J 2 . To do this we will calculate J m (0 ≤ m ≤ 2) to leading order. In this vein, note that, for 0 ≤ k ≤ b,
since 1 − e(nθ + i) ≫ 1. Similarly,
Thus
Via |θ + iα| ≍ |θ| if |θ| > Hence we obtain that
As a final step, we bound the terms with a < b trivially (in exactly the same way) to obtain
Thus we find that
Now we study the main term. Via θ → θ/n, we get
Note that (again bounding trivially)
Thus we may extend the integral to all of R and absorb the error into the existing error term. That is,
A contour shift from R + i to R (
is entire) tells us that
That is (via θ → −θ),
Immediately we recognize 
Since the error term is of lower order than the main term, it suffices to show that
Since, for n ≫ b 1,
it suffices to show that
on this interval by a method found in [1] (-the argument here is exactly the same. We provide it only for completeness.). 4 Here
is the evaluation of the function (I ′ ) 2 − II ′′ at the point
, rather than the product of two terms, as the typesetting suggests. The same expression occurs below.
Lemma 2. Let f, g > 0 be C 2 and such that
Then
Assuming this, since by inspection (− log χ * a
′′ is nonzero on (0, a) for a = 4, 5, 6, 7, by compactness
for a = 4, 5, 6, 7. Hence, by the lemma,
Therefore, taking n ≫ b 1, we see that
for all 1728 1729 n ≤ ℓ ≤ b − 1728 1729 n, establishing log-concavity in this interval and hence unimodality for all ℓ.
Thus it remains to prove the lemma. 
Proof of Lemma 2. Let
Note that F and G are, by hypothesis, log-concave. But 
Notice that the Hessian of the exponent is 
which is nonnegative-definite (it has zero determinant and positive trace). Hence the function h(x, t) := exp − t
is the product of three log-concave functions of (x, t), so that it is log-concave.
By the Prekopa-Leindler inequality, it follows that R h(x, t)dt = e x 2 2(A+B) (f * g)(x)
is log-concave as well.
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