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Datenverarbeitung bei ökophysiologischen Feldmessungen mit häufig
wechselnden verschiedenartigen Meßwertgebern
Von B. M. Eller und W. Koch
Zusammenfassung
Durch einfache Programmstruktur kann die Datenauswertung und die Berechnung zusätzlicher Werte aus Kombinationen
von Daten für komplexe ökophysiologische Meßprogramme vereinfacht werden. Die Auswertung der Daten zusätzlicher
Meßsysteme kann jederzeit ohne große Änderungen des Hauptrechenprogrammes vorgenommen und eine beliebige Anzahl
von beliebig ausgewählten Meßdaten für eine rasche Analyse der`Meßreihen grafisch ausgedruckt werden.
Summary
Processing of field data and calculating of`additional ecophysiological data out of'a variing number of'field
data can be improved by giving the main program a particular structure. Introducing the dataprocessing for new
kinds of data transmitters is as easy as output of`an unlimited number of'selected data sets in individual graphs.
Bei Feldmessungen zur Ökophysiologie der Pflanzen machen
Fragen der Datenaufnahme und der Datenverarbeitung einen
erheblichen Anteil der Versuchsmethodik aus. Die eingesetz-
ten Meßwertgeber ändern sich in vielen Forschungsprojekten
über einen längeren Zeitraum kaum. Dadurch ist eine feste
Zuordnung von Datenerfassungskanälen zu den Meßwerten mög-
lich, so daß die damit zusammenhängenden Probleme nicht
allzu groß sind. Schwieriger wird es bei häufigem Wechsel
von Zahl und Art der Meßwertgeber, wodurch eine feste Zu-
ordnung über längere Zeit kaum aufrecht erhalten werden'
kann. Besonders bei Fragen zur Klärung der Meßmethodik und
Prüfung der Tauglichkeit neu entwickelter Meßeinrichtungen
im Felde ist eine große Anpassungsfähigkeit an die jewei-
lige Aufgabenstellung vonnöten.
Im Rahmen eines Forschungsvorhabens des Institutes für
Allgemeine Botanik der Universität Zürich und des Forst-
botanischen Institutes der Universität München soll der
Einfluß des "Küvettenklimas" auf den Gaswechsel von Blät-
tern in vollklimatisierten Gaswechselkammern nach KOCH
(KOCH et al. 1968) untersucht werden. Einerseits war es
dringend erforderlich, dauernd die Kontrollgrößen des
Küvettenklimas zu erfassen, andererseits jedoch auf Grund
stets wechselnder Fragestellungen die Daten einer variab-
len Zahl von Meßsystemen verschiedenster Art aufzunehmen.
Die Weiterverarbeitung der Werte sollte dabei mit möglichst
geringem Arbeitsaufwand verbunden sein, um Verzögerungen
in der Weiterführung des Meßprogrammes durch die Auswer-
tung zu vermeiden. Da für die Datenverarbeitung eine Groß-
rechenanlage IBM 370/155 im Rechenzentrum der Universität
Zürich zur Verfügung steht, wurde für den Feldeinsatz eine
einfache Datenerfassungseinheit SCHLUMBERGER/SOLARTRON 32H0
mit der Konfiguration nach Abb. 1 gewählt. Durch die Nor-
mierung der analogen Eingangssignale auf den einheitlichen
Spannungsbereich -100 ... + 100 mV konnte die Abfragezeit
Abb. 1: Datenaufnahme mit Datenübertragungseinheit
SCHLUMBERGER 3240 (Meßgeräte: A Lufttemperatur,
B Referenzwert Pt 100 DIN Widerstandsthermometer,
C Solarimeter außerhalb GWK, D Solarimeter in
GWK, v Verstärker; übrige Meßwertgeber und Meß-
systeme weggelassen)
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für 80 Meßkanäle unter 25 Sekunden gehalten Werden. Eng
korrelierende Meßwerte waren in Kanalgruppen zusamenge-
faßt, womit ihre Erfassungszeit weiter verkürzt wurde.
Damit war eine ausreichende Schnelligkeit der Datenerfas-
sung für die gegebene Problemstellung gewährleistet.
START
Von den 80 Meßkanälen kann jeder beliebige, nicht benötig-
te Kanal ro ammierbar übers r en werden um die Stand- . J .--P EP P ung ›
zeiten der Lochstreifen so weit als möglich zu verlängern.
Die anfallenden Meßdaten sind folgendermaßen auf Lochstrei-
fen gestanzt°
* Datensatzbeginn
ØØØØØØ Uhrzeit
ØØØ Kanalnumer
±_Vorzeichen
ØØØØØØ Dezimalpunktfreie Meßdaten
ØØØØ Lage des Dezimalpunktes der Meßdaten
ØØØ nächste Kanalnummer usw.
Die Kanäle werden durch die Datenübertragungseinheit in
aufsteigender Reihenfolge abgelocht, unter Auslassen der
übersprungenen Kanäle.
Für die Weiterverarbeitung stellen sich folgende Forde-
rungen:
1. Die nötigen Rechenprogramme dürfen nicht an eine bestim-
te Problemstellung gebunden sein.
2. Auch innerhalb einer Meßserie muß eine variable Kanal-
zahl in den Datensätzen ohne zusätzliche Programmände-
rung verarbeitet werden können. MESSKANALZUORDNUNG FUER DIE
3. Das Rechenprogramm.muß die mehrfache Verwendung belie-
biger Meßkanäle oder variabler Meßkanalgruppen zur Be-
rechnung ökophysiologischer Werte ermöglichen.
4. Es muß möglich sein, grundsätzlich neue Meßgeräte oder
Meßsysteme mit einem minimalen Programmieraufwand in
das Hauptrechenprogramm.zu integrieren.
5. Das Rechenprogramm soll einen tabellarischen Ausdruck
beliebiger Gruppen von Meßwerten, auch unter mehrfacher
Verwendung einzelner charakteristischer Meßwerte, er-
möglichen.
6. Es ist erforderlich, eine variable Zahl von Meßgrößen
in Funktion der Zeit grafisch auszudrucken.
7. Aus Meßdaten zusätzlich berechnete ökophysiologische
Werte sollten ohne Schwierigkeit in den tabellarischen
und grafischen Ausdruck integriert werden können.
8. Die Verarbeitung der Meßdaten muß nach einem Standard-
satz der Programm-Steuergrößen möglich oder frei wähl-
bar sein.
~ _
Durch folgende Struktur und Organisation der Datenverar-
beitung wird versucht, diesen Forderungen Rechnung zu
tragen. , „ .
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Abb. 2: Sumarisches Blockdiagramm Datenverarbeitung
a) Datenvorbereitung
Die Übertragung der Meßdaten von Lochstreifen auf Mag-
netplatten sowie die Kontrolle der Daten und etwaige
Korrekturen werden durch ein Hilfsprogramm ausgeführt.
Inputfile 1 (Card-File)
b)DmwÀümmmdükß,Hmmmedemmqamm
Meßprogramkommentar
Meßprogrambegleitdaten
Steuerbefehle für die Wahl der weiteren
Inputeinheiten für den Inputfile 2
Inputfile 2 (Disk- oder Card-File)
Kanalbegleittexte
(Meßwertbezeichnung, Dimensionen)
Zuordnung von Rechenblöcken oder Funktionen
zu bestimmten Kanälen
zusätzlich berechnete ökophysiologische Werte ausführ-
licher dargestellt werden.
Zuordnung von weiteren Meßkanälen zu diesen
Rechenblöcken und Funktionen
Zuordnung bestimter Meßdaten in tabellari-
sche Ausdruckblöcke
Zuordnung bestimmter Meßdaten zu grafischen
Ausdruckgruppen
Inputfile 3 (Disk-File)
Meßdaten ab Lochstreifen
Outputfile Print-File
Der Ablauf des Rechenprogrammes (Programmierung in PL/I)
Beim Einlesen der Lochstreifendaten wird der Datensatzbe-
ginn (*) durch eine fortlaufende Datensatznummer (N) er-
setzt, in die Meßdaten der Dezimalpunkt eingesetzt und die
Daten in das Feld M (K,N) abgespeichert. Zu jedem Meßkanal
(K) können über den Inputfile 2 folgende Werte und Texte
zugeordnet werden: „ „
T (K) Bezeichnungstext für die gemessene Größe
D (K) Dimensionsangabe zur gemessenen Größe
F (K) Bezeichnung des Rechenblocks für die
Meßdatenberechnung `erfolgt nach dem sumarischen Blockdiagramm in Abb. 2. -
Die Zusammenfassung notwendiger Rechenoperationen in Pro-
grammblöcke und deren Kennzeichnung mit einem Code erlaubt
es, solche Blöcke beliebig in das Rechenprogramm einzufügen
oder zusätzlich einzuschieben, ohne dabei den Ablauf des
C (K) Multiplikator (z.B. Eichwert)
Z (K,1) Zuordnung weiterer Meßkanäle zum Rechenblock
Z (K,2) des Meßwertes M (K,x)
TE (K) Reduktionsfaktor für die grafische Darstellung
des Meßwertes M (K,x) V
Programmes ändern zu müssen. Da grundsätzlich für jeden
Meßkanal alle Rechenblöcke auf Übereinstimmung des Codes
abgefragt werden, kann jeder beliebige Kanal jedem beliebi-
gen Rechenblock zugeordnet werden. Damit sind
die Forderungen 1, 3 und 4 erfüllt. Die For-
derung 8 wird durch die Aufteilung der pro-
gramsteuernden Eingabedaten und der Kanal-
verteilungssteuerdaten in die Inputfiles 1
und 2 erfüllt.
Um auf die Daten jedes beliebigen Meßkanals
im Sinne der Forderungen 3, 5 und 6 jederzeit
Zugriff zu haben, werden sämtliche Meßdaten in
einem Feld abgespeichert. Da im Normalfall
die Anzahl der Datensätze (Datensatzlänge
maximal 80 Kanäle) 250 nicht übersteigt, wurde
ein entsprechendes Feld M (80, 250) für die
Speicherung der Meßdaten gewählt. Diese Zahl
von 250 Datensätzen erlaubt die Aufnahme sämt-
licher Daten alle 10 Minuten während 36 Stun-
den oder jede Minute während U Stunden. Eine
Verkleinerung des Feldes bei nicht voller Be-
legung der Meßwerterfassungskanäle kam nicht
in Betracht, weil dadurch die Abspeicherung
der zusätzlich berechneten ökophysiologischen
Daten ermöglicht wurde. Diese zusätzlichen
Werte wie Transpirationsrate, Wassersätti-
gungsdefizit, Photosyntheserate, Strahlungs-
bilanz usw; werden über entsprechende Steuer-
befehle analog zu den Meßwerten abgespeichert
und sind unter der jeweils zugewiesenen u
Kanalnumer adressierbar. Dadurch können in
der weiteren Datenverarbeitung diese Werte
wie Meßwerte behandelt werden, womit Forderung 7
erfüllt wäre, gleichzeitig auch Forderung 2.
Aus dem Rechenprogramm sollen nachfolgend nur
die flexible Zuordnung von Rechenblöcken auf
Meßkanaldaten und die Verwendung nicht mehr
benötigter Speicherplätze von Meßdaten für
Abb. 3: Programmsteuerwerte und Meßkanalbegleitdaten
.für die Kanäle 31-3M, 39, 50-51
KANAL
31 ~ Hessverstaerkerkennwerte zu Kanal 32
32 ~ Messdate Giobalstrahlung in Kuevette
33 1 Hessverstaefkerkennwerte zu Kanal 3h
3h ~ Hessdate Globalstrahlun¿ ausserhalb Kuevette
39 ~ freier Messkanal
50 = Messdate Praezislonswlderstand 100 Ohm.
51 ~ Messdate Lufttemperatur
Programmsteuerwerte
T(31)*'8ER(32) SF:GLOßALSTRAHLUNGSDiFFEREHZ (32~3ü)D(31›~'nıLLıu/cnefz'
F(31)='VERST'
C(31)~5.0 (=fixer Verstaerkungsfaktor)
T(32)*'GLOBAL$TRAHLUNG IN KUEVETTF'
D(32)='MlLLlW/CM**2'
F(32)~'GLOB'
C(32)~8.2E-3 (*Eichfaktor Solarimeter 1)
Z(32,1)=31 (bringt effektiver Verstaerkunzsfaktor
des Hessverstaerkers)
T(33›-'szR<3a› srıerosnısrnnutuncsnıFren¿nz in g von su'ncssi-'z'
F(3s›='vERs†'
C(33)~5.0 (eflxer Verstaerkungsfaktor)
†(3u›='cLosALs†RAHLuns AussennALß Das KUEVETTE'
D(3u›-'niıtıu/cnfwz'
F(3h)~'GLOB'
C(3h)=7.8E~3 (=Eichfaktor Solarimeter 2)
z(3n,1)ı33 (bringt effektiver Verstaerkungsfaktnr
des Hessverstaerkers)
rrssi-'.'r<ss›~'oirrz'
Z(39,1)=32 (bringt Globalstrahlungswert aus Kanal 32)
Z(39,2)=3h (bringt Glohalstrahlungswert aus Kanal 3%)
T(5®)='1eß nnn~nL'
c<sa›='v'
†<s1›-'ıurrrsnv¿narun'e(S1›~'sRn c'
F(51)-'PTQL'
Z(51,1)=50 (bringt Korrektur des Hesstromes)
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Erstellen der Messdaten
sus dem Lochstrelfencode
(siehe Abb.2)
Je
Ja
ıF F(K›-'ctoß'
Mtx,N)-M(K,N››s9.a/<c(K›~M(z(K,1›,1);
NA-z(z(x,1›,ı›;NP-z(z<x,z),ı›;w-M<z(x,1›,N›-M<z(x,2›,N›:M<NA,N›-w;M(NP,N)-1oo«w/M(z(x,2›,N›;
W~M(K,N)*M(Z(K,1),N)/(100fCU);
New/CU;
nein M(K,N)~PI_100(N);
eltere Programmbloecke
OIOOIO
Z
.Il
PI_100 I Rechenfunktlon fuer die
Berechnuns der Temperatur
aus dem Wlderstandswert
des Temperaturfuehlersnein (Pt 100 DIN b3 760)
nein
Tabellarlscher Ausdruck
der Messwerte
(siehe Abb 2)
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Die Berechnung der Meßwerte erfolgt in
aufsteigender Reihenfolge für die Meß-
kanäle und Datensätze. Als Einschrän-
kung ergibt sich daraus, daß Hilfsgrößei
von Rechenblöcken, die über die Größe Z
(K,x) zugeordnet werden - falls diese
Hilfsgrößen vorher numerisch bearbeitet
werden müssen -, auf tieferen Kanal-
nummern als de:=des aufrufenden Meßwerte
erfaßt werden nüssen.
Als Beispiel für die Bearbeitung von
Meßwerten ohne Zuhilfenahme einer spezi-
ellen Funktion oder Subroutine diene die
Berechnung der Differenz der Globalstral
lung innerhalb und außerhalb der Gas-
wechselkammer in Absolutwerten und in
Prozenten des Wertes außerhalb der Kam-
mer. Im darzustellenden Fall ist die
Meßdate Globalstrahlung außerhalb der
Kammer auf Meßkanal 34 und die Meßdate
Globalstrahlung in der Kammer auf Meßkar
32 erfaßt. Die Meßgeräte für die Global-
strahlung (Solarimeter) sind über Meß-
verstärker an die Datenerfassungseinheit
angeschlossen. Um freie Hand in der Wahl
der Meßverstärker zu haben, werden ihre
Kennwerte einenıunabhängigen Meßkanal
zugeordnet. In diesem Falle sind es der
fixe Verstärkungsfaktor des Meßverstär-
kers als Multiplikator C (K) und ein
Kodiersignal (O bzw. 10 mV) als Meß-
date M (K,x) für die Einstellung des var
ablen Multiplikationsfaktors (xl bzw.
x5). Diese Meßverstärkerkenndaten für
die Verstärker der Solarimeterwerte 32
bzw. 34 sind auf den Meßkanälen 31 bzw.
33 registriert. Die Speicherplätze der
Kanäle 31 und 33 werden nach erfolgter
Berechnung der Globalstrahlungsmeßwerte
nicht mehr benötigt und können für die
Abspeicherung der zusätzlich zu berech-
nenden Werte Globalstrahlungsdifferenz
(M(32,x)-M(34,x)) in Absolutwerten und i
Prozenten (100*(M(32,x)-M(34,x))/M(34,x)
verwendet werden. Der Absolutwert wird
in Kanal 31 und der prozentuale Wert in
Kanal 34 gespeichert. Die Initialisierun
der Differenz- und Prozentrechnung erfol
Abb. 4: Flußdiagramm für die Berechnung
der Werte
31 Globalstrahlungsdifferenz
32 Globalstrahlung in GWK
33 Globalstrahlungsdifferenz
in % '
34 Globalstrahlung außerhalb GWK
. 51 Lufttemperatur
Abb. 5: Grafische
Darstellung der ge-
messenen (32,34,51)
und der daraus berech-
neten (31,33) Werte
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durch Zuordnung eines Rechenblockes auf dem letzten zur
Berechnung notwendigen Kanal - sofern diesem.nicht ein an-
derer Rechenblock zugeordnet werden muß - oder auf einem
folgenden, nicht belegten Kanal, beispielsweise einem bei
der Datenaufnahme übersprungenen. Hier wird der nicht beleg-
te Kanal 39 benutzt. Aus dieser Kanalverteilung ergeben
sich die Programmsteuerwerte nach Abb. 3, der Ablauf des
Rechenprogrames aus dem Flußdiagramm in Abb. 4.
Ein Beispiel für die Berechnung der Meßwerte unter Benut-
zung einer für verschiedene Rechenblöcke zugreifbaren
Funktion ist die der Temperaturen aus den Meßwerten von
Pt 100 DIN Widerstandsthermometern. Um.die Widerstands-
werte der Meßfühler in den Meßbereich der Datenübertragungs-
anlage zu überführen, werden diese von einem durch den Meß-
kanalwähler zugeschalteten Konstantstrom (CU) definierter
Größe durchflossen und der Spannungsabfall über dem Meß-
widerstand gemessen (4-Leiter-Schaltung). Um eventuelle
Drift der Konstantstromquelle auskorrigieren zu können,
wird bei jedem Datensatz dieser Konstantstrom.ebenfalls
über einen 100 Ohm-Präzisionswiderstand geführt und der
Spannungsabfall auf einem eigenen Meßkanal erfaßt. Im dar-
gestellten Beispiel gilt für den Präzisionswiderstand der
Meßkanal 50 und für die Lufttemperaturdate der Meßkanal 51.
Bei einer Abweichung des Konstantstromes vom Sollwert kann
die Meßdate des Widerstandsthermometers korrigiert werden.
Aus dem korrigierten Meßwert wird der Widerstandswert des
Meßfühlers berechnet und über eine spezielle Rechenfunk-
tion die Temperatur in OC_bestimmt. Abb. 3 und 4 zeigen
die getroffenen Lösungen.
Der Ausdruck der Daten erfolgt in Tabellenform über einen
Programmblock in Gruppen von 1-5 Meßwerten nach freier
Wahl. Dazu werden jeweils die Meßkanalnummern, deren Daten
pro Block ausgedruckt werden sollen, über den Inputfile 2
eingelesen. Mit dieser Organisation des tabellarischen Aus-
drucks ist die Forderung 5 erfüllt. Gleichzeitig mit den
Meßdaten werden als Kopftext die Meßprogrammbegleitdaten
und die Kanalbegleittexte ausgedruckt. Zugleich werden Uhr-
zeiten der Datensätze und ihre forlaufende Numerierung mit
ausgegeben.
Der grafische Ausdruck erfolgt ebenfalls über einen eige-
nen Programblock. Die Meßwerte werden hierbei auf den
maximal möglichen Darstellungsbereich von -100 ... +100
Skalenteile durch Multiplikation mit dem.Reduktionsfaktor
TE (K) verkleinert. Die Angabe des Abbildungsmaßstabes,
der frei wählbaren Grafiksymbole und eines etwaigen Kommen-
tares erfolgt als Fußnote. Der Kopftext entspricht demje-
nigen des tabellarischen Ausdruckes. Es können gleichzeitig
1-10 Meßwertreihen grafisch dargestellt werden. Um_i 100
Skalenteile bei einer Zeilenlänge von 120 Zeichen darstel-
len zu können, werden bei negativen Werten 100 Skalenteile
dazu addiert und das Symbol mit dem Zeichen / überdruckt.
Fallen Meßwerte übereinander, so erfolgt nur der Ausdruck
des Symboles jenes Meßkanales, dessen Kanalnummer als letz-
te über den Inputfile 2 eingelesen wurde. Wird für einen
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Meßwert der Bereich + 100 Skalenteile trotz Reduktion des
Abbildungsmaßstabes überschritten, so ist das Symbol ?
rechts an der Zeile abgedruckt. Die oben angegebenen Meß-
daten sind in Abb. 5 dargestellt. Die für den Grafikdruck
getroffene Lösung erfüllt Forderung 6 voll.
Die hier beschriebene Lösung der Datenverarbeitung hat
sich in mehreren ausgedehnten Meßserien mit stark vari-
ierender Art und Zahl der eingesetzten Meßsysteme bewährt.
Es zeigte sich, daß besonders die Moglichkeit, nachträg-
lich einzelne Programmblöcke zu ändern oder neu einzufügen
ohne dabei die Grobstruktur des Hauptrechenprogrammes än-
dern zu müssen, eine starke Vereinfachung in der Datenaus-
wertung der verschiedensten Meßdatenkombinationen ergibt.
Durch die einfache Art, mit der beliebige Meßwertreihen in
Grafikausdrucken zusammengefaßt werden können, ist es mög-
lich, sofort oder zu einem späteren Zeitpunkt rasch über-
schaubare grafische Darstellungen für die Beurteilung des
zeitlichen Ablaufes und der Interaktionen von Meßwerten
und ökophysiologischer Werte zu erhalten. Die freie Wahl
der Meßwertkombinationen und die mehrfache Integration von
einzelnen Schlüsselmeßwerten wie die der Lufttemperatur in
mehrere oder alle Grafiken verhilft zu einer großen Zeit-
ersparnis bei der Analyse der Meßwerte.
Die vorliegende Lösung kann auch für den Einsatz eines mit
einer Großrechenanlage gekoppelten Prozeßrechners abge-
wandelt werden. Dabei ergeben sich - neben dem Mehraufwand.
für den Prozeßrechner - oft Schwierigkeiten in Bereitstel-
lung und Kosten für die Datenübertragungsleitung, beson-
ders dann, wenn Feldmessungen in Gebieten mit ungenügender
fernmeldetechnischer Erschließung ausgeführt werden sollen
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Maximum likelihood-Schätzungen und Likelihood-Quotienten-Tests bei
nicht normalverteiltem, zweiwegkreuzklassifiziertem Datenmaterial mit
festen Effekten
Von H. D. Quednau
Zusammenfassung
Es wird eine Methode vorgestellt, mit der sich maximum likelihood-Schätzungen und Likelihood-Quotienten-Tests bei
Datenmaterial durchführen lassen, das in Zweiwegkreuzklassifikation mit festen Effekten vorliegt. Die Spektral- bzw.
Dichtefunktion der Zufallsvariablen ist beliebig, muß jedoch bekannt sein und sich in geschlossener Ftawiaarstellen
lassen. Ein Einfluß von unabhängigen Variablen auf`die Parameter ist zugelassen. - An einem Beispiel mit simulierten
Daten, die nach einem biologisch sinnvollen Modell erzeugt wurden, wird die Methode ausführlich erläutert und zu-
gleich die Güte der maximum likelihood-Schätzungen gezeigt
Summary
This paper introduces a method for performing maximum likelihood estimation and likelihood ratio tests of a two-
factor factorial design with fixed effects. The spectral or density function of the random variable is arbitrary
but must be known and given in a closed form. The parameters of the distribution may depend on independent variables. -
An example with computer simulated data, which were generated according to a biologically relevant model, gives a
detailed description of the method and shows the goodness of'maximum likelihood estimates.
1. Einleitung
Während des vergangenen Jahrzehnts ist eine Reihe von Com-
putersprachen entwickelt worden, mit denen sich mathema-
tische Formeln symbolisch umformen und differenzieren las-
sen. Für die im.technisch-naturwissenschaftlichen Bereich
am häufigsten benutzten Computersprachen sind Spracherwei-
terungen zur Formelmanipulation geschaffen worden, und
zwar FORMULA ALGOL für ALGOL60, FORMAC für FORTRAN und
PL/I-FORMAC für PL/I. TOBEY (1966) hat dargestellt, wie
sich mit Hilfe von FORMAC-statements in einfacher Weise
FORTRAN-Quellenprogramme erzeugen lassen, deren manuelle
Erstellung äußerst zeitraubend wäre. Für eine automatische
Programmerzeugung ist PL/I-FORMAC (definiert in IBM-Corp
1967) in besonderer Weise geeignet, da es über die viel-
fältigen Möglichkeiten der Textverarbeitung verfügt, die
PL/I bietet. In vorangegangenen Arbeiten (QUEDNAU 1973,
1975, 1976) hat der Verfasser gezeigt, wie sich PL/I-Pro-
gramme für maximum likelihood-Schätzungen bei Einzelstich-
proben und einfach klassifizierten Daten mit Hilfe von
PL/I-FORMAC erstellen lassen. Im folgenden soll nun eine
Methode beschrieben werden, mit der sich zweiweg-kreuz-
klassifiziertes Datenmaterial an beliebige Modelle mit
festen Effekten anpassen läßt, und mit der Hypothesen über
einzelne Parameter des Modells durch den Likelihood-Quo-
tienten-Test geprüft werden können. Die notwendigen Rech-
nungen wurden an der Großrechenanlage IBM 370/165 der GMD,
Sitz Birlinghoven, durchgeführt. _
2. Der Aufbau der Likelihood-Funktion`
Wir betrachten eine Menge yijk von Beobachtungswerten,
die in Zweiweg-Kreuzklassifikation vorliegen. Dabei sei
i=1„„.J<hrSüíanmhxdasEmUmsA;j=1„„.J
der Stufenindex des Faktors B und k = 1,...,nij der Lauf-
index innerhalb der Kombination A = i, B = j. Die Dichte-
bzw. Spektralfunktion der Grundgesamtheit Yijk, aus der
die Realisation yijk genommen ist, läßt sich bei einem
Modell mit festen Effekten schreiben als '
Xlijka ° ° ° axqijkš plij 9 ' ° ° sprij) (1)
bzw- Wyijkš P1. .›-~'›Pi~. .)›
lJ lJ
wobei die x.ijk etwaige unabhängige Variable und die p.ij
die Parameter der Verteilung bedeuten. Jedes p.ij denken
wir uns additiv zusammengesetzt aus einem Durchschnitts-
betrag, einem Zeileneffekt (= Effekt des Faktors A), einem
Spalteneffekt (= Effekt des Faktors B) und einer Wechsel-
wirkung:
p.iJ. = 0. + A.i + B., + w.iJ. mit
1 (2)A..=\`B..= w...= w...=0i ı 5« J 1.1 la °
so daß die Gesamtzahl der unabhängigen Parameter sich auf
r-I~J beläuft. Im folgenden bezeichnen wir den (r-I-J)-
dimensionalen Parametervektor als P. . _
Wir nehmen nun an, daß die ersten a Parameter der p.ij in
(1) unabhängig vom Zeilen- und Spaltenindex, also in jeder
Zeilen-Spalten±Kombination gleich sind, daß ferner die b
folgenden p.ij unabhängig vom Zeilenindex, die c darauf
folgenden p.ij unabhängig vom Spaltenindex sind, und daß
bei den d dann folgenden keine Wechselwirkungen existieren
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A : B : W : A : W : B : W
si S3 Sij ti tig ui “ij
: WV. . : Ola
für alle i,j und für iísíag a+1§t§a+b; a+b+1§u§a+b+c;
a+b+c+1§v§a+b+c+d.
Selbstverständlich ist es statthaft, daß einzelne oder
alle der {a,b,c,d} = 0 sind.
Die Anzahl der nicht festgelegten Parameter des Modells
ergibt sich nun zu:
m = 1«-I-J - e.(I-J-1) - b-J(I-1) - e-I(J-1) - d~(I-›1)(J-1).
Um diese nicht festgelegten Parameter zu schätzen, bilden
wir die logarithmische Likelihoodfunktion
i iii= ınwy..-X ...X - (ii)i=1 j=1 1421 UK, lijk, 3 qijı¿
G1,...,Gr; A1í,...,Ari; B1j,...,Brj; Wiij,...,W%ij)
wobei wegen (2) die Variablen A.I, B.J, W.I , W._J
I-1 J~l L-1
zu ersetzen sind durch - 2 A.i, - Z B.j, - Z W.i
1 j 1 1 11: : :
J-1
bzw. - ZW. J. Derjenige (r°I~J)
A J 10 e
dimensionale Vektor P, der -ß unter der Nebenbedingung (3)
zum Minimum führt, ist der Maximum-Likelihood-Schätzer
von P. ~
Müt dem Likelihood-Quotiententest läßt sich eine Hypothese
HO über eine Untermenge derjenigen Parameter testen, die
durch ( 3) nicht festgelegt sind: Es sei PO derjenige Vek-
tor, der -2 unter der Nebenbedingung (3) U Hó zum Minimum
führt. Dann gilt unter sehr allgemeinen Bedingungen ap-
proximativ
2 - <i<ê> - i<§,>›»~ X2<n,›
falls Hb zutrifft, wobei no die Anzahl der durch Hb fest-
gelegten Parameter ist (WILKS 1938).
3. Die Minimierung der negativen Likelihoodfunktion
Zur Berechnung des Minimums einer Funktion mit mehreren
Veränderlichen ist eine große Anzahl verschiedener Itera-
tionsverfahren ausgearbeitet worden; die wichtigsten sind
bei RUFER (1974) zusammengestellt. Die weiteste Verbrei-
tung haben diejenigen Algorithmen gefunden, die den Funk-
tionswert und den Gradienten zur Bestimmung der Suchrich-
tung benutzen, da sie auch bei einer größeren Anzahl von
Variablen meist genügend rasch konvergieren. In den Scien-
tific Subroutine Packages der IBM (IBM%Corp 1968a,b) liegt
das Verfahren von FLETCHER und POWELL (1963) als Fortran-
und als PL/I-Unterprogramm und das Verfahren von FLETCHER
und REEVES (1964) als Fortran-Unterprogramm vor. Diese
Unterprogianne können zur Maximum-Likelihood-Schätzung
der Parameter des Modells (1) herangezogen werden, wenn
nan.sie das Minimum.der negativen logarithmischen Likeli-
h0OåfUDkÜiOÀ -ß (FOPm6l 4) aufsuchen läßt, wobei der Defi-
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nitionsbereich von -2 gegebenenfalls durch (3) bzw.
(3)11 HO eingeschränkt ist. Die Schwierigkeit bei der prak-
tischen Durchführung der Parameterschätzung besteht darin,
daß der Benutzer ein selbstgeschriebenes Unterprognmmn
bereitstellen muß, das den Funktionswert und den Gradien-
ten der zu minimierenden Funktion, in unserem Falle also
-ß, berechnet. Die Erstellung eines solchen Unterprograms
dürfte auch bei einfacheren Modellen mit so erheblichem
Programmieraufwand verbunden sein, daß die Parameterschät-
zung bei nicht normalverteiltem.kreuzklassifiziertem.Daten-
material kaum einmal versucht worden ist. Wir haben daher
ein PL/I-FORMAC-Programm LIKE2WG entwickelt, das das benö-
tigte PL/I-Unterprogram selbständig erzeugt. Die Verwen-
dung unseres Programms erfordert die Kenntnis der Grund-
lagen von PL/I; eine Beherrschung der gesamten Sprache
PL/I-FORMAC ist zwar zur Ausnützung aller Möglichkeiten,
die die Methode bietet, wünschenswert, jedoch für die mei-
sten Probleme nicht erforderlich. Im allgemeinen wird
ein Benutzer unser Programm auch ohne spezielle Formac-
Kenntnisse anwenden können, wenn er sich beim Programmieren
nach dem.unten angeführten Beispiel richtet und die For-
meln innerhalb der LET-statements entsprechend seinem eige-
nen Modell variiert.
4. Anwendungsbeispiel
Die praktische Anwendung unserer Methode sei an einem
Datenmaterial demonstriert, das wir mit Hilfe eines Zu-
fallsgenerators simuliert haben. Der Erzeugung der Zufalls-
zahlen lag folgendes Modell zugrunde: Bei einer Versuchs-
anordnung in Zweiweg-Kreuzklassifikation liegt der Faktor
A in drei und der Faktor B in zwei Stufen vor. Zu jeder
Kombination der beiden Faktoren sind eine Anzahl von Paa-
ren unabhängiger Variabler {xíjk 6 R+, nijk 6 Nl vorgege-
ben. Jedem dieser Variablenpaare ist eine Zufallsvariable
yijkf~ B(nijk,pijk) zugeordnet, wobei der Parameter p der
Binomialverteilung von dem.zugehörigen xijk und den Stufen-
indices funktional abhängig ist. Diese Abhängigkeitsbezie-
hung hat die Form
` i'ı< ` i" ijxb* x c(b* x )2p„<Xijk› = po - e li J J (si
N N bA.+ bB.
wobei 6;, = bg-oAí-bBj = bg-e 1 J
mit o ›0,o>0 und XDA =ZbB =0.
g 1 i j j
Es ist also pij(0) = po und lim. pij(x) = 0.
X-›oo
Ein solches Modell könnte zum Beispiel realisiert sein,
wenn die störende Wirkung eines Pharmakons auf einen bio-
logischen Vorgang, etwa die Zellteilung, untersucht werden
soll. Die Stufen des Faktors A wären etwa verschiedene
Modifikationen des Pharakons und die Stufen des Faktors
B unterschiedliche Versuchsbedingungen. Zu jeder Kombina-
tion AxB ließe sich eine Dosis-Wirkungskurve ermitteln,
indem zu mehreren Konzentrationen xíjk festgestellt wird,
wie groß bei nijk beobachteten Mitosen die Anzahl yíjk
der nicht gestörten Mitosen ist. Bei dieser Interpretation
würde die Modellgleichung (5) aussagen:
1. Die Anzahl der gestörten Mitosen ist im Kontrollversuch
(xijk=0) bei den unterschiedlichen Versuchsbedingungen
(Stufen des Faktors B) gleich, da der Parameter po
keine Stufenindices trägt.
2. Die Dosis-Wirkungskurven lassen sich durch Exponential-
funktionspolynome 2. Grades beschreiben.
3. Die e-Funktionspolynome der einzelnen AxB-Kombinationen
lassen sich durch einfaches Strecken der Abszisse in-
einander überführen, da der Parameter 0 keine Stufen-
indices trägt.
4. Die Streckungsfaktoren für den Übergang von A=i1, B=j1
nach A=i2, B=j2 ergeben sich durch Multiplikation eines
Zeilen- und eines Spalteneffekts, ohne daß multiplika-
tive Wechselwirkungen auftreten:
bA. bA. bs. bs.
12 11 J2 J1pi j (X) = pi ° (G ' 9 ° X)2 2 1J1
Bei einer Simulation dieses Modells wurden insgesamt 34
y-Werte erzeugt, und zwar je AxB-Kombination 4 bis 6 Wie-
derholungen mit x-Werten zwischen 1.0 und 7.0 und n-Werten
zwischen 600 und 1500, zusätzlich bei einer Kombination
eine Kontrolle mit x=0 und n=10 000. .
Wir wollen nun das nach (5) erzeugte Datenmaterial mit
unserer Methode auswerten. Dabei setzen wir nur die Kennt-
nis der oben beschriebenen Versuchsanordnung voraus,
nicht aber die Kenntnis der Modellgleichung (5). Das Vor-
liegen einer Binomialverteilung kann aus der Versuchsan-
ordnung geschlossen werden. Wir suchen daher zunächst nach
einer Funktion, die die Abhängigkeit des Parameters p der
Binomialverteilung von der unabhängigen Variablen x be-
schreibt. Als genügend allgemeinen Ansatz wählen wir die
Form
p.. = p - ~ x..* f( i b ß )ijk oj ,zi ßij ijk
. .. 1 .. .. 1
>l< >I< m >l< >l< Q/
= p ~ f(b - x..k+ X cz - (bl - x..k) ) (6)
Oj lıj J ß=2 ij ij J
b : .
mit * bA_+ bB_+ bW__
b e l J 131 g 'lJ
CßA + CßB + Cßw
0* = c* ° e 1 J ij
“ij gt
und
>l<
P = P + Poj oG oBj
wobei
X p : Z b : E b : b : b
j°BJiAi_jBj iwij šwij
: Z Cß : 2 cz : Z Cß : Z Q2 : O
1 Ai J Bj 1 Wij j Wíj
Für f ist zu fordern, daß
f(0) = 1 und lim f(x) = 0 (7)
Xen
Im Falle der Binomialverteilung ist die logarithmische
Likelihoodfunktion
1 - X zn nijk + 2 y - ın(§ )
ijx Yijx ijx 13k 13"
1 išk (nijk`Yijk) ' “n<1'pijk)°
i'x yi'x
tiven Likelihoodfunktion keine Rolle spielt und sich bei
1'l-.
Da der Summand Z ßn(( 13k bei der Münimierung der nega-
J J
einem Likelihood-Quotiententest weghebt, wird im folgenden
anstelle von ß die reduzierte Größe
r ni`k2 = 2 - 2 Rn J benutzt werden.
ijx yijk
Bei jedem unserer Likelihood-Quotiententests wurde der je-
weiligen Nullhypothese die allgemeinste Alternativhypothese
gegenübergestellt, die den Parametern pijk keine einschrän-
kenden Bedingungen stellt. In diesem Fall ist
^ _ Yijk
pijk nijk und
- ßr = - Z 1-- - ln(«äilë - 2 (n›- -y-- ) (8)AMin ijk 14" “iin iju 1Jk 13“
.]_.,(1-i'i_i1<_>_
nijk
Als erstes ist eine Funktion f zu setzen, die die Bedin-
gung (7) erfüllt und unser Datenmaterial nit einem mög-
lichst kleinen m.an das Modell (6) anpaßt. Es wurden von
uns für m=1 und m=2 folgende Funktionen getestet:
4
U
f(t) = 2 - eben (et)
=il\.)
f(t) = 1 - -- atan (t)
t t2
f(t) = 2- Všši e¬í
f(t) = e`t
Wie diese Tests mit unserem Unterprogramm LIKE2WG durchge-
führt werden, sei nun an einem Beispiel erläutert:
Mit dem.folgenden FORMAC-Programm wird ein Unterprogramm
erzeugt, das bei der Parameterschätzung des Modells (6)
für m=2 und f(t)=e`t benötigt wird.
FDRMPRG: PRo0EDURE oPTI0Ns (MAIN);
DE0L1nE PL1FILE FILE;
sr 1: LET (Po: (P00 + Pos) / 100.),
ST 2: LET (B= B0/100. * EXP ((BA + BB + Bw) / 100.));
ST 3: LET (0= 00/100. 4 EXP ((01 + 0B + cw) / 100.));
ST 4: LET (P= P0 * EXP ( - (B * X + C * (B*X) ** 2)));
sr 5: LET (L= P**Y * (1.-P) 4; (N-Y)),
sw 6: LET (P0(1) = P00, P0(2) = B0; P0(5) = 00);
sT 7: LET (P1(1) = B1; PA(2) = 01);
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ST8
ST 9
ST10
ST11
Im statement ST5 wird der symbolischen Variablen L die For-
LET (PB(1) = BB; PB(2) = 0B; PB(3) = PoB);
LET (Pw(1) = Bw; Pw(2) = 0w);
LET (U(1) = x; U(2) = Ni;
MG=3; MA=2; MB=3; MW=2; MU=2;
0ALL LIKE2w0 ('NP', 'sUB', 1', PL1FILE, 'L', 'Y', 'P0',
'P1', 'PB', 'Pw', 10', M0, MA, MB, Mw, MU, 1110);
END FDRMPRG;
nel der Spektralfunktion der Binomialverteilung ohne das
konstante Glied (E) zugeordnet. Entsprechend dem Modell (6)
ist in ST4 das Symbol P definiert worden als
P0 - e
P0"
"BX + C'(B'X) **2 mit (eiene sT1, sT2, ST5)
0.01 (BA + BB + BW)B =r101di:- e 1 und
C 2 O O1_CG _ 60.01 (01 + 0B + 0w)
Die Divisionen durch 100, die in den Anweisungen ST1, ST2 6_
. . „ - ` " tund ST3 vorliegen sollen sicherstellen daß wahrend der DFMCG aus IBM Corp (19 8a) geschrleben haben' fuhr nun3 9
Iteration der Definitionsbereich der Parameter nicht ver-
lassen wird. Im statement SU6 werden dem symbolischen Vek-
tor PG als Komponenten die Symbole derjenigen Parameter
unseres Modells zugeordnet, die in Gleichung (6) keinen
Index haben. In den folgenden Anweisungen werden in die
Die Variablen NA und NB geben an, wieviel Stufen die Fak-
toren A bzw. B haben, NWMAX ist gleich der größten Anzahl
von Wiederholungen innerhalb einer Kombination AxB. Die
Bedeutung der Variablen MU, MA, MB und MW ist die gleiche
wie im Formac-Programm.FORMTRG. In MHOTAL steht die Gesamt-
zahl der zu schätzenden Parameter. Die Komponenten der
Matrix FN geben an, wieviel Wiederholungen bei den einzel-
nen Kombinationen gemacht worden sind (FN(I,J) í§NWMAX für
alle I, J). Die abhängige Zufallsvariable wird in das 3-
fach induzierte Feld Y eingegeben, die zugehörigen unab-
hängigen Variablen x und n werden in.U (*, *, *, 1) bzw.
U (*, *, *, 2) gespeichert. Vor Beginn der Iteration wird
= Q_01 * (PQG + pQB)› dem Unterprogramm SUB durch Übergabe der Pointervariablen
PY, PU und PN mitgeteilt, wo die Datenfelder gespeichert
sind. In den Vektor SX werden Anfangsschätzwerte eingelesen,
bei denen die Iteration beginnen soll. Das Unterprogramm
PLFMCG, das wir in Anlehnung an das Fortran-Unterprogramm _
zusamen mit dem automatisch erstellten Unterprogramm SUB
die Parameterschätzung durch. Wenn PLFMCG die Kontrolle
ans Hauptprogramm zurückgibt, stehen in SX die Maxinmnr
Likelihood-Schätzwerte der Parameter und in SF der Wert
von -tr an der Stelle [SX], der für den Likelihood-Quotien-
tentest benötigt wird. SG enthält den Gradienten von -ßr
Vektoren PA, PB und PW die Namen derjenigen Parameter ge- . _
schrieben, die einen Zeilenindex, einen Spaltenindex bzw.
beide Indices tragen; im Vektor U werden die Namen der un-
en der steıie Lsx].
Falls die jeweils geprüfte Nullhypothese zutrifft so ist
abhängigen Variablen gespeichert. (Es sei hier darauf hin- _ „ ,die eroße 2 - ([00] - (- tr . ))~« X2. (-zr _ ist de-
gewiesen, daß in FORMAC symbolische Vektoren nicht geson- , _ _ _ A Mln , _ A M18
dert deklariert zu werden brauchen.) Den Variablen MG, MA,
MB, MW und MU wird die Länge der jeweils zugehörigen Vek-
toren zugewiesen.
finiert in (8)). Die Anzahl der Freiheitsgrade ist gleich
der Differenz aus der Gesamtzahl der Einzelbeobachtungen
(= 34, siehe oben) und der Anzahl derjenigen Parameter,
die durch die jeweilige Nullhypothese nicht festgelegt
Nach diesen vorbereitenden statements wird unser Unter- sind (= MTOTAL im Programm PL1PROG). Die Ergebnisse unserer
program LIKE2WG aufgerufen. Es schreibt auf den file Analysen siniin Tabelle 1 zusammengefaßt. Aus den X2-Werten
PL1FILE das gewünschte symbolische PL/I-Unterprogramm, der ersten 5 Tests können wir schließen, daß unser Daten-
das unter dem Namen SUB aufgerufen werden kann. Das folgen- nnterial mit der Funktion f(t)=e_t bei m;2 an das Modell
de PL/I-Program führt die Parameterschätzung mit Hilfe (6) genügend genau angepaßt wird. Bei der Nullhypothese des
des Unterprograms SUB durch: nächsten Tests wurden alle die Größen als 0 angenomen, die
PL1PROG: PROCEDURE OPTIONS (MAIN);
NA=3; NB=2; NWMAX=6;
MU=2; MG=3; MA=3; MB=2; MW=2;
MTO
bei der Simulation des Datenmaterials
tatsächlich gleich 0 waren (siehe
Modell (5)). Aus dem hierbei errech-
neten X2-Wert geht hervor, daß wir
TAL= MG + MA * (NA-1) + MB * (NB-1) + MW * (NA-1) * (NB-1); nicht nur bei dieser, sondern auch
BEGIN; DECLARE Y (NB, NA, NWMAX), U (NB, NA, NWMAX, MU), FN (NB,NA);
DECLARE (SX (MTOTAL), SF, SG (MTOTAL)) FLOAT (16)
DECLARE (PY, PU, PN) POINTER;
PY = ADDR (Y); PU = ADDR (U); PN = ADDR (FN);
Do I = 1 T0 NB; Do J = 1 To NA;
GET LIST (FN(J));
Do K = 1 To FN(I, J), GET LIST <U(I, J, K, 1), U(I, J, K, 2),
Y (I, J, K>);
END; END; END; IO=O;
CALL SUB (IO, DUMMY, DUMMY, DUMMY, NA, NB, NWMAX, PY, PN, PU);
GET LIST (SX); LIMIT = 200;
ITERATION: CALL PLFMCG (SUB, MTOTAL, SX, SF, SG, 1.E2, 1.E-3,
LIMIT, IER);
END; END PL1PRo0; 4 4
90 EDV in Medlz'-in und Biologie 3/1976
bei einer weniger umfassenden Null-
hypothese kein signifikantes X2
bekommen hätten; denn bei jeder
richtigen Nullhypothese wäre X2
§_30.2 mit einem Freiheitsgrad Z 21.
Da Xå (š1)=32.67, hätten die errech-
neten X -Werte auf jeden Fall im An-
nahmebereich gelegen. Mit den Tests
Nr. 7 und 8 werden die falschen
Hypothesen getestet, daß die Zeilen-
bzw. Spaltenindices keinen Einfluß
auf die Dosis-Wirkungskurve haben.
In diesen Fällen liefert der Likelihoc
Tabelle_______;l Ergebnisse der maximum likelihood-Schätzung bei verschiedenen Nullhypothesen
gegenüber der Alternativhypothese, die die einzelnen pijk freiläßt
HO
Freiheits- X2 X2
grad 0;95%
1. f(t)
2. f(t)
3. f(t)
4. f(t)
5. f(t)
6. f(t)
7. f(t)
8. f(t)
1
_ 4
í'
_ 2
í'
_V
-t
-t
-0e ; m
- atan (et); m.= 2
~ atan (t); m.= 2
-¶ - e ; n1=
„¬ Ü .12
2 2
-x
e ; m = 2
e ; m = 1
_, J
e ; m
Ü.e , m
2
:2-p :b :(;:Q:(3 :2 oB wi, Al BJ wi,
= 2; pOB = bwíJ= cAl= cBJ= cwij= bAl= 0
J= 2; pOB = owiJ= oAl= oBÜ= oWíj= bEb= 0
J
20 51,5* 51,41
20 126+++ 51,41
20 40,0++ 51,41
20 25,0 51,41
26 59,5* 58,89
28 30,2 41,34
50 642+++ 45,77
29 956+++ 42,56
Tabelle________iå Ergebnisse der maximum likelihood-Schätzungen
bei Test Nr. 6 aus Tabelle 1
Parameter der Schätzwerte
Grundgesamtheit der Parameter
pO
bs
C
bA1
bA2
b = - (b + b )A3 A1 A2
b
B1
O
0
O
-0
-0
Ci
-Ü
,900 0,900
,400
,O50
,100
,220
,520
,200
0
fi
-0
-0
0
-0
0,
,§91
,087
,221
,508
,180
0619
bB2 = - bB1 0,200 0,180
Quotiententest höchst signifikante X2-Werte. Tabelle 2
zeigt die Werte der Parameter des Modells (5), nach denen
das Datenmaterial erzeugt war, im Vergleich zu den Schätz-
werten, die die maximum-likelihood-Methode beim Test 6 aus
Tabelle 1 lieferte.
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Zur Schätzung von Wachstumskurven aufgrund wiederholter Messungen
am gleichen Individuum
Von W. Urfer und H. Thöni
Zusammenfassung_
RAO's MTNQUE OMInimum Norm Quadratic Unbiased Estimation)-Verfahren zur Schätzung von Varianz- und Kovarianz-
komponenten wird zur Schätzung der Parameter von Wachstumskurven angewandt. Nach der Darstellung des statistischen
Problems bei wiederholten Messungen am gleichen Individuum wird das zugrundegelegte gemischte lineare Modell in
Matrizenform angegeben und die Schätztheorie erläutert. Unter Verwendung von Kleinst-Quadrate-Schätzern als Vor-
information für die MTNQUE-Schätzung der unbekannten Kovarianzmatrix des Beobachtungsvektors wird der AITKEN-
Schätzer des Parametervektors der festen Effekte angegeben. Danach wird kurz der Zusammenhang der Maximum-
Likelihoodschätzung mit der MTNQUE-Methode aufgezeigt. Zum Schluß wird an einem Experiment aus der Pflanzen-
physiologie die Schätzung der unbekannten Parameter durchgeführt. L
Summary
RAO's MINQUE (Mínimum Norm Quadratic Unbiased Estimation) procedure for estimating variance-covariance components
is applied to estimate the parameters of growth curves. The mixed linear model related to repeated measurements
from the same individual is described in matrix notation. The theory underlying the estimation procedure is
briefly summarised. The MINQUE estimators of the unknown covariance matrix of the observations, using a priori
information from simple least squares estimates are used to compute the AITKEN estimators for the fixed effects.
The relation between Maximum Likelihood and MINQUE.estimation is indicated. A numerical example from plant
physiology illustrates the procedure.
1. Einleitung und Problem
Die zeitliche Abhängigkeit eines quantitativen Merkmals yit
des i-ten Individuums zur Zeit t sei gegeben durch
yit = 60 + 61 xit + eit für i=1,2,...,N (1.1.)
und t=1,2,...,T.
Dabei bedeuten 60 und 61 unbekannte Parameter, xit sind
beobachtete Werte einer unabhängigen Variablen des i-ten
Individuums zur Zeit t und eit sind für i=1,2,...,N und
t=1,2,...,T zufällige Störungen.
Dieser Ansatz geht von der Annahme aus, daß der Parameter-
vektor 6: = (6O,61)' fest und für alle Individuen gleich
ist. Dadurch wird weder dem unterschiedlichen Verhalten
noch der räumlichen Heterogenität der einzelnen Individuen
Rechnung getragen und die Anwendung dieses Ansatzes ist
damit sehr beschränkt.
Realistischer ist die Darstellung
yit = ao, + oli zit + eit für i=1,2,...,N (1.2.)
und t=1,2,...,T,
bei welcher der Parametervektor 6í: = (6Oi,61í)' für jedes
der N Individuen fest ist, aber von Individuum zu Indivi-
duum variiert. Damit kommen im Modell 2 N unbekannte Para-
meter vor, welche bei der Untersuchung von vielen Indivi-
duen mit Hilfe kurzer Zeitreihen die Schätzung dieser
Parameter problematisch machen.
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Einen Kompromiß zwischen den beiden Ansätzen (1.1) und
(1.2) stellt folgende Vorstellung dar: Man faßt die N
Parametervektoren ôi für i=1,2,...,N verschiedener Indi-
viduen als unabhängige Stichprobe derselben multivaria-
ten Verteilung mit unbekanntem Erwartungswertvektor B
und unbekannter Kovarianzmatrix 2 auf. Damit ist die
Anzahl der zu schätzenden Parameter gegenüber dem Ansatz
(1.2) stark reduziert und zugleich die Heterogenität
zwischen den einzelnen Individuen berücksichtigt.
Die zur Berechnung von Orthogonalprojektoren notwendigen
Hilfsmittel der linearen Algebra sind bei RAO (1973) zu
finden. Ferner sind dort auch die Erwartungswerte qua-
dratischer Formen angegeben. 1
2. Modell
Die Beobachtung eines quantitativen Merkmals des i-ten
Individuums zur Zeit t sei gegeben durch
yit=eo+boi+(ß1+o1i)›:it+eít für i=1,2,...,N und (2.1)
1:=1,2,...,'i.¬.
Dabei bedeuten xít den Wert einer unabhängigen Variablen
des i-ten Individuums zur Zeit t, so und 81 sind die unbe-
kannten Parameter, welche wir in dem Parametervektor
B:= (Bo,ß1)' zusamenfassen,
boi und bli sind die Elemente des Zufallsvektors
bi: = (bOi,b1i)' mit
E(bi)=O für i=1,2,...,N und E(bibš) =
wobei Z die unbekannte Kovarianzmatrix des Zufalls~
z für 1=j
o für 145
Vektors bi für i=1,2,...,N ist.
Mit den Bezeichnungen
y.:=(y. ,y. ,... y.T)', Xí:= und
X x . x1 11 12 ' 1
e.:=(e. e. ... e. )' schreiben wir für das i~te Indivi-1 11° 12” ° 1T
1 1 ... 1 '
11 12 " 1T
duum kurz yi = Xi(B+bi)+ei, wobei wir zusätzlich
1
E(ei)=O, E(eíei)=qâIT mit unbekanntem oå>O und
E(eieš)=O für i†j annehmen.
Ferner sei E(eibš)=O für alle i,j=1,2,...,N.
Für den Gesamtbeobachtungsvektor y:=(y',y',... y')' der
Länge n:=N›T gilt mit den Bezeichnungen X:=(Xí,Xå,...,X¿)',
1 2 ° N
b:=(bí,bå,...,b¿)' und e:=(eí,eå,...,e¿)'
N
y = Xß + <_Z®Xi›b + e (2.3)
1=1
N° = _ C) 2mit E(y) XB und Cov(y)-ifl (XiZXí+qilT) (2,u)_
NoDabei bedeutet' Z Ai die direkte (Kronecker~)Summe der
i=1
Matrizen A1,A2,...,AN.
Um nun RAO's MINQUE-Theorie zur Schätzung von Z und
Oâ für i=1,2,...,N anzuwenden, schreiben wir obiges Modell
für kombinierte Zeitreihen~ und Querschnittsdaten als
Spezialfall des folgenden univariaten gemischten linearen
Modells:
Der n-dimensionale Zufallsvektor y wird dargestellt in
der Form
s 1
y = XB + Z Zivi + Z Uíwí (2.5).
i=1 i=1
Dabei bedeuten
X eine bekannte (nxm)-Matrix,
&lRm einen unbekannten Parametervektor,
Zi eine bekannte (nxq)-Matrix für i=1,2,...,s,
vi einen q-dimensionalen Zufallsvektor mit E(vi)=O
und der unbekannten (qxq)-Kovarianzmatrix
Z:=E(vivi) für i=1,2,...,s, .
Ui eine bekannte (nxki)-Matrix für i=1,2,..
wi einen ki-dimensionalen Zufallsvektor mit E(wi)=O -
=2ı . 2und C0V(wi) oi Ikl mit unbekanntem oi>O
für 1=1,2,...,1
Sind die Zufallsvektoren vi und wi außerdem unkorreliert,
so ergibt sich aus (2.5) und den gemachten stochastischen
Annahmen:
s l1uy)=Xß wmcwÀy)= Z z4zı+ Om;
i 1 1 1 121 l: '- 1
mit Vi:= UiUí für i=1,2,...,l.
, (2-2)
Setzen wir nun m=2, q=2, s=N, l=N, kiÀf für i=1,2,...,N
und definiert man die (nx2)-Matrix Zi durch
Zi: = (0,0...,O,Xí,O,...,O)', wobei die (TX2)-Matrix Xi
an der i-ten Stelle steht für i=1,2,...,N, und ent-
sprechend die (nxT)-Matrix Ui durch
Ui: = (O,O,...,O,IT,O,...,O)', wobei die Matrix IT an
der i-ten Stelle steht für i=1,2,...,N,
so stimen die beiden Darstellungen (2.3) und (2.5)
überein.
3.MD@¶}¶wm¿e
Im folgenden bezeichne §(X) den von den Spaltenvektoren
der Matrix X aufgespannten linearen Teilraum desIBn und
§(X)L sein orthogonales Komplement bezüglich des
Skalarproduktes (a,b): = a'V_1b für a,bE|Rn.
Dabei ist
N - N -
V: = Z z.: zz + Z @?U.U! (5.1)izl 1 o 1 izl 1 1 1
å â
und Z0 bzw. af bedeuten Vorinformationen für 2 bzw. oâ,
welche hier als Kleinste~Quadrate-Schätzungen ermittelt
werden.
wie in RAO (1973) gezeigt wird, ist
NV; = In - x(x'v`1x)'X'v'1 (3.2)
der Orthogonalprojektor auf §(X†'bezüglich des Skalarpro-
duktes (a,b)=a'V_1b, wobei (X'VP1X)_ eine verallgemeinerte
Inverse von X'V_lX ist.
Damit lauten die Schätzgleichungen für die Elemente
von Z und 0% für i=1,2,...,N:
N,_1 _1 NN _1 ._ N.N_1 _1iglziv Nvyyıv Nvzfišljšlzív Nvzjzzåv ]1ıVzi+J_š1<›J2iššív Nvujušv Nvzi
und (3.3)
y'v'1NVU.Ufv`1NVy= ä tr(U!v`1 .§z:v`1 U.)+ g Ä?cr(Ufv'1 U U'v*1N )J J izl J NVZ1 1 NV J í=1 1 J NV i i VUj
für j=1,2,...,N. (3,14)
Bemerkung:
Gleichung (3.3) ist eine Matrizengleichung, bei der
links und rechts nur symetrische (2x2)-Matrizen vor-
kommen. Sie liefert also 3 Gleichungen und (3.4) er~
gibt^N Gleichungen für die^3 Yerschiedenen Elemente
von 2 und die N Varianzen oâ,øš,...,g§.
Ä Ä Ã ı\
Mit der aus Z und oâ,oå,...,o§ zu bestimmenden Schätzung
- Y I
der Kovarianznmtrix des Beobachtungsvektors y berechne
man schließlich den AITKEN-Schätzer
š = = <x'-<<§fG>>"1-x›'1-x~-<<ífG››`4y (3.6)
für den unbekannten Parametervektor B.
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M. Rechtfertigung des MINQUE-Verfahrens
Es ist möglich, das MINQUE-Verfahren durch die Maximum-
Likelihood-Schätzmethode zu rechtfertigen. Diese liefert
unter sehr allgemeinen Annahmen konsistente und
asymptotisch effiziente Schätzer, in dem Sinne, daß
deren Kovarianzmatrix die CBAMER-RAO-Schranke annimmt.
Zwischen dem von H.D.PATTERSON und R.THOMPSON (1975)
angegebenen MML (Modified Maximum Likelihood)-Schätzer
für die unbekannten Parameter der Kovarianzmatrix des
Beobachtungsvektors und dem MINQUE-Schätzer besteht
folgender Zusammenhang:
Ein einziger Iterationsschritt der FISHR'schen
Scoring-Methode zur Berechnung des MM-Schätzers führt
zu dem.MINQUE-Schätzer, welcher als Vorinformation die
Startlösung der Scoring-Methode verwendet.
5 . Beispiel
Das in Abschnitt 3. beschriebene Schätzverfahren für
die Varianzkomponenten und Regressionsparameter soll
anhand der Daten eines Wachtstumsversuches mit Wasser-
linsen (Lemna minor) illustriert werden. Bei N = 6
Kulturen wurden an T = 3 Tagen die jeweils vorhan-
dene Zahl der Glieder der auf der Oberfläche der Kul-
turlösung schwimenden Pflanzen gezählt. Während der
exponentiellen Wachstumsphase nehmen die Logarithmen
der Gliederzahlen als Funktion der Zeit linear zu
(THÖNI, 1970). Die entsprechenden Versuchsdaten sind
in Tabelle 1 zusamengestellt.
Das in der oben zitierten Arbeit der Analyse zugrunde
gelegte "gemischte Modell" von ELSTON and GRIZZLE (1962)
entspricht bis auf die Annahme homogener Varianzen
für die Residuen oâ der Modellannahme in Abschnitt 1.
Die für die in Abschnitt 2. und 3. hergeleiteten Schätz-
funktionen notwendigen vorläufigen Schätzwerte für
20 und dä können aus den Daten in Tabelle 1 berech-
net werden, indem an die Beobachtungswerte einer jeden
Kultur eine individuelle Regressionsgerade nach der
Methode der kleinsten Quadrate angepaßt wird. Aus den
individuellen geschätzten Regressionskoeffizienten
6 . und 6 . können die Elemente der Kovarianzmatrix Zo1 11 › o'
Tabelle 1: Ergebnisse eines Wachstumsversuchs mit Lemna
minor. Logarithmen der Gliederzahlen je Kul-
tur an drei Beobachtungstagen (THÖNI 1970).
Beobachtungstag
t = 1 2 3
i xt= 1 5 7
Tabelle 2
._.......-__--1-±ı_-ıí
Schätzungen für die individuellen Regressions-
koeffizienten für die sechs Kulturen, Rest-
varianzen 62 und Varianz-Kovarianzmatrix der
Regressionskoeffizienten.
Kultur Nr
Mittel
O`\U`lJ:\›~|i\)I-\
5 .
Ol
1.3U4786
1.373857
1.281714
1.286000
2 1.352036
1.21üü6U
1.308810
511
0-0733571
0.082571Ä
0.09Ä1Ä29
0.0890000
0.0856071
0.0808929
0.08U2619
Ä
9?
l
0.0002H0285
0.000H3H571
0.0002ü0286
0.000350000
0.000977786
0.000Uü5786
0.000UU8119
Kultur Nr
Oh`\\J`lJ='\›~Il\3i-\
1.Ä1Ä
1.Ä62
1.380
1.380
1.UH6
1.301
1.729
1.770
1.7ü0
1.716
1-755
1.602
1.850
1.963
1.9u9
1.919
1.968
1.792
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2 _ 0.00350988 -0.000100Ä1
0 _ -0.000100U1 0.00005100
Ä
aus den individuellen Residuen die aâ berechnet werden.
Diese Ergebnisse sind in Tabelle 2 zusammengestellt.
Für die Schätzung der Varianzkomponenten werden nun zu-
nächst die Matrizen Zi und Ui benötigt, welche zusam-
men mit dem Vektor y der Beobachtungswerte folgende
Form annehmen:
1.N1Ä
1.72U
1.850
1 5) o o o 1 o
1 7 o o o o 1
1.U62
›f= 2 ;Z2= 2 ›-›Z6= 2ßU2= 2 ›~-›U2= 2
1.986 O 0 00 07 0 0
1.301
1.602
1.792
.-ı .1 J-ıı ıxv -1 ııı __ ııı- vi
0 0 1 1 0 0 0
0 0 1 5 0 0 0
(5.1)
wobei jede dieser Matrizen NT = 18 Zeilen aufweist. Die
von Null verschiedenen Elemente stehen jeweils in den-
jenigen Zeilen, in welchen die Beobachtungen der i-ten
Kultur stehen. Mit diesen Matrizen und den in Tabelle 2
angeführten Ergebnissen für Z0 und dä bildet man
gemäß (3.1) die Matrix
N 6 - N 6 .2
... 1 IV _ igl zizozi + išl 6iUiUí (5.2).
Wegen der Struktur der Zi und Ui besteht die Matrix V
aus sechs 3x3 Teilmatrizen Vi, welche entlang der Haupt-
diagonale liegen; alle übrigen Elemente sind Null.
Entsprechend hat die Inverse von V die Form
ni _“
V11 o o o o o
o V21 o o o o
1 o o V71 o o o
V- = 3 -1 1o o o vn o o
3 o o 0 o o Vgl o
o o o o o Vgl
-- _..
1 1 0 0 1 0 0 0 0 0
O 0 0
O 0 0
'OO OO. I O Q Q O O O I .I
0 0 0 0 0 0 0 0 0 0
0 0 O)
1 0 0
O 1 0
0 0 1 7 0 0 0 0 0 1.__
mit __
926.795 "
59
1 939 959 297 519  
V; = “939.9 2715.8§1 1-1698.813`
207.519 -1698.813 1509.73Ä
V21 = 2 -530.5
_ 31 3
703.161 - 530.561 31.35361 1517.6uo ~ 909.637. 53 - 999.637 935.095 _
__... '
_1 699.607 - 517.639 - 2.147
V6 = -517.639 1ü80.529 " 385-233
- 2.147 - 885.233 916.455
Mit 7
18x2
erhält man NV nach (3.2) und durch Einsetzen von V
NV, Zi und Ui in (3.3) und (3.H) die Gleichungen, deren
-1
3
Lösungen die gesuchten Schätzer für die Parameter der
Kovarianzmatrix des Beobachtungsvektors y darstellen. Aus
(3.3) entstehen durch Gleichsetzen der Elemente (1,1),
Tabelle 3: Schätzung der Parameter der Kovarianzmatrix
des Beobachtungsvektors und Regressionskoef-
fizienten der Daten aus Tabelle 1.
Geschätzte Kovarianzmatrix der
Zufallskomponenten der Regres-
sionskoeffizienten
A 0.00317020 -0.000069U05
Z:
-0.000069ü05 0.0000ü58H7
Schätzungen der fixen Regres-
sionskoeffizienten
l
Geschätzte Varianzen der
individuellen Residuen:
32
0.000293507
0.000361721
0.000272556
o.0O030386A
0.000616989
0.000378o28
(1,2) und (2.2) der entstandenen Matrizengleichung drei
und aus (3.4) für i=1,2,...,6 sechs Gleichungen, deren
Lösungen die drei Elemente von Z und die sechs geschätzten
Varianzkomponenten 0% darstellen. 1 *
Die Lösungen sind in Tabelle 3 zusamnengestellt. Setzt man
nun die geschätzten Parameter in (3.5) ein, so erhält man
die geschätzte Kovarianzmatrix der Beobachtungen, mit deren
Hilfe man nach (3.6) die Regressionskoeffizienten schätzen
kann. Die Werte der geschätzten Regressionskoeffizienten
sind ebenfalls in Tabelle 3 enthalten.
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Entwicklung eines modular aufgebauten Programmsystems zur optimalen
Erfassung, Speicherung und Auswertungvon Daten bei klinischen
Arzneimittelprüfungen*) **)
2. Mitteilung: System-Konzept
Von K. Dannehl, E. Hartmann, G. Laudahn, J. Lehnert, H. Röpke und E. Rosenfeld
Zusammenfassung
Das biometrische und DV-technische.System-Konzept des Vorhabens DVM 302 wird beschrieben.
Der wesentliche Aspekt des System-Konzeptes besteht in der flexiblen Strukturierbarkeit der Dateien, dem modularen
Aufbau und der einfachen Handhabung. Außerdem ist hervorzuheben, daß nicht von einer Vielzahl medizinischer
Indikationen ausgegangen wird, sondern alle klinischen Prüfungen auf sechs Prüfplantypen reduziert werden.
Die Datenerfassung erfolgt in der Klinik auf einem Prüfbogen, welcher der klinisch-pharmakologischen Fragestellung
angepaßt ist. Die Meßdaten werden in Form einer Label/Versuchseinheit/Zeitpunkt-Matrix je Proband gespeichert.
Die biometrisch relevanten Informationen über die Datenstruktur einer bestimmten Prüfung werden den System vorab
eingegeben.
Die Programme CModuln) lassen sich bezüglich ihrer Funktion in vier Klassen unterteilen: Programme zur Verwaltung,
zur Dateierstellung, zum data handling und zur Auswertung. Die Auswahl dieser Programme, d.h. die Abläufe im Programm-
system werden vom Benutzer durch Eingabe von Befehlen gesteuert
Summary
The biometric and DP conceptions of Project DVM 302 are described.
The essential aspect of the system conception consists in the flexible organisation of the data files, the
modular design and the simple handling procedure. Furthermore, it must be emphasized that the basis is not a mul-
tiple of'medical indications but that all clinical trials are reduced to six types of trial plans.
The clinic data acquisition is done using a case report form, which has been adapted to meet the requirements of
the particular clinical-pharmacological problem. The test data are stored in the form of'a label/trial unit/time
matrix for each volunteer. The biometrically relevant information on the data structure of a given trial is
entered into the system in advance.
With respect to their functions the program-modules can be subdivided into four categories: program for admini-
stration of data, file design, data handling and evaluation. The user controls the selection of these programs
by input of instructions.
1' Eiëlêiäggš der speziellen klinisch-pharmakologischen Fragestellung
In der ersten Mitteilung wurden die Notwendigkeit eines gereßht wird und für die Datenverarbeitung geeignet ist.
solchen Programmsystems erläutert, die wissenschaftlichen
Voraussetzungen beschrieben und die Zielsetzungen präzi-
siert. In dieser Mitteilung wird unter biometrischen und
Für die Anlage des Prüfbogens gilt das Prinzip der Gestal-
tungsfreiheit sowohl in formaler als auch in inhaltlicher
Hinsicht d h. Form Aufteilung, Umfang und Inhalt des
DV-technischen Aspekten das Konzept des Vorhabens DVM 302 ' ° °
vorgestellt.
2. Grundkonzept_für die Datenverarbeitung bei
klinischen Prüfungen
Prüfbogens sind bis auf die Angabe der Ordnungsbegriffe
frei wählbar.
Dies gilt allerdings nur für die Personen, welche an der
Planung der Prüfung beteiligt sind. Für die an der Durch-
2_1 ëıigi§gë§_EEgâ§§gêQ führung beteiligten Prüfärzte wird dagegen jede zu messen-
Die Erfassung der klinischen Daten erfolgt auf einem Prüf-
bogen, der als Ergebnis biostatistischer Problemanalyse
.1-a--í_ı
*
)Herrn Prof. Dr. H. Gibian zum 60. Geburtstag gewidmet.
**)
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de biologische Variable und jede Bedingung, an deren Ein-
tritt die Messung zu knüpfen ist, im.Prüfbogen fest vor-
gegeben.
Der notwendige Bezug zwischen Prüfbogen und Programmsystem
G f" d t d h d B ` ` t ' " ' h ft . - -uâdošeâänoläšâe šíojäíäešâëgäšeíššägííääéwââsâgšc a wird im konkreten Fall dadurch hergestellt, daß zu Beginn
5
Medizin, Teilvorhaben DVM 302 (Vorm. DVM 116), der Auswertung die Informationen über die spezielle Prüf-
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bogenstruktur eingelesen werden, die dann für jede weitere
DV-Bearbeitung der Arzneimittelprüfung zur Verfügung steht
Durch diese Unabhängigkeit des Prüfbogens vom.Programmsy-
stem wird erreicht, daß die Anlage des Prüfbogens immer
wieder neu auf die speziellen pharmakologischen und bio-
statistischen Erfordernisse der jeweiligen Prüfung zuge-
schnitten werden kann. Damit und durch die Modularität des
Systems ist gleichzeitig die generelle Anpassungsfähigkeit
an Erkenntnisfortschritte auf den Gebieten Medizin, Bio-
logie, Pharmakologie und Biometrie gewährleistet.
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Datenstrukturen
Die Vielfalt klinischer Prüfungen ist angesichts der medi-
zinischen Indikationen und Therapien gegenwärtig und in
Zukunft unbegrenzt. Sie läßt sich jedoch auf einige wenige
Prüfplantypen reduzieren, z.B. Langzeitprüfung an unab-
hängigen Behandlungsgruppen, Kurzzeitprüfungen in Ver-
suchsblöcken, Change-over-Prüfung usw.
Jedem Prüfplantyp entspricht eine bestimmte Datenstruktur.
Die in einer klinischen Prüfung gemessenen Primärdaten
liegen daher in einer für den jeweiligen Prüfplan typi -
schen Struktur vor ("prüfplantypische Datenstruktur").
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Der prüfplantypischen Datenstruktur steht die Input-
Struktur der verschiedenen Auswertungsprograme bzw.
-module gegenüber (s. Abb. 1). In der Regel handelt es
sich um Programme der deskriptiven und schließenden
Statistik.
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Das data handling soll die gesanme notwendig werdende
Vorverarbeitung (Datentransformation usw.) übernehmen
und dem Benutzer des Programsystems eine möglichst ein-
fache und biometrisch sinnvolle Übergabe der Primärdaten
an spezielle Statistik-Programme ermöglichen. Deshalb
brauchen die Statistik-Programme selbst über kein speziel-
les data handling zu verfügen.
Die Identifikation, der Zugriff auf biologische Variable
und statistische Auswertungsmodule sowie die gesamte Ver-
Abb. 1: Schema zum.Grundkonzept für das Programm-
system DVM 302
Klinische
prüfbögen Prü_fplan- data _-I Stat. °u1p“1
__-+1)/Dlsche handling Progr. ____
Datenstruktur -ııı _"
Benutzer +-------------------- l____._..._____I
anlassung der Datenverarbeitung wird durch Verwendung sym-
bolischer Namen ermöglicht.
2-5 22992???
Der Benutzer steuert das Programmsystem über Lochkarte,
Terminal oder Bildschirm.
Im Hinblick auf die Funktionsfähigkeit des zu realisie-
renden Projektes werden folgende Anforderungen an den
Benutzer gestellt:
Der Benutzer des Programmsystems muß sowohl mit der stati-
stischen Versuchsplanung klinischer Prüfungen als auch mit
den Methoden der mathematischen Statistik vertraut sein.
Spezielle Kenntnisse der Datenverarbeitung (wie z.B. Pro-
grammierkenntnisse) sind nicht erforderlich.
3. Reduktion klinischer Prüfungen auf klinische Prüfplan-
typen und verallgemeinerte prüfplantypische Daten-
strukturen
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Aufgrund der Erfahrungen bei der Planung und Durchführung
klinischer Prüfungen und der gezielten Simulationen von
biometrischen Problemanalysen kann die Vielfalt klinischer
Prüfungen zweckmäßigerweise auf die folgenden sechs Prüf-
plantypen reduziert werden:
(1) Prüfung mit mehreren Meßzeitpunkten an unabhängigen
Behandlungsgruppen mit einheitlich vorgegebener
Behandlungsdauer
Ekroband = Versuchseinheit *)]
(2) Prüfung mit nur einem Meßzeitpunkt an unabhängigen
Behandlungsgruppen mit einheitlich vorgegebener
Behandlungsdauer
(Spezialfall zu (1))
[Proband = Versuchseinheit]
í1ı±:-1-:_
(3) Langzeitprüfung an unabhängigen Behandlungsgruppen
m¿zkalendarisch vorgegebener Gesanmdauer
[Proband = Versuchseinheit]
(A) Prüfung in Versuchsblöcken mit mehreren
Probanden je Versuchsblock
[Proband = Versuchseinheit]
(5) Change-over-Prüfung
(Prüfung in Versuchsblöcken mit nur einem
Probanden je Versuchsblock )
[Proband = Versuchsbl9ek_]
(6) Links-Rechts-Prüfung
(Prüfung in Versuchsblöcken mit nur einem
Probanden je Versuchsblock)
[Proband = Versuchsblogk]
*)Versuchseinheit (Prüfungs- oder Behandlungseinheit)
= Element der Induktionsbasis, an dem die Messungen der
interessierenden Variablen mit oder ohne Wiederholungen
vorgenommen werden.
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Als Beispiel für die klinischen Prüfplantypen seien genannt
zu (1) Langzeitprüfung eines Migräneprophylaktikums nut
Nessungen in monatlichen Zeitabständen.
zu (2) Prüfung eines Röntgenkontrastmittels.
zu (3) Prüfung mit kalendarisch vorgegebener Gesamtdauer
im Gegensatz zur Prüfung mit einheitlich vorgege-
bener Behandlungsdauer im Falle des Prüfplantyps
(1). Hierbei handelt es sich um.Langzeitprüfungen,
bei denen die Zeit, die unter der Behandlung bis
zum Eintritt eines definierten Ereignisses vergeht,
Zielvariable der Prüfung ist (z.B. Überlebenszeiten
oder allgemeiner: Verweilzeiten bis zum Abbruch der
Behandlung). Dies gilt insbesondere dann, wenn eine
Auswertung nach der Life-table-Methode geplant ist.
zu (M) Präparateprüfung in Blöcken, z.B. Lebensalter oder
Prüfkliniken, zwecks gezielter Ausschaltung dieser
Einflußfaktoren. Ferner gehören hierzu die klini-
schen Prüfungen an "matched pairs" und Zwillings-
paaren.
zu (5) Prüfung von Arzneimitteln im Falle chronischer
Krankheiten, z.B. Prüfung eines Schlafmittels, wo-
bei der einzelne Proband in zeitlicher Reihenfolge
jedes der gegeneinander zu prüfenden Präparate er-
hält. Versuchseinheit ist nicht der Proband, sondern
die einzelne Prüfperiode des Probanden.
zu (6) Prüfung externer Therapien. Der einzelne Proband
erhält bei diesem Prüfplantyp die externen Thera-
pien gleichzeitig auf symmetrisch angeordnete Kör-
peroberflächen. Versuchseinheit ist auch hier nicht
der Proband, sondern die einzelne abgegrenzte Haut-
fläche. Dabei wird vorausgesetzt, daß keine syste-
mischen Wirkungen auftreten. ›
Ein Prüfplanschema für Prüfungen an unabhängigen Behand-
lungsgruppen (Prüfplantypen 1,2 und 3) zeigt Abb. 2.
Die Meßzeitpunkte müssen nicht vorgegebene Zeiten sein,
Abb. 2: Prüfplanschema für Prüfungen an unabhängigen
Behandlungsgruppen
B = Behandlung, t = Laufindex über alle Zeitpunkte
Einheit
11
B1 °
1 m
22
B2 °
29.
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Vers.-Block 1. Vers.-Einheit 2. Vers.-Einheit
1. Proband _ Z Proband
oder1.PnHpenode oder2.PÀHpeÀode
[oder linke Seite 1 [oder rechte Seite 1
1
2
B1/B2
B,/B,
N-1
N
E
Ü)12 1 1_Red„k±ı0n_s_ kıinieeııe Prüfplantypen „ , Prüfp
21 2
_Abb. 3: Prüfplanschema für Prüfungen in Versuchsblöcken
B = Behandlung
sondern es sind die im Prüfplan festzulegenden und damit
im Prüfbogen fest vorzugebenden Bedingungen, an deren Ein-
tritt die Messungen zu knüpfen sind. Diese Bedingungen
können der Ablauf eines vorgegebenen Zeitintervalls oder
ein biologisches Ereignis sein, z.B. ein biologischer Zy-
klus oder das Auftreten eines Anfalls (Prüfung eines An-
fallspräparates).
Ein Prüfplanschema für Prüfungen in Versuchsblöcken (Pruf-
plantypen A, 5 und 6) wird für den Fall zweier gegeneinan-
der zu prüfenden Behandlungen in Abb. 3 wiedergegeben.
Kommt eine 3. Behandlung hinzu, dann ist das Schema um
eine 3. Versuchseinheit zu erweitern. Die Anzahl der mog-
lichen Behandlungs-Permutationen kann dann maximal sechs
betragen:
B1 / B2 / B3
B1 / B3 / B2
B2 / B1 / B3
B2 / B3 / B1
B3 / B1 / B2
B3 / B2 / B1
Abb. 4: Reduktion klinischer Prüfungen ,
VerS.- '(0 '(1 H ° ° ° °-° ti ° ° ° ° ° ° ° ° tl 'Klinische Prüfungen l -› l Prüfbögen I
stufe
“Ni)/31 “N71/1”
(A) (B)
Vllllll
Date strukturen
3 00 (0 6)1)
(I) (Il)
.Reduktions- Experimentelle
stufe Prüfplantypen
Prüfungen an Prüfungen
unabhängigen in ~
Gruppen von Versuchs-
Versuchs- blöcken
einheiten
Veral emeinerte prüfplan-
typische Datenstrukturen
9
Lebe `/zei±- Label/
punkt- Matrix Versuchs-
je Proband einheit Matrix
[Proband= je Proband
Versuchs- [Proband=
einheit] Versuchsblock]
Weitere Prüfplantypen lassen sich zwar finden (z.B. Split-
plot usw.), doch spielen sie aus organisatorischen Gründen
bei klinischen Prüfungen der Phase II und III kaum.eine
Rolle.
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Die sechs klinischen Prüfplantypen lassen sich unter ex-
perimentellen Gesichtspunkten zu zwei Klassen weiter zu-
samenfassen (s. Abb. A), und zwar:
(A) "Prüfungen an unabhängigen Behandlungsgruppen"
(Prüfplantypen 1, 2 und 3)
(B) "Prüfungen in Versuchsblöcken"
(Prüfplantypen U, 5 und 6)
Da der Prüfbogen nicht an die einzelne Versuchseinheit,
sondern an die Probanden gebunden ist, ergibt sich unter
strukturellen Gesichtspunkten eine hiervon abweichende
Reduktionsmöglichkeit der klinischen Prüfplantypen, wobei
ausschlaggebend ist, ob der Proband die Versuchseinheit
oder einen Versuchsblock bildet. Somit resultieren zwei
verallgemeinerte prüfplantypische Datenstrukturen
(s. Abb. 4), und zwar:
(I) "Labe1*)/zeitpumcß-Na1:rix" je Proband im Falle
aller Prüfplantypen, bei denen der Proband mit der
Versuchseinheit identisch ist.
(Prüfplantypen 1, 2, 3 und 4)
(II) "Label/Versuchseinheit-Matrix" je Proband im Falle
aller Prüfplantypen, bei denen der Proband mit dem
Versuchsblock identisch ist.
(Prüfplantypen 5 und 6)
Bei der Datenstruktur II können je Versuchseinheit wieder-
um mehrere Meßzeitpunkte zu berücksichtigen sein (Label/
Versuchseinheit/Zeitpunkt-Matrix je Proband).
wird bei den beiden Datenstrukturen I und II unberücksich-
tigt gelassen, ob der einzelne Proband die Versuchseinheit
oder einen Versuchsblock bildet, dann wird eine dritte
Reduktion auf eine für alle 6 Prüfplantypen einheitliche
Datenstruktur möglich, und zwar eine:
Label/Versuchseinheit/Zeitpunkt-Matrix je Proband .
Die Datenstruktur I ist dann formal ein Spezialfall der
Datenstruktur II.
Daraus ergibt sich für alle Probanden (s. Abb. 5), die
für alle 6 Prüfplantypen einheitliche, verallgemeinerte
prüfplanbezogene Datenstruktur. Dabei wird die für eine
statistische Auswertung der Daten erforderliche Information
-iii..
*›Label = Namen für Variablen und Variablenvektoren
über die Zeit
)Weitere Substrukturen je Zeitpunkt und Versuchseinheit,
z.B. Wiederholungsmessungen, sind möglich.
**
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Abb. 5: Verallgemeinerte prüfplanbezogene Datenstruktur
r = Laufindex über alle Probanden (Probanden-Nr.)
= Laufindex über alle Versuchsblöcke
= Laufindex über alle Probanden je Versuchsblock
= Laufindex über alle Versuchseinheiten je Proband
= Laufindex über alle Zeitpunkte je Versuchseinhei
Label: Namen für Zielvariablen, die Variable Behand-
lung bzw. Behandlungspermutation und weitere Ein-
flußfaktoren
<†¦X'|-"O"
über die Versuchsanordnung dem System durch die Eingabe des
klinischen Prüfplantyps mitgeteilt.
A. Organisation der Daten auf den Datenträgern
“-1 Ereëënêênëëäei
Die Meßdaten einer klinischen Prüfung werden in der Form
einer Label/Versuchseinheit/Zeitpunkt-Matrix je Proband
gespeichert. Nach der Eingabe der Daten auf einen Daten-
träger liegt zunächst eine an der Prüfbogenstruktur orien-
tierte Ausgangsdatei vor. Sie ist probandenweise aufgebaut,
jedoch noch nicht sortiert.
Die Ausgangsdatei wird aufsteigend nach den vorgegebenen
Ordnungsbegriffen (z.B. Probanden-Nummern, Kartenarten
usw.) sortiert. Über die Zuweisungsmatrix wird aus der
Ausgangsdatei die Probandendatei aufgebaut.
Die Daten eines Probanden werden als ein logischer Satz
betrachtet. Alle logischen Sätze der Probandendatei besit-
zen den gleichen Aufbau und die gleiche Länge. Unvoll-
ständige Sätze der Ausgangsdatei werden mit Leerzeichen
aufgefüllt.
Der Aufbau eines logischen Satzes ist an der prüfungs-
spezifischen Label/Versuchseinheit/Zeitpunkt-Matrix je
Proband orientiert. Diese Matrix wird zeilenweise gespei-
chert.
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4.2 Strukturdatei
Die gesanme Information über die Ietenstruktur der Aus-
gangs- und Probandendatei ist in der Strukturdatei gespei-
chert. Sie enthält im einzelnen:
(a) Die Anordnung der Daten in der Ausgangsdatei
(b) Die Anordnung der Daten in der Probandendatei
(c) Eine Zuweisungsmatrix Ausgangsdatei/Probandendatei,
(d)
durch die Aufbau und Update der Probandendatei erfolgt
le, Variablenvektoren über die Zeit und Meßzeitpunkte
(e) Eine Settabelle mit den vergebenen Setnamen für Label-
zeit- und Prebendeneete und imen Definitionen
(f) Die Liste der Relationen für die Zuordnung von schlüs-
selzahlen zu den Merkmalsausprägungen qualitativer
Variabler. _
(g) Einen Verwaltungssatz mit den Informationen über den
Aufbau der Strukturdatei
Es besteht_die Möglichkeit, Sets zu bilden, die bei der
Auswertung jeweils unter einem.Namen angesprochen werden
können. Orientiert an der Label/Versuchseinheit/Zeitpunkt-
Matrix je Proband können folgende Sets gebildet werden:
5
5
Labelsets: Zusannenfassung mehrerer Label
Zeitpunktsets: Zusammenfassung mehrerer Meßzeitpunkte
Probandensets: Bildung von Teilmengen (Teilkollektiven)
aus der Probandendatei
Datenverarbeitung mit dem Programmsystem
1 §§§E§EE§9%š§@@
Die Abläufe im Programsystem können vom Benutzer durch
Eingabe von Befehlen gesteuert werden. Das Steuerprogramm
(Steuermodul) liest einen Befehl ein und verzweigt zur
weiteren Analyse des Befehls zum gewünschten Verarbeitungs-
programm.
Die Verwaltung von Zwischenspeichern wird folgendermaßen
vom Steuerprogramm wahrgenommen:
5
Definitionen für die Setbildung und für die Generierung
neuer Variabler werden für die Auswertung zwischenge-
speichert und wahlweise in die Strukturdatei integriert.
Zur Entlastung des Hauptspeichers kann ein Teil der
Daten je Proband zwischengespeichert werden, um die
Anzahl der Variablen je Proband nicht aus nur techni-
schen Gründen begrenzen zu müssen.
Sofern die Ergebnisse von Auswertungsläufen die inputs
für weitere Berechnungen darstellen, werden sie zur
Weiterverarbeitung zwischengespeichert.
2 Eëelf¿ieeëlfleëëee
Die Programme (Moduln) lassen sich bezüglich ihrer Funk-
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Die Labeltabelle mit den eingegebenen Namen für Variab-
tion in vier Klassen unterteilen: Programme zur Verwaltung,
zur Dateierstellung, zum data handling und zur Auswertung.
5.2.1 Verwaltungsprogramme
Für die Verwaltung der Dateien sind verschiedene Programme
(Moduln) notwendig. Ein Start-Modul eröffnet die Dateien
und initialisiert Zwischenspeicher und.Programmstartwerte,
damit das System die Befehle des Benutzers aufnehmen und
den Ablauf steuern kann.
Mehrere Moduln, die bei der Interpretation und der Verar-
beitung von Befehlen vom System aufgerufen werden, steuern
die Zugriffe auf die Strukturdatei, die Probandendatei
und die Zwischenspeicher. Bei Ende der Verarbeitung wird
die Strukturdatei gegebenenfalls um Informationen aus den
Zwischenspeichern erweitert.
5.2.2 Programme zur Dateierstellung
Für die Erstellung der Strukturdatei sind Moduln mit fol-
genden Funktionen vorgesehen:
- Einlesen der Labeldefinitionen und Aufbau der Labeltabelle
- Prüfung der Eingabe auf formale Richtigkeit und logische
Gültigkeit und
- Aufbau der Zuweisungsmatrix.
Zur Erstellung und Erweiterung der Probandendatei sind
Moduln mit folgenden Funktionen vorgesehen:
- Aufbau der Probandendatei über die Zuweisungsmatrix
- Plausibilitätsprüfung und
- Updating der Probandendatei
5.2.3 Data Handling-Programme
Die Data handling-Programme gliedern sich in fünf Klassen:
(a) Anlisten von Definitionen aus der Strukturdatei und
von Variablen aus der Probandendatei;
(b) Neubilden von Variablen durch Transformieren,
Klassieren oder Parametrisieren;
(c) Definieren von Namen für Label-, Zeit- und Probanden-
sets;
(d) Zuordnung der Merkmalsausprägungen zu den Variablen-
inhalten;
(e) Erstellung neuer Dateien durch Auswählen von Proban-
den (Teilkollektivbildung) und Label (Übernahme be-
stimmter Variabler) oder durch Modifizieren der
Variablenreihenfolge.
5.2.4 Auswertungsprogramme
Die statistischen Auswertungsprogramme werden über Aus-
wertungsmakros angesprochen. Unterschieden wird zwischen
Nekros für die
- Häufigkeits-Datenanalyse
- parametrische Datenanalyse und
- verteilungsunabhängige Datenanalyse.
Zur Auswertung von Häufigkeitsdaten sind fünf Makros
vorgesehen, und zwar für
- zweidimensionale Häufigkeitstabellen einschließlich
Zwei-Stichproben-Binomial-Test und Mehrfelder-Ohi2-Test,
- mehrdimensionale Häufigkeitstabellen einschließlich
mehrdimensionaler Kontingenzanalyse,
- zweidimensionale Symmetrietabelleıeinschließlich
Binomial-Symetrie-Test (Vorzeichen-Test) und
Mehrfelder-Chi2-Symmetrie-Test,
- mehrdimensionale Symmetrietabellen einschließlich
mehrdimensionalem Symmetrie-Test (Cochrans Q-Test) und
- "Life tabel"-Methoden.
Für die parametrische Datenanalyse sind zunächst folgende
Makros vorgesehen:
- Uni- und multivariate Varianzanalyse,
Kovarianzanalyse,
Hierarchische Varianzanalyse,
- Regressionsanalyse und
- Korrelationsanalyse.
Zur Durchführung verteilungsunabhängiger Datenanalysen
werden zwei Makros angestrebt, und zwar für
- unabhängige Gruppenvergleiche einschließlich
Kruskal-Wallis-Test oder
Kolmogorov-Smirnov-Test als Globaltest und
Wilcoxon-Mann-Whitney-Test mit entsprechender
multipler Testvariante und
- abhängige Gruppenvergleiche einschließlich
Friedman-Test als Globaltest und
Wilcoxon-Test für Paardifferenzen mit entsprechender
multipler Testvariante.
Für die Analyse von Verteilungen quantitativ-stetiger und
quantitativ-direkter Variabler ist ein Makro "Verteilungs-
analyse" vorgesehen, der neben der üblichen Deskription
(Statistiken, Histogramme usw.) den Chi2-Anpassungstest
enthält.
Der Aufruf der statistischen Tests erfolgt bei allen Aus-
wertungsmakros im Rahmen des jeweiligen Makrobefehls mit
Hilfe von Optionen.
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Der Benutzer aktiviert die einzelnen Moduln durch Eingabe
von Steuerbefehlen. Diese Steuerbefehle haben den allge-
meinen Aufbau
"Nekroname, Definition / Bedingung".
Der "Makronane" ist ein reserviertes Schlüsselwort. Die
"Definition" ist die Angabe für die gewünschte Funktion
des angesprochenen Makros. Die "Bedingung" ist ein logi-
scher Ausdruck, der zur Bestimmung des Probanden-(Teil-)
Kollektivs dient, für das der Makrobefehl ausgeführt werden
soll.
Jeder Makrobefehl wird in zwei Schritten abgearbeitet. Zu-
nächst wird der vom Benutzer eingegebene Befehl auf syntak-
tische Zulässigkeit untersucht und eine Überprüfung der
angegebenen Label und Zeitpunkte veranlaßt. Anschließend
wird die eigentliche Funktion ausgeführt.
6. Statistische Programme
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Für die genannten Prüfplantypen ist zur Unterstützung der
Versuchsplanung ein Randomisierungsprogramm vorgesehen.
Auf der Basis eines Pseudo-Zufallszahlengenerators, der
gleichverteilte Zufallszahlen produziert, werden für jede
klinische Prüfung zwei Randomisierungslisten erzeugt.
Liste 1: Behandlungen bzw. Behandlungspermutationen
(für Prüfplantypen 5 und 6), aufsteigend
geordnet nach Probanden-Nummern.
Liste 2: Probanden-Nummern, geordnet nach Behandlungen
bzw. Behandlungspermutationen.
Die Randomisierungsliste 2 ist die Inversion von Liste 1.
Sie dient zur Numerierung der für die Probanden vorberei-
teten Behandlungs-Kits.
Die Kit-Nr. (gleich Probanden-Nr.) wird vom Prüfarzt im
Prüfbogen festgehalten. Die Randomisierungsliste 1 dient
dann zur Entschlüsselung der Behandlungen.
Zu diesem Zweck wird die Liste 1 entweder im Programmsystem
gespeichert oder beim Einlesen der Informationen über die
Prüfbogenstruktur zu Beginn der Auswertung mit eingegeben.
Entsprechend wird mit externen Randomisierungen verfahren.
6 - 2 êuëweräwsëeâeereß
Das Programsystem DVM 302 soll nicht zu den schon in
großer Anzahl existierenden Programmaketen ein weiteres
hinzufügen, sondern für das spezielle Ziel "Planung und
Auswertung von klinischen Arzneimittelprüfungen" der Pha-
sen II und III eine kompatible, möglichst ausgewogene Pro-
grammkombination anbieten. Daher wird bei der Programm-
zusannenstellung so weit wie möglich auf vorhandene Aus-
wertungsprogramme zurückgegriffen.
Der Aufwand bei der Eingabe von Steuerbefehlen soll mög-
lichst klein gehalten werden. Bei den varianzanalytischen
Programmen sollen deshalb die Design-Matrizen vom Programm-
system aus den Modellen, den Indices sowie Informationen
aus der Strukturdatei generiert werden. Teillösungen hier-
für existieren z.B. in den Programmen "NOVA" (van BAAREN,
1975), "MAD" (BRYCE and CARTER, IQTU) und "SPSS" (NIE u.a.,
1975).
Da andererseits die große Kernspeicherkapazität, die für
solche Lösungen benötigt wird, für einfache Analysen nicht
gerechtfertigt ist, sollen zusätzlich auch einfache Aus-
wertungsprogramme zur Verfügung gestellt werden.
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Die kritische Durchsicht schon bestehender Programme zur
Erzeugung von Häufigkeitstabellen hat ergeben, daß eine
Neuentwicklung notwendig ist.
Da Programme zur Schätzung bedingter Reaktionswahrschein-
lichkeiten bei klinischen Studien einen hohen Anteil
haben, muß bei ihnen besonderer Wert auf Benutzerfreund-
lichkeit und Flexibilität gelegt werden. An dieser Stelle
sollen daher zur Erzeugung der Häufigkeitstabellen einige
weitergehende Ausführungen gemacht werden, so weit diese
für die Darstellung des Konzeptes des Programmsystems von
Belang sind.
Bei der Erzeugung von Tabellen für absolute und relative
Häufigkeiten handelt es sich um zwei Tabellentypen:
A Zwei- und mehrdimensionale Häufigkeitstabellen
B Zwei- und mehrdimensionale Symmetrietabellen
Tabellen vom Typ A werden für klinische Prüfungen an unab-
hängigen Behandlungsgruppen benötigt, Tabellen vom Typ B
für Prüfungen in Versuchsblöcken (s. Abb. A).
Zum Tabellentyp A:
Die "mehrdimensionale Häufigkeitstabelle" hat explizit
maximal vier Dimensionen: Bis zu zwei Dimensionen in den
Tabellen-Vorspalten und bis zu zwei Dimensionen in den
Tabellen-Kopfzeilen. Sollen mehr als zwei Variable in den
Vorspalten und/oder in den Kopfzeilen in einer Tabelle in
Beziehung gesetzt werden, so werden diese Dimensionen im-
plizit, d.h. ohne Ausdruck von Zwischensummen dargestellt.
Der Aufruf zwei- oder mehrdimensionaler Häufigkeitstabel-
len erfolgt mit Hilfe eines Tabellenmakros in Form eines
geordneten mehrstelligen Ausdrucks:
"Häufigkeitstabellez 1.; 2.; ...; n. Variable der Tabellen-
vorspalte gegen 1.; 2.; ..., m. Variable der Tabellenkopf-
zeile unter der Bedingung von weiteren Variablen, die ex-
plizit nicht in der Tabelle enthalten sind".
i¿e Art der Prozentuierung (Zeilen-, Spalten- oder Ecken-
prozentuierung) und der Aufruf der statistischen Tests
werden im Rahmen des Tabellenmakros durch Optionen fest-
gelegt.
Die Anzahl der Merkmalsausprägungen wird in dem Tabellen-
aufruf nicht angesprochen, da diese Informationen in der
Strukturdatei gespeichert sind.
Zum Tabellentyp B:
Die "Symmetrietabelle" zeichnet sich gegenüber dem.Tabel-
lentyp A dadurch aus, daß bei ihr in der Tabellenvorspalte
und in der Tabellenkopfzeile dieselbe biologische Variable
(in der Regel eine Zielvariable) steht. Dabei wird die
Zielvariable unter der Behandlung B1 mit sich selbst unter
der Behandlung B2 in Beziehung gesetzt.
Der Aufruf zwei- oder mehrdimensionaler Symmetrietabellen
erfolgt wie bei Tabellentyp A mit Hilfe eines geordneten
nehrstelligen Ausdrucks:
102 EDV in Mediz-in und Bio|ogie3/19:76
"Symmetrietabellez Variable 1 (unter der 1., 2., ... n.
Behandlung in der Tabellenvorspalte gegen die n+1., n+2.,
... n+m. Behandlung in der Tabellenkopfzeile) unter der
Bedingung von weiteren Variablen, die explicit nicht in
der Tabelle enthalten sind".
Das Tabellenprogramm.wird so konzipiert, daß alle im Rah-
men des geordneten mehrstelligen Tabellenaufrufs formal
möglichen Tabellen generiert werden können. Bei Anforde-
rung von Tabellen, die bestimmten Restriktionen wider-
sprechen, wird statt der Tabelle eine entsprechende Mel-
dung ausgegeben.
7. Zusätzliche Angaben des Prüfarztes
Bei klinischen Prüfungen fallen häufig noch zusätzliche
"nichtgeplante" Beobachtungen (z.B. beiläufig beobachtete
Nebenerscheinungen) an. Sie müssen dann ebenfalls dokumen-
tiert werden, damit sie bei der Planung neuer klinischer
Prüfungen eventuell gezielt berücksichtigt werden können.
Solche zusätzlichen Angaben müssen gesondert verschlüs-
selt werden.
Die Verschlüsselung zusätzlicher Angaben zur Anamese,
Diagnose, zu Begleitkrankheiten und Indikationen soll
grundsätzlich nach dem WHO-Code erfolgen. Zur Erfassung
der beiläufig beobachteten Nebenerscheinungen wird ein
Symptom-Thesaurus in Anlehnung an den WHO-Code erstellt
und ins Englische, Französische und Spanische übersetzt.
Als Alternative wird die Möglichkeit angeboten, bei der
Auswertung jeder einzelnen klinischen Prüfung mit Compu-
terunterstützung individuelle Schlüssellisten zu erstellen
8. Bemerkung zum SPSS
Das Vorhaben DVM 302 ist als ein Programm - S y s t e m
konzipiert. Diese Systemeigenschaft und nicht das Angebot
an Statistikprogrammen ist es, die das zu erstellende
System.von den in großer Anzahl existierenden Programmpa-
keten bzw. Programsamlungen unterscheidet.
Eine Ausnahme bildet hier das SPSS-Statistical Package for
the Social Sciences- (NIE u.a., 1975). Es kommt hinsicht-
lich seiner Systemeigenschaft dem Vorhaben DVM 302 am
nächsten.
Das Programmsystem.SPSS wurde jedoch in erster Linie für
die Auswertung von statistisch geplanten Erhebungen ent-
wickelt. Bei diesen ist immer die Erhebung- bzw. Versuchs-
person identisch mit der Erhebungs- bzw. Versuchseinheit.
In der medizinischen Forschung sind dies die epidemiologi-
schen Studien. Für klinische Prüfungen, bei denen es sich
um.die Auswertung statistisch geplanter Versuche handelt,
ist dagegen der Einsatz des SPSS-Systems zwar ebenfalls
möglich, jedoch nur in bestimmten Fällen ökonomisch.
Soweit es sich bei klinischen Prüfungen um die Prüfplan-
typen 1, 2 und 3 handelt, sind durch den Einsatz von SPSS
Vereinfachungen und Zeitverkürzungen im.Auswertungsablauf
einer klinischen Prüfung realisierbar. Klinische Prüfungen
der Prüfplantypen M, 5 und 6 lassen sich dagegen mit SPSS
nicht optimal bearbeiten.
Da das SPSS für die Anwendung in den Sozialwissenschaften
und nicht für die medizinische Forschung entwickelt wurde,
sollten diese Feststellungen auch nicht als Kritik am
Programsystem SPSS verstanden werden.
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Hintergrundfaktoren bei qualitativen Variablen - ein Computerprogramm
Von N. Wermuth, B. K. Yun und H. Gönner
Zusammenfassung
Mögliche Einflußfaktoren auf den Zusammenhang zweier Variabler sind häufig bekannt. Ob ein Hintergrundfaktor
jedoch einen wesentlichen Einfluß ausübt, muß jeweils anhand von Bepbachtungen entschieden werden.
Bei qualitativen Variablen bietet die Theorie der logarithmisch-linearen Modelle eine Entscheidungshilfe.
Wir beschreiben ein entsprechendes Computerprogramm.
Summarg
Potential confounding variables fer the interrelation of two variables are freauently well-known. But, for each
set of data it is necessary to decide whether a back-ground factor exerts a substantial influence or not.
In the case of qualitative variables such a decision can be guided by the theory of log-linear models. We describe
an appropriate computer program.
Problemstellung
Bei empirischen Untersuchungen sollten stets die Auswir-
kungen von Hintergrundfaktoren bedacht werden. Dies ist
nötig, um Fehlinterpretationen zu vermeiden. Es kann zum
Beispiel der Zusannenhang von zwei Variablen oder Merk-
malen verfälscht wiedergegeben werden, wenn der Einfluß
eines dritten Merkmals nicht erkannt wird. Bei medizini-
schen Studien werden mögliche Hintergrundfaktoren wie
Alter, Geschlecht, Krankheiten in der Anamnese eines Pa-
tinten häufig routinemäßig miterfaßt. Wie stark jedoch
solche Merkmale einen untersuchten Zusanmenhang beeinflus-
sen oder gar verändern, ist in jedem einzelnen Fall zu
prüfen. Besonders wichtig ist eine Überprüfung im allge-
meinen, wenn die Vergleichbarkeit verschiedener Kollek-
tive nicht mit Hilfe von geplanten Experimenten sicher-
gestellt werden kann, und im besonderen, wenn das ursäch-
liche Wirken einer Variablen erforscht werden soll (COCH-
RAN 1965, KOLLER 1964), also die Auswirkungen von Hinter-
grundfaktoren mit denen des vermuteten ursächlichen Fak-
tors verwechselt werden könnten.
Bei qualitativen oder klassifizierten quantitativen Merk-
malen kann die Frage nach der Wirkung eines Hintergrund-
faktors wie folgt gestellt werden: Genügt es, einen Zusanr
menhang so darzustellen, wie er sich im.Gesamtkollektiv
vorliegender Beobachtungen widerspiegelt oder muß die
Aussage über die Art des Zusammenhangs modifiziert werden,
weil in Teilkollektiven, die durch den Hintergrundfaktor
festgelegt sind, andere Abhängigkeiten bestehen als im
Gesamtkollektiv ? Wegen der Wichtigkeit dieser Frage er-
stellten wir ein Computerprogram, mit dessen Hilfe eine
Antwort darauf gegeben werden kann. Das Programm berechnet
Tests für eine Dreifaktor- und eine Zweifaktor-Interaktion
in einer dreidimensionalen Kontingenztafel im Rahmen loga-
rithmisch-linearer Modelle (BIRCH 1963, GOODMAN 1970,
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BISHOP et al. 1975, WERMUTH 1976). Die Diskussion darüber,
wie Interaktionen in Kontingenztafeln zu definieren und zu
prüfen sind, ist noch nicht abgeschlossen (BARTLETT 1936,
ROY und KASTENBAUM 1956, DARROCH 1962, 1974). Alternativ-
verfahren zu den von uns verwendeten Tests im Sonderfall
von zweiklassigen Merkmalen, genauer für 2X2XK Kontingenz-
tafeln, wurden unlängst verglichen (FLEISS 1973, MCKINLAY
1975). Die Plausibilität unseres Vorgehens wird an ver-
schiedenen Daten dargestellt.
Methodik
Wir nehmen an, daß insgesamt n Beobachtungen für zwei
hauptsächlich untersuchte Merkmale (Variable 1 und 2) und
für einen Hintergrundfaktor (Variable 3) vorliegen. Dabei
kann der Hintergrundfaktor entweder ein einzelnes Merkmal
oder aber eine Kombination aus mehreren Einzelmerkmalen
sein. Die Variable 1 habe I Ausprägungen oder Klassen;
i=1,...,I kennzeichne die einzelnen Ausprägungen. Weiterhin
bezeichne j=1,...,J und k=1,...,K die Ausprägungen der
Variablen 2 bzw. der Variablen 3. Wird jede einzelne Beob-
achtung einer der Ausprägungskombinationen (i,j,k) zuge-
teilt, so erhält man eine dreidimensionale (IxJxK) Kontin-
genztafel, in der nijk die beobachtete und mijk die - un-
ter bestimmten Modellannahmen - erwartete Fallzahl in der
Zelle (i,j,k) angeben. Folgen die Zellenbesetzungen einer
Multinomialverteilung, so ist die Wahrscheinlichkeit (p)
für n = šníjk und für jede Ausprägungskombination durch
ij
(1) gegeben:
' -n n. .kp = _n-_e_..__ _ H (mm) 1-1 . <1)
_.H nijk! ı,j,k
lit] Sk `
Der Logarithmus der Likelihoodfunktion wird damit
inL=Li_-EL-_--n11in+_Zn.jk1nmijk (2)
H n.. ! 1 j k 1. . k ° °1,J ,K 1*]
Naeh einen (1963) läßt eien die erwartete Feiızeni nijk II el (2) 2 ni „k (1). .. --l-$- m.. (6)als Summe von Haupt- und Wechselwirkungsparametern lik ¿í k 1 lik
darstellen:
n Ü
^ /\iii n . (3) = 'ik m.. (2)in miik = U t “1<i> * “2<J› * “3(k> (3) ` ilk $.jki25 li“
+ u12(ij) + u13(ík) + u23(jK) + u123(ijk)° Ein Anpassungszyklus besteht aus Schritt I bis III
V Vom zweiten Zyklus an wird m„.k(O) durch ¿n.k(3) aus dem
wobei sich die Effektparameter ähnlich wie in der Varianz- li _ .15
vorher ehenden Z klus ersetzt. Die Iterationen endeng Y ›' : " ` t ` t - A „analyse zu Null summieren Fur die Haup wirkungsparame er Sobald die Abweichungen Zwischen mijk(2) und mljk( ) kleln
`lt: _ .gl _ genug sind. Unter der Bedingung, daß alle mijk > O, ist
2Ul(i) = ZU2(j) = ZU3(k) = 0 5 nachgewiesen (BROWN 1959), daß dieser Algorithmus zu den
' k1 J durch (5) definierten Maximum-Likeiineed senätzern funnt
für die Parameter, die die Zweifaktor-Interaktionen er-
fâSSeÀ¦ Eine fehlende Dreifaktor-Interaktion inpliziert, daß die
š“12<iJ> Z š“13(i1<› Z
i“12<ii› = Z“2s<ik› = 0 'VJk miikmijk : miakmijk (7)
0 v k ; miaxmijk miJKmij1<š“13<i1«:› Z š“23<.ı'ı<› =
0 Vzl sogenannten Kreuzproduktverhältnisse einander gleich sein
müssen (ROY und KASTENBAUM 1956):
(1 < i < I-1; 1 < j < J-1; 1 < k < K-1).und für die Parameter
ë._“123(ijı<) = 0 "ik 5
Xjulgšüjk) = o vik ;
šlulešüjk) = O K-/ij .
In diesem sogenannten gesättigten Modell (GOODMAN 1970)
ist der Maximum-Likelihood Schätzer míjk für milk die
beobachtete Fallzahl nijk.
Wenn dagegen keine Dreifach-Interaktion vorliegt, so sind
u123(ijk) = O \/ijk und der von den Parametern abhängige
Teil der Likelihoodfunktion (2) vereinfacht sich zu
in L °“ n U ”' šni.. “1(i) " §95. “2(j) +šn..1< u3(1<) (Li)
der Dreifaktor-Interaktion: " _' _' " _' "
In diesem Sinne kann bei Modell 12/13/23 von einem gleich-
artigen Zusammenhang in allen Teilkollektiven gesprochen
werden. Die inhaltliche Interpretation eines Kreuzprodukt-
Verhältnisses als relative Chance (odds-ratio) wird spater
am Beispiel beschrieben.
Zur Überprüfung, ob bestimmte Modellannahmen in einer vor-
liegenden Kontingenztafel erfüllt sind, verwenden wir
Likelihoodquotiententests (abgekürzt LQ-X2). So wird Mo-
dell 12/13/23, bzw. die Hypothese Hel:ul23(íjk) = O Vijk
mit der Teststatistik
2 m Jx [12/13/23] = -2 in Ii __-
nijk
i,j,1< “ijk
überprüft. Dabei ist mijk durch (5) oder (6) bestimmt und
für große n ist (8) annähernd Chi-Quadrat-verteilt mit+ fm. u ..+ Zn u . + Zn. u .ij lJ- 12(lJ> ik Lk W119 jk -JK 23<J1<)' (I-1)(J-1)(K-1) Freiheitsgraden.
mit Z_B_ n__ 2 n__ als den Fallzahlen in der Zweídimen_ Wird H abgelehnt, so bestehen ungleichartige Abhangig-
ij. Z ijk ei
sionalen Randtafel der Variablen 121 Aus (4) ist abzulesen, keiten in den Teiikeiiektiven und unsere Auegengefrege
daß bei fehlender Dreifaktor-Interaktion die zweidimensio- ist beantwortet* es iiegt ein Weeentiieher Einfiuß des
nalen (und deren) Randtafeln ausreichen, um alle Effekt- Hintergrundfaktors Ver' in diesem Feii Wäre ee irrefuhrend
parameter zu schätzen. Die Bezeichnung dieses Modells mit nur den Zusammenhang im Geeemikeiiektiv zu präsentieren
12/13/23 Sell deren erinnern_ Außerdem etlnnen für Modell und zu interpretieren. Stattdessen muß die Art des Zusame
12/13/23 eiie drei beebeenteten zweidineneieneien Rena- menhe¿äe fill” die Vefieblen 1 und 2 in Jedem del" K Tell*
tefein mit den Rendtefein der Maximum-Likeiineed senätzer kollektive dee PlintefëfeÀdfeleeefe äetfemt beeehfleben
überein (BIRCH 1963): Werden-
¿äjl Z nij. ; ñílk 2 ní.k 5 ñljk 2 n.jk _ (5) Wird dagegen Hei nicht abgelehnt, so sind zur Beurteilung
des Hintergrundfaktors zwei weitere Hypothesen zu prufen
diejenigen, daß die partielle (Heg) und daß die marginale
Ein iterativer Anpassungsalgorithmus ist nötig, um.die (H03) Abhängigkeit der Verieblen 1 und 2 fehlen_ Stlmmen
Schätzer m.. die der Bedingung (5) genügen zu bestim-ijk° ( ) › die Testergebnisse für Reg und Heß überein, derart, daß
men (BisHoP 1969). Men beginnt nit m.. O = 1 \'/ijkijk entweder beide ein signifikantes oder beide ein nicht-
und berechnet
I ñí_ (1) : nij. ñl_ (o) der Einfluß des Hintergrundfaktors auf den Zusammenhang
ik mij :O: lik zwischen Variable 1 und 2 unerheblich ist. Es genugt in
signifikantes Resultat ergeben, so kann man folgern, daß
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diesem.Fall, den Zusammenhang im Gesamtkollektiv darzu-
stellen. Wird dagegen H03 abgelehnt, aber Hee kann nicht
verworfen werden 1), so bedeutet dies, daß im Gesamtkol-
lektiv ein Zusamenhang durch den Hintergrundfaktor nur
vorgetäuscht wird, daß die beiden Variablen aber tatsäch-
lich in den Teilkollektiven voneinander unabhängig sind.
Zu prüfen ist Heez ul2(ij) = O Hij, unter der Vorausset-
zung u123(ijk) = O lfijk, mit der Teststatistik
n..2 ñ ijk..k
X fpart. 12] = -2 ln _ H :šÄ- , (9)
i-:J :ki
die annähernd einer Chi-Quadrat-Verteilung mit (I-1)(J-1)
Freiheitsgraden folgt. Dabei ist mijk wie zuvor definiert
und ¿íjk ist der Maxinmm-Likelihood Schätzer für dasjeni-
ge Modell, in dem die unbedingte Unabhängigkeit der
Variablen 1 und 2 postuliert wird (Modell 13/23):
n. n .
Ã.. =.;ši§_ıE§ (10)ijk n k
Eine einfachere Berechnung von (9) ist möglich, wenn man
berücksichtigt, daß für die Likelihood-Quotientenprüfgrößen
die folgende Additivitätseigenschaft gilt:
X2 Epert. 12] = x2[13/23] - ><2[12/15/23] (11)
Dabei ist I
A A nijk
2 _ mijkx [13/23] _ -2 in 11 ñ-_ (12)
ijk ijk;
die Prüfgröße für Modell 13/23, bzw. für H:
u12(ij) = ul23(iJ-K) = O (BIRCH 1963).
Marginale Unabhängigkeit liegt vor, wenn die beiden Vari-
.ablen im Gesamtkollektiv unabhängig sind, wenn also die
Hypothese
nt nı.
H : m.. = -lLL~2ll gilt, die mit der Teststatistiko3 ij. m
fl..
. . /n l*i'2 n ..n. . ._X [1/2] = -2 in _n_
ı,J la-
bei (I-1)(J-1) Freiheitsgraden geprüft wird.
Das Flußdiagramm der wichtigsten Subroutine (Abb. 1)
zeigt, daß nur die Hypothese der gleichartigen Abhängig-
keit in allen Teilkollektiven (Hol) und die Hypothese der
Unabhängigkeit im.Gesanmkollektiv (H03) geprüft werden,
falls Hol abgelehnt wird; daß aber - falls Hol nicht abge-
lehnt wird - zusätzlich die Hypothese der partiellen Un-
abhängigkeit (Hee) überprüft wird.
Ergebnisse _
Wir stellen das geschilderte Prüfverfahren an drei
Beispielen mit jeweils andersgeartetem Einfluß des
1) Die Möglichkeit, daß eine partielle Assoziation nachge-
› wiesen wird (Heg wird abgelehnt) und daß gleichzeitig
Heš nicht abgelehnt werden kann, ist zwar theoretisch
nicht auszuschließen (BIRCH 1963), aber praktisch fast
nie zu erwarten.
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Hintergrundfaktors vor. Im ersten Eeispiel gibt es
einen wesentlichen Einfluß des Hintergrundfaktors, weil
in den Teilkollektiven verschiedenartige, gegenläufige
Assoziationen vorliegen. Im zweiten Beispiel ist der Ein-
fluß des Hintergrundfaktors unwesentlich, da die beiden
Variablen in allen Teilkollektiven gleichartig assoziiert
und marginal wie auch partielle stark voneinander abhängig
sind. Im dritten und letzten Beispiel liegt wieder ein
Abb. 1: Flußdiagram.der wichtigsten Subroutine
lı
sußfaou r/NE .- /rRF/ rERHA1 r Aus DEM HA uprpßoaaaMM (vo/e) 0/E ßf-0ßA (Hrfrf mßfuf M/r wfnrf/v n,-,~„ , mr /rz/1555/v/1 /vz/ıf/Lf/vı, /r (22)251520 oıfAßß/eur/1/r/.>/rm/f/vnmo/f /rf/an r/oıvff//M4nr/u/vo /-'UR 0/f ıronvf/eaavzrofı rA), 045 J/an/f//r/1/vz/v/vr/1u/Az/>/4.4)oıf srrufıea/eofff fuß vr/v mßfuf/vo/eur/r (/PR/v r)
li
af/efr¿Àf/v of/e RA /vo mßfıuw 12, 13, 23 <-›|ruß.i>aur/~f.~A>A/l/0|
Aıvmssu/vG52mw für Moßfu 72//3/23
Dıf øfsrf/zfrzrf/v wf/eff /ñ,-~ wfßufıv soMon/F/z/f/.>r D455 Win,-,:. suß/eour//vf„›,-. eu -. 51/ßkour//vf
sußkour//vf F/T
35 `,u E `i
`i`i
^ ku /7'*m-//< J' ”~//r
zmf/vA/vzAHı›MAx/r JA ,¿ffá/,f,C'6` /efruıe/v
, /vf/N
NE/N ..MA ffyıf '-m,/Ã”/§0 A suß/tour/Na-/›/zur
_ JA
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deutlicher Einfluß des Hintergrundfaktors vor, weil die
beiden interessierenden Variablen im Gesamtkollektiv (also
marginal) als abhängig erscheinen, während in den Teilkol-
lektiven (also partiell) tatsächlich keine Abhängigkeit
nachgewiesen werden kann.
Der erste Datensatz ist G, LIENERT (1969) entnommen und
gibt das Ergebnis eines Experimentes mit 65 Personen
wieder. Wir untersuchen den Zusammenhang zwischen Affek-
tivitätsbeeinflussung (Variable 1) und Denkstörung (Vari-
ebie 2) nnen Lsn-Einnenne. Bewußteeinetnibung (veriebie
3) wird als potentieller Hintergrundfaktor angesehen. Jedes
Merkmal ist zweiklassig. Abb. 1 zeigt zunächst den Zusam-
menhang für die Variablen 1 und 2 im Gesamtkollektiv.
Die beiden Symptome Affinitätsbeeinflussung und Denkstörung
treten scheinbar voneinander unabhängig auf. Das zeigt
sich im Testergebnis für Heß, die Unabhängigkeitshypothese
im Gesamtkollektiv. Es zeigt sich auch darin, daß das beob-
achtete Kreuzproduktverhältnis annähernd gleich eins ist:
die Chancen für eine Änderung in der Affektivität sind 23
zu 11 bei Personen mit Denkstörung und 19 zu 12 bei Perso-
nen ohne Denkstörung. Das Kreuzproduktverhältnis
23 - 12 : 23 / 11 Z 1 3
T-_9` `1`97¶ 3
gibt diese sogenannte relative Chance für die Affektivi-
tätsbeeinflussung wieder.
Daß die beiden Symptome jedoch nur scheinbar unabhängig
sind, wird anhand des Testergebnisses für Hei eindeutig
nachgewiesen: Modell 12/13/13 bzw. die Annahme einer feh-
lenden Drei-Faktor-Interaktion ist nicht_mit den Daten
vereinbar. Bei der Betrachtung der durch den Hintergrund-
faktor definierten Teilkollektive zeigt sich die Bewußt-
seinstrübung als deutlich dominierendes Symptom: Im Kol-
lektiv der 37 Personen mit getrübtem Bewußtsein werden
entweder die beiden anderen Symptome gleichzeitig oder
kenk¿sder beiden Symptome beobachtet. Im Kollektiv der
28 Personen mit ungetrübtem Bewußtsein dagegen treten
die beiden Symptome fast nur isoliert auf. Diese gegen-
läufigen Assoziationen in den Teilkollektiven bewirken
die scheinbare Unabhängigkeit der Symptome 1 und 2 im
Gesamtkollektiv.
Die Daten des zweiten Beispiels entstammen der von der
Deutschen Forschungsgemeinschaft getragenen, prospektiven
Studie "Schwangerschaftsverlauf und Kindesentwicklung".
In Abb. 3 wird der zwischen Schwangerschaftsausgang (Vari-
able 1) und Schwangerschaftsdauer (Variable 2) bestehende,
medizinisch leicht erklärbare Zusammenhang gezeigt: je
kürzer die Gestationszeit, desto geringer sind die Über-
lebenschancen des Neugeborenen.
Man erwartet intuitiv, daß dieser Zusammenhang in allen
Kliniken (Variable 3) gleichartig sein muß. Daher eignen
sich Beobachtungen für diese drei Merkmale dazu, die
Leistungsfähigkeit unseres Verfahrens weiter zu veranschau-
A/Yekf/`vı†ö†3bee1hÀu:sung
ja nam
DéÀk' ja 2 3 1 9 M 2
$'ö'””9 nein 1 1 1 2 2 3
.31/~ 31 65
Prüferqebnisse im Gesamfkol/ekfiv
Prüfgröße L Q - X* F G P
X' [1/2] 0, za 7 1 0, 592
Be wußfseins †rüburıg 4
ja nein
AffekfivıíäfsbeeıhÀussunq Af¿.›k†ı`vifä/IbeeıhÀussung
ja nehv ja neüı
Denk- ja 2 0 4 24 3 15 16
“°'”” 1 1 2 1 3 1 0 4 1 09 nein
21 16 37 13 19 20 7
Prüfergebnisse in den Te//kollekf/`ven
Prüfgröße L Q - X2 F G P
X* [12/13/23] 44,106 1 0, 000
Abb. 2: Symtome nach LSD-Einnahme
lichen. Die Prüfergebnisse bestätigen die Erwartungen. Die
Annahme der gleichartigen Abhängigkeit in den Kliniken kann
nicht widerlegt werden und Schwangerschaftsausgang und
Schwangerschaftsdauer sind im Gesamtkollektiv wie auch in
den Teilkollektiven (den einzelnen Kliniken) extrem stark
Abb. 3: Schwangerschaftsausgang und Schwangerschaftsdauer
für 2755 Neugeborene
~ ı
o/0
100*
Legendšqeboáene/gı ıd r cıCa<3›
_-
_-
_-
_-›
“ n= n= À=
" 1 50 406 2189
1-
_-«-
O un†er250 250-260 über 260
Dauerin7bqen
Prüfergebnisse im Gesomfko//ekfiv
Prüfgröße LQ- X: FG P
X-*[1/2] 326,637 2 0,000
Prüferqebn/`$.$e ı`r7 5 /\/I/'ni/(en
Prüfgröße LQ-12 FG P
x2[12/13/23] 7, 132 a 0,522
X-*[13/23] 338,903 10
x2[pef†. 12] 331,771 2 0,000
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assoziiert. Es besteht daher kein wesentlicher Einfluß des
Hintergrundfaktors Klinik, und es genügt, die Art der Ab-
hängigkeit im.Gesamtkollektiv darzustellen.
Nur um zu verdeutlichen, in welchem Sinne die Variablen
1 und 2 in allen Kliniken gleichartig assoziiert sind, zei-
gen wir in Tabelle 1 die beobachteten und die unter der
Annahme Hol geschätzten Werte für jede der fünf Kliniken.
Gemäß Gleichung (7) müssen mehrere Kreuzproduktverhältnisse
einander gleich sein. So geben
_ 1,16/204 84 _ 2,27/665,73 _ _ 4,20/218 80°›°°8 _ 6,15/16,å5 - 15,22/33,76 ' ~~- ' 1i34774:53'
und
1 : 1 16/204 84 : 2,27/665 73 2 Z 4 20/218 800:3 0f69/37,31 1,51/137f49 °" 2,33 37, 7
die geschätzten relativen Risiken für totgeborene oder
perinatal verstorbene Kinder bei Tragzeiten über 260 Tagen
und unter 250 Tagen und bei Tragzeiten über 260 Tagen und
251 bis 260 Tagen an. Es wird somit in allen fünf Kliniken
geschätzt, daß bei Tragzeiten über 260 Tagen ein etwa um
40 -
°/6
//////////_//////2*§§§š§§§„ ønøenøännnøZe%enø_ °š:š:E:š=š=š:š:š;š;ša=§=2=š~:fê,~;:;°;:§:5:š=š:. IIIIIIIIIIII ////////////,`iëëšššššššššššš <ss0 Ä 5 fofê: \ ' 'a Ä J : :O20 _ 2 'ı Ä
normal n ich † geringe erheblídıe
o rq g n isch organische orq__a nische
oeobamm ,HM-12, veran dert Verandergn. Verandergn
\ ohne Leı's†unq.s;und Funkfionssförunqen (n =208 )
/mi† Leistung:-und Funkfionssförunqvn (n=253)
Prüferqebnisse im Ges amf/<0/Iekfiv
Prüfgröße LQ - X* FG P
X* [1/2] 16, 053 3 0, 001
Prüfergebnıkse für drei alfershomogene 7'eı'/ko//ekfive
Prüfgröße L 0 - X2 F0 0
X* [12/13/23] 7, 0 0 4 6 0, 2 50
X'[13/23] 10,997 9
30- ii
20- ~, ii
10- àà
*5 „ . ııššêâšš¿mmwr
ein Drittel kleineres Risiko für einen schlechten Schwan-
gerschaftsausgang besteht, als bei Tragzeiten zwischen
x'[p.„†. 12] 7, 133 3 0,067
Tabelle 1: Schwangerschaftsausgang und Schwangerschaftsdauer
in fünf Kliniken
lebend 7 Schwangerschaftsdauer in Tagen
Klinik geb.
Kind unter 250 251 bis 260 261 und mehr
Bamberg ja
nein
ll* 10,85** 37* 37,31**
8 8,15 1 0,69
205* 204,84**
1 1,16
Berlin-
Charlottenburg ja
nein
33 33,78
16 15,22
137,49
1,51
665 665,73
3 2,27
Gießen ja
nein
13 11,40
6 7,60
61,01
0,99
280 279,59
1 1,41
Tübingen ja
nein
31 31,44
26 25,56
124,52
2,46
666 666,64
5 4,96
Kiel ja
nein
4 4,53
12 11,47
37,67
2,33
219 218,80
4 4,26
* beobachtete Werte ** unter H01 geschätzte Werte
Tabelle 2: Augenhintergrunddiagnose und Leistungs- oder
Funktionsstörungen des Auges in drei Altersgruppen
.Leistungs- Fundusurteil
Alter oder normal nicht leichte iiiiierhebliche
in Jahren Funktions- organisch organische organische
störungen verändert Veränderung Veränderung
unter 35 ja
nein
37
61
16
12
3
4
36 bis 50 ja
nein
4
11
36
40
13
8
51 und mehr ja
nein
5
0
32
3
11
2
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Abb. 4: Augenhintergrund und Augenstörungen
bei 461 Hypertonikern
251 und 260 Tagen. Daß die so geschätzten
Werte wenig von den Beobachtungen abweichen,
ist sowohl aus Tabelle 1 als auch an dem Test-
ergebnis für Hei in Abb. 3 abzulesen.
Die Daten des dritten Beispiels (Tab.2)
wurden im Rahmen des Sonderforschungsbereiches
(SFB) 36 im Teilprojekt Ophtalmologie (Lei-
tung: A. Nover, P. Steinbach) erhoben. Für
461 Hypertoniker unterschiedlichen Alters
interessierte die Abhängigkeit von Leistungs-
oder Funktionsstörungen des Auges (Variable 1)
und Augenhintergrunddiagnose (Variable 2).
Die beobachteten Werte im Gesamtkollektiv in
Abb. 4 lassen die beiden Merkmale als deutlich
assoziiert erscheinen, noraler Augenhinter-
grund ohne Störungen des Auges treten deutlich
häufiger auf als normaler Augenhintergrund
mit Störungen (und x2[1/2] = 16,85 bei 3 Frei-
heitsgraden).
Als möglicher Hintergrundfaktor wurde das Alter
vermutet: Leistungs- oder Funktionsstörungen des
Auges häufen sich bei älteren Patienten und die
Veränderungen im Augenhintergrund sind von der
Hypertoniedauer, damit ebenfalls vom Alter der
Patienten abhängig. Bei einer nur groben Auf-
gliederung der Patienten in drei Altersgrup-
pen (unter 35, 36 bis 50 und über 50 Jahre) be-
stätigt sich diese Vermutung. Werden die drei
nach Alter unterschiedenen Teilkollektive (mit
je 214, 179 und 68 Patienten) untersucht, so
läßt sich keine wesentliche Abhängigkeit von Augenhinter-
grunddiagnose und Leistungs- oder Funktionsstörungen nach-
weisen (X2[12/13/23] = 7,84 bei 6 und x2[part. 12] = 7,15
bei 3 Freiheitsgraden). Die altersinhomogene Patienten-
gruppe und die Altersabhängigkeit jeder der beiden Variab-
len täuschte die starke Abhängigkeit im Gesamtkollektiv der
Patkanxnivor. In Abb. 4 sind außer den beobachteten noch
geschätzte Prozentzahlen (100 X(šni kn jk/n _k)/ni__) an-
gegeben. Diese bestätigen erneut, daß mit der Unabhängig-
keitsannahme unter Berücksichtigung der altersinhomogenen
Zusammensetzung der Patienten, die beobachteten Werte im
Gesamtkollektiv gut reproduziert werden.
Diskussion
Wir haben beschrieben, wie bei qualitativen Daten die
Wirkung von Hintergrundfaktoren mit Hilfe von logarith-
ndsch-linearen Modellen geprüft werden kann. Das geschil-
derte Verfahren kann als Alternative zur Berechnung eines
standardisierten Chi-Quadrat-Wertes (ARMETAGE 1966,
KOLLER 1974) und als Alternative zum MANTEL-HAENSZEL (1959)
Verfahren angesehen werden. Die beiden letztgenannten Me-
thoden wurden ursprünglich vorgeschlagen, um mehrere Vier-
feldertafeln zusammenzufassen: bei nur der Tendenz nach
vorhandenen ähnlichen Assoziationen in den einzelnen Teil-
tafeln hofft man, durch Zusammenfassen einen Zusammen-
hangsnachweis erbringen zu können. Beide Verfahren setzen
daher implizit gleichartige Assoziationen in den Teilta-
feln voraus und entsprechen inhaltlich der Prüfung der
partiellen Assoziation. Dies bedeutet, daß sie sich im
allgemeinen nicht dazu eignen, die Auswirkungen von Hin-
tergrundfaktoren zu prüfen.
Der wichtigste Vorzug des hier beschriebenen Verfahrens
ist, daß nur dann die partielle Assoziation geprüft wird,
falls die Annahme des gleichartigen Zusammenhangs in allen
Teiltafeln mit den Beobachtungen zu vereinbaren ist. Die
dabei verwendete Definition der Gleichartigkeit ist nicht
auf Vierfeldertafeln beschränkt; sie basiert auf Kreuz-
produktverhältnissen, die ihrerseits als relative Risiken
interpretiert werden können. Als Nachteile sind zu nennen,
daß die Berechnungen nur noch schlecht von Hand durchge-
führt werden können und daß der Begriff des relativen
Risikos nicht unmittelbar anschaulich ist (vergleiche
auch BERKSON 1958).
Obwohl wir das Prüfen eines Hintergrundfaktors als stati-
stisches Testverfahren dargestellt haben, ist das Verfah-
ren auch bei der Suche nach wichtigen Hintergrundfaktoren
einsetzbar. In diesem Fall sind die Prüfgrößen und die zu-
gehörigen Quantilwerte als deskriptive Maße anzusehen,
mit deren Hilfe die relative Bedeutung verschiedener poten-
tieller Hintergrundfaktoren bewertet werden kann.
'Wir danken Frau H. Nitsch für die technischen Hilfen, Herrn
O. Pietschmann für das Zeichnen der Abbildungen und Frau
H. Bianco für das maschinengeschriebene Manuskript.
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Nachrichten und Berichte
Der europäische Markt für Krankenüberwachungs- und
Beobachtungseinrichtngen
Ursprünglich wurden in Europa die Krankenüberwachungs-
systeme in erster Linie für herzkranke Patienten verwen-
det. In den 60er Jahren ging man dazu über, diese Ein-
richtungen auch bei frischoperierten Patienten, Patienten
mit Atembeschwernissen, bei Frühgeborenen und in den In-
tensivstationen zu verwenden.
Heutzutage versucht man diese Überwachungssysteme auf
einer immer breiteren Basis einzusetzen, ja sogar bei der
Diagnose, obwohl man hinzufügen muß, daß die Forschung
auf diesem Gebiet noch am Anfang steht.
Das internationale Marktforschungsbüro FROST & SULLIVAN
hat eine 185 seitige Studie herausgegeben. Aus dieser
Studie geht hervor, daß der Umsatz für Krankenüberwachungs-
einrichtungen in Europa im Jahre 1975 58 Millionen US Dol-
lar betrug und daß man im Jahre 1982 mit einem Umsatz von
105 Millionen US Dollar rechnen kann.
In der Studie von FROST & SULLIVAN wurden die Überwachungs-
und Beobachtungseinrichtungen in vier Kategorien unter-
teilt: allgemeine Überwachung, Überwachung in den Entbin-
dungsstationen, Computersysteme und Überwachungssysteme
in der Blutbank.
Die weitere Entwicklung kann wie folgt charakterisiert
werden: Man versucht, die schon bestehenden Systeme zu
vervollkommnen, sie platzsparender und präziser zu gestal-
ten. Außerdem ist man bemüht, neue Verfahren zu entwickeln,
die den sich ständig ändernden Bedürfnissen Rechnung tragen
Weitere Informationen sind zu erhalten über:
Astrid Borg
33, rue de l'Admiral Mouchez
F-75013 Paris
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Medcomp 77 in Berlin
Vom 7.-9.2.1977 findet in der Kongreßhalle in Berlin
ein internationaler Kongreß für Datenverarbeitung in der
Medizin statt.
Der Kongreß wird in mehr als 30 Veranstaltungen einen
umfassenden Überblick über die gegenwärtigen Anwendungs-
möglichkeiten auf dem Gebiet der Medizinischen Datenver-
arbeitung geben.
Anfragen an A
AKM Berlin
Ausstellungs-Messe-
Kongreß-GmbH
Messedamm 22
D-1000 Berlin 19
Advanced Course on INFORMATICS and MEDICINE
Topics
- Systems Analysis in Health Care Delivery
- Program Construction _
- Information Systems
- Examples
- Signal Processing and Lab. Systems
- Decision Support
14. - 26. Februar 1977
Med. Hochschule Hannover
Information über
Prof. Dr. P.L. Reichertz
Medical School Hannover
Advanced Course on Informatics and Medicine
D-3000 Hannover 61
BRICKELL, F.
E3lJ(:r1t)fš$5F)r¶3(3r1lJr1§]E3r1 Matrizen und Vektorräune
Taschentext 51
Aus dem Englischen übersetzt von A. Horn
1976, 166 S., DM 1M.8O
Verlag Chemie, Weinheim
Die Matrizenrechnung wird heute in fast allen Disziplinen
angewandt. Dadurch lassen sich viele Probleme einfacher
und übersichtlicher formulieren.
Hier liegt nun eine knappe aber verständliche Einfuhrung
vor, die jedem, der noch Schwierigkeiten mit Matrizen hat
empfohlen werden kann.
BREUER, H.
Taschenwörterbuch der Programmiersprachen
ALGOL„FORTRAN, PL/1
1976, 157 s., DM 12.80
BI Hochschultaschenbuch Bd. 181
Bibliographisches Institut, Mannheim
Eigentlich ist es ein naheliegender Gedanke, Wörter-
bücher als Übersetzungshilfen bei verschiedenen Sprachen
zu verwenden. Es ist daher zu begrüßen, daß dieser Ge-
danke nun auch für die problemorientierten Programmier-
sprachen ALGOL, FORTRAN und PL/1 realisiert wurde.
Damit ist die Vergleichsmöglichkeit dieser Sprachen ver-
bessert und eine wirkliche Hilfe beim Übersetzen von
Programmen von einer in eine andere Sprache gegeben.
Ge.
SELBMANN, H.K., ÜBERLA, K. und GREILLER, R.
Alternativen medizinischer Datenverarbeitung
Fachtagung, München-Großhadern, 19. Febr. 1976
1976, 175 s., DM 27.-
Springer-Verlag, Berlin-Heidelberg-New York
Wer an den Fachtagungen im Februar im Klinikum Großhadern
teilgenommen hat, wird erfreut sein, nun die Vortrage
einschließlich.der abschließenden Thesendiskussion in
gebundener Form zu erhalten. Es ist eine Standortbestim-
mung, deren Bedeutung durch die vorliegende Veroffentli~
chung noch nachhaltig unterstrichen wird.
mm¶m,P„,mmmma,H„,mmK,E.um1am¶m,w.
SPSS Statistik-Programsystem.für die Sozialwissenschafte
SCHIDT, w.
n 'Lehrprogramm Statistik
Eine Kurzbeschreibung zur Programmversion 6
1976, 213 S., DM 18.-
G. Fischer Verlag, Stuttgart, New York
SPSS ist eines der wenigen Programmsysteme, das an fast
allen wissenschaftlichen Rechenzentren implementiert ist.
Es ist daher zu begrüßen, daß nun auch eine deutsche
Kurzbeschreibung vorliegt. Erwähnt werden sollte, daß
der Verlag bei größeren Abnahmen Mengenrabatte gewährt
(20 Expl. DM 15.20, 100 Expl. DM lu.-).
Ge.
Taschentext M6
mit zusätzlichen Beispielen aus den Naturwissenschaften
1976, 137 s., DM 18.80
`Verlag Chemie, Weinheim
Als programmierte Unterweisung liegt hier eine Einfuhrung
vor, die in den ersten drei Kapiteln allgemeine Grund-
kenntnisse vermittelt, wie sie beispielsweise auch in der
Volkswirtschaft, der Soziologie und der Medizin benotigt
werden, während im vierten Kapitel Anwendungen in den Na-
turwissenschaften und die statistische Begründung einiger
wichtiger Themen der Physik behandelt werden.
Die Darstellung ist klar und übersichtlich, behandelt
neben den Grundbegriffen der Wahrscheinlichkeitsrechnung
SPETPER, H.J.
Numerik für Informatiker
Computergerechte numerische Verfahren.
Eine Einführung
1976, 1&9 S., DM 19.80
R. Oldenbourg Verlag, München
Die Tatsache, daß Computerergebnisse falsch sein können,
scheint nur langsam in das Bewußtsein der Computer-
benutzer vorzudringen. Es ist daher zu begrüßen, daß
hier eine Einführung vorliegt, in der diese Probleme
mathematisch klar dargestellt und behandelt werden.
Dieses Buch sollte daher eigentlich eine Pflichtlektüre
für jeden Softwareproduzenten sein.
Ge.
Mechanik.
die Normal-, Binomial- und Poisson4Verteilung, als stati-
stische Maßzahlen den arithmetischen Mittelwert, die Stan-
dardabweichung bzw. den Standardfehler des Mittelwerts
sowie einige Probleme der elementaren statistischen
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GBDEG, o.J. (Ed.)
wHo's WHD IN MDICINE
Edition Austria-Germany-Switzerland
3. Ed. 1976, 67H S., Leinen DM 150.-,
Leder DM 190.- (exkl. MwSt.)
WHO'S WHO-BOOK & PUBLISHING GmbH.
Ottobrunn b. München
Das starke Interesse an diesem Nachschlagewerk zeigt sich
in der raschen Folge der Neuauflagen. Ca. 8000 Biographien
aus dem.Bereich der Medizin und Pharmakologie sind alpha-
betisch geordnet aufgeführt. Dazu kommen noch nützliche
Register nach Fachgebieten, ein.Verzeichnis von Bäder-
und Kurverwaltungen und eine Übersicht über medizinische
Institutionen und Vereinigungen. Das deutsch-englische
Lexikon der Bezeichnungen von medizinischen Geräten und
Gebrauchsgegenständen steht nun vor dem Verzeichnis der
Zulieferer für die Medizin. Ge.
HMILMANN, H. (Hrsg.)
Ä. Jahrbuch der EDV 1975
1975, 262 S., DM 69.-
Forkel-Verlag, Stuttgart und Wiesbaden
Das M. Jahrbuch der EDV erscheint als 1". Band in der Reihe
"Integrierte Datenverarbeitung in der Praxis". Auch hier
werden aktuelle Themen der Datenverarbeitung von Prakti-
kern für Praktiker gut gegliedert und übersichtlich darge-
stellt. Behandelt werden dabei u.a. die Optimierung von
Informationssystemen, Computer Verbundsysteme, Datenschutz-
aspekte bei Online-Systemen, Probleme im_Zusamenhang mit
einer Organisationsdatenbank, die automatische Satzerstel-
lung bei wissenschaftlichen Werken, die Leistungsmessung
von EDV-Anlagen mit Hardware-Monitoren sowie einige Soft-
wareprobleme.
Insgesamt vermittelt die vorliegende Zusammenstellung für
den Praktiker viele nützliche Anregungen. Ge,
SPITSCHKA, H.
Praktisches Lehrbuch der Organisation
mit einem Beitrag über Systemtheorie
von K.H. Joschke
1975, 2U8 S., DM 56.-
Verlag Moderne Industrie, Münschen
Eigentlich sollte man den letzten Abschnitt über System-
theorie an den Anfang stellen. Hier wird auf wenigen Seiten
ein ausgezeichneter Überblick über den Zusammenhang der
Systemtheorie mit der Organisationstheorie gegeben. An
dieser Stelle würde etwas mehr Ausführlichkeit nicht
schaden.
Das sonst sehr gut gegliederte Buch stellt mit den zu jedem
Teilabschnitt gegebenen Literaturhinweisen eine brauchbare
Einführung in diese nützliche Materie dar. Man ist immer
wieder überrascht, daß die dargestellten Methoden und Ver-
fahren in der Praxis so zögernd eingesetzt werden. Ge.
BRANDT, S.
Datenanalyse
- Mit statistischen Methoden und Computerprogrammen -
1975, BU2 S., DM 5".-
Bibliographisches Institut Mannheim, Wien, Zürich
Vielleicht ist es zutreffender, das vorliegende Buch als
2. oder 3. Auflage zu bezeichnen, dann würde nämlich deut-
licher, welchen Anklang und welche Verbreitung diese aus-
gezeichnete Darstellung nicht nur in der deutschen Ausgabe
gefunden hat.
Der neue Titel "Datenanalyse"'trifft recht gut das eigent-
liche Anliegen dieses Buches. Daß dabei der Begriff des
"Fehlers" konsequent verfolgt wird, gibt Anregung zu vielen
Auswertungsmöglichkeiten
Die mitgeteilten FORTRAN-Programe können bei der Verwen-
dung der Rechenverfahren nützlich sein. Ge.
STANGE, w.R.
Minicumputer - Anwendung und Einsatz
1976, 158 S., DM 32.-
Verlagsgesellschaft R. Müller, Köln
Prozeßrechner, heute vielfach einfach Minicomputer ge-
nannt, finden ein imer breiteres Anwendungsfeld. Im vor-
liegenden Buch wird zunächst diesem Anwendungsspektrum
durch eine Auswahl typischer Installationsbeispiele Rech-
nung getragen.
Anhand des PDP 11 Computers werden dann Hardware und Soft-
ware eines Prozeßrechners behandelt. Da der Anwender
mit viel Nutzen bei diesen Computern noch etwas näher am
Rechner sein sollte, ist diese Einführung für solche An-
wender recht instruktiv. Vielleicht wäre es aber noch
besser, wenn es gelänge, eine solche Darstellung noch
maschinenunabhängiger zu schreiben. Ge
GOTTSCHALK, G. und KAISER, R.E.
Einführung in die Varianzanalyse und Ringyersuche
1976, 165 S. DM 8.90
B*I.-Hochschultaschenbuch Bd. 775
Bibliographisches Institut AG, Mannheim
Eien Einführung in die Varianzanalyse ist sicher für viele
Anwender eine nützliche Lektüre. Hier wird sie aber recht
einfach gegeben. Einige Fehler bei den Indices können
darüberhinaus den uneingeweihten Leser noch verwirren. -
Die Fiage, wer womit die Varianzanalysen rechnen soll,
wird leider auch nicht klar beantwortet. Im einen Fall
würde man übersichtliche Rechenschemata und im anderen
Fall Hinweise zur Erstellung entsprechender Programe
vermissen.
Insgesamt erscheint dieses Buch nur für einen begrenzten
Leserkreis geeignet zu sein. Ge_
GORDESCH, J. and NAEVE, P. (Ed.)
COMPSPNT 1976
Proceedings in Computational Statistics
1976, M96 S., DM 56.-
Physica-Verlag, Wien
In diesem.Band sind die Vorträge des 2. COMTSTAT-Symposi-
ums, das im Herbst 1976 in Berlin veranstaltet wurde,
zusammengefaßt. Daß beim Wechselspiel Computer - Statisti-
sche Verfahren vielfältige Probleme auftauchen, hat sich
längst herumgesprochen. Hier zu helfen, war Anliegen des
1. COMPSTAT-Symposiums 197M in Wien, bei dem verabredet
wurde, alle zwei Jahre eine ähnliche Veranstaltung durch-
zuführen. - Die nun vorliegenden Vorträge des 2. Sympo-
siums zeigen, daß die Zahl der Probleme zwar nicht kleiner
geworden ist, aber für Teilbereiche doch praktikable
Lösungen vorliegen. Ge.
MEYER, C.W.
Möglichkeiten wirtschaftlicher Computernutzung
- Management - Informations-Systene in Japan -
1976, 222 s., DM 32.-
Verlag Neue Wirtschafts-Briefe GmbH, Herne/Berlin
Nach einer kurzen Darstellung der Entwicklung des Compu-
tereinsatzes in Japan wird speziell auf den Einsatz von
Management-Informations-Systemen eingegangen. Hier werden
beispielhaft verschiedene Branchen behandelt.
Es ist erstaunlich, daß in Japan diese Techniken recht
verbreitet sind und neben betriebsinternen Daten vielfach
auch externe Daten erfaßt und verbreitet werden.
Für viele sicher eine anregende Lektüre.
Ge.
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