This paper considers on-line identification of hidden Markov models via. multiple-prediction-horizon recursive prediction error (RPE) methods. Working with multiple prediction horizons ensures that there is consistent parameter estimation, under appropriate excitation conditions. Simulation studies a.re included to illustrate the advantages of the proposed approach when compared to standard methods (which do not ensure consistent parameter estimation).
INTRODUCTION
Recently, Hidden Markov models (HMMs) with states in a finite-discrete set halve been widely applied in many areas of signal processing. Applications include communication systems [l] , speech processing [a] , frequency tracking [3], and biological signal processing [4] . In each of these areas, on-line identification can have many advantages.
In [5] , a sequential linear convergent expectationmaximisation (EM) algorithm is presented for on-line identification of HMMs. A quadratically convergent scheme is achieved in [6] , via recursive prediction error (RPE) techniques. Unfortunately, when applied to HMMs, the RPE approach sometimes results in convergence to local, rather than global, minimuma, or at least to biased parameter estimates.
This paper presents a modification to the scheme in [6], which provides consistent parameter estimation in cases where previous on-line schemes have identifiability problems (especially in low noise environments). The parameters to be identified are the transition probabilities and state values of the Markov clhain (The measurement noise variance can also be estimated, however this is not presented here).
A key to the approach is that instead of simply using a prediction one time step ahead, we use predictions over multiple time horizons. This achieves improved parameter observability. In cases where a biased estimate is found for one step prediction, the scheme presented here, achieves consistent estimation (under persistence of excitation conditions) by combining the estimates obtained from multiple-horizon predictions.
The model paranietrisation considered here, uses the square root of the iransition probabilities constrained to the surface of a sphere in EtN [6] . The derivatives of the prediction error, for the RPE scheme, are thus constrained to the tangent space of the smooth manifold. The advantage of working on the sphere is that estimates of transition probabilities are assured to be non-negative, and derivatives are smooth.
Simulation examples are presented to illustrate the comparative advantages of the proposed algorithms. These examples show that the proposed schemes can satisfactorily identify HMM parameters in cases where previous prediction error approaches result in biased estimates.
SIGNAL MODEL 2.1. State Space Signal Model
Let x k be a discrete-time homogeneous, first order Markov process belonging to a finite-discrete set. The term finitediscrete is used to indicate that the set has a finite number of elements which have discretized values. The state space of X , without loss of generality, can be identified with the set of unit vectors S = {el,e2, ..., e~} , where ei = (0, ..., O , l , 0, ..., 0)' E EtN, with 1 in the ith position.
These vectors are termed indicator vectors, as they indicate which of the discrete-states is active at each time k.
The probability of transitioning from state i to state j is denoted by a;j = P ( X k + l = e j I x k = e , ) . These probabilities are the elements of the state transition probability for each i.
matrix, A. Of course ajj 2 0, for all i, j , and E,"=, aig = 1,
The dynamics of x k are given by the state equation
where M k + l is a martingale increment ['TI. This equation, while not being used explicitly in the remainder of this paper, provides a major clue to the use of recursive prediction error techniques for HMM identification. It is now possible to see, more clearly, the parallels between HMMs and standard linear and nonlinear systems. a h e a r function of the state x k plus additive noise. It is in this sense that the Markov model is hidden. Without loss of generality we can write Y k in the following form:
The observation process, y k ,
where w k N N [O,aL] , and g E EN is the vector of statevalues of the Markov chain. Let J' r be the cr-field generated by y k , k 5 1, and define Y k = (yo,. . . , y s ) .
A
It should be noted that any nonlinear function of an indicator vector can be represented in a linear form. Therefore, (1) is a quite general function, not limited to linear systems.
Model Parameterisation
Consider that the HMM is parametrised by an unknown vector 0 (that is, the elements which define the HMM, namely A and g, are functions of 8) . Of course, the values this parameter can take are constrained by the fact that A is a stochastic matrix.
As in [6] , the following parametrisation is used: 
THE MULTIPLE-PREDICTION-HORIZON APPROACH
The aim of the identification task is to estimate 8, based on the observations y k . The approach in [6] employs an RPE algorithm which evaluates a prediction error, one-step ahead, and uses it to update o k , the recursive estimate of the parameter vector based on Yk. The one-step prediction error is defined by
where y k 1 k -t denotes the predicted output at time k based on measurements up to time k -z. For one-step prediction it is given by Good results can be obtained from this approach. Unfortunately, however, in some cases it is possible that even though the product g'A' is consistently estimated, g and A themselves, are not. In order to overcome this identifiability problem, we propose a multiple-prediction-horizon RPE scheme.
Our approach is to have a number of HMM/RPE on-line identification algorithms operating in parallel, each with a different prediction horizon. For example, take a state model with N = 2 for simplicity. The two-step ahead measurement prediction is I ^I ^I . . G k l k -2 = ~k -2 , 2 A k --2 , 2 A k --2 , 2 X k -~1~r -2 , 2 . Exploiting both (4) and ( 5 ) in an RPE scheme allows consistent estimation of both g'A' and g'A'A', with X k -, , e k -, , l persistently exciting for i = 1 , 2 . Now, even if g k , t and A k , t do not approach g and A in either the one-step-ahead (i = 1) or two-step-ahead (k = 2) prediction case, there can be consistent estimation by solving the following simultaneous equations:
where g k and A k are the resultant estimates derived from estimates g k , t and A k , t from the z-step ahead RPE scheme.
The fact that the products of g and A are estimated correctly, might suggest a different choice of parametrisation, namely 0 = (g'A', g ' A ' A ' ) ' . Unfortunately, however, the derivatives necessary for any gradient descent algorithm can not be calculated for such a parametrisation, as wiU be seen in Section 5 (specifically, am/dO can not be evaluated).
A block diagram of the multiple-prediction-horizon approach is given in Figure 1 .
THE MULTIPLE-PREDICTION-HORIZON RPE ALGORITHM
In this section we present the on-line prediction error algorithm for estimation of 8. Here the estimate of (Yk is recursively computed at each iteration, by substituting the best estimate of 0 at each time IC into (3):
The RPE parameter update equations for the zth prediction horizon are, ( [ 8 ] p. 94) where y k is a gain sequence (often referred to as step size), and f i k l k -, is the k step ahead prediction error, f i k J k -, = and Rk is the Hessian, or covariance matrix, approximation. The notation I'pro3 { .} represents a projection into the constraint domain, given by the manifold SN-l in (2).
ON-LINE GRADIENT VECTOR AND PROJECTION CALCULATIONS
in this section we consider only the two step prediction case, however extension to M-steps follows directly. The derivative vector, 4kIk-1, defined in (7) , is given, for m, n E [l, ..., NI, by where the one-step and two-step output predictions, &+-1 and Gklk-2 are given in (4) and (5) respectively. In the remainder of this paper we omit the obvious dependence of &k on 6 k -1 (from (6)), and we denote Nk = (&k,A)-'.
We now have the following expressions for the gradients, Of course, in this two state ( N = 2) case, equations (8) and (9) would be used in the one-step-ahead RPE algorithm, while equations (10) and (11) would be for the twostep-ahead RPE algorithm. Equations (12) and (13) relate to both RPE algorithms, however of course, they would have different estimates of g and A in each case.
SIMULATION STUDIES
These examples demonstrate that the on-line multi-step algorithm presented in this paper, provides the global solution, for cases where the single step algorithm does not have a unique solution.
Example 1 Time k (x lO00) Figure 3 . Transition probability estimates
