We consider the "at least" version of the Generalized Minimum Spanning tree problem (L-GMST). Unlike the MST, the L-GMST is known to be NP -hard. In this paper, we propose an ant colony system based solution approach for the L-GMST. A key feature of our algorithm is its use of ants of different behavioral characteristics, which are adapted over time. Computational results on datasets used in earlier literature indicate that our algorithm provides similar or better results for most of them.
INTRODUCTION
Given an undirected graph G = (N , E), where N is the set of nodes and E the set of edges, and a symmetric edge cost matrix C = [C ij ], C ij ∈ R + , (i, j) ∈ E, the Minimum Spanning Tree (MST) problem seeks to find a spanning tree on the nodes such that the cost of the tree is minimum. The MST problem is solvable in polynomial time and techniques, e.g., via Prim's and Kruskal's algorithms [1] .
An extension to the MST, the Generalized Minimum Spanning Tree (GMST) problem, was suggested by Myung et al [2] . In GMST, the nodes are divided into C clusters and a minimum weight tree is sought spanning the C clusters using exactly one node from each cluster. This version of the GMST is also referred to as the E-GMST (to emphasize the "exactly one node per cluster" condition). Another variant of the GMST, introduced by Ihler et. al. [3] , is the L-GMST, where a minimum weight spanning tree is sought on the clusters using at least one node from each cluster. Figure 1 illustrates both these versions. The GMST problem finds applications in diverse areas including telecommunications, transportation engineering, and biology.
Similar generalizations can be made to other commonly studied network design and combinatorial optimization problems, e.g., the Generalized Steiner Tree problem, Generalized Traveling Salesman problem and the Generalized Shortest Path problem. Discussions on these can be found in [12] .
In this paper, we concentrate on the L-GMST problem, although our proposed algorithm can be extended straightforwardly to the E-GMST with only minor modifications to the edge selection rules. Unlike the MST, both versions of the GMST have been shown to be NP-hard [2, 3] . Specifically for the L-GMST, it is shown in [3] that no constant factor polynomial time algorithm exists unless P = N P. While most research regarding the GMST has focused on the E-GMST [2, 4, 7, 8, 11] , some solution methods have also been reported in the literature for solving the L-GMST problem. These include integer linear programming (ILP), local search and metaheuristics such as tabu search and genetic algorithms. ILP formulations for the L-GMST were first given by Dror et. al. [5] . However, two out of their three models were subsequently shown to be invalid by Feremans et. al. [8] . Another branch-and-cut based exact algorithm was suggested by Feremans [9] . Transformational techniques to convert an instance of the L-GMST problem to the E-GMST are also discussed in [9] . Besides the ILP formulations, Dror et. al. [5] also proposed four heuristic algorithms and a genetic algorithm based optimization procedure for the L-GMST. Two other polynomial time heuristics have been suggested by Ihler et. al. in [3] .
Our proposed algorithm is based on the swarm intelligence paradigm which appears in biological swarms of certain insect species and gives rise to intelligent behavior through complex interaction of thousands of autonomous swarm members. A main principle behind swarm interaction is stigmergy, or communication through the environment. An example is pheromone laying on trails followed by ants. Pheromone is a potent form of hormone that can be sensed by ants as they travel along trails. It attracts ants which therefore tend to follow trails that have high pheromone concentrations. This causes an autocatalytic reaction, i.e., one that is accelerated by itself. Ants attracted by the pheromone will lay more pheromone on the same trail, causing even more ants to be attracted. Swarm intelligence paradigms thus use positive reinforcement as a search strategy. The Ant Colony System (ACS) algorithm, an optimization procedure inspired by swarm intelligence principles, was originally proposed by Dorigo and Gambardella [13] for solving the celebrated traveling salesman problem.
THE ACS ALGORITHM FOR L-GMST

Notation
The following notation will be used in this paper: If two nodes are chosen from a cluster, it is possible for them to be joined by inter-cluster edges, as shown here. In many applications, however, the weights of inter-cluster edges are much greater than the weights of the intra-cluster edges, and a solution such as this will not be the optimal L-GMST.
= set of edges whose end nodes are in cluster C c (also referred to as intra-cluster edges) E = set of all inter-cluster edges :
= pheromone level on the edge i → j at time t W ij = weight of the link between nodes i and j η ij = visibility of node j from node i :
= tunable parameter to control η ij for Type-A ants, possibly time-varying, 0 < β A ≤ 1 β B (t) = tunable parameter to control η ij for Type-B ants, possibly time-varying, 0 < β
In the following section, we discuss the tree building mechanism for each ant, given an input graph G = (N (C c ), E : c ∈ C) and a symmetric edge weight matrix W. We assume that there is no overlap between the clusters, or, any node can be a member of only one cluster. All elements of W are assumed to be real and non-negative. If an edge does not exist between nodes i and j, W ij = ∞. We also assume that the elements of the weight matrix satisfy the triangle inequality; i.e., if there are edges between the node pairs (i, j), (j, k) and (i, k), then we have:
Else, all W ij 's for which an edge exists between i and j are replaced by the cost of the shortest path between i and j.
where cost(SP (i, j)) denotes the cost of the shortest path between nodes i and j. Note that the above transformation is not equivalent to computing the shortest path matrix (or closure matrix) since only those elements of W ij for which an edge exists are modified. We will use the notation (i ↔ j) to denote a bidirectional edge between nodes i and j while a directed edge from i to j is represented by (i → j). The notation (i, j) is used to refer to the node pair. With a slight abuse of notation, we also use the set E to refer to all directed edges, {i → j}, in the graph.
Tree building by an ant
Tree building in our ACS algorithm is an iterative procedure where a population of ants (or agents) work in parallel to generate feasible solutions. For an L-MST instance with C clusters, each ant is allowed C − 1 iterations to generate a feasible solution. Starting from a randomly chosen initial cluster, each ant chooses an inter-cluster edge at iteration k from a set of candidate edges {(i → j) ∈Ē}, where i belongs to the set of nodes in clusters which have been spanned till iteration k − 1, denoted by CS k−1 , and j belongs to the set of nodes in clusters which have not been spanned till iteration k − 1, denoted by CNS k−1 . If the set of candidate edges is empty, the partial solution is labeled invalid and assigned a high cost. See Fig. 2 . In Figure 2 . Generation of an invalid solution. The set of all inter-cluster and intra-cluster edges is shown. Even though a GMST clearly exists, if the first edge chosen is the one marked by a thick line, cluster 3 cannot be spanned in.
our simulations, we have observed that the frequency of occurrence of invalid solutions is significantly reduced if the tail nodes in the candidate edge list are chosen from certain rooted forests within the clusters which have been spanned. This improvement is most pronounced for problem instances which are sparsely connected and have one or more clusters with a high number of connected components. We discuss this concept and the tree construction algorithm in detail below. See Fig. 3 for an illustration of the tree-building algorithm.
1. Initially, we mark all nodes as unshaded and all clusters as not spanned. Next, we choose an initial cluster, either randomly, or probabilistically according to the node densities of the clusters. For example, if the input graph has 3 clusters, with 1, 3 and 6 nodes, the node densities of the clusters are 0.1, 0.3 and 0.6 respectively. If the initial cluster is chosen probabilistically, cluster 3 will be chosen about 60% of the time.
Suppose the initial cluster chosen is C a . Label C a as spanned and define:
For the first iteration, we prepare a list of candidate edges
and (c) (m → n) ∈ E. The notation N (CS 0 ) denotes the set of nodes in CS 0 . Next, we choose an edge (i 1 → j 1 ). The criterion based on which the edge is chosen will be discussed subsequently (see Fig. 4 ). Suppose j 1 ∈ C b . Cluster C b is then labeled spanned and nodes i 1 and j 1 are marked shaded. Note that a cluster which has at least one shaded node must be spanned, and conversely, a cluster with no shaded node must not be spanned. Next, we grow the largest forests rooted at nodes i 1 and j 1 ,
, and mark the nodes in the largest forests as shaded. Note that these forests are local; i.e., they are composed of only intra-cluster edges. A greedy algorithm, such as the one discussed in Section 12.3 of [15] , may be used to compute the largest forests, with the adjacency matrix of the nodes within the cluster as the weight function. Now define
. If all clusters have been spanned, we stop. Otherwise, we prepare a set of candidate edges {m → n}, such that (a)
Note that, because of the last condition, only those directed edges whose tail nodes belong to the largest rooted forests in the spanned clusters are eligible for consideration as a candidate edge. Another implication of condition (d) is that it will preclude solutions of the type shown in Fig. 1 (c), where two nodes located in the same cluster, with no direct path between them, are connected by one or more inter-cluster edges. This wont be a problem, however, if any of the following conditions are satisfied:
• the problem instance is such that a local spanning tree exists for all clusters, i.e., for any cluster C a , it is possible to reach all other nodes in C a from any node i ∈ C a , and, the weights of all intra-cluster edges are smaller than the weight of any inter-cluster edge, or • the weight matrix is replaced by a shortest path matrix, i.e., all W ij 's are transformed as:
where cost(SP (i, j)) is the cost of the shortest path between nodes i and j. The shortest path matrix can be calculated in O(N 3 ) time using the Floyd-Warshall algorithm (see Section 5.6 of [1] ). With the above transformation, the total number of edges in the underlying graph is effectively equal to N (N −1)/2, which may be significantly higher than the original number of edges E.
On the positive side, imposing condition (d) ensures that a valid solution can be found after C − 1 inter-cluster edges have been chosen during the construction phase.
From a modeling aspect, condition (d) implies an added constraint on the ILP model for the L-GMST; that, if more than one node is chosen from a cluster, they must be connected in the GMST by intra-cluster edges.
If the set of candidate edges is empty but not all clusters have been spanned, we set the cost of the partial solution to ∞ and break out of the iterative process. Otherwise, we choose an edge, say (i 2 → j 2 ), j 2 ∈ C c , label C c as spanned, grow the largest forest in C c rooted at node j 2 , F (j 2 , C c ), and mark the nodes in F (j 2 , C c ) as shaded. Note that the cluster to which node i 2 belongs must be spanned and therefore a rooted forest already exists for that cluster. Finally, we define:
. The above step is repeated till all clusters have been labeled spanned. 5. After the tree construction algorithm terminates successfully, i.e., after all clusters have been spanned in, all redundant edges which are not required to complete the GMST are pruned from the local forests grown during the construction phase. The remaining set of intra-cluster edges is appended to the set of inter-cluster edges chosen during the construction phase to complete the GMST. We now discuss the criterion by which an ant chooses an edge at any iteration of the tree-building process. Edge selection is either random or deterministic and based on selection probabilities of the constituent edges in the candidate list. The extent to which probabilistic decisions are made is controlled by a possibly time varying tunable parameter, q 0 (t). In our implementation, we gradually reduce q 0 (t) over time so that decision making is predominantly probabilistic during the initial stages of the algorithm and mostly deterministic during the latter stages. Edge selection is also dependent on the behavioral characteristics of the ant population. These characteristics, which are controlled by tunable parameters, are stochastically adapted to allow for better exploration of the search space during the initial stages of the algorithm. The factors which determine the desirability of choosing an edge (i → j) at iteration k and time t are:
• local visibility of node j from i, η ij , which is inversely proportional to the weight of the edge (i ↔ j), W ij . Greater the local visibility, higher is the desirability of choosing that edge. In our algorithm, we use two types of ants, Type-A and Type-B, with different behavioral characteristics. This difference is induced by unequal exponential scaling of the local visibilities for the two types of ants. Specifically, let β A (t), 0 < β A (t) ≤ 1, be the exponential scaling parameter for Type A ants and In general, suppose that the initial edge chosen is (i1 → j1), i1 ∈ N (Ca) and j1 ∈ N (Cb). Mark nodes i1 and j1 as shaded, as shown in the figure. Also, mark clusters Ca and Cb as spanned. Note that a cluster which has at least one shaded node must be spanned, and conversely, a cluster with no shaded node must not be spanned. (c) For the first iteration only, grow the largest forests rooted at nodes i1 and j1, F (i1, Ca) and F (j1, Cb). Mark the nodes in the largest forests as shaded. In this figure, we show the largest rooted forests for clusters 1 and 2 and the set of all shaded nodes. Edges which are part of the largest rooted forests are shown dotted.
(d) For all subsequent iterations, prepare a candidate edge list such that tail nodes of the edges in the list are shaded and the head nodes are located in clusters labeled not spanned. Choose an edge from the candidate edge list, say (i2 → j2). Suppose j2 ∈ N (Cc). Mark node j2 as shaded and label cluster Cc as spanned. Note that the cluster to which node i2 belongs is already spanned. If all clusters are spanned, the tree building algorithm terminates, as is the case in our example. Otherwise, we repeat steps (c) and (d), with the exception that, in step (c), we now grow only the largest forest rooted at j2. (e) After the tree building algorithm terminates, we may have redundant intra-cluster edges, which are pruned. In the figure, we have pruned the redundant edges in clusters 1 and 2. (f) The remaining intra-cluster edges are appended to the set of inter-cluster edges chosen previously to complete the solution. If edges are chosen probabilistically based on scaled local visibilities, the Type B ant is twice as likely to choose edge (1 → 2) over (1 → 3). The Type A ant, however, is almost equally likely to choose any of the two edges. Type A ants are therefore less greedy and better suited for random exploration of the search space.
During the initial time instants, we use an almost even mix of Type A and Type B ants. Over time, the population of Type A ants is gradually converted to Type B. This limits the exploratory regime and guides the algorithm towards convergence.
• pheromone level on the edge at time t. Since edges which are part of better solutions are positively reinforced, presence of a high pheromone level on an edge is used to boost the desirability of choosing that edge. At time t, the pheromone level on the edge (i → j) reflects the cumulative knowledge acquired by the ants till time t − 1 on the desirability of moving to node j from node i. A very high pheromone level on any edge, therefore, makes it much more probable for that edge to be included in the final tree.
The exact formulae for computing the edge selection probabilities is shown in Fig. 4 which summarizes the edge selection mechanism discussed above. From equation (4), it is apparent that the initial stages of the algorithm (small t), when the pheromone levels on the edges are almost uniform, are conducive to the exploratory behavior of Type A ants. With gradual pheromone build-up over time, the selection probabilities (the a ij 's) are dominated by the pheromone levels on the edges. Coupled with the fact that decision making is mostly deterministic as time increases (see Step 3 in Fig. 4) , it is apparent that the benefit of using Type A ants reduces over time. This provides an intuitive justification for gradually converting the Type A ants to Type B as t increases. A complete pseudocode of the tree building algorithm is shown in Fig. 5 , with an optional local tree improvement step and a "shortest path replacement and edge elimination" (SPREE) step for non-Euclidean problem instances whose weight matrices are transformed as shown in (2) . These are discussed below.
Non-Euclidean weight matrices: Shortest path replacement and edge elimination (SPREE)
We mentioned at the beginning of this section that the weight matrix for non-Euclidean problem instances is transformed according to (2) before the ACS algorithm is applied. Though this transformation is helpful, it is only a partial remedy, as illustrated in Fig. 6 . Given a solution, it may be possible to improve it by replacing the edges which underwent a weight transformation (i.e., the edges for which W ij > cost(SP (i, j)) in the input graph) with their shortest paths and eliminating any resulting multi-edges 1 .
A local tree improvement heuristic
As indicated in Fig. 5 , it is possible to embed a local tree improvement heuristic within the tree building algorithm. Alternately, the heuristic can be applied only on the best solution at time t, T cbest (t). In our implementation, we have incorporated a simple branch exchange heuristic for tree improvement. This is done for all ants, before their costs are evaluated, as shown in step 6 of Fig. 5 . A brief description of the branch exchange algorithm follows. Given an initial tree, the algorithm temporarily removes an edge (say e c ) from the tree and checks whether the two disconnected components (e.g. T 1 and T 2 ) created by the edge removal operation can be reconnected using a cheaper replacement edge (say e r ) whose end nodes are in T 1 and T 2 . If so, the edge e c is replaced by e r and the algorithm is applied on the modified tree. This procedure is repeated till no further improvement is possible.
Edge reinforcement mechanism
In this section, we describe our edge reinforcement strategy. We adopt an elitist approach, or, in other words, only the best ant at each time instant is allowed to positively reinforce the edges constituting its solution. Let us first define the following parameters:
• T gbest (t) = global best tree till time t.
• J gbest (t) = cost of T gbest (t).
• T cbest (t) = best tree at current time t.
• J cbest (t) = cost of T cbest (t).
1 A multi-edge is a collection of two or more edges having identical end nodes [16] .
For t = 1, the current best ant is designated the global best ant as shown below:
For t > 1,
The reinforcement mechanism is straightforward, as shown in Fig. 7 . Figure 7 also shows an optional pheromone thresholding step. Implementing this step might prevent premature stagnation of the search process for certain problem instances. However, we have not noticed any evidence of stagnation in the simulations we have conducted so far. All edges which are part of the global best solution till time t, T gbest (t), receive a positive reinforcement which is inversely proportional to its cost, J gbest (t), and a negative reinforcement (evaporation) which is controlled by the parameter ρ (9) . The smaller the cost of T gbest (t), the higher the positive reinforcement. The exact pheromone delivery amount is regulated by the parameter γ.
If the edge is not part of T gbest (t), but is part of the current best solution at time t, T cbest (t), it receives a positive reinforcement which is inversely proportional to its cost J gbest (t), weighted by the ratio J gbest (t)/J cbest (t), and a negative reinforcement controlled by the parameter ρ (10). As in the previous paragraph, the exact pheromone delivery amount is regulated by γ. Note that, if T cbest (t) is almost as good as T gbest (t), the ratio J gbest (t)/J cbest (t) 1 and therefore T cbest (t) receives almost the maximum allowable reinforcement amount, γ/J cbest (t) γ/J gbest (t). Conversely, if T cbest (t) is significantly worse than T gbest (t), its edges receive almost negligible reinforcement (attenuated as J gbest (t)/J 2 cbest (t)). All other edges receive only a negative reinforcement (11) . Fig. 8 provides a high level description of the overall algorithm. /* Let edge list k denote the candidate edge list at iteration k. */ 1. Let A k = {aij : (i → j) ∈ edge list k } be the decision matrix based on which an ant makes its decision for selecting an edge at iteration step k. The elements {aij } are computed as follows:
, for Type A ants τ ij (t)f B (ηij )
, 
else /* explore, probabilistic decision making. */ Choose the edge (u → v) from A k probabilistically, e.g., using a roulette-wheel mechanism. end if 4. Let (ik → jk) denote the edge chosen at iteration k. Assign (ik → jk) := (u → v) /* this extra notation is introduced to maintain consistency with our previous discussion of the tree building algorithm */ Figure 4 . Pseudo-random-proportional edge selection criterion at any iteration k of the tree building process.
SIMULATION RESULTS
We have tested our algorithm on some of the problem instances used by Dror et al in [6] and Feremans in [9] 2 . The edge weight matrices for the problem instances are symmetric, non-Euclidean and each element is an integer drawn from an uniform distribution between 1 and 50. See [6] for a discussion on how the datasets were generated. Since the elements of the input weight matrix do not satisfy the triangle inequality, we first transformed it according to (2) . Table 3 shows the values of the parameters used in the simulations. A key point to note in Table 3 is the dynamic nature of the parameters q 0 (t), β A (t) and the number of Type A and B ants. Gradually reducing q 0 (t) ensures that the bulk of the exploration work (step 3 in Fig. 4 ) is carried out during the initial stages of the algorithm, when the pheromone distribution on the edges is not too uneven and "trail conditions" are more suitable for Type A ants. Increasing β A (t) has the effect of reducing the local visibility of Type A ants so that they start behaving more like their Type B counterparts as t increases. In fact, for 0.6 * t MAX + 1 ≤ t ≤ t MAX , β A (t) = β B (t), which ensures that all ants concentrate on a select group of edges and look for better solutions within their neighborhoods, during the final stage of the algorithm. The pheromone thresholding option in Figure 7 was disabled, but the local search and SPREE components in Figure 5 were enabled.
Parameter
Parameter value We ran the ACS algorithm three times for every problem instance. The results, along with the optimal costs and those reported by Dror et al in [6] are shown in Table 3 . While Dror et al provide results for four heuristics and a genetic algorithm (GA), we cite only the GA results here since they produce the best solutions. For each test instance, we used a population of 5 ants. The maximum running time of the algorithm, t MAX , was set to 100 for problem instances 1 to 6 (which we refer as Group A) and to 200 for problem instances 7 to 10 (referred to as Group B) 3 . The ACS costs reported here therefore represent the best of a maximum of 500 solutions for Group A and 1000 solutions for Group B. In comparison, the results reported in [6] represent the best of a maximum of 2000 solutions (population size = 100 and number of generations = 20).
From Table 3 , it can be seen that:
• for problem instances 1 to 5 and 7, both the ACS algorithm and Dror et al's GA algorithm are able to find the optimal solutions.
• for problem instance 6, the ACS algorithm is able to find the optimal solution. The reported GA solution is about 110% of the optimal cost.
• for problem instances 8 and 10, neither algorithm finds the optimal solution. However, in both cases, the ACS algorithm is able to improve upon the GA solution.
• for problem instance 9, the GA algorithm finds the optimal solution but the ACS algorithm does not. The best ACS solution is approximately 123% of the optimal cost.
We are currently in the process of generating other (both Table 2 . Computational results. The first column lists the problem instance numbers (same as those used in [6] and [9] ); the second, third and fourth columns list the number of nodes (N ), number of undirected edges (E) and number of clusters (C); the fifth column lists the optimal costs; the sixth column lists the GA solution costs reported by Dror, Haouari and Chaouachi in [6] and the last 3 columns list the best solution costs obtained by running our ACS algorithm 3 times on each problem instance.
Euclidean and non-Euclidean) test instances with the following characteristics 4 : • a spanning tree exists for each cluster (i.e., the graph (N (C c ), E(C c )) is connected for all c).
• the weights of the intra-cluster edges are smaller than the weight of any inter-cluster edge. Computational results for these datasets and a second batch of 10 test instances (gmst 11 to gmst 20) from [6] will be reported in an upcoming journal version of the paper.
CONCLUSION
In this paper, we considered the "at least" version of the Generalized Minimum Spanning tree problem (L-GMST), which is known to be NP -hard. We proposed an ant colony system based solution approach for the L-GMST. A key feature of our algorithm is its use of ants of different behavioral characteristics, which are adapted over time. Computational results on datasets used in earlier literature indicate that our algorithm provides similar or better results for most of them. Figure 5 . A pseudocode of the complete tree building algorithm. Recall that Tm(t) denotes the tree built by ant m at time t. Though not shown, the above algorithm should terminate prematurely if the list of candidate edges is empty at any iteration and not all clusters have been spanned. In that case, the cost Ym(t) is set to ∞. /* ρ and γ are parameters which regulate pheromone evaporation and delivery. */ for all (i, j) ∈ E, if (i, j) ∈ T gbest (t) τ ij (t + 1) = (1 − ρ)τ ij (t) + γ J gbest (t)
elseif (i, j) ∈ T cbest (t) 
endif Figure 7 . Edge reinforcement rules, with optional pheromone thresholding.
