Abstract-We consider an unconstrained distributed optimization problem and assume that the bit rate of the communication in the network is limited. We propose a distributed optimization algorithm with an iteratively refining quantization design, which bounds the quantization errors and ensures convergence to the global optimum. We present conditions on the bit rate and the initial quantization intervals for convergence, and show that as the bit rate increases, the corresponding minimum initial quantization intervals decrease. We prove that after imposing the quantization scheme, the algorithm still provides a linear convergence rate, and furthermore derive an upper bound on the number of iterations to achieve a given accuracy. Finally, we demonstrate the performance of the proposed algorithm and the theoretical findings for solving a randomly generated example of a distributed least squares problem.
inexact proximal-gradient method, as well as its accelerated version, are introduced. The proximal gradient method, also known as the iterative shrinkage-thresholding algorithm (ISTA) [1] , has two main steps: the first step is to compute the gradient of the smooth objective and the second step is to solve the proximal minimization. The conceptual idea of the inexact proximal-gradient method is to allow errors in these two steps, i.e. an error in the calculation of the gradient and an error in the proximal minimization. The results in [9] show convergence properties of the inexact proximalgradient method and provide conditions on the errors, under which convergence of the algorithm can be guaranteed. In this paper, we focus on communication errors and build on the results of [9] .
We consider an unconstrained distributed optimization problem, where each sub-system has a local cost function, that involves both local and neighbouring variables. The problem is solved in a distributed manner with only local communication. In many problems, the communication bandwidth is limited requiring quantization of the information exchanged among the neighbouring sub-systems. The quantization process results in inexact iterations throughout the distributed optimization algorithm, which affect its convergence. Related work includes [2] , [5] , [10] and [7] , which study the effects of quantization on the performance of averaging or distributed optimization algorithms.
We propose a distributed optimization algorithm with progressive quantization design building on the work in [9] and [10] . The main idea behind the proposed method is to apply the inexact gradient method to the distributed optimization problem and to employ the error conditions, which guarantee convergence to the global optimum, to design a progressive quantizer. Motivated by the linear convergence upper-bound of the optimization algorithm, the range of the quantizer is set to reduce linearly at a rate smaller than one and larger than the rate of the algorithm, in order to refine the information exchanged in the network with each iteration and achieve overall converge to the global optimum. The proposed quantization method is computationally cheap and consistent throughout the iterations as every node implements the same quantization procedure. The detailed contributions of this work are the following:
• We propose an unconstrained distributed optimization algorithm with iteratively refining quantization design. This method computes an optimal solution of a distributed optimization problem with locally coupled cost function under limited communication, i.e. each subsystem can only communicate with its neighbours, and at each iteration, only a fixed number of bits can be transmitted.
• We present conditions on the parameters of the quantizers, i.e. the number of bits and the initial quantization intervals, which guarantee convergence of the algorithm.
• We prove that the algorithm with the quantization design preserves the linear convergence rate, and furthermore derive an upper bound on the number of iterations to achieve a given accuracy.
• We demonstrate the performance of the proposed method and the theoretical results for solving a randomly generated example of a least squares problem with 20 subsystems.
II. PRELIMINARIES

A. Notation
Let v ∈ R nv be a vector. v and v ∞ denote the l 2 and infinity norms of v, respectively. Note that v ∞ ≤ v 2 ≤ √ n v v ∞ . Let f : Θ → Ω be a strongly convex function; σ f denotes the convexity modulus p − q, x − y ≥ σ f x−y 2 , where p ∈ ∂f (x), q ∈ ∂f (y) and ∂f (·) denotes the set of sub-gradients of the function f at a given point. L(f ) denotes a Lipschitz constant of the function f , i.e. f (
B. Inexact gradient method
In this section, an inexact gradient method, which is a special case of the inexact proximal-gradient method proposed in [9] , will be introduced. The convergence theorem based on the theoretical results in [9] will be presented. Inexact gradient method addresses optimization problems of the form in Problem II.1 and requires Assumption II.2. The inexact gradient method is given in Algorithm 1.
Problem II.1. Assumption II.2. φ is a strongly convex function with a convexity modulus σ φ and Lipschitz continuous gradient with constant L(∇φ).
Algorithm 1 Inexact Gradient Method
Require:
The inexact proximal-gradient method proposed in [9] considers two kinds of errors: an error in the gradient calculation and an error in the computation of the proximal minimization. In Algorithm 1, we only focus on the first kind of error and denote it by e k at each iteration k. The following proposition states the convergence property of inexact gradient method, which can be easily derived from Proposition 4 in [9] , by considering the second objective and the error in the computation of the proximal minimization to be zero. Proposition II.3 (From Proposition 4 in [9] ). Let {w k } be generated by inexact gradient method defined in Algorithm 1. If Assumption II.2 holds, then for any k ≥ 1 we have
where γ = σ φ L(∇φ) and w 0 and w denote the starting sequence of Algorithm 1 and the optimal solution of Problem II.1, respectively, and
As discussed in [9] , the upper-bound in Proposition II.3 allows one to derive sufficient conditions on the error sequence {e k } for the convergence of the algorithm to the optimal solution w * :
• If the series { e k } decreases linearly at a rate of κ < (1 − γ), then w k − w converges linearly with the rate 1 − γ.
• If the series { e k } decreases linearly at a rate of (1 − γ) < κ < 1, then w k − w converges linearly with the rate κ.
• If the series { e k } decreases linearly at a rate of κ = (1 − γ), then w k − w converges linearly at a rate of
C. Uniform quantizer
Let x be a real number. A uniform quantizer with a quantization step-size ∆ and the mid-valuex can be expressed as
where sgn(·) is the sign function. The parameter ∆ is equal to ∆ = l 2 n , where l represents the size of the quantization interval and n is the number of bits sent by the quantizer. In this paper, we assume that n is a fixed number, which means that the quantization interval is set to be
The quantization error is upper-bounded by
For the case that the input of the quantizer and the midvalue are not real numbers, but vectors of dimension n x , the quantizer Q is composed of n x independent scalar quantizers in (2) with the same quantization interval l and corresponding mid-value. In this paper, we design a uniform quantizer denoted as Q k (·) with changing quantization interval l k and mid-valuex k at every iteration k of the optimization algorithm.
III. DISTRIBUTED OPTIMIZATION WITH LIMITED
COMMUNICATION
In this section, we will apply the inexact gradient method to an an unconstrained distributed optimization problem, where the error results from limited local communication.
We assume that at each iteration, only a fixed number of bits can be transmitted and the exchanged information must be quantized. We design a uniform quantizer using a varying quantization interval and mid-value to refine the exchanged information at each iteration. Motivated by the linear complexity bound of the inexact gradient method in Theorem II.3, the quantization interval is updated by a linearly decreasing function, and as a result the induced quantization noise decreases at the same rate. We show conditions on the number of bits, the initial quantization intervals and the linear decrease rate, under which the inexact distributed algorithm converges to the global optimum and the linear convergence rate is preserved.
We consider a network of M agents. The agents interact and communicate according to a fixed undirected graph G = (V, E). The vertex set V = {1, 2, · · · , M } represents the agents and the edge set E ⊆ V × V specifies pairs of agents that can communicate. If (i, j) ∈ E, we say that agents i and j are neighbours, and we denote by N i = {j|(i, j) ∈ E} the set of the neighbours of agent i. Note that N i includes i. We denote d as the degree of G. The state of agent i and the global state are denoted by
T , respectively. The dimension of the local state x i is denoted by m i and the maximum dimension of the local states is denoted bym, i.e.m := max 1≤i≤M m i . The concatenation of the state of agent i and the states of its neighbours is denoted by x Ni . With the selecting matrices E i and F i , they can be represented as x Ni = E i x and x i = F i x Ni . Note that E i = F i = 1. We solve a distributed optimization problem of the form in Problem III.1:
Assumption III.2. We assume that the global cost function f (·) is strongly convex with a convexity modulus σ f
and Lipschitz continuous gradient with constant L
Assumption III.3. We assume that every local cost function has Lipschitz continuous gradient with constant L i , and denote L max as the maximum Lipschitz constant of the local functions, i.e. L max := max 1≤i≤M L i .
We apply the gradient method to Problem III.1. The parameter γ is equal to
Algorithm 2 presents the proposed distributed algorithm with progressive quantization design, in which each agent updates its state, computes the gradient of its cost function locally and sends the updated value to its neighbours. At each iteration, each agent sends information to its neighbours twice: the updated state x k i , and the gradient ∇f In the following, we present three lemmas to link Algorithm 2 Inexact distributed algorithm with quantization refinement Require: Initializex Once we prove the three lemmas, we are ready to present the main theorem.
Lemma III.4. Algorithm 2 is equivalent to applying the inexact gradient method in Algorithm 1 to Problem III.1 with φ = f and
Furthermore, e k is upper-bounded by
Proof: The gradient computation error e k in Algorithm 1 is equal to
Then,
From the discussion in Section II-B, we know that if e k decreases linearly at a rate larger than (1−γ), then w k −w converges linearly at the same rate as e k . Lemma III. , and x p+1 − x converges linearly at the rate κ and satisfies
. (7) Proof: From the property of the uniform quantizer, we know that if x 
From Lemma III.4, we have
Since the quantization intervals are set to l
. Proposition II.3 and
Since 0 < (1 − γ) < κ < 1, by using the property of geometric series, we get that the expression above is equal to
.
Hence, inequality 7 is proved. From Lemma III.5, we know that the last missing piece is to show that the values x k i and ∇f k i fall inside the quantization interval at every iteration k. The following assumption presents conditions on the number of bits n and the initial quantization intervals C α and C β , which guarantee that for each iteration, x k i and ∇f k i in Algorithm 2 fall inside the changing quantization intervals and the quantization errors decrease linearly with the constant κ, which further implies that Algorithm 2 converges to the global optimum linearly with the same rate κ.
Assumption III. 6 . We assume that the number of bits n and the initial quantization intervals C α and C β satisfy
with
Remark III.7. Assumption III.6 can always be satisfied by increasing n, C α and C β .
Remark III.8. For a fixed n, inequalities (8) and (9) represent two polyhedral constraints on C α and C β . Therefore, the minimal C α and C β can be computed by solving a simple LP problem, i.e. minimizing C α + C β subject to C α ≥ 0, C β ≥ 0, and inequalities (8) and (9). Since the minimal n is the smallest value for which the LP problem has a feasible solution, the minimal n can be found by testing feasibility of the LP problem. Proof: We will prove Lemma III.9 by induction.
• Base case: At k = 0, since C α and C β are positive numbers andx
and x 0 i are initialized to zero, it holds that
• Induction step: Let g ≥ 0 be given and suppose that
2 for k ≤ g. We will prove that
and
for i = 1, · · · , M . 1. We first show (10) . From Algorithm 2, we know
From Lemma III.5 and the assumption of the induction, it follows that the above expression is upper-bounded by
We substitute C = M dm(LmaxCα+C β ) 2 n+1
and simplify it as
with the parameters defined as in Assumption III.6. Since inequality (8) holds, the term above is bounded by Cα 2 κ g+1 . Thus, inequality (10) holds. In the following, we prove that inequality (11) is true.
Again using Lemma III.5 and the assumption of the induction, it follows that the above is upper-bounded by
, we simplify the expression above as
with the parameters defined as in Assumption III.6. Since inequality (8) holds, the term above is bounded
2 . Thus, inequality (11) holds. We conclude that by the principle of induction, the values of Theorem III.10. If Assumptions III.2, III.3 and III.6 hold, then for k ≥ 0 the sequence {x k } generated by Algorithm 2 converges to the optimum linearly with the constant κ and satisfies
. (12)
. k satisfies inequality (12). The complexity bound in Proposition II.3 states that if the error is equal to zero, the algorithm converges linearly with the constant 1 − γ. After imposing quantization on the algorithm, it still converges to the global optimum linearly but with a larger constant κ > 1 − γ. We conclude that with the proposed quantization design, the linear convergence of the algorithm is preserved, but the constant of the convergence rate is enlarged in order to compensate for the deficiencies from limited communication.
IV. NUMERICAL EXAMPLE This section illustrates the theoretical findings of the paper and demonstrates the performance of Algorithm 2 by solving a distributed least squares problem
We randomly generate a connected network with M = 20 agents, and degree d = 8. Each sub-system has two variables, i.e. m i = 2. Each agent has a local cost function f i (x Ni ) = x 4 , respectively . The minimum number of bits is equal to n min = 11. In the simulation of Fig. 1 , n is set to 11, 13 and 15, and the initial quantization intervals C α and C β are set to corresponding minimum values satisfying Assumption III.6. Fig. 1 shows the performance of Algorithm 2. We can observe that the proposed distributed algorithm with quantization converges to the global optimum linearly and the performance is improved when the number of bits n is increased. The algorithm is implemented in Matlab, and the optimum x is computed by Matlab as well. Due to truncation and rounding errors, the accuracy of the exact solution, i.e. with zero error, is limited to a value around 10 −15 . Fig. 2 shows the relationship between the number of bits n and the corresponding minimal initial quantization intervals C α and C β satisfying Assumption III.6. As n increases, the required minimal C α and C β decrease. Relationship between the number of bits n and the minimum initial quantization intervals C α and C β satisfying Assumption III.6.
