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a b s t r a c t
In this article, He’s variational iteration method is applied to linear Sturm–Liouville
eigenvalue and boundary value problems, including the harmonic oscillator. In this
method, solutions of the problems are approximated by a set of functions that may
include possible constants to be determined from the boundary conditions. By computing
variations, the Lagrange multipliers are derived and the generalised expressions of
variational iterations are constructed. Numerical results show that the method is simple,
however powerful and effective.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
It is not in general easy to find a closed-form solution of differential equations [1,2]. Apart from numerical integration
methods, several analytical ones, such as the variational iteration and the Adomian decomposition methods are proposed
to find approximate, and if possible in closed form, solutions of differential equations.
This paper focuses on the variational iteration method (VIM), which was introduced by He [3] to solve approximately
the differential equations. The proposed method can be applied successfully to different types of systems. For example, He
applied themethod to autonomous ordinary differential equations and approximated solutions of some nonlinear problems
in [2,4] and, recently, in [5,6]. In [7], an application of the method to the differential equations with delay was shown.
Momani et al. [8] used VIM for solving nonlinear boundary value problems. Furthermore, in [9], He applied the method to
the initial–boundary value problems of order eight; in [10], Noor and Mohyud-Din used He’s polynomials to approximate
solutions of higher-order boundary value problems. In [11], Momani and Abuasad implemented the scheme to solve the
Helmholtz equation, and Abulwafa et al. successfully applied the method to the nonlinear Boltzmann equation in [12].
Recently, Rafei et al., in [13], applied the technique efficiently to approximate the solutions of the epidemic and the predator
and prey models.
In order to illustrate the basic concepts of He’s variational iteration method, let us consider the system
Tu(x) = g(x), x ∈ I,
where T is a differential operator that acts on sufficiently smooth functions u defined on some interval I ⊆ R. The function
g is given, and defined for all x ∈ I . The VIM is based on splitting T into linear and nonlinear operators as follows:
Lu(x)+ Nu(x) = g(x), (1)
where L is a linear and N is a nonlinear differential operator.
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A correction functional of Eq. (1) is the variational iteration method described iteratively, for each k = 0, 1, 2, . . . , by
uk+1(x) = uk(x)+
∫ x
0
µ
{
Luk(s)+ Nu˜k(s)− g(s)
}
ds, (2)
given the initial approximation u0(x), whereµ is the so-called general Lagrangemultiplier [14]. The Lagrangemultiplier can
be identified via the variational theory [15,16]. The iterates uk denote the kth-order approximate solutions, and the u˜k are
the restricted variations so that their variations are zero, δu˜k = 0. Employing the restricted variation in Eq. (2) makes it easy
to compute the Lagrange multiplier, see for instance [2–4,7,16–19]. Under reasonable choice of u0, the fixed point of the
correction functional (2) is considered as an approximate solution of (1), see [20] for the convergence of He’s VIM. In case of
linear equations, exact solutions can be obtained by only a single iteration. For nonlinear operators, reliable approaches are
introduced in [21], recently.
Sturm–Liouville differential equations arise in physical and engineering problems. In fact, in the framework of operator
splitting methods, there are some other studies on the eigenvalue problems: Attili [22] and Somali, Gokmen [23] applied
the Adomian decomposition for computing eigenvalues and eigenfunctions; further in [24] Attili used the homotopy
perturbation method to eigen-pairs (eigenelements) of two-point boundary value problems.
In what follows, we consider using the variational iteration method to find the eigen-pair of the linear Sturm–Liouville
problem. A linear Sturm–Liouville operator has the form,
Ty(x) := Ly(x) = λr(x)y(x), (3)
where
L = − d
dx
[
p(x)
d
dx
]
+ q(x), x ∈ I := [a, b].
Associated with the differential equation (3) are the separated homogeneous boundary conditions
α1y(a)+ β1y′(a) = 0,
α2y(b)+ β2y′(b) = 0,
whereα1, α2, β1 andβ2 are arbitrary constants provided thatα2i +β2i 6= 0 for i = 1, 2. The values ofλ forwhich the boundary
value problem has a nontrivial solution are called eigenvalues of L. A nontrivial solution corresponding to an eigenvalue is
called an eigenfunction. We will assume that p(x), p′(x), q(x) and r(x) are continuous and p(x) > 0, r(x) > 0 for all x ∈ I
(we refer to [25,26]), for simplicity.
The main objective of this study is to implement the variational iteration method for computing, if possible, in closed
form, the eigenvalues and the eigenfunctions of the Sturm–Liouville problems. In Section 2, we present some examples that
we can compute exactly, as well as approximately, the eigenvalues and corresponding eigenfunctions. Section 3 concludes
the paper with discussions of results.
2. Numerical applications
Each subsection below consists of a specific example of eigenvalue problems that are frequently studied in the context
of Sturm–Liouville operators.
2.1. Dirichlet boundary conditions on [−`, `]
Consider the Sturm–Liouville system
− y′′(x)− λy(x) = 0, x ∈ I = (−`, `), ` > 0, (4)
with homogeneous Dirichlet boundary conditions
y(−`) = 0, y(`) = 0. (5)
The correction functional of differential equation (4) has the following form:
yk+1(x, λ) = yk(x, λ)+
∫ x
0
µ(s; x, λ)
{
−y′′k (s, λ)− λyk(s, λ)
}
ds, (6)
where µ = µ(s; x, λ) is the Lagrange multiplier [4,14]. Then, we have
δyk+1(x, λ) = δyk(x, λ)+ δ
∫ x
0
µ(s; x, λ)
{
−y′′k (s, λ)− λyk(s, λ)
}
ds.
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Note that δyk(0, λ) = 0. Calculus of variations and integration by parts give the stationary conditions
µ′′(s; x, λ)+ λµ(s; x, λ) = 0,
1+ µ′(s; x, λ)|s=x = 0,
µ(s; x, λ)|s=x = 0,
for which the Lagrange multiplier µ should satisfy. Solving this system of equations for µ yields
µ(s; x, λ) = − 1√
λ
sin(
√
λ(s− x)).
Thus, by inserting the Lagrange multiplier into (6) we obtain the recursion for the variational iterates as
yk+1(x, λ) = yk(x, λ)+
∫ x
0
− 1√
λ
sin(
√
λ(s− x))
{
−y′′k (s, λ)− λyk(s, λ)
}
ds. (7)
As an initial approximating solution, let us choose
y0(x, λ) = A+ Bx,
where A and B are constants that are going to be defined by imposing the boundary conditions (5) on the iterates and
normalisation of the corresponding eigenfunctions. Substituting the proposed initial iterate y0(x, λ) in (7) gives
y1(x, λ) = A cos(
√
λx)+ B√
λ
sin(
√
λx)
as the first-order approximation. If the function y1(x, λ) is now forced to satisfy the boundary conditions at x = −` and
x = `, then we get a system of algebraic equations:
y1(−`, λ) = A cos(
√
λ`)− B√
λ
sin(
√
λ`) = 0,
y1(`, λ) = A cos(
√
λ`)+ B√
λ
sin(
√
λ`) = 0.
In order to have a nontrivial solution y1(x, λ), the system yields two infinite sequences of eigenvalues λn:
λn =
(
(2n+ 1)pi
2`
)2
, n = 0, 1, 2, . . . ,
λn =
(npi
`
)2
, n = 1, 2, . . . .
The corresponding linearly independent eigenfunctions un and vn are therefore
un(x) = A cos
(
(2n+ 1)pi
2`
x
)
, n = 0, 1, 2, . . . ,
vn(x) = B `npi sin
(npi
`
x
)
, n = 1, 2, . . . .
Here, the un and vn are of class C(I,R); that is, un(x) and vn(x) are continuous real-valued functions of x ∈ I = (−`, `). The
standard inner product on C(I,R) is defined by
〈un, vn〉 =
∫ `
−`
un(s)vn(s)ds, un, vn ∈ C(I,R),
and the norm induced by the inner product is
‖un‖2 = 〈un, un〉 12 =
(∫ `
−`
|un(s)|2ds
) 1
2
.
Consequently, we obtain the normalisation constants as
A = 1√
`
, B = npi
`
3
2
.
Hence, the normalised eigenfunctions tn(x) = un(x)‖un‖2 and zn(x) =
vn(x)
‖vn‖2 together with their associated eigenvalues have the
forms
tn(x) = 1√
`
cos
(√
λnx
)
, λn =
(
(2n+ 1)pi
2`
)2
, n = 0, 1, 2, . . . ,
zn(x) = 1√
`
sin
(√
λnx
)
, λn =
(npi
`
)2
, n = 1, 2, . . . .
These eigenvalues and eigenfunctions are the exact eigen-pairs of the Sturm–Liouville system in (4).
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2.2. Neumann boundary conditions on [−`, `]
As another example, consider the eigenvalue problem
− y′′(x)− λy(x) = 0, x ∈ I = (−`, `), ` > 0, (8)
with Neumann boundary conditions,
y′(−`) = 0, y′(`) = 0. (9)
Using the variational iteration method, we can construct the correction functional of (8) as follows:
yk+1(x, λ) = yk(x, λ)+
∫ x
0
µ(s; x, λ)
{
−y′′k (s, λ)− λyk(s, λ)
}
ds, (10)
where µ = µ(s; x, λ) is the Lagrange multiplier. Note that δyk(0, λ) = 0. In this case, the Lagrange multiplier can be
identified as
µ(s; x, λ) = − 1√
λ
sin(
√
λ(s− x))
so that the variational iterations in (10) take the form
yk+1(x, λ) = yk(x, λ)+
∫ x
0
− 1√
λ
sin(
√
λ(s− x))
{
−y′′k (s, λ)− λyk(s, λ)
}
ds. (11)
We begin with an initial approximation y0(x, λ) = A+ Bx,where A and B are constants to be determined as before. By the
correction functional (11), we obtain the first-order approximation
y1(x, λ) = A cos(
√
λx)+ B√
λ
sin(
√
λx). (12)
Imposing the boundary conditions in (9) yields
y′1(−`, λ) = A
√
λ sin(
√
λ`)+ B cos(√λ`) = 0,
y′1(`, λ) = −A
√
λ sin(
√
λ`)+ B cos(√λ`) = 0.
Thus, the eigenvalues of this system have the form
λn =
(
(2n+ 1)pi
2`
)2
, n = 0, 1, 2, . . . ,
λn =
(npi
`
)2
, n = 1, 2, . . . .
The corresponding linearly independent nontrivial solutions are
un(x) = B 2`
(2n+ 1)pi sin
(√
λnx
)
, λn =
(
(2n+ 1)pi
2`
)2
, n = 0, 1, 2, . . . ,
vn(x) = A cos
(√
λnx
)
, λn =
(npi
`
)2
, n = 1, 2, . . . .
Hence, the normalisation constants are
A = 1√
`
, B = (2n+ 1)pi
2`
3
2
.
Denoting by tn(x) = un(x)‖un‖2 and zn(x) =
vn(x)
‖vn‖2 , the normalised eigenfunctions, and plugging in the constants A and B, we have
tn(x) = 1√
`
sin
(
(2n+ 1)pi
2`
x
)
, n = 0, 1, 2, . . . ,
zn(x) = 1√
`
cos
(npi
`
x
)
, n = 1, 2, . . . .
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2.3. Dirichlet boundary conditions on [0, `]
Consider the following equation
− y′′(x)− λy(x) = 0, x ∈ I = (0, `), (13)
with homogeneous Dirichlet boundary conditions, but at x = 0 and x = `:
y(0) = 0, y(`) = 0.
As before, we have the iteration formula
yk+1(x, λ) = yk(x, λ)+
∫ x
0
− 1√
λ
sin(
√
λ(s− x))
{
−y′′k (s, λ)− λyk(s, λ)
}
ds.
The zeroth approximation, y0(x, λ) = A+ Bx, is again used, where A and B are to be determined. Then,
y1(x, λ) = A cos(
√
λx)+ B√
λ
sin(
√
λx).
If the boundary conditions are imposed, eigenvalues of Eq. (13) can simply be identified as
λn =
(npi
`
)2
, n = 0, 1, 2, . . . ,
and the corresponding eigenfunctions for the eigenvalues are of the form
un(x) = B `npi sin
(npi
`
x
)
, n = 0, 1, 2, . . . .
By normalising un(x), we consequently obtain
B =
√
2npi
`
3
2
.
Notice that the eigenvalues and eigenfunctions obtained by the variational iteration method are the same as the exact ones.
2.4. Harmonic oscillator
Now we consider the following equation
− y′′(x)+ (x2 − λ)y(x) = 0, x ∈ I = (−∞,∞), (14)
which describes a quantum mechanical harmonic oscillator. It is well-known that the eigen-pairs of the system (14) are
given as follows:
y∞n = Ane−x
2/2Hn(x), λ∞n = 2n+ 1, n = 0, 1, . . . ,
where Hn(x) denotes the Hermite polynomials and An are normalisation constants.
Let us consider system (14) on a truncated domain,−` ≤ x ≤ `, for all ` > 0, as proposed in [26]: the new system now
consists of the differential equation
− y′′(x)+ (x2 − λ)y(x) = 0, (15)
for x ∈ (−`, `) and the Dirichlet boundary conditions
y(−`) = 0, y(`) = 0.
To find the approximate eigen-pair of the truncated system by means of the variational method, the following correction
functional can be constructed:
yk+1(x, λ) = yk(x, λ)+
∫ x
0
µ(s; x, λ)
{
−y′′k (s, λ)+ s2y˜k(s, λ)− λyk(s, λ)
}
ds,
where µ = µ(s; x, λ) is the Lagrange multiplier and y˜k denotes restricted variation, that is, δy˜k = 0. Following the
discussions presented in the previous examples, we obtain the iteration formula
yk+1(x, λ) = yk(x, λ)+
∫ x
0
− 1√
λ
sin(
√
λ(s− x))
{
−y′′k (s, λ)+ s2yk(s, λ)− λyk(s, λ)
}
ds.
Let us start againwith an initial approximation of the form, y0(x, λ) = A+Bx, whereA and B are constant to be determined
so as the solution is nontrivial. Imposing the boundary conditions to the kth-order iterates, for instance, the first-order one,
y1(x, λ) = A+ Bx+
∫ x
0
− 1√
λ
sin(
√
λ(s− x))
{
s2(A+ Bs)− λ(A+ Bs)
}
ds,
we approximate the eigenvalues and eigenfunctions. In Table 1, we present the ground and the first excited state
approximate eigenvalues of system (15) for different values of `. Obtained eigenvalues at the kth iterate are compared
to the exact eigenvalues of the harmonic oscillator: λ∞n = 2n+ 1 for n = 0 and n = 1.
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Table 1
Eigenvalues of Eq. (15) obtained by VIM.
n ` k λ |λ− λ∞n | λ∞n
0 2 3 1.08231643774281 0.0823164377428101 1
6 1.07492263142208 0.0749226314220801
7 1.07490823973019 0.0749082397301899
pi 3 1.39521365408429 0.39521365408429
6 1.00304940330591 0.00304940330591008
7 1.00064596085758 0.000645960857579952
4.5 3 NaN
6 1.27710535363838 0.27710535363838
7 1.10065201458686 0.10065201458686
1 2 3 1.08231643774291 1.91768356225709 3
6 1.07492261826316 1.92507738173684
7 1.0748655886969 1.9251344113031
pi 3 3.16650693566247 0.16650693566247
6 1.0030495485462 1.9969504514538
7 1.00304948090116 1.99695051909884
4.5 3 NaN
6 3.29162140783956 0.29162140783956
7 4.07642824294159 1.07642824294159
3. Conclusion
In this study, the applicability of He’s variational iteration method for obtaining solutions of boundary value problems
and linear Sturm–Liouville problems is demonstrated with some patterns and with the most common eigenvalue problems
in appliedmathematics. Sections 2.1–2.3 show that the use of the variational iterationmethodmay result in exact solutions,
the eigenvalues and the corresponding eigenfunctions, by just a single iteration.
However, this has not been the case for the harmonic oscillator described in Section 2.4. It is possible to overcome some
of the shortcomings of the classical variational iteration method. In this respect, the use of the multistage VIM [1,27] may
be an alternative modified technique of He’s in order to improve the numerical efficiency of the calculations, especially in
cases where the restricted variations are necessary.
It can be concluded that the VIM is a very powerful and relatively easy tool for solving different types of systems, even
for finding eigen-pairs of Sturm–Liouville operators.
References
[1] B. Batiha, M.S.M. Noorani, I. Hashim, E.S. Ismail, The multistage variational iteration method for a class of nonlinear system of ODEs, Physica Scripta
76 (2007) 388–392.
[2] J.-H. He, Variational iteration method for autonomous ordinary differential systems, Applied Mathematics and Computation 114 (2000) 115–123.
[3] J.-H. He, Variational iteration method — some recent results and new interpretations, Journal of Computational and Applied Mathematics 207 (2007)
3–17.
[4] J.-H. He, Variational iteration method a kind of non-linear analytical technique: some examples, International Journal of Non-Linear Mechanics 34
(1999) 699–708.
[5] J.-H. He, X.-H. Wu, Variational iteration method: new development and applications, Computers and Mathematics with Applications 54 (2007)
881–894.
[6] J.-H. He, An elementary introduction to recently developed asymptotic methods and nanomechanics in textile engineering, International Journal of
Modern Physics B 22 (21) (2008) 3487–3578. doi:10.1142/S0217979208048668.
[7] J.-H. He, Variational iteration method for delay differential equations, Communications in Nonlinear Science and Numerical Simulation 2 (1997)
235–236.
[8] S. Momani, S. Abuasad, Z. Odibat, Variational iterationmethod for solving nonlinear boundary value problems, AppliedMathematics and Computation
183 (2006) 1351–1358.
[9] J.-H. He, The variational iterationmethod for eighth-order initial-boundary value problems, Physica Scripta 76 (6) (2007) 680–682. doi:10.1088/0031-
8949/76/6/016.
[10] M.A. Noor, S.T. Mohyud-Din, Variational iteration method for solving higher-order nonlinear boundary value problems using He’s polynomials,
International Journal of Nonlinear Sciences and Numerical Simulation 9 (2008) 141–156.
[11] S. Momani, S. Abuasad, Application of He’s variational iteration method to Helmholtz equation, Chaos, Solitons and Fractals 27 (2006) 1119–1123.
[12] E.M. Abulwafa, M.A. Abdou, A.H. Mahmoud, The variational-iteration method to solve the nonlinear Boltzmann equation, Zeitschrift für
Naturforschung Section A-A Journal of Physical Sciences 63a (3–4) (2008) 131–139.
[13] M. Rafei, H. Daniali, D.D. Ganji, Variational iterationmethod for solving the epidemic model and the prey and predator problem, AppliedMathematics
and Computation 186 (2007) 1701–1709.
[14] M. Inokuti, H. Sekine, T.Mura, General use of the Lagrangemultiplier in nonlinearmathematical physics, in: S. Nemat-Nasser (Ed.), VariationalMethods
in the Mechanics of Solids, Proceedings of the IUTAM Symposium held at Northwestern University, Pergamon Press, Oxford, 1978, pp. 156–162.
[15] B.A. Finlayson, The Method of Weighted Residuals and Variational Principles, with Application in Fluid Mechanics, Heat and Mass Transfer, Academic
Press, 1972.
[16] J.-H. He, Semi-inversemethod of establishing generalized variational principles for fluid mechanics with emphasis on turbomachinery aerodynamics,
International Journal of Turbo & Jet-Engines 14 (1997) 23–28.
[17] J.-H. He, Approximate solution of nonlinear differential equations with convolution product nonlinearities, Computer Methods in Applied Mechanics
and Engineering 167 (1998) 69–73.
[18] J.-H. He, Approximate analytical solution for seepage flow with fractional derivatives in porous media, Computer Methods in Applied Mechanics and
Engineering 167 (1998) 57–68.
328 D. Altıntan, Ö. Uğur / Computers and Mathematics with Applications 58 (2009) 322–328
[19] J.-H. He, Y.-Q. Wan, Q. Guo, An iteration formulation for normalized diode characteristics, International Journal of Circuit Theory and Applications 32
(2004) 629–632.
[20] M. Tatari, M. Dehghan, On the convergence of He’s variational iteration method, Journal of Computational and Applied Mathematics 207 (2007)
121–128.
[21] Z. Odibat, Reliable approaches of variational iteration method for nonlinear operators, Mathematical and Computer Modelling 48 (2008) 222–231.
doi:10.1016/j.mcm.2007.09.005.
[22] B.S. Attili, The Adomian decomposition method for computing eigenelements of Sturm–Liouville two point boundary value problems, Applied
Mathematics and Computation 168 (2005) 1306–1316.
[23] S. Somali, G. Gokmen, Adomian decompositionmethod for nonlinear Sturm–Liouville problems, Surveys inMathematics and its Applications 2 (2007)
11–20.
[24] B. Attili, M. Syam, The homotopy perturbation method for the eigenelements of a class of two-point boundary value problems, Advanced Studies in
Contemporary Mathematics 14 (2006) 83–102.
[25] E.A. Coddington, R. Carlson, Linear Ordinary Differential Equations, Society for Industrial and Applied Mathematics, Philadelphia, 1997.
[26] H. Taşeli, Accurate numerical bounds for the spectral points of singular Sturm–Liouville problems over−∞ < x <∞, Journal of Computational and
Applied Mathematics 115 (2000) 535–546.
[27] S.M. Goh, M.S.M. Noorani, I. Hashim, Efficacy of variational iteration method for chaotic genesio system — classical and multistage approach, Chaos,
Solitons and Fractals. doi:10.1016/j.chaos.2007.10.003.
