This paper extends some prominent statistical results including Fisher Theorem and Wilks phenomenon to the penalized maximum likelihood estimation with a quadratic penalization. It appears that sharp expansions for the penalized MLE θ G and for the penalized maximum likelihood can be obtained without involving any asymptotic arguments, the results only rely on smoothness and regularity properties of the of the considered log-likelihood function. The error of estimation is specified in terms of the effective dimension p G of the parameter set which can be much smaller than the true parameter dimension and even allows an infinite dimensional functional parameter. In the i.i.d. case, the Fisher expansion for the penalized MLE can be established under the constraint " p
Introduction
The Fisher and Wilks Theorems belong to the short list of most fascinating results in the statistical theory. In particular, the Wilks result in its simple form claims that the likelihood ratio test statistic is close in distribution to the χ 2 p distribution as the sample size increases, where p means the parameter dimension. So, the limiting distribution of this test statistic only depends on the dimension of the parameter space whatever the parametric model is. This explains why this result is sometimes called the Wilks phenomenon. This paper aims at reconsidering the mentioned results from different viewpoints. One important issue is that the presented results are stated for finite samples.
There are only few general finite-sample results in statistical inference; see Boucheron and Massart (2011) and references therein in context of i.i.d. modeling. The novel approach from Spokoiny (2012) offered a general framework for a finite sample theory, and the present paper makes a further step in this direction: the classical large sample are extended to the finite sample case with explicit and sharp error bounds.
Another important point is a possible model misspecification. The classical parametric theory requires the parametric assumption to be exactly fulfilled. Any violation of the parametric specification may destroy the Fisher and Wilks results; cf. Huber (1967) .
This study admits from the very beginning that the parametric specification is probably wrong. This automatically extends the applicability of the proposed approach.
The further issue is the use of penalization for reducing the model complexity. If the parameter dimension is too large, the classical statistical results become almost intractable because the corresponding error is proportional to the dimension of parameter space. Sieve parametric approach is often used to replace the an infinite dimensional problem with a finite dimensional one; see e.g. Shen and Wong (1994) , Shen (1997) , Van de Geer (2000) , Birgé and Massart (1998) ; Barron et al. (1999) , and references therein. Some asymptotic results for generalized regression models are available in Fan et al. (2001) .
Another standard way of reducing the complexity of the model is by introducing some penalty in the likelihood function. In this paper we focus on quadratic-type penalization. Roughness penalty approach provides a popular example; cf. Green and Silverman (1994) . Koenker et al. (1994) explained how roughness penalty works in context of quantile regression. Tikhonov regularization and ridge regression are the other examples which are often used in linear inverse problems. It is well known that the use of a penalization in context of an inverse problem provides regularization and uncertainty reduction at the same time. Our results show that the use of penalization indeed leads to some improvement in the obtained error bounds. Namely, one can replace the origi-nal parameter dimension p by the so called effective dimension p G which can be much smaller than p . Even the case of a functional parameter θ with p = ∞ can be included.
In this paper the penalty term is supposed to be given in advance. In general, a model selection procedure based on a proper choice of penalization is a high topic, one of the central in nonparametric statistics. We refer to Shen (1997) , Birgé and Massart (1998) , van de Geer (2002) for the general models and to Massart (2001, 2007) for Gaussian model selection where one can find an extensive overview of the vast literature on this problem.
The final issue is the critical parameter dimension which is measured by the effective dimension p G . The problem of statistical inference for models with growing parameter dimension is quite involved. There are some specific issues even if a simple linear or exponential model is considered, the results from Portnoy (1984 Portnoy ( , 1985 requires " p 2 /n small" for asymptotic normality of the MLE. Depending on the considered problem and the model at hand, the conditions on the critical parameter dimension p may differ.
For instance, Portnoy (1988) obtained the Fisher and Wilks results for a generalized linear model under p 3/2 /n → 0 , Mammen (1996) established similar results for highdimensional linear models. A general Wilks result can be stated under the condition that p 3 /n is small; see e.g. Belloni and Chernozhukov (2009) . Below we show that the conditions on the critical dimension in penalized ML estimation can be given in terms of the effective dimension p G rather than the parameter dimension p . In particular, in the i.i.d. case, the Fisher expansion can be stated under " p 2 G /n small" and " p 3 G /n small" is sufficient for the Wilks result.
First we specify our set-up. Let Y denote the observed data and IP mean their distribution. A general parametric assumption (PA) means that IP belongs to p -dimensional family (IP θ , θ ∈ Θ ⊆ IR p ) dominated by a measure µ 0 . This family yields the log- (1.1)
If IP ∈ IP θ , then the quasi MLE estimate θ from (1.1) is still meaningful and it can be viewed as an estimate of the value θ * defined by maximizing the expected value of L(θ) :
which is the true value in the parametric situation and can be viewed as the parameter of the best parametric fit in the general case.
The classical Fisher Theorem claims the expansion for the MLE θ : It is well known that many important properties of the quasi MLE θ like concentration or coverage probability can be described in terms of the excess or quasi maximum
, which is the difference between the maximum of the process L(θ) and its value at the "true" point θ * . The
Wilks phenomenon claims that the distribution of the twice excess 2L( θ, θ * ) can be approximated by ξ 2 which is asymptotically χ 2 p , where p is the dimension of the parameter space:
This fact is very attractive and yields asymptotic confidence and concentration sets as well as the limiting critical values for the likelihood ratio tests. However, practical applications of all mentioned results are limited: they require true parametric distribution, large samples and a fixed parameter dimension.
Modern applications stimulate a further extension of the classical theory beyond the classical parametric assumptions. Spokoiny (2012) offers a general approach which appears to be very useful for such an extension. The whole approach is based on the following local bracketing result:
A standard way of overcoming this difficulty is to impose a kind of smoothness assumption on the unknown parameter value θ * . Here we discuss one general way to deal with such smoothness assumptions using a quadratic penalization. Section 2 offers a new approach to studying the properties of the penalized MLE which is based on a linear approximation of the gradient of the log-likelihood process. Also we discuss an implication of these results to the bias-variance decomposition of the squared risk of the penalized MLE. In all our results, the error terms only depend on the effective dimension p G .
The paper is organized as follows. Section 2 states the analog of Fisher and Wilks results for the penalized MLE procedure. Section 3 collects the conditions and proofs of the main results. Section 4 presents some results from the empirical process theory which are used in our proofs.
Quadratic penalization
Let pen(θ) be a penalty function on Θ . A big value of pen(θ) corresponds to a large degree of roughness or a small amount of smoothness of θ . The underlying assumption on the model is that the true value θ * is smooth in the sense that pen(θ * ) is relatively small.
A penalized (quasi) MLE approach leads to maximizing the penalized log-likelihood:
Below we discuss an important special case of a quadratic penalty pen(θ) = Gθ 2 /2 for a given symmetric matrix G ; see e.g. Green and Silverman (1994) or Koenker et al. (1994) for particular examples. Denote
The use of a penalty changes the target of estimation which is now defined as
So, introducing a penalty leads to some estimation bias: the new target θ * G may be different from θ * . At the same time, similarly to linear modeling, the use of penalization reduces the variability of the estimate θ G and improves its concentration properties.
An interesting question is the total impact and a possible gain of using the penalized procedure. A preliminary answer is that the penalty term Gθ * 2 at the true point
should not be too large relative to the squared error of estimation for the penalized model. This rule is known under the name "bias-variance trade-off".
Another important message of this study is that the use of penalization allows to reduce the parameter dimension to the effective dimension which can be viewed as the entropy of the penalized parameter space. The resulting confidence and concentration sets depend on the effective dimension rather than on the real parameter dimension and they can be much more narrow than in the non-penalized case.
The principle steps of the study are as follows. The concentration step claims that the penalized MLE θ G is concentrated in a local vicinity Θ 0,G (r G ) of the point θ * G . It is based on the upper function method which bounds the penalized log-likelihood L G (θ) from above by a deterministic function. Theorem 2.1 states that θ G belongs to the local set Θ 0,G (r G ) with a dominating probability, and this local set can be much smaller than the similar set for the non-penalized results. As the next step, Spokoiny (2012) applied the bracketing approach to bound from above and from below the log-likelihood process L(θ) by two quadratic in θ − θ * expressions. Here the bracketing step is changed essentially by using a local linear approximation of the vector gradient process ∇L(θ) .
This helps to get a sharper bound on the error of approximation and improve the quality of the Fisher expansion. Similarly to Spokoiny (2012) , the obtained results are stated for finite samples and do not involve any asymptotic arguments. An advantage of the proposed approach is that it combines an accurate local approximation with rather rough large deviation arguments and allows to obtain usual asymptotic statements including asymptotic normality of the penalized MLE.
As an important special case, Section 2.5 considers the i.i.d. model and discusses the dimensional asymptotic. If p 2 G = o(n) , then the Fisher expansion is meaningful. The Wilks expansion requires p 3 G = o(n) .
Effective dimension
Let V 2 0 be the matrix shown in condition (ED 0 ) in Section 2.2. Typically V 2 0 = Var ∇ζ(θ * G ) and this matrix measures the local variability of the process L G (·) . Let also D 2 G be a penalized information matrix defined as
below and the so called small modeling bias condition; see Section 2.6. The effective dimension p G is defined as the trace of the matrix
Below we show that the use of penalization enables us to replace the original dimension p in our risk bounds with the effective dimension p G which can be much smaller than p depending on relations between the matrices D 2 0 , V 2 0 , and G 2 . In our results the value p G will be used via another quantity z G (x) which also depends on a fixed constant x and for moderate values of x can be defined as
where λ G def = λ max B G is the largest eigenvalue of B G ; see (3.10) for a precise definition. Now we present a couple of typical examples of using the quadratic penalty: blockwise penalization and estimation under a Sobolev smoothness constraint. For simplicity of presentation we assume that
−1 , and we apply (2.2) for computing the effective dimension p G .
Block penalization Consider the case when G is of a simple two-block structure:
Many blocks can be considered in the similar way. The first block of dimension p 0 corresponds to the unconstrained part of the parameter vector while the second block of dimension p 1 corresponds to the low energy component. An interesting question is the minimal penalization G 1 making the impact of the low energy part inessential. Assume for simplicity that G 1 = gI I p 1 . Then
One can see that the impact of the second block G 1 in the effective dimension is inessen-
A Sobolev smoothness constraint Consider the case with D 2 0 = V 2 0 = σ 2 I I p and G 2 = diag{g 2 1 , . . . , g 2 p } with g j = Lj β for β > 1/2 . The value β is usually considered as the Sobolev smoothness parameter. It holds
Define also the index p e as the largest j satisfying Lj β ≤ σ . It is straightforward to see that β > 1/2 yields p G ≤ C (β)p e for some constant C (β) depending on β only. 
Linear inverse problem
To keep the effective dimension small, one has to compensate the increase of the eigenvalues v 2 j by the penalization g 2 j .
Conditions
This section presents the list conditions which are similar to ones from the non-penalized case in Spokoiny (2012) . However, the use of penalization leads to some change in each condition. Most important fact is that the use of penalization helps to state the large deviation result for much smaller local neighborhoods than in the non-penalized case. Spokoiny (2012) presented the LD result for local sets of the form Θ 0 (r) = θ :
≤ r with a proper r ≍ p 1/2 . Now we redefine this set by using D 2 G in place of V 2 0 and θ * G in place of θ * :
Moreover, the radius r can be selected of order p 1/2 G , which can be very useful for large or infinite p .
Our conditions mainly assume some regularity and smoothness of the penalized loglikelihood process L G (θ) . The first condition states some smoothness properties of the expected log-likelihood IEL G (θ) as a function of θ in a vicinity Θ 0,G (r) of θ * G . More precisely, it effectively means that the expected log-likelihood IEL(θ) is twice continuously differentiable on the local set Θ 0,G (r) . Define
The conditions involve a radius r G which separates the local zone and the zone of large deviations. This value will be made precise in Theorem 2.1.
Under condition (L 0 G) , it follows from the second order Taylor expansion at θ * G :
For r > r G , we need a global identification property which ensures that the deter-
of the penalized log-likelihood is competitive with the variation of the stochastic component.
Now we consider the stochastic component of the log-likelihood process L G (θ) which is the same as in the non-penalized case:
We assume that it is twice differentiable and denote by ∇ζ(θ) its gradient and by ∇ 2 ζ(θ)
its Hessian matrix. The next two conditions are to ensure that the random vector ∇ζ(θ * G ) and the random processes ∇ 2 ζ(θ) are stochastically bounded with exponential moments.
The conditions involve a p × p -matrix V 0 which normalizes the vector ∇ζ(θ * G ) , and a similar matrix V 2 normalizing ∇ 2 ζ(θ) .
(ED 0 ) There exist a positive symmetric matrix V 2 0 , and constants
(ED 2 ) There exist a positive symmetric matrix V 2 2 , a value ω > 0 and for each r > 0 , a constant g(r) > 0 such that it holds for any θ ∈ Θ 0,G (r) :
Below we only need that the constant g(r) is larger than C p G for a fixed constant C . This allows to reduce the condition to the case with a fixed g which does not depend on the distance r .
The identifiability condition relates the matrices V 2 0 and V 2 2 and to D 2 G .
(IG) There are constants λ G > 0 and a G > 0 such that
In the non-penalized case of Spokoiny (2012) , this condition reads as
Therefore, the use of regularization helps to improve the identifiability in the regularized problem relative to the non-penalized one.
We briefly comment how restrictive the imposed conditions are. Spokoiny (2012), Section 5.1, considered in details the i.i.d. case and presented some mild sufficient conditions on the parametric family which imply the above general conditions. Another class of examples is built by generalized linear models which includes the cases of Gaussian, Poissonian, binary, regression and exponential type models among others. Condition (ED 0 ) requires some exponential moments of the observations (errors). Usually one only assumes some finite moments of the likelihood; cf. Ibragimov and Khas'minskij (1981) , Chapter 2. Our condition is a bit more restrictive but it allows to obtain some finite sample bounds. Note that majority of finite samples results are stated under gaussian or sub-gaussian stochastic errors. The sub-gaussian case is included in (ED 0 ) and (ED 2 ) and it corresponds to g = ∞ which slightly simplifies the formulation of the results. However, our results apply for sub-exponential errors with g < ∞ as well. Condition (L 0 ) only requires some regularity of the considered parametric family and is not restrictive. Conditions (ED 2 ) with g(r) ≡ g > 0 and (L) with b(r) ≡ b > 0 are easy to verify if the parameter set Θ is compact and the sample size n is sufficiently large.
It suffices to check a usual identifiability condition that the value IEL G (θ, θ * ) does not
The regression and generalized regression models are included as well; cf. Ghosal (1999, 2000) or Kim (2006) . Spokoiny (2012) 
Concentration and a large deviation bound
This section demonstrates that the use of the penalty term helps to strengthen the concentration properties of the penalized qMLE θ G . Namely, we show that θ G belongs with a dominating probability to a set Θ 0,G (r G ) which can be much smaller than a similar set from the non-penalized case; see Remark 2.1.
All our results involve a value x . We say that a generic random set Ω(x) is of a dominating probability if IP Ω(x) ≥ 1 − C e −x for a fixed constant C like 1 or 2. We also use two growing functions z G (x) and z H (x) of the argument x . The functions z G (x) already mentioned in (2.3) and z H (x) are given analytically and only depend on the parameters of the model. The function z G (x) describes the quantiles of the norm of the normalized score vector ξ G ; see (2.7) below. The formal definition is given in (3.10).
The function z H (x) is related to the penalized entropy of the parameter space and it is given by (3.4). In typical situations one can use the upper bound z 2 (x) ≤ C (p G + x) for both functions.
Theorem 2.1. Suppose (ED 0 ) and (ED 2 ) with some constants ω and g , (IG) with a constant a G , and
where z G (x) is from (2.3) or (3.10) and
with the function z H (·) given by (3.4). Then
Remark 2.1. This result helps to fix a proper r G ensuring (2.6). The concentration result applies if the lower bound (2.4) on the negative expectation of the penalized loglikelihood process holds. Condition (2.4) can be made more detailed by separating the region Θ 0,G (r) of moderate deviations in which the condition (L 0 G) applies with δ G (r)
small and the remaining set
In addition, the remainder ̺ G (r, x) in the right handside of (2.4) is proportional to ω and this value is typically small. For instance, in the i.i.d. case it is of order n −1/2 . Therefore, the condition (2.4) together with (L 0 G)
In the non-penalized case of Spokoiny (2012), a similar condition reads as r 2 0 ≥ C (p + x) , so the use of penalization helps to improve the concentration properties of the penalized MLE.
Wilks and Fisher expansions
This section collects the main results of the paper. Let θ * G be the point of concentration from (2.1) and let
Theorem 2.2. Suppose that r G is selected to ensure (2.4). Suppose also the conditions
. On a random set Ω(x) of a dominating probability at least
for z H (x) given by (3.4).
Now we present an extension of the Wilks result about the excess
The classical Wilks result claims that the twice excess is nearly χ 2 p . Our result describes the quality of its approximation by a quadratic form ξ G 2 .
Theorem 2.3. Suppose (L 0 G) , (ED 0 ) , and (ED 2 ) . Suppose that r G is selected to ensure (2.4). On a random set Ω(x) of a dominating probability at least 1 − 5e −x , it holds with ♦ G (x) from (2.9) can easily show that the vector ξ G is asymptotically standard normal as n → ∞ ; see Section 2.5 below. However, it is well known that the convergence of ξ G 2 to the χ 2 -distribution is quite slow even in the case of a fixed dimension p . For finite sample inference, we recommend to combine the approximations (2.8) to (2.11) with any resampling technique which mimics the specific behavior of the quadratic form ξ G 2 ;
see Spokoiny et al. (2013) for applications to quantile regression.
I.i.d. case
This section briefly discusses the case of an i.i.d. model with n observations. We suppose that for each n a parameter set Θ depends on n as well as the parameter dimension p . The penalty term pen(θ) is still in the form pen(θ) = Gθ 2 /2 , the log-likelihood
where ℓ(y, θ) is the log-density of one observations. It holds
where θ) . The value p G is defined as previously by (2.2). Note that all the introduced quantities may depend on n , including the parameter dimension p and the effective dimension p G . The main goal is to show that the presented general approach yields sharp results in this special case. We also show that the rule " p 3 /n small" extends to the penalized case with p replaced by p G .
Suppose that the conditions of Section 5.1 from Spokoiny (2012) are fulfilled. Let also x n → ∞ be fixed, e.g. x n = log n . Then one can check the conditions from Section 3 with δ G (r) = C r/ √ n and ω = C / √ n ; see Spokoiny (2012) . The large deviation bound of Theorem 2.1 applies for
The general statements of Theorems 2.2 and 2.3 apply with
√ n yielding the following expansions.
Theorem 2.4. Suppose also that the conditions of Theorem 5.1 from Spokoiny (2012) are fulfilled. Then on a set of dominating probability 1 − 2e −xn , it holds
The constant C here depends in an explicit way on the constants a G , g , and ν 0 from our conditions.
We conclude that the parameter asymptotics is heavily dependent on the type of the problem. The estimation with a squared risk requires " p G /n small", the Fisher and square root Wilks expansions are valid under " p 2 G /n small", while the usual Wilks expansion follows if " p 3 G /n is small". In addition, one can use the central limit theorem to state a kind of asymptotic normality for the random vector ξ G of growing dimension.
We refer to Andresen and Spokoiny (2013) for a version of such result in context of semiparametric profile estimation. That paper also provides an example of an i.i.d. model in which the Fisher expansion of Theorem 2.2 fails for p 2 G ≥ n . The Fisher expansion is accurate under " p 2 G /n small", while the Wilks expansion can be guaranteed under " p 3 G /n small". For some special models like linear or exponential, this dimensional asymptotics can be improved; see e.g. Portnoy (1985 Portnoy ( , 1988 . However, we guess that the error bounds cannot be improved in the general situation. Sharp risk bounds can be obtained under " p G /n small"; see the next section.
Quadratic risk bound and modeling bias
This section demonstrates the applicability of the obtained general results to bounding the quadratic risk of estimation. For the penalized MLE θ G of the parameter θ , consider the quadratic loss of estimation W θ G − θ * 2 for a given non-negative symmetric matrix W . A special case includes the usual quadratic loss θ G − θ * 2 . Here the point θ * ∈ Θ is a proxy for the true parameter value which describes the best parametric fit of the true measure IP by the family (IP θ ) :
The use of penalization Gθ 2 /2 introduces some estimation bias: the penalized MLE θ G estimates θ * G from (2.1) rather than θ * . The value W (θ * − θ * G ) 2 is called the modeling bias and it describes the modeling error caused by using the penalization. The variance term W θ G − θ * G 2 describes the error within the penalized model, and it can be studied with the help of the Fisher expansion of Theorem 2.2:
. This yields the following result on Ω(x) :
with the bias b G = θ * G − θ * . For any positive symmetric p × p matrix W satisfying W 2 ≤ D 2 G , it implies the probability bound for the squared loss
One can see that analysis of the quadratic risk of the pMLE θ G can be reduced to
. Now we consider an implication of this bound to the squared risk IE W ( θ G − θ * ) 2 . The use of the identity IE∇ζ(θ * G ) = 0 and
13)
where
Remark 2.2. If the error term ♦ * G in (2.13) is relatively small, this result implies
This is the usual decomposition of the quadratic risk in term of the squared bias W (θ * G − θ * ) 2 and the variance term X G .
The condition " W b G 2 /X G is small" yields R G ≈ X G . This condition can be naturally called the small modeling bias (SMB) condition, often it is referred to as undersmoothing. The bias-variance trade-off corresponds to the situation with W b G 2 ≍ X G .
Oversmoothing means that the bias terms W b G 2 dominates.
Remark 2.3. As already mentioned, the result (2.13) is informative if the remainder ♦ * G is relatively small and can be ignored. For the special case
Remark 2.4. The bias induced by penalization can be measured in terms of the value Gθ * 2 . To be more precise, consider the case with W 2 = D 2 0 , where
is the non-penalized Fisher information matrix. The definition of θ * and θ * G implies
So, if the true point is "smooth" in there sense that Gθ * 2 is small, then the squared
caused by penalization is small as well.
Proofs
This section presents the proofs of the main results and some additional statements which can be of independent interest. The principle step of the proof is a bound on the local linear approximation of the gradient ∇L G (θ) . Below we study separately its stochastic and deterministic components coming from the decomposition L(θ) = IEL(θ) + ζ(θ) .
First we check the deterministic part. For any θ with
where θ • is a point on the line connecting θ * G and θ . This implies by (L 0 G)
Now we study the stochastic part. Consider the vector process
Further, define υ = V 2 (θ − θ * G ) and introduce a vector process Y(υ) with
on a set of a dominating probability at least 1 − e −x , where the function z H (x) is given by one of the following rules:
(3.4)
Here H 1 = 2H 1 (S) and H 2 = 2H 2 (S) with
H 1 (S) = 1 + 2 tr S −2 log(S 2 ) .
For comparison, in the non-penalized case one can take H 2 = 4p and H 1 = 2p 1/2 ; see Theorem 4.6 below.
Putting together the bounds (3.1) and (3.3) imply the following result.
Theorem 3.1. Suppose that the matrix
(L 0 G) and let also (ED 0 ) and (ED 2 ) be fulfilled on Θ 0,G (r) for any fixed r ≤ r * .
Then
IP sup
The result of Theorem 3.1 can be extended to the increments of the process U(θ) :
on a random set of probability at least 1 − e −x , it holds for any θ, θ • ∈ Θ 0,G (r) and
Now we present the proof of Theorem 2.2 about the Fisher expansion for the qMLE
Furthermore, the definition of θ G yields ∇L G ( θ G ) = 0 and
By Theorem 3.1, it holds on a set of a dominating probability
as required.
As the next step, we apply the obtained results to evaluate the quality of the Wilks
For this we derive a uniform deviation bound on the error of a quadratic approximation
cf. (3.2). This implies
where θ ′ is a point on the line connecting θ and θ • . Further,
and one can apply (3.6). This yields the following result.
Theorem 3.2. Suppose (L 0 G) , (ED 0 ) , and (ED 2 ) . For each r , it holds on a random
set Ω(x) of a dominating probability at least 1 − e −x , it holds with any θ, θ
where ♦ G (r, x) is from (3.5).
The result of Theorem 3.2 for the special case with θ = θ * G and θ
Further, on the set of a dominating probability, it holds ξ G ≤ z G (x) ; see Theorem 3.3 below. Now it follows from (3.7) that
Together with (3.8), this yields
The error term can be improved if the squared root of the excess is considered. Indeed,
The Fisher expansion (3.7) allows to replace here the norm of the standardized error
with the norm of the normalized score ξ G . This completes the proof of Theorem 2.3.
A deviation bound for the quadratic form ξ G

2
This section presents a bound for a quadratic form ξ G 2 where
. The result only uses the condition (ED 0 ) which we restate in a slightly different form.
0 ∇ζ(θ * G ) fulfills the following exponential moment condition:
Here ν 0 is set to one. Spokoiny (2012) argued how the case of any ν 0 ≥ 1 can be reduced to ν 0 ≈ 1 by a slight change of scale and reducing the value g which is typically
large. For ease of presentation, suppose that g 2 ≥ 2p G . The other case only changes the constants in the inequalities. Note that ξ G 2 = η ⊤ B G η . Define µ c = 2/3 and
Theorem 3.3. Let (ED 0 ) hold with ν 0 = 1 and g 2 ≥ 2p G . Then for each x > 0
with y 2 c ≤ p B + 6λ B x c .
Depending on the value x , we observe three types of tail behavior of the quadratic form ξ G 2 . The sub-Gaussian regime for x ≤ v G /18 and the Poissonian regime for
x ≤ x c are similar to the case of a Gaussian quadratic form. The value x c from (3.9) is of order g 2 . In all our results we suppose that g 2 and hence, x c is sufficiently large and the quadratic form ξ G 2 can be bounded with a dominating probability by p G + 6λ G x for a proper range of x values. We refer to Spokoiny (2012) for the proof of this and related results, further discussion and references.
Proof of Theorem 2.1
The proof is based on the following bound: for each r IP sup
This bound is a special case of the general result from Theorem 4.9. It implies by Theorem 4.3 with ρ = 1/2 on a set of dominating probability at least 1 − e −x that for all r ≥ r G and all θ with
Also the vector ξ
can be bounded with a dominating probability: by Theorem 3.3 IP ξ G ≤ z G (x) ≤ 2e −x . We ignore here the negligible
with a dominating probability.
Proof of Theorem 2.5
The Fisher expansion from Theorem 2.2 can be written as
The definition (2.9) of ♦ G (x) and (4.5) of Theorem 4.1 imply
By the result follows by the triangle inequality
Some results for empirical processes
This chapter presents some general results of the theory of empirical processes. We assume some exponential moment conditions on the increments of the process which allow to apply the well developed chaining arguments in Orlicz spaces; see e.g. van der
Vaart and Wellner (1996), Chapter 2.2. We, however, follow the more recent approach inspired by the notions of generic chaining and majorizing measures due to M. Talagrand; see e.g. Talagrand (1996 Talagrand ( , 2001 Talagrand ( , 2005 . The results are close to that of Bednorz (2006) . We state the results in a slightly different form and present an independent and self-contained proof.
The first result states a bound for local fluctuations of the process U(υ) given on a metric space Υ . Then this result will be used for bounding the maximum of the negatively drifted process U(υ, υ 0 ) def = U(υ) − U(υ 0 ) over a vicinity Υ • (r 0 ) of the central point υ 0 . The behavior of U(υ) outside of the local central set Υ • (r 0 ) is described using the upper function method. Namely, we construct a deterministic function f (r, r 0 ) ensuring that with probability at least 1− e −x it holds on a dominating set of probability
A bound for local fluctuations
An important step in the whole construction is an exponential bound on the maximum of a random process U(υ) under the exponential moment conditions on its increments.
Let d(υ, υ ′ ) be a semi-distance on Υ . We suppose the following condition to hold:
(Ed) There exist g > 0 , r 0 > 0 , ν 0 ≥ 1 , such that for any λ ≤ g and υ, υ ′ ∈ Υ with
By B r (υ) we denote the d -ball centered at υ of radius r :
Formulation of the result involves a sigma-finite measure π on the space Υ which is often called the majorizing measure and used in the generic chaining device; see Talagrand (2005) . A typical example of choosing π is the Lebesgue measure on IR p . Let Υ • be a subset of Υ , a sequence r k be fixed with 2r 0 = diam(Υ • ) and r k = r 0 2 −k . Let also
, that is, the d -ball centered at υ of radius r k and π k (υ) denote its π -measure:
Denote also
Finally set c 0 = 1/3 , c k = 2 −k+1 /3 for k ≥ 1 , and define the values Q 1 (Υ • ) and
By the Cauchy-Schwartz inequality Q 2 1 (Υ • ) ≤ Q 2 (Υ • ) . The inverse relation is not generally true and one can build some examples with Q 1 (Υ • ) finite and Q 2 (Υ • ) infinite. 
where z H (x) is given by one of the following rules:
Proof. A simple change U(·) with ν −1 0 U(·) and g with g 0 = ν 0 g allows to reduce the result to the case with ν 0 = 1 which we assume below. Consider for k ≥ 0 the smoothing operator S k defined as
Further, define
so that S −1 U is a constant function and the same holds for S k S k−1 . . . S −1 U with any
Separability of the process U implies that lim k S k U(υ) = U(υ) . We conclude that for
For a fixed point υ ♯ and k ≥ 1 , it holds
This implies for each υ ♯ ∈ Υ • and k ≥ 1 by the Jensen inequality and (4.1)
As the right hand-side does not depend on υ ♯ , this yields for ξ *
Further, the use of
and thus
This implies by (4.6) for
Denote c 0 = 1/3 and c k = r k−1 /(3r 0 ) = 2 −k+1 /3 for k ≥ 1 . Then ∞ k=0 c k = 1 and the results follow from Lemma 4.2 below with ζ k = ξ * k /r k−1 and
We complete the proof by stating some general facts for a convex combinations of sub-exponential r.v.'s ζ k such that
where q k are fixed non-negative numbers, and g is some positive value or infinity. We aim at bounding a sum S of the form S = k c k ζ k for a sequence of positive weights c k satisfying k c k = 1 . We implicitly assume that the numbers q k grow with k in a way that k exp(−q k ) ≤ 1 . Define
Lemma 4.2. Suppose that random variables ζ k follow (4.7) with g = ∞ and k exp(−q k ) ≤ 1 . Let also k c k = 1 . Then it holds for the sum S = k c k ζ k log IE exp S ≤ H 1 and for any x ≥ 1/2 ,
If (4.7) holds for g < ∞ , then for each λ > 0 with |λ| ≤ g log IE exp λS = H 2 + λ 2 /2 , (4.9)
and it holds for x ≥ 1/2 10) where z(x) is given by (4.4). Moreover, if g 2 ≥ H 2 + 1 , then
Proof. Consider first the sub-Gaussian case with g = ∞ . Define
By the Hölder inequality and (4.7), it holds
Further, by the same arguments, it holds
and the assertion (4.9) follows as well.
and the assertion (4.8) follows. Now we briefly discuss how the condition (4.7) can be relaxed to the case of a finite g . Suppose that (4.7) holds for all λ ≤ g < ∞ . Define k(x) as the largest index k , for which
The above arguments yield for k > k(x)
This and (4.11) yield
Further, as q k > g for k > k(x) , it follows from the definition (4.13)
To bound the moments of S , we apply the following technical result: if
for all x ≥ x 0 and if z(·) is absolutely continuous, then
Similarly one can bound
2 as required.
A large deviation bound
Due to the result of Theorem 4.1, the bound for the maximum of U(υ, υ 0 ) over υ ∈ B r (υ 0 ) grows linearly in r . So, its applications to situations with r ≫ Q 1 (Υ • ) are
limited. The next result shows that introducing a negative drift helps to state a uniform in r local probability bound. Namely, the bound for the process U(υ,
for some function f (r) over a ball B r (υ 0 ) around the point υ 0 does not depend on r .
Here the generic chaining arguments are accomplished with the slicing technique. The idea is for a given r * > 1 to split the ball B r * (υ 0 ) into the slices
and to apply Theorem 4.1 to each slice separately.
Theorem 4.3. let r * be such that (Ed) holds on B r * (υ 0 ) . Let also Q 1 (Υ • ) ≤ H 1 and
with r ≤ r * . Given r 0 < r * , let a monotonous function f (r, r 0 ) fulfill for some ρ < 1
14)
where the function z H (·) is given by (4.4). Then it holds
Remark 4.1. Formally the bound applies even with r * = ∞ provided that (Ed) is fulfilled on the whole set Υ • .
Remark 4.2. If g = ∞ , then z H (x) = H 1 + √ 2x and the condition (4.14) on the drift simplifies to (3ν 0 r) −1 f (r, r 0 ) ≥ H 1 + 2x + 2 log(r/r 0 ) .
Proof. By (4.14) and Theorem 4.1 for any r > r 0 IP sup
(4.15)
Now defined r k = r 0 ρ −k for k = 0, 1, 2, . . . . Define also k * def = log(r * /r 0 ) + 1 . It follows from (4.15) that
Finite-dimensional smooth case
Here we discuss the special case when Υ is an open subset in IR p , the stochastic process U(υ) is absolutely continuous and its gradient ∇U(υ) def = dU(υ)/dυ has bounded exponential moments.
(ED) There exist g > 0 , ν 0 ≥ 1 , and for each υ ∈ Υ , a symmetric non-negative matrix H(υ) such that for any λ ≤ g and any unit vector γ ∈ IR p , it holds
A natural candidate for H 2 (υ) is the covariance matrix Var ∇U(υ) provided that this matrix is well posed. Then the constant ν 0 can be taken close to one by reducing the value g .
In what follows we fix a subset Υ • of Υ and establish a bound for the maximum of the
We will assume existence of a dominating matrix H 0 = H 0 (Υ • ) such that H(υ) H 0 for all υ ∈ Υ • . We also assume that π is the Lebesgue measure on Υ . First we show that the differentiability condition (ED) implies (Ed) .
Lemma 4.4. Assume that (ED) holds with some g and H(υ)
Consider any υ, υ • ∈ Υ • . Then it holds for |λ| ≤ g
and H 0 (υ − υ • ) = δ H 0 γ . Now the Hölder inequality and (ED) yield
The result of Lemma 4.4 enables us to define d(υ, υ ′ ) = H 0 (υ − υ • ) so that the corresponding ball coincides with the ellipsoid B(r, υ • ) : If υ ∈ B(r ♭ , υ ♭ ) , then υ ∈ B(r, υ ♯ ) because
Now we bound the value Q(Υ
Moreover, for each υ ∈ B(r ♭ , υ ♭ ) , it holds with
This means that either υ = υ ♭ + u or υ ♭ − u belongs to the ball B(r 0 , υ • ) and thus,
This implies for k ≥ 0 and
where c 1 = 2 for p ≥ 2 , and c 1 = 2.7 for p = 1 , and the result follows.
Now we specify the local bounds of Theorem 4.1 to the smooth case. We consider the local sets of the elliptic form Υ • (r)
Theorem 4.6. Let (ED) hold with some g > 0 , and matrices H(υ) such that H(υ) H 0 for all υ ∈ Υ . For any x ≥ 1/2 and any r > 0
where z H (x) is given by (4.4) with H 1 = √ 2c 1 p , and H 2 = 2c 1 p .
Proof. Lemma 4.5 implies (Ed) with d(υ, υ 0 ) = H 0 (υ − υ 0 ) . Now the result follows from Theorem 4.1.
Roughness constraints for dimension reduction
The local bounds of Theorems 4.1 and 4.3 can be extended in several directions. Here we briefly discuss one extension related to the use of a smoothness condition on the parameter υ . Let let t(υ) be a non-negative penalty function on Υ . A particular example of such penalty function is the roughness penalty t(υ) = Gυ 2 for a given matrix IR p . Let t 0 ≥ 1 be fixed. Redefine the sets B r (υ • ) by the constraint t(υ) ≤ t 0 : Now we specify the results to the case of a smooth process U given on a local
• . This set contains an elliptic set 
It is easy to see that
First we discuss the case with r • 1 − d(υ 0 , G) = 1 and H 2 0 = I I , later we comment how the general case can be reduced to this one. Suppose that B 2 = I I + G 2 is diagonal and its eigenvalues are put in increasing order: B 2 = diag b 2 1 ≤ b 2 2 ≤ . . . . The Lebesgue measure of the elliptic set B 1 is proportional to the product of the semi-axes b
(4.17)
For some point υ • ∈ B 1 with Bυ • ≤ 1 , the local set B r (υ • ) can be naturally defined by intersecting a ball υ − υ • ≤ r with the ellipsoid B 1 :
It is easy to see that the hardest case with the smallest overlap (in terms of Lebesgue measure) is achieved for the point υ • with Bυ • = 1 whose non-zero components correspond to the smallest eigenvalues of B . Suppose that b 1 < b 2 and let b 1 r ≤ 1 .
. Also denote by Π 2 the projector onto the remaining components of υ . Then the overlap of B 1 with B r (υ • ) contains the set
with B 2 r = B 2 ∨ (r −2 I I) . This is again an elliptic set with the semi-axes (b 2 j ∨ r −2 ) −1/2 for j > 1 and r/2 for the first component. Similarly to (4.17), the measure of the set B r (υ • ) can be bounded from below by the quantity proportional to the product
This helps to bound 2π(B 1 (υ • )) ≥ π(B 1 ) and for r < 1
where log + (a) = log(a ∨ 1) = log(a) for a ≥ 1 and log + (a) = 0 otherwise. Application of this bound for k ≥ 1 and r k = 2 −k yields for k ≥ 1 that
The quantity Q 2 (Υ • ) from (4.2) can now be evaluated as
Thus,
By definition b 2 j = 1 + g 2 j and 
Here the constraint b 2 1 ≤ 2 ensures that |b 1 r k | ≤ r • for k ≥ 1 .
Now we bound the value Q 1 (Υ • (r • )) .
Lemma 4.8. For each r • ≥ 1 , it holds with B 2 = I I p + H
Proof. We use the following inequality: if some non-negative coefficients c k for k = 1, 2, . . .
We apply this inequality to q 2 k = log(2M k ) and c k = 2 −k for k ≥ 1 . Further, for each b > 1 , it holds with k(b) = min{k :
Now the result is obtained similarly to (4.18).
Now we are prepared to state the penalized bound for the process U which naturally generalizes the result of Theorem 4.6 for the non-penalized case. log IE exp λ 2r (γ, α)
We summarize our findings in the following theorem. and we again consider a bivariate process u ⊤ A Y(υ) of u ∈ IR q and υ ∈ Υ ⊂ IR p .
The conditions (4.19) and (4.20) imply for any two vectors γ ∈ IR q with Aγ = 1 and α ∈ IR p with α = 1 and any points u ∈ IR q and υ ∈ Υ • (r) with Au 2 + υ 2 ≤ 2r 2 log IE exp λ 2r (γ, α)
where η = Au/ Au . Now we apply the penalized bound from Theorem 4.9. First define the q × q matrix F 2 = A ⊤ A , and (q + p) × (q + p) matrices H 2 0 = block{F, I I p } , G 2 = block{I I q − F 2 , 0} , and B 2 = H 2 0 + G 2 = I I q+p . The penalized bound from Theorem 4.9 yields 
A bound in the penalized case
Let Y(υ) be a q -vector process on Υ ⊂ IR p and we again aim to bound the maximum of AY(υ) over a local set Υ • (r) for a given q × q -matrix A . Now we consider the situation when the argument υ ∈ Υ is constraint by the roughness condition Sυ 2 ≤ r 2 for a given p × p matrix S 2 . Namely, given r , define the set Υ • (r) as Υ • (r) = {υ : υ ≤ r, Sυ ≤ r}. Next, (4.19) and (4.20) imply for any two vectors γ ∈ IR p with Aγ = 1 and α ∈ IR p with W α = 1 and any points u ∈ IR p with Au 2 + υ 2 ≤ 2r 2 A Y(υ) > 6ν 0 r z F,W (x) ≤ e −x , where z F,W (x) is given by (4.4) with H 1 = H 1 (F ) + H 1 (W ) and H 2 = H 2 (F ) + H 2 (W ) .
