The problem of approximation to the Euler gamma function on the basis of some Ramanujan's formulas is considered. The function h(x) = (g(x)) 6 − (8x 3 + 4x 2 + x), where g(x) = (e=x) x (1 + x)= √ , is studied. It is proved that on the interval (1; ∞) the function h(x) is increasing monotonically from h(1) = 0:0111976 : : : to h(∞) = 1=30 = 0:0333 : : : : c
Introduction. Statement of the problem
There is the following record in "The lost notebook and other unpublished papers" of Srinivasa Ramanujan [6, p. ; and h(x) → 1 30 , x → ∞.
Lemma 2. For x¿x 1 = 4:21; the function h(x) is monotonically increasing.
Lemma 3. For 1 ¡ x6max(x 0 ; x 1 ) = 4:21, the function h(x) is monotonically increasing.
The basis for proving are the asymptotic formulas of Stirling for the functions y = log (x) and (x) = (d=d x)log (x), and computer calculations for 1 ¡ x64:21.
The representation of the function h(x) via a special integral
Taking logarithms of both sides of (1.2) and using the fact that (x + 1) = x (x), we have log g(x) = x − x log x + log x − log √ + log (x): (2.1)
We substitute in (2.1), the Stirling formula for log (x) [3, pp. 342-343] log (x) = (x − 1 2
where
and {t} is the fractional part of the number t. We obtain
From this and from (1.1), we have the following convenient representation for h(x):
Asymptotic representation for the integral J (x)
We notice that from the deÿnition of (u) from (2.4) and (2.5)
Hence for 06u61,
We expand the function (u) in the Fourier series
with coe cients
Integrating (3.2) by parts, we obtain c(n) = − 1 4 2 n 2 ; n = 0: From this and from (3.1) and (3.3),
Substituting the last expression into (2.3), we get
Integrating J 0 (x; n) by parts (this process is detailed in [4] ), we obtain for J (x) the well-known classical asymptotic formula [7, pp. 62-66] , which is usually deduced by other, more complicated ways:
where ; : : : :
Setting n = 3; we ÿnd from (3.5), the following convenient asymptotic expression for the integral J (x):
(3.8)
Asymptotic representation for the function h(x)
Taking into consideration (3.7) and (3. 6 1 + 1 2x
From (4.4) we have the lower bound for h(x) :
From the last inequality it follows that for x¿2:4;
To obtain the upper bound for h(x) we shall consider (4.5). We denote we have from (4.8)
06 (x)6 297 784000x 6 + 1 + 9 39200x 6 1 30720x 6 6 21 50000x 6 : (4.10)
From (2.6), (4.9), (4.10) the following inequality holds for h(x) :
where 06 1 = 8x 3 (x)6 21 6250x 3 : Taking into consideration that in (4.11) it is easy to test that for x¿1:04 the value of the expression in the parentheses of the right part of (4.12) is a positive number. Consequently,
h(x)6 1 30 for x¿1:04; and besides, from (4.6) and (4.12) we have
for x → +∞: From this and from (4.7) we obtain the assertion of Lemma 1.
The new asymptotic formula for the Euler gamma function
Now, we show that for x → ∞ one can represent the function h(x) in the form
and point out the algorithm for the calculation of the expansion coe cients a n for any natural number n:
It is readily seen from (4.6), (4.12), (5.1) that
The second coe cient can be easily found by the same procedure
To obtain the formula of the th coe cient of expansion (5.1) we insert (3.5) into (2.6). We have
Equating the coe cients by the equal powers of x in (5.1) and (5.3), we obtain the coe cient by x − ; = 1; 2; 3; : : : ; n; a = 8 
where n+1 (x) = O(1=x n+1 ): The obtained below uniform by x and by n estimate of the value of the remainder n (x) permits to use (5.5) for the calculation of the Euler gamma function for concrete values x and n:
The uniform estimate of the remainder
We shall estimate uniformly by x and n the value of n+1 (x): From (2.6) and (5.1) we have
where n+1 (x) = O(1=x n+1 ): We use formula (5.2). We shall assume that x¿2n¿10: Since [7, p. 5]
(2n)! ¡ n 2n and 1 ¡ (2n) ¡ 2; then
From this and from (3.5) we obtain where |Â * |61: From this and from (6.1) we have
It is easy to see from (6.3) that for n¿5; ; a j = 8A j+3 ; j = 1; 2; : : : ; n;
and
(6.9)
We shall estimate the value of * n+1 (x); From this and from (6.16)
Thus, the following inequality holds in (6.14) with a = 1=n :
This inequality and (6.13) yield
Since by assumption x¿2n; from (6.10) and (6.17) we obtain the following estimate for * n+1 (x);
From this and from (6.2) and (6.9) we ÿnd the estimate
Thus we have proved the statement: the following estimate for the remainder n+1 (x) in expansion (5.1) and (5.5) with coe cients (5.4) holds when x¿2n;
The monotonicity of the function h(x)
We di erentiate (1.1) and (1.2):
h (x) = 6g (x)g 5 (x) − (24x 2 + 8x + 1); (7.1)
Di erentiating Stirling's formula (2.2) and (2.3), we get
Hence one can rewrite (7.1) and (7.2) in the form
To prove the statement of Lemma 2, one needs to prove that with x¿x 1 ; h (x) ¿ 0; or that in (7. To prove inequality (7.7), we will simplify it in the following way. We contribute the right part of this inequality, by setting Á 1 = 0; and obtain a new inequality, from the validity of which follows the validity of (7.7):
We substitute Taylor's series for the exponential functions in the obtained inequality. We diminish the left and add the right part of the last inequality, using the relations:
As a result, we get the following inequality, the validity of which gives the validity of (7.7):
1 (7.3) as the asymptotic expansion in powers of 1=x (this process is detailed in [4] )
(7.9) 06Á 2 61: It is apparent that
With the help of the last inequality we diminish the left part of (7.8) and we obtain the following inequality, the validity of which gives the validity of (7. The last inequality holds when x¿4:21: Therefore, with x¿x 1 =4:21 also inequality (7.5) holds. From this and from (7.4) we draw the conclusion that for x¿x 1 = 4:21; the function h(x) is monotonically increasing. This completes the proof of Lemma 2.
The function h(x) behavior on the interval 1 ¡ x ¡ 4:21
Since from (7.1) and (7.2) h (1) = 6 e 
06#61. Since from (8.1), h (1) ¿ 0 and
then to prove that h (x) ¿ 0 at the point x =x = 1 + d; it will su ce to prove that
We estimate the value h (x): From (7.4) we have
It follows from (7.9) that
where 06# 1 61:01:
To estimate the value of J (x); we write out for it the asymptotic representation in powers of 1=x; just as it was made earlier for J (x): We di erentiate (7.3):
We substitute the Fourier series for the function (u) from (3.4) into (8.7) and take the obtained integral by parts. We have
then we obtain from (8.8): We consider the segment 16x64:3: Using (7.1) and (7.2), we calculate h (4:3): We obtain (the program "Maple V Release 5" was used) for all j = 1; 2; 3; : : : ; 33000; establishes that h (x) ¿ 0; when 16x64:3: Inequality (8.14) is proved by the computation by (7.1) and (7. All these 33001 values are positive. According to the Lagrange formula it means that h (x) ¿ 0 also between these points. This proves Lemma 3.
Conclusion
The proof of Theorem 1 follows immediately from the proofs of Lemmas 1-3. It should be noted that applying some program of symbolic computations ("Maple", "Mathematika") one can calculate a lot of new coe cients of asymptotic representation (5.5) by Ramanujan for the Euler gamma function.
