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1. Introduction
In the paper [KZ], Kleban and Zagier find that the study of crossing probabilities in percolation
theory leads naturally to holomorphic second-order modular forms. In this paper we answer a question
posed by Zagier and compute the exact dimensions of these second-order spaces for even weight. We
also establish a cohomological interpretation of these spaces which is analogous to that of Eichler and
Shimura for usual modular forms.
Second-order automorphic forms have recently arisen in several other contexts besides percolation
theory, for example Eisenstein series with modular symbols in the papers [G], [O1], [PR] and GL(2)
converse theorems in [F] and [FW]. In [CDO] classification theorems for smooth second-order forms
were provided, but we were only able to prove an upper bound for the dimensions of the holomorphic
spaces. Here we establish a formula for the dimension confirming that it equals the upper bound
given in [CDO] when the weight is not 2. The weight 2 case was the hardest to resolve, requiring the
analytic continuation of a number of related series. Interestingly, in this case the dimension differs
from the natural upper bound by 1. These results may have consequences for some percolation theory
problems and the converse theorems investigated by Farmer and Wilson.
We use the knowledge of the dimensions to express the second-order spaces in terms of Eichler
cohomology. As in the classical theorem of Eichler and Shimura, the isomorphism is given explicitly
by period polynomials thereby maintaining the connection of such maps with values of (twisted)
L-functions. We expect this isomorphism will yield applications analogous to those of the Eichler-
Shimura isomorphism. We also hope it will help us in obtaining a natural geometric interpretation
for second-order automorphic forms.
2. Definitions and Statement of Main Results
Let Γ ⊂ PSL2(R) be a Fuchsian group of the first kind acting on the upper half plane H with non
compact quotient Γ\H. As usual we write x + iy = z ∈ H. Let dµz be the hyperbolic volume form
dxdy/y2 and V the volume of Γ\H. For a fundamental domain F fix representatives of the inequivalent
cusps in F and give them labels such as a, b. Use the corresponding scaling matrices σa, σb to give
convenient local coordinates near these cusps as in [I1], Chapter 2 for example. The subgroup Γa is
the set of elements of Γ fixing a and
σa
−1Γaσa = Γ∞ =
{
±
(
1 m
0 1
) ∣∣ m ∈ Z} .
The slash operator |k defines an action of PSL2(R) on functions f : H 7→ C by
(f |kγ)(z) = f(γz)(cz + d)−k
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with γ =
( ∗ ∗
c d
)
in PSL2(R). Extend the action to C[PSL2(R)] by linearity. In this context we set
j(γ, z) = cz + d for later use.
We shall also require the generators of the group Γ. Suppose Γ\H has genus g, r elliptic fixed points
and p cusps, then there are 2g hyperbolic elements γi, r elliptic elements ǫi and p parabolic elements
πi generating Γ and satisfying the r + 1 relations:
[γ1, γg+1] . . . [γg, γ2g]ǫ1 . . . ǫrπ1 . . . πp = 1, ǫ
ej
j = 1 (2.1)
for 1 6 j 6 r and integers ej > 2. Here [a, b] denotes the commutator aba
−1b−1 of a, b. (cf. [I1]
Proposition 2.6).
Let k be an integer. As explained below, a first or second-order form f is defined from the following
list of alternatives. It may satisfy either
H. f : H→ C is holomorphic or
S. f : H→ C is smooth.
Its automorphy condition may involve, for some vector space of functions V ,
A(V). f |k(γ − 1) ∈ V for all γ in Γ or
P. f |k(π − 1) = 0 for all parabolic π in Γ.
Finally, we need to impose growth conditions which may be cuspidal (C), or non-cuspidal (N):
C. for each cusp a, (f |kσa)(z)≪ e−cy as y →∞ uniformly in x for some constant c > 0 or
N. for each cusp a, (f |kσa)(z)≪ yc as y →∞ uniformly in x for some constant c.
Define Sk(Γ), the space of holomorphic, weight k, cusp forms for Γ, to be the C-vector space of
functions f such thatH,A(0) andC hold. The corresponding space of modular forms,Mk(Γ), satisfies
H, A(0) and N. Both these spaces are always finite dimensional. Using the Riemann-Roch theorem,
exact formulas for their dimensions are given in [Sh], Theorems 2.23, 2.24 (see Section 4). Following
[DKMO], the space S2k(Γ) of holomorphic, weight k, second-order cusp forms consists of functions
satisfying H, A(Sk(Γ)), P and C. This new space is similar to Sk(Γ), the only difference being the
weaker automorphy rule. Naturally, we define the space M2k (Γ) with the conditions H, A(Mk(Γ)),
P and N. Lastly, replacing H with S, we obtain the smooth spaces S˜k(Γ), M˜k(Γ), S˜
2
k(Γ) and M˜
2
k (Γ)
(with A(S˜k(Γ)) and A(M˜k(Γ)) in the definitions of these last two). They are infinite dimensional in
general. Restricting to certain eigenspaces of the Laplacian does yield finite dimensional spaces, see
[CDO].
To summarize, the main holomorphic spaces used subsequently are:
• Sk(Γ) defined with H, A(0) and C,
• S2k(Γ) defined with H, A(Sk(Γ)), P and C,
• R2k(Γ) defined with H, A(Sk(Γ)), P and N,
• Mk(Γ) defined with H, A(0) and N,
• M2k (Γ) defined with H, A(Mk(Γ)), P and N.
We included the space R2k(Γ) above which has some interesting elements as we shall see in Section 5.
Their smooth counterparts are:
• S˜k(Γ) defined with S, A(0) and C,
• S˜2k(Γ) defined with S, A(S˜k(Γ)), P and C,
• M˜k(Γ) defined with S, A(0) and N,
• M˜2k (Γ) defined with S, A(M˜k(Γ)), P and N.
In the paper [DKMO] we examine the effects of weakening or altering the conditions defining each of
these spaces. Here we prove three main results.
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Theorem 2.1. For k in 2Z and Γ\H non compact with genus g we have
dimS2k(Γ) = 0 if k 6 0,
dimS22(Γ) =
{
0 if dimS2(Γ) = 0,
(2g + 1) dimS2(Γ)− 1 otherwise,
dimS2k(Γ) = (2g + 1) dimSk(Γ) if k > 4.
Theorem 2.2. For k in 2Z and Γ\H non compact with genus g we have
dimM2k (Γ) = 0 if k 6 −2,
dimM20 (Γ) = g + 1,
dimM2k (Γ) = (2g + 1) dimMk(Γ) if k > 2.
Theorem 2.3. We have the isomorphisms
M22 (Γ)
M2(Γ)
⊕ S¯
2
2(Γ)
S¯2(Γ)
⊕ C ∼= H1! (Γ,C),
M2k (Γ)
Mk(Γ)
⊕ S¯
2
k(Γ)
S¯k(Γ)
∼= H1! (Γ, Pk−2) for even k > 4
where Pk−2 is the space of all polynomials of degree at most k − 2 and H1! (Γ,C), H1! (Γ, Pk−2) are
associated cohomology groups as defined in Section 7.
We note that Goldfeld considered certain subspaces of S2k(Γ) andM
2
k (Γ) in [G] (preceeding the work
in [KZ]) and calculated their dimensions. See also [DO], Proposition 15, for a further generalization.
The proofs of Theorems 2.1 and 2.2 are constructive in that, in each case, a basis of second-order
Poincare´ series is given. In the weight 2 case this relies on the analytic continuation of various series.
An example of the type of results we prove is the following. For m ∈ Z and non-negative define the
non-holomorphic, weight k Poincare´ series
Uam(z, s, k) =
∑
γ∈Γa\Γ
Im(σa
−1γz)se(mσa
−1γz)ε(σa
−1γ, z)−k (2.2)
for Re(s) > 1 where ε(γ, z) is the ‘non-holomorphic’ weight factor j(γ, z)/|j(γ, z)| and, as usual,
e(z) = e2πiz .
Proposition 2.4. For k ∈ 2Z, m > 0 and some δ > 0 the Poincare´ series Uam(z, s, k) has a
continuation to an analytic function for all s with Re(s) > 1− δ. We have
Uam(z, s, k)≪ yΓ(z)1/2
for these s with the implied constant depending on s, m, k and Γ.
Here yΓ(z) is the invariant height
yΓ(z) = max
a
(max
γ∈Γ
(Im(σa
−1γz))).
3
3. Upper bounds for dimS2k(Γ) and dimM
2
k (Γ)
Let Hom0(Γ,C) be the space of homomorphisms from Γ to C that are zero on parabolic elements
of Γ. According to a special case of the Eichler-Shimura isomorphism (see Section 7 for a complete
statement), for any such homomorphism L there exist unique l1, l2 in S2(Γ) so that
L(γ) =
∫ γz
z
l1(w) dw +
∫ γz
z
l2(w) dw (3.1)
for all γ in Γ. We define the modular symbol
〈 γ, l 〉 =
∫ γz
z
l(w) dw (3.2)
for γ in Γ and l in S2(Γ). The value of 〈 γ, l 〉 is independent of the choice of base point z in H. For
1 6 i 6 2g we may define
Λi(z) =
∫ z
z0
λi(w) dw +
∫ z
z0
µi(w) dw (3.3)
for certain λi, µi in S2(Γ) and z0 an arbitrary fixed element of H (usually taken to be the imaginary
number i or i∞) to satisfy
Λi(γjz)− Λi(z) = δij
for the hyperbolic generators and also
Λi(γz)− Λi(z) = 0
for the other parabolic and elliptic generators γ of Γ. Thus {Li}2gi=1 defined by
Li(γ) = Λi(γz)− Λi(z) (3.4)
forms a natural basis for Hom0(Γ,C) dual to our choice of generators for Γ.
From the map
f 7→ (f |k(γ1 − 1), . . . , f |k(γ2g − 1)) = (f1, . . . , f2g),
it may be shown, as in [DKMO] Theorem 4, that any element f of S2k(Γ) must satisfy
f(z) =
2g∑
i=1
fi(z)Λi(z) + φ(z) (3.5)
where each fi = f |k(γi − 1) is in Sk(Γ) and φ is in S˜k(Γ). Apply ddz to both sides of (3.5) to get
d
dz
φ = −
2g∑
i=1
fiµi. (3.6)
So φ, if it exists, is uniquely specified by (3.6) up to addition of an element of Sk(Γ). Counting the
degrees of freedom in (3.5) shows that, for k ∈ Z,
dimS2k(Γ) 6 (2g + 1) dimSk(Γ). (3.7)
Similarly, f in M2k (Γ) satisfies (3.5) with fi in Mk(Γ) and φ in M˜k(Γ). Thus
dimM2k (Γ) 6 (2g + 1) dimMk(Γ). (3.8)
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In fact the dimensions of these spaces, for weight k 6= 2, are given by the upper bounds in (3.7) and
(3.8). We will show this in the next section using an extension of the usual Poincare´ series construction
to build linearly independent second-order forms. The case of weight k = 2 must be singled out for
special attention since the Poincare´ series we need are no longer absolutely convergent. An analysis in
Sections 5 and 6 shows that our constructions come up one short of the upper bounds at this weight.
Before discussing Poincare´ series, we note that there is a much easier way to find elements of S2k(Γ)
and M2k (Γ). Certainly we have the subspaces Sk(Γ) ⊂ S2k(Γ) and Mk(Γ) ⊂ M2k (Γ). Also, it may be
checked (see Lemma 4.1 in the next section) that any product
f(z)
∫ z
z0
h(w) dw (3.9)
for f in Sk(Γ) and h in S2(Γ) gives an element of S
2
k(Γ). If f is in Mk(Γ) then (3.9) yields an element
of M2k (Γ). This suggests the natural decomposition:
S2k(Γ) = S
2
k(Γ)
+ ⊕ Sk(Γ)⊕ S2k(Γ)−, (3.10)
M2k (Γ) =M
2
k (Γ)
+ ⊕Mk(Γ)⊕M2k (Γ)−, (3.11)
where the spaces S2k(Γ)
+, M2k (Γ)
+ consist of all linear combinations of elements of the form (3.9). In
this way, for k > 0, we get the simple lower bounds
(g + 1) dimSk(Γ) = dim(S
2
k(Γ)
+ ⊕ Sk(Γ)) 6 dimS2k(Γ),
(g + 1) dimMk(Γ) = dim(M
2
k (Γ)
+ ⊕Mk(Γ)) 6 dimM2k (Γ).
A second-order form similar to (3.9) appears in the work of Kleban and Zagier, [KZ], on per-
colation theory. For the Dedekind eta function η(z) we have that η(z)4 ∈ S2(Γθ, χ) and that
η(z/2)8η(2z)8η(z)−12 is an automorphic form with character χ for Γθ which is holomorphic at H,
vanishing at ∞ and has a pole at 1. Here Γθ is the subgroup of PSL2(Z) generated by ±
(
1 2
0 1
)
,
±
(
0 −1
1 0
)
. Also χ is a certain character for Γθ. They show in equations (16), (19) of [KZ] that the
derivative of a certain crossing probability for a rectangle with aspect ratio r is
K(z) =
−16πi√
3
η(z)4
∫ z
i∞
η(w/2)8η(2w)8η(w)−12 dw (3.12)
at z = ir. Consult [KZ] for details. The expression K(z) is a type of second-order form satisfying
K|2(γ − 1) ∈ S2(Γθ, χ) for all γ in Γθ, and conditions H and C.
4. Exact dimensions of S2k(Γ) and M
2
k (Γ) for k > 2
First we look at the spaces Sk(Γ) and Mk(Γ) with k ∈ 2Z. Recall that g is the genus of Γ\H and
p the number of inequivalent cusps. By Theorems 2.23 and 2.24 of [Sh] we have the following:
dimSk(Γ) = dimMk(Γ) = 0 for k < 0,
dimS0(Γ) =
{
1 if p = 0
0 if p > 0
,
dimS2(Γ) = g,
dimM0(Γ) = 1,
dimM2(Γ) =
{
g if p = 0
g + p− 1 if p > 0 ,
dimMk(Γ) = dimSk(Γ) + p if k > 4.
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Also for k > 4, with (2.1),
dimSk(Γ) = (k − 1)(g − 1) + (k/2− 1)p+
r∑
j=1
k(ej − 1)
2ej
.
The analogous results for k odd, 6= 1 also appear in [Sh] Theorem 2.25.
What are the elements of these spaces? For k = 0 the elements of M0(Γ) (and S0(Γ) if there are
no cusps) are just the constant functions. When k > 4 is even and p > 0, Sk(Γ) is spanned by the
Poincare´ series
Pam(z) = Pam(z)k =
∑
γ∈Γa\Γ
j(σa
−1γ, z)−ke(mσa
−1γz) (4.1)
with m > 0. For example we may fix a single cusp a and find a linearly independent basis with
dimSk(Γ) different values of m > 0, see [I2, Corollary 3.5]. The extra p dimensions of Mk(Γ) come
from the linearly independent Pa0(z)k as a varies over the p inequivalent cusps as in [Sa], Section 1.4.
When m = 0 these series (4.1) are called the holomorphic Eisenstein series. If we let Ek(Γ) denote
the space of these Eisenstein series then we have the direct sum
Mk(Γ) = Ek(Γ)⊕ Sk(Γ). (4.2)
Thus, varying a and m > 0 in (4.1) and taking linear combinations produces all elements of Mk(Γ)
for k > 4. We describe what happens at weight k = 2 later in Section 5.
We will now prove that the dimensions of S2k(Γ) and M
2
k (Γ) attain the upper bounds (3.7) and
(3.8) by producing enough second-order forms. In some cases this can be achieved using results of
[Gu] and [K]. However, these techniques would not yield explicit bases. To construct explicit bases
we use an extension of the above Poincare´ series. This idea, in different guise, appears in [G]. Set
Pam(z, L) = Pam(z, L)k =
∑
γ∈Γa\Γ
L(γ)j(σa
−1γ, z)−ke(mσa
−1γz), (4.3)
for m > 0 and L in Hom0(Γ,C). To show that this is absolutely convergent and holomorphic for k > 4
we need the next lemma.
Lemma 4.1. For any f in S2(Γ), all z ∈ H and any cusp a,
∫ z
z0
f(w) dw ≪ | log(Im(σa−1z))|+ 1
with an implied constant independent of z.
The proof uses that y|f(z)| ≪ 1 for any weight 2 cusp form and also that f(z + 1) = f(z). See
[DKMO], Lemma 3 for details.
Proposition 4.2. For L in Hom0(Γ,C) and k > 4 it is the case that
Pam(z, L)k ∈M2k (Γ) if m = 0,
Pam(z, L)k ∈ S2k(Γ) if m > 0.
Proof: For L as above, all z ∈ H and any cusp a it follows from (3.1) and Lemma 4.1 that
L(γ)≪ | log(Im(σa−1γz))|+ | log(Im(σa−1z))|+ 1
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with an implied constant independent of z and γ ∈ Γ. It is also true that | log y| < y+1/y and hence
| log y| < ε−1(yε + y−ε) for any y > 0 and ε > 0. Therefore
Pam(z, L)k ≪
∑
γ∈Γa\Γ
(Im(σa
−1γz)ε + Im(σa
−1γz)−ε + Im(σa
−1z)ε + Im(σa
−1z)−ε + 1)
× |j(σa−1γ, z)|−k
= y−k/2
∑
γ∈Γa\Γ
(Im(σa
−1γz)k/2+ε + Im(σa
−1γz)k/2−ε)
+ y−k/2(Im(σa
−1z)ε + Im(σa
−1z)−ε + 1)
∑
γ∈Γa\Γ
Im(σa
−1γz)k/2 (4.4)
for any ε > 0. (The implied constant depends on ε.) Now the usual non-holomorphic Eisenstein series
Ea(z, s) =
∑
γ∈Γa\Γ
Im(σa
−1γz)s, (4.5)
is known to be absolutely convergent for s with Re(s) > 1 (and uniformly convergent for s in compact
sets there), see [I1] Chapter 3 and [Sa] Section 1.4. Moreover it has the Fourier expansion at the cusp
b
Ea(σbz, s) = δaby
s + φab(s)y
1−s +
∑
m 6=0
φab(m, s)Ws(mz) (4.6)
= δaby
s + φab(s)y
1−s +O(e−2πy) (4.7)
as y →∞ with an implied constant depending only on s and Γ. This is [I1], (6.20) and is in fact valid
for all s in C. The Whittaker function Ws(z) is described in [I1], (1.26).
By comparing (4.4) with (4.5) we require k/2−ε > 1 and hence k > 2 for the absolute and uniform
convergence of Pam(z, L)k. Therefore, for k ≥ 4, the series Pam(z, L)k are absolutely and uniformly
convergent (for z in compact sets in H, say) and satisfy H.
We also easily have
Pam(γz, L)kj(γ, z)
−k = Pam(z, L)k + L(γ
−1)Pam(z)k (4.8)
which implies that Pam(z, L)k satisfies A(Mk(Γ)) for m = 0 and A(Sk(Γ)) for m > 0.
Finally, we verify that our functions satisfy the cuspidal growth condition C by considering the
Fourier expansion of these series at b. Since we have established H we must have
j(σb, z)
−kPam(σbz, L)k =
∑
n∈Z
aab(n)e(nz)
for some constants aab(n). Also (noting that L(I) = 0 for I the identity element of Γ) and taking into
account (4.7) we have
j(σb, z)
−kPam(σbz, L)k =
∑
γ∈Γa\Γ
L(γ)j(σa
−1γσb, z)
−ke(mσa
−1γσbz)
≪ y−k/2
∑
γ∈Γa\Γ,γ 6=Γa
L(γ)Im(σa
−1γσbz)
k/2
≪ y−k/2
∣∣∣Ea(σbz, k/2− ǫ)− δabyk/2−ǫ∣∣∣
≪ y1−k+ǫ.
Therefore, for m > 0, we find that aab(n) = 0 for n 6 0. Consequently Pam(z, L)k satisfies the
cuspidal growth condition C. This is perhaps surprising in the case where m = 0. It means that
on the fundamental domain F (corresponding to σa, σb etc), Pa0(z, L)k has exponential decay at its
cusps. This will not be the case on any translates γF of F with L(γ) 6= 0 by the automorphy condition.

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Theorem 4.3. For k > 4 and g the genus of Γ\H we have
dimS2k(Γ) = (2g + 1) dimSk(Γ), (4.9)
dimM2k (Γ) = (2g + 1) dimMk(Γ). (4.10)
Proof: Note that, for a fixed cusp a, the Poincare´ series Paj(z, Li) are all linearly independent, by
(4.8), as j > 0 runs over integers yielding a basis Paj(z) for Sk(Γ) and as i runs over integers in
{1, . . . , 2g} yielding a basis Li of Hom0(Γ,C). These series are also linearly independent of Sk(Γ). In
this way we obtain (4.9).
A similar argument, using the fact that Pa0(z) with a running over the inequivalent cusps of Γ\H
form a basis for Ek(Γ), yields (4.10). 
This result also clarifies the direct sums (3.10) and (3.11). For example, a second-order cusp form
is in the space S2k(Γ)
+ if and only if it is a linear combination of Poincare´ series Pam(z, L) with L in
the subspace of Hom0(Γ,C) generated by the modular symbols (3.2). The space S
2
k(Γ)
− consists of
linear combinations of Poincare´ series Pam(z, L), with the conjugates of the modular symbols.
5. Calculating dimS22(Γ)
We first recall some definitions and terminology and put in place the general framework used in
[CO], [JO]. We will then specialize to the objects we need.
For f1, f2 in Sk(Γ) the Petersson inner product is defined by
〈 f1, f2 〉 =
∫
Γ\H
f1(z)f2(z)y
k dµz.
The weight, k, of the inner product should be clear from the context; in the rest of this section they
are weight 2, in Section 8 they are all weight 0. (Also recall that we are using this notation for the
modular symbols (3.2).)
Following [I1], (2.42) we recall the useful notation
yΓ(z) = max
a
(max
γ∈Γ
(Im(σa
−1γz)))
which measures how close z ∈ H is to a cusp. If ψ (or |ψ|) is smooth with weight 0 then it is more
convenient to write
ψ(z)≪ yΓ(z)A,
for example, instead of ψ(σaz) ≪ yA for each cusp a as y → ∞. For questions involving the con-
vergence of inner products it is the growth in these cuspidal zones that is important. For weight 0
second-order forms it makes more sense to consider their growth only inside the fundamental domain
F. We use the notation
yF(z) = max
a
(Im(σa
−1z))
for z ∈ F.
Next, we recall from Section 2 the non-holomorphic, weight k Poincare´ series
Uam(z, s, k) =
∑
γ∈Γa\Γ
Im(σa
−1γz)se(mσa
−1γz)ε(σa
−1γ, z)−k (5.1)
where ε(γ, z) is the ‘non-holomorphic’ weight factor j(γ, z)/|j(γ, z)|. These series were first studied
by Selberg. For simplicity put Uam(z, s) = Uam(z, s, 0). The main facts we need for this function are
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that it converges to an analytic function of s for Re(s) > 1 and has a continuation to a neighborhood
of s = 1. These results are contained in Propositions A, B and C below.
Now, for f(z) in S2(Γ) we shall require its derivatives and antiderivatives. Define Ian to be the nth
antiderivative of f . Precisely, for n > 1, we set
Ian(zn) =
∫ zn
i∞
· · ·
∫ z2
i∞
∫ z1
i∞
fa(z0)dz0dz1 · · · dzn−1
for fa(z) = f(σaz)/j(σa, z)
2. Thus ddz Ian(z) = Ia(n−1)(z) and use this to extend the definition of Ian
to all n in Z. In particular it may be checked that
Ia1(σa
−1z) = Fa(z) :=
∫ z
a
f(w) dw,
Ia0(σa
−1z) = f(z)j(σa
−1, z)2.
There are two interesting families of series:
Qam(z, s, n; f) =
∑
γ∈Γa\Γ
Ian(σa
−1γz)Im(σa
−1γz)se(mσa
−1γz),
Qam(z, s, n; f) =
∑
γ∈Γa\Γ
Ian(σa−1γz)Im(σa
−1γz)se(mσa
−1γz). (5.2)
For m = 0 the theory of the series Qam(z, s, n; f) for all n and f with weight k > 2 is given in
[CO]. In [JO] the series Qam(z, s, 1; f) with m 6= 0 is used to find the analogue of the Kronecker limit
formula for second-order, non-holomorphic Eisenstein series. Here we will only need results about
Qam(z, s, n; f) and only for n 6 1.
The next proposition provides the basic convergence results and growth estimates for Uam(z, s, k),
Qam(z, s, 1; f), Q
′
am(z, s, 1; f) which is the termwise derivative of (5.2) with respect to z, and the
weight 2 function
Gam(z, s;F ) =
∑
γ∈Γa\Γ
Fa(γz)
j(σa−1γ, z)2
Im(σa
−1γz)se(mσa
−1γz).
Proposition A. For k ∈ 2Z and σ = Re(s) > 1 the series Uam(z, s, k), Qam(z, s, 1; f), Q′am(z, s, 1; f)
and Gam(z, s − 1;F ) converge absolutely and uniformly on compact sets to analytic functions of s.
For these s we have
Ua0(z, s, k)≪ yΓ(z)σ, (i)
Uam(z, s, k)≪ 1, m > 0, (ii)
Qam(z, s, 1; f)≪ yΓ(z)1/2−σ/2, m > 0, (iii)
yQ′am(z, s, 1; f)≪ (|m|+ 1)yΓ(z)1/2−σ/2, m > 0, (iv)
yGam(z, s− 1;F )≪ yΓ(z)1/2−σ/2, m > 0 (v)
where the implied constants depends on s, k, f and Γ but not m.
The proof of this proposition is not difficult and essentially amounts to comparing these series with
the standard Eisenstein series Ea(z, s). We give the details in Section 9. The next propositions show
the analytic continuation of the series Uam, Qam and Q
′
am to a neighborhood of s = 1. This is essential
for our construction of weight two second-order forms. Again, to keep the flow of ideas intact, we
relegate the proofs to Sections 10 and 11.
First we choose, once and for all, a constant δΓ depending on Γ with 0 < δΓ < 1/2. It is chosen so
that poles appearing from the discrete spectrum have real part less than 1− δΓ. See the discussion at
the beginning of Section 8 for a complete explanation.
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Proposition B. For k ∈ 2Z the (Eisenstein) series Ua0(z, s, k) has a meromorphic continuation to
all s with Re(s) > 1− δΓ. We have
Ua0(z, s, k)≪ yΓ(z)σ.
for these s with the implied constant depending on s, k and Γ. The only possible pole in this region
appears at s = 1 when k = 0. It is a simple pole with residue 1/V .
Proposition C. For k ∈ 2Z and m > 0 the Poincare´ series Uam(z, s, k) has a continuation to an
analytic function for all s with Re(s) > 1− δΓ. We have
Uam(z, s, k)≪ yΓ(z)1/2
for these s with the implied constant depending on s, m, k and Γ.
This proposition should be standard and the proof of the first part can be found in [S]. However,
since we have not found a reference for the growth estimate, we provide a proof in Section 10 based
on the methods of [JO] Section 8.
Proposition D. For m > 0, both series (s− 1)Qam(z, s, 1; f) and Q′am(z, s, 1; f) have continuations
to analytic functions of s with Re(s) > 1− δΓ. For these s values
(s− 1)Qam(z, s, 1; f), yQ′am(z, s, 1; f)≪ yΓ(z)1/2.
The implied constant depends on s, m, f and Γ. Also Qam(z, s, 1; f) has a simple pole at s = 1 with
residue 2i〈 f, Pam(·)2 〉.
The Pam(z)2 appearing in the above residue is
Pam(z)2 = y
−1Uam(z, 1, 2), (5.3)
which is well defined thanks to Propositions B and C. These series are holomorphic for m > 0 and
span S2(Γ), see [JO] Theorem 3.2 for example. For m = 0 they are no longer holomorphic. One way
to see this is to note that
Pa0(z)2 = y
−1Ua0(z, 1, 2) = y
−1 lim
s→1
R0Ea(z, s) = 2i lim
s→1
d
dz
Ea(z, s)
which by (4.7) satisfies
j(σb, z)
−2Pa0(σbz)2 = δab − 1
yV
+O(e−2πy) (5.4)
as y →∞ and
y2
d
dz
Pa0(z)2 =
i
2V
. (5.5)
These functions were also used in [GO] where it is shown that for any two distinct cusps a and
b the differences Pa0(z)2 − Pb0(z)2 span E2(Γ), the space of Eisenstein series (4.2). The operator
R0 = 2iyd/dz is the weight raising operator as discussed in Section 8.
Remark. In reality all the series we are considering here Uam(z, s, k), Qam(z, s, 1; f), yQ
′
am(z, s, 1; f)
and yGam(z, s − 1;F ) have meromorphic continuations to all s in C and indeed it is a relatively
straightforward exercise to extend the proofs of Propositions C and D to the entire s plane. The
reason we restrict our attention to Re(s) > 1 − δΓ is to avoid having to include details concerning
poles coming from the exceptional spectrum and on the line Re(s) = 1/2. For our purposes we only
require continuation to a neighborhood of s = 1. See [CO] for details of how these techniques extend
to all of C
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We are now ready to turn to the dimension of S22(Γ). Because of the decomposition (3.7), in order
to compute it, we need to investigate the space S22(Γ)
−. In view of the remarks following Theorem
4.3, we would like to construct the series
“Pam(z, L)2” =
∑
γ∈Γa\Γ
L(γ)j(σa
−1γ, z)−2e(mσa
−1γz)
with L(γ) = 〈 γ, f 〉, f ∈ S2(Γ). Unfortunately this series is not absolutely convergent. However, if it
were, it would formally equal∑
γ∈Γa\Γ
(Fa(γz)− Fa(z))j(σa−1γ, z)−2Im(σa−1γz)se(mσa−1γz)
= Gam(z, s;F )− Fa(z)y−1Uam(z, s+ 1, 2)
with s = 0. This motivates us to study
Zam(z, s; f) =
∑
γ∈Γa\Γ
〈 γ, f 〉 Im(σa
−1γz)s
j(σa−1γ, z)2
e(mσa
−1γz) (5.6)
= Gam(z, s;F )− Fa(z)y−1Uam(z, s+ 1, 2) (5.7)
and show that it has an analytic continuation to s = 0. An analysis will show that it does and has the
correct growth at cusps but is not always analytic. Nonetheless, this construction provides us with
all remaining elements of S22(Γ) and M
2
2 (Γ). The next proposition develops the required properties of
Zam.
Proposition 5.1. Let m be an integer > 0, f ∈ S2(Γ) and a a cusp. Then Zam(z, s; f) as defined in
(5.7) admits an analytic continuation to Re(s) > −δΓ. Also
Zam(γz, 0; f)j(γ, z)
−2 = Zam(z, 0; f)− 〈 γ, f 〉Pam(z)2, (i)
yZam(z, 0; f)≪ yF(z)1/2, (ii)
d
dz
Zam(z, 0; f) = −y−2〈 f, Pam(·)2 〉+ δm,0Fa(z)/(2iy2V ), (iii)
where (i) is true for all γ in Γ and the implied constant in (ii) is independent of z.
Proof: We have already seen in Proposition A part (v) that Gam(z, s;F ) is absolutely convergent for
σ = Re(s) > 0 and satisfies
yGam(z, s;F )≪ yΓ(z)−σ/2 (5.8)
for these s and an implied constant independent of z. Now use the relation
d
dz
Qam(z, s, 1; f) =
−is
2
Gam(z, s− 1;F ) + 2πimGam(z, s;F )
to see that
Gam(z, s;F ) =
4πm
s+ 1
Gam(z, s+ 1;F ) +
2i
s+ 1
Q′am(z, s+ 1, 1; f). (5.9)
With Proposition D this gives the analytic continuation of Gam(z, s;F ) to Re(s) > −δΓ. Together
with Propositions B and C we see that both terms on the right of (5.7) have analytic continuations
to Re(s) > −δΓ, proving the first statement of the proposition.
Equations (5.7) and (5.9) now imply that
yZam(z, 0; f) = 4πmyGam(z, 1;F ) + 2iyQ
′
am(z, 1, 1; f)− Fa(z)Uam(z, 1, 2).
11
With Proposition A part (v) and Proposition D we have
yGam(z, 1;F )≪ yΓ(z)−1/2, yQ′am(z, 1, 1; f)≪ yΓ(z)1/2.
To bound Fa(z)Uam(z, 1, 2) we first note that for m 6= 0 we have Uam(z, 1, 2)≪ yΓ(z)1/2 by Proposi-
tion C and for m = 0 we have Uam(σbz, 1, 2)≪ δaby + 1 as y →∞ by (10.3). Also it is easy to show
that, for z in F,
Fa(σaz)≪ e−2πy, Fa(σbz)≪ 1, a 6= b
as y →∞ (see (9.3) and (9.4)). Part (ii) of the proposition now follows. It is also easy to check that,
for Re(s) large,
Zam(γz, s; f)j(γ, z)
−2 = Zam(z, s; f)− 〈 γ, f 〉y−1Uam(z, s+ 1, 2)
thus deducing (i) by analytic continuation. A lengthy but routine calculation yields, again for Re(s)
large,
d
dz
Zam(z, s; f) =
is
2y2
(
Qam(z, s+ 1, 1; f)− Fa(z)Uam(z, s+ 1)
)
.
Combined with Propositions B, C and D we then find that (iii) holds. This completes all the parts of
Proposition 5.1. 
Before we continue we define a new function, Zλ,µ, that is more convenient to work with than Zam.
As previously noted, for different values of m > 0, Pam(·)2 spans S2(Γ). So for any pair (λ, µ) of
elements in S2(Γ) we may find a linear combination Zλ,µ of Zam(z, 0;λ) with m > 0 such that, for all
γ in Γ
Zλ,µ|2(γ − 1) = 〈 γ, λ 〉µ, (5.10)
y2
d
dz
Zλ,µ = 〈λ, µ 〉, (5.11)
yZλ,µ ≪ yF(z)1/2. (5.12)
To prove that the dimension of S22(Γ) is one less than we would initially expect, we will also need
the next result.
Proposition 5.2. For any µ 6= 0 in S2(Γ) it is impossible for an element f of S22(Γ) to satisfy
f |2(γ − 1) = 〈 γ, µ 〉µ
for all γ in Γ.
Proof: The main idea is to use Pa0(z)2 ∈ M˜2(Γ) and consider the sum Zµ,µ + 2iV 〈µ, µ 〉Pa0(·)2).
Combine (5.5) and (5.11) to obtain
d
dz
(Zµ,µ(z) + 2iV 〈µ, µ 〉Pa0(z)2) = 0.
Looking at each cusp we see by (5.4) and (5.12) that
j(σb, z)
−2(Zµ,µ(σbz) + 2iV 〈µ, µ 〉Pa0(σbz)2)≪ y−1/2 + δab + 1
yV
as y → ∞ so the Fourier expansion of Zµ,µ(z) + 2iV 〈µ, µ 〉Pa0(z)2 has only non negative terms and
only a constant term at the cusp a. Now suppose f , as described in the proposition, does exist. Then
λ = f − Zµ,µ − 2iV 〈µ, µ 〉Pa0(·)2
is an element of M2(Γ) that has exponential decay at every cusp except possibly one by the previ-
ous argument. But Pa0(·)2 − Pb0(·)2 span E2(Γ) and hence every element of E2(Γ) must not have
exponential decay at at least two distinct cusps. It follows that λ must be in S2(Γ). This yields a
contradiction on writing
λ(z)− f(z) + Zµ,µ(z) = −2iV 〈µ, µ 〉Pa0(z)2
and examining the size of both sides as z → a. 
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Theorem 5.3. Let {f1, . . . , fg} be an orthonormal basis of S2(Γ). Then the set
A = {Zfi,fj}i6=j ∪ {Zfi,fi − Zf1,f1}gi=2 ∪ {fi
∫
fj}i,j ∪ {fi}i (5.13)
is a basis of S22(Γ).
Proof: We first observe that, with (5.10), (5.11) and (5.12), all functions belong to S22(Γ). Next
we show that A generates S22(Γ). Equations (3.3) and (3.5) imply that if f ∈ S22(Γ) then there are
λij , µij ∈ C such that
f |2(γ − 1) =
∑
i,j
(λij〈 γ, fi 〉+ µij〈 γ, fi 〉)fj
for all γ in Γ. Set
f∗ = f −
∑
i,j
λijfj
∫
fi −
∑
i,j
µijZfi,fj .
Thanks to (5.10), f∗|2(γ − 1) = 0 for all γ in Γ. Writing
f∗ = f −
∑
i,j
λijfj
∫
fi −
∑
i6=j
µijZfi,fj −
∑
i
µii (Zfi,fi − Zf1,f1)−
(∑
i
µii
)
Zf1,f1
makes it clear by (5.11) that
y2
d
dz
f∗ = −
(∑
i
µii
)
〈 f1, f1 〉.
Hence f∗ + (
∑
i µii)Zf1,f1 is holomorphic.
With Lemma 4.1, fi
∫ z
z0
λi(w) dw satisfies condition C. Also, with (5.12),
j(σb, z)
−2Zfi,fj (σbz)≪ Im(σbz)−1|j(σb, z)|−2y1/2 = y−1/2
as y → ∞. Therefore f∗ + (∑i µii)Zf1,f1 must have a Fourier expansion at each cusp with only
positive terms. In other words
j(σb, z)
−2
(
f∗(σbz) + (
∑
i
µii)Zf1,f1(σbz)
)
=
∞∑
n=1
db(n)e
2πinz
for constants db(n) and hence f
∗ + (
∑
i µii)Zf1,f1 satisfies condition C.
Further, if
∑
i µii 6= 0 then for all γ ∈ Γ
f∗ + (
∑
i µii)Zf1,f1∑
i µii
∣∣∣∣
k
(γ − 1) = Zf1,f1 |k(γ − 1) = 〈 γ, f1 〉f1
which contradicts Proposition 5.2. Consequently
∑
i µii = 0, f
∗ ∈ S2(Γ) and A generates S22(Γ).
Finally, we verify that A is linearly independent. Suppose that for some kij , lij , ni,mi ∈ C, we have∑
i6=j
kijZfi,fj +
∑
i,j
lijfj
∫
fi +
∑
i6=1
ni(Zfi,fi − Zf1,f1) +
∑
i
mifi = 0.
With (5.10), if we let γ − 1, (γ ∈ Γ) act on both sides, we obtain:∑
i6=j
kij〈 γ, fi 〉fj +
∑
i,j
lij〈 γ, fi 〉fj +
∑
j 6=0
nj(〈 γ, fj 〉fj − 〈 γ, f1 〉f1) = 0.
Take the inner product of both sides with fj, j 6= 1 to see that∑
i6=j
kij〈 γ, fi 〉+
∑
i
lij〈 γ, fi 〉+ nj〈 γ, fj 〉 = 0.
Therefore kij , lij and nj are all 0 for j 6= 1 by the usual Eichler-Shimura isomorphism. Similarly for
j = 1. Hence the constants mi must vanish too. 
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Corollary 5.4.
dimS22(Γ) =
{
0 if dimS2(Γ) = 0,
(2g + 1) dimS2(Γ)− 1 otherwise
.
Remark 5.5. As a byproduct of the proof of Proposition 5.2, we have also shown that the interesting
form
Zµ,µ + 2iV 〈µ, µ 〉Pa0(·)2
exists and is in R22(Γ) but not S
2
2(Γ).
6. Calculating dimM2k (Γ) for k 6 2
First we work on the case k = 2. For any f ∈ S2(Γ) and cusps a, b put
Zab(z; f) = Za0(z, 0; f)− Zb0(z, 0; f) + Pa0(z)2
∫ b
a
f(w) dw.
With Proposition 5.1, part (iii) and (5.5), we have
−y2 d
dz
Zab(z; f) = 〈 f, Pa0(·)2 − Pb0(·)2 〉.
It is routine to verify by unfolding that 〈 f, Im(·)−1Ua0(·, s, 2) 〉 = 0 for Re(s) large. It follows by
analytic continuation that 〈 f, Pa0(·)2 〉 = 0 and hence that
d
dz
Zab(z; f) = 0.
So Zab(z; f) satisfies H and, with (ii) of Proposition 5.1 and (5.4), it satisfies condition N. By part
(i) of the same proposition
Zab(γz; f)j(γ, z)−2 = Zab(z; f)− 〈 γ, f 〉 (Pa0(z)2 − Pb0(z)2)
and conditions A(Mk(Γ)) and P hold. We have shown that Zab(z; f) ∈M22 (Γ) for all cusps a, b and
cusp forms f . As we already noted, the differences Pa0(z)2−Pb0(z)2 span E2(Γ) (and are orthogonal
to S2(Γ)). So for any f ∈ S2(Γ) and h ∈ E2(Γ) we may find a linear combination, Zf,h, of Zab(z; f)
for different a, b that is holomorphic and satisfies
Zf,h|2(γ − 1) = 〈 γ, f 〉h.
The next theorem is easy to check using Remark 5.5 and the corollary follows quickly.
Theorem 6.1. Let {f1, . . . , fg} be an orthonormal basis of S2(Γ) and {h1, . . . , hp−1} a basis for
E2(Γ). If a is a fixed cusp, then the set
{Zfi,fj}i6=j ∪ {Zfi,fi + 2iV Pa0(·)2}i ∪ {Zfi,hj}i,j ∪ {fi
∫
fj}i,j ∪ {hj
∫
fi}i,j ∪ {fi}i ∪ {hj}j
is a basis for M22 (Γ).
Corollary 6.2. We have
dimM22 (Γ) = (2g + 1) dimM2(Γ).
Next we look at M20 (Γ).
14
Theorem 6.3. With {f1, . . . , fg} a basis of S2(Γ), a basis for M20 (Γ) is
{1} ∪ {
∫
fi}i (6.1)
and dimM20 (Γ) = g + 1.
Proof: Let f ∈M20 (Γ). Since M0(Γ) consists of the constant functions, for each γ ∈ Γ, f |0(γ − 1) =
cγ ∈ C. However f belongs to M20 (Γ), so the map γ → cγ is a parabolic 1-cocycle in terms of the
trivial action of Γ on C. Hence, by the Eichler-Shimura isomorphism, there are g, h ∈ S2(Γ) such that
cγ = 〈 γ, g 〉+ 〈 γ, h 〉. This is equivalent to
(
f(z)−
∫ z
z0
g(w)dw
)∣∣∣∣
0
(γ − 1) = 〈 γ, h 〉. (6.2)
Set F (z) = f(z)− ∫ z
z0
g(w)dw. An easy computation shows that F ′ = f ′ − g has weight 2. Using the
Fourier expansion of f at any cusp we also deduce that F ′ satisfies condition C . Hence F ′ ∈ S2(Γ)
and
(F |0(γ − 1))(z) = F (γz)− F (z) =
∫ γz
z
F ′(w)dw = 〈 γ, F ′ 〉.
Because of the Eichler-Shimura isomorphism, this together with (6.2) implies that F ′ = h ≡ 0. Hence,
since f is holomorphic, f(z) =
∫ z
z0
g(w)dw + c, where c is a constant. This shows that (6.1) spans
M20 (Γ). Linear independence follows as in the proof of Theorem 5.3. 
It is easy to check that when the first-order space is 0 that the corresponding second-order space
must be 0. For even −k 6 −2 we have M−k(Γ) = 0. Hence any f ∈M2−k(Γ) satisfies f |−k(γ − 1) = 0
for all γ in Γ. Therefore f ∈ M−k(Γ) and f ≡ 0. The same argument shows that S2−k(Γ) = 0 for all
even −k 6 0.
All parts of Theorems 2.1 and 2.2 are now complete.
7. An Eichler-Shimura-like isomorphism.
For k > 2 let Pk−2 denote the space of polynomials of degree at most k − 2 with coefficients in C.
With F in M2k (Γ) define a map φ : Γ→ Pk−2 by the formula
φ(γ) =
∫ γ−1i
i
F (z)(z −X)k−2dz
for all γ ∈ Γ where X is the polynomial variable and integration takes place on a geodesic in the upper-
half plane. This is the exact analogue of the period polynomial map of Eichler cohomology and, as
in the classical case, it has a close relation to the values of L(s, F ) at s = 1, . . . , k − 1. Specifically, if
F is cuspidal, i can be replaced by i∞ in the definition of φ and, then the polynomial coefficients are
linear combinations of values of the additively twisted L-function of F which is
∞∑
n=1
ane
2πimn
ns
for F (z) =
∞∑
n=1
ane
2πinz.
As usual, for every C[Γ]-module M we let d denote the coboundary operator on the group of
i-cochains Ci(Γ,M) := {f : Γi →M}. For example, for every ψ : Γ→M,
(dψ)(γ1, γ2) = ψ(γ2).γ1 − ψ(γ2γ1) + ψ(γ1)
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where . denotes the action of Γ on M. Also, for ψ : Γ2 →M,
(dψ)(γ1, γ2, γ3) = ψ(γ2, γ3).γ1 − ψ(γ2γ1, γ3) + ψ(γ1, γ3γ2)− ψ(γ1, γ2).
We write Zi(Γ,M), Bi(Γ,M) and Hi(Γ,M) for the groups of i-cocycles, i-coboundaries and i-
cohomology classes respectively. See, for example [Sh] p. 223 for more details.
Further, we set Cqpar(Γ,M) = C
q(Γ,M) for q 6= 1 and we we define the group of parabolic 1-cochains
C1par(Γ,M) = {f ∈ C1(Γ,M) | f(π) ∈M.(π − 1) for all parabolic π in Γ}.
In this way we obtain a cochain complex in terms of the usual coboundary operator. Therefore, we
have a (“parabolic”) cohomology which we can describe explicitly as follows:
Set Z1par(Γ,M) = Z
1(Γ,M)∩C1par(Γ,M) and B2par(Γ,M) = d(C1par(Γ,M)). With this notation define
H1par(Γ,M) = Z
1
par(Γ,M)/B
1(Γ,M) and H2par(Γ,M) = Z
2(Γ,M)/B2par(Γ,M). In particular, for
M = C with the trivial action of Γ, H1par(Γ,C) (and Z
1
par(Γ,C)) is isomorphic to the group Hom0(Γ,C),
defined in Section 3.
Let now Γ act on Pk−2 via |2−k and on C1(Γ, Pk−2) via the trivial action. Consider the map
α : C1(Γ, Pk−2) → C1(Γ, C1(Γ, Pk−2)) defined as follows: For ψ : Γ → Pk−2 we let α(ψ) be a map
from Γ to C1(Γ, Pk−2) such that α(ψ)(γ), for γ in Γ, is defined by the formula
α(ψ)(γ)(δ) = (dψ)(γ, δ)|2−kγ−1
for all δ ∈ Γ. We then set
Z1! (Γ, Pk−2) = α
−1(H1par(Γ, Z
1(Γ, Pk−2)))
B1! (Γ, Pk−2) = α
−1(H1par(Γ, B
1(Γ, Pk−2))).
Explicitly, a map f : Γ→ Pk−2 belongs to Z1! (Γ, Pk−2) if and only if
(i) for each γ ∈ Γ, (df)(γ, δ)|2−kγ−1 is a 1-cocycle as a function of δ ∈ Γ,
(ii) (df)(γ2γ1, δ)|2−k(γ2γ1)−1 = (df)(γ2, δ)|2−kγ−12 + (df)(γ1, δ)|2−kγ−11 for all γ1, γ2, δ in Γ and
(iii) (df)(π, δ) ≡ 0 for parabolic π and all δ in Γ.
In other words f ∈ Z1! (Γ, Pk−2) if and only if
f(γ3γ2γ1) = f(γ3γ2)|2−kγ1 + f(γ2γ1) + f(γ3γ1)|2−k(γ−11 γ2γ1)
− f(γ3)|2−k(γ2γ1)− f(γ2)|2−kγ1 − f(γ1)|2−k(γ−11 γ2γ1)
and
f(δπ) = f(δ)|2−kπ + f(π).
Exactly the same is true for f ∈ B1! (Γ, Pk−2) except that, in addition, (df)(γ, δ)|2−kγ−1 is a 1-
coboundary. Therefore B1! (Γ, Pk−2) can be canonically embedded in Z
1
! (Γ, Pk−2) and we may define
H1! (Γ, Pk−2) =
Z1! (Γ, Pk−2)
B1! (Γ, Pk−2)
.
We also set S¯2k(Γ) (resp. S¯k(Γ)) for the space of functions whose complex conjugate is in S
2
k(Γ) (resp.
Sk(Γ)) and we associate a map φ˜ to F ∈ S¯2k(Γ) by setting
φ˜(γ) =
∫ γ−1i
i
F (z)(z¯ −X)k−2dz¯ for all γ ∈ Γ.
With this notation we have
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Theorem 7.1. (i) For k > 2 the maps defined by φ and φ˜ induce an isomorphism
M2k (Γ)
Mk(Γ)
⊕ S¯
2
k(Γ)
S¯k(Γ)
∼= H1! (Γ, Pk−2).
(ii) There is an isomorphism
M22 (Γ)
M2(Γ)
⊕ S¯
2
2(Γ)
S¯2(Γ)
⊕ C ∼= H1! (Γ,C).
Proof: (i) We will be using the following formulation of Eichler-Shimura’s isomorphism (see [DI],
Section 12.2 for a similar formulation):
For each φ ∈ Z1(Γ, Pk−2) there is a unique pair (g1, g¯2) ∈Mk × S¯k such that
φ(γ) =
∫ γ−1i
i
g1(w)(w −X)k−2dw +
∫ γ−1i
i
g¯2(w)(w¯ −X)k−2dw¯ for all γ ∈ Γ.
Moreover, if f is the map sending φ to (g1, g¯2), then the sequence
0→ B1(Γ, Pk−2) i→֒ Z1(Γ, Pk−2) f→Mk ⊕ S¯k → 0 (7.1)
is exact.
The exact sequence (7.1) can be thought of as a sequence of Γ-modules with Γ acting trivially on
each of the modules. This induces an exact sequence of cochain complexes
0→ C∗par(Γ, B1(Γ, Pk−2)) →֒ C∗par(Γ, Z1(Γ, Pk−2))→ C∗par(Γ,Mk ⊕ S¯k)→ 0
and this, in turn, induces a long exact sequence
H1par(Γ, B
1(Γ, Pk−2))
i∗→ H1par(Γ, Z1(Γ, Pk−2))
f∗→ H1par(Γ,Mk ⊕ S¯k)
→ H2par(Γ, B1(Γ, Pk−2))→ H2par(Γ, Z1(Γ, Pk−2))→ H2par(Γ,Mk ⊕ S¯k)
→ H3(Γ, B1(Γ, Pk−2))→ . . . (7.2)
where f∗(ψ)(γ) := f(ψ(γ)) and i∗ is induced by the injection i in a similar manner.
Lemma 7.2. Hj(Γ,M) = 0 for every j > 2 and every C-vector space M.
Proof: By Selberg’s Lemma (cf. [Ra] or [Se]), there exists a torsion-free subgroup G of finite index
in Γ. Since G is itself a Fuchsian group of the first kind, it can be described through the classical
generators and relations. Being torsion-free implies that the only relation is
[γ1, γg+1] . . . [γg, γ2g]π1 . . . πp = 1,
where γj (resp. πl) are hyperbolic (resp. parabolic) generators of G. Therefore, G is freely generated
by γ1, . . . γ2g and π1, . . . , πp−1. Since the cohomological dimension of a free group is 1, an application
of the transfer operator ([B], Proposition 10.1 of III) implies that Hj(Γ,M) = 0 for all j > 2. This
completes the proof of the lemma. 
We also have (see [Sh], Chapter 8)
H2par(Γ,M)
∼= M/M1
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where M1 is the subspace of M generated by M.(γ − 1) for all γ in Γ. Therefore (7.2) implies the
exact sequence
0→ i∗(H1par(Γ, B1(Γ, Pk−2))) →֒ H1par(Γ, Z1(Γ, Pk−2))
f∗→ H1par(Γ,Mk ⊕ S¯k)
→ B1(Γ, Pk−2)→ Z1(Γ, Pk−2)→Mk ⊕ S¯k → 0.
In particular, this implies that
dim(i∗(H1par(Γ, B
1(Γ, Pk−2))))− dim(H1par(Γ, Z1(Γ, Pk−2))) + · · · − dim(Mk ⊕ S¯k) = 0.
Because of (7.1), the last three dimensions cancel out and we are left with
dim(H1par(Γ, Z
1(Γ, Pk−2)))− dim(i∗(H1par(Γ, B1(Γ, Pk−2)))) = dim(H1par(Γ,Mk ⊕ S¯k)).
From this we conclude that f∗ induces an isomorphism
H1par(Γ, Z
1(Γ, Pk−2))
i∗(H1par(Γ, B
1(Γ, Pk−2)))
∼= H1par(Γ,Mk ⊕ S¯k).
Because of the relations (2.1) and the vanishing of homomorphisms at elements of finite order, each
element of H1par(Γ,Mk ⊕ S¯k) is uniquely determined by its values at the 2g hyperbolic generators of
Γ. Therefore,
H1par(Γ,Mk ⊕ S¯k) ∼=
2g⊕
i=1
(Mk ⊕ S¯k) (7.3)
On the other hand, as it was pointed out in [CDO], we have exact sequences
0 →֒ Sk → S2k
ψ→
2g⊕
i=1
Sk
0 →֒Mk →M2k
ψ→
2g⊕
i=1
Mk (7.4)
where ψ sends a form F to the vector (F |k(γ−11 − 1), . . . , F |k(γ−12g − 1)), (γi’s being the hyperbolic
generators of Γ we fixed in Section 2). Theorems 2.1 and 2.2 allow us now to show, by comparison
of dimensions, that, in addition, ψ is onto in both exact sequences for k > 2. Therefore, the right-
hand side of (7.3) is isomorphic to M2k/Mk ⊕ S¯2k/S¯k via the map ψ × ψ˜, where ψ˜(f) is defined by
ψ˜(f) := ψ(f¯) (the complex conjugation on the right-hand side being understood component-wise).
Therefore,
H1par(Γ, Z
1(Γ, Pk−2))
i∗(H1par(Γ, B
1(Γ, Pk−2)))
∼= H1par(Γ,Mk ⊕ S¯k) ∼=
M2k
Mk
⊕ S¯
2
k
S¯k
. (7.5)
Finally,
Lemma 7.3. The sequence
0→ Z1(Γ, Pk−2) →֒ Z1! (Γ, Pk−2) α→ H1par(Γ, Z1(Γ, Pk−2))→ 0
is exact.
Proof: Since α(ψ) ≡ 0 if and only if dψ ≡ 0, ker(α) = Z1(Γ, Pk−2). On the other hand, by the
definition of Z1! (Γ, Pk−2), we have im(α) ⊂ H1par(Γ, Z1(Γ, Pk−2)). If χ ∈ H1par(Γ, Z1(Γ, Pk−2)), an easy
computation implies that χ(γ)(δ)|2−kγ gives rise to a 2-cocycle. From Lemma 7.2, H2(Γ, Pk−2) = 0
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and thus, there exists a φ : Γ → Pk−2 such that (dφ)(γ, δ)|2−kγ−1 = χ(γ)(δ), i.e. χ = α(φ) and
φ ∈ Z1! . This shows that H1par(Γ, Z1(Γ, Pk−2)) ⊂ im(α). 
In the same way we can show the exactness of the sequence:
0→ Z1(Γ, Pk−2) →֒ B1! (Γ, Pk−2) α→ H1par(Γ, B1(Γ, Pk−2))→ 0.
The last two sequences in combination with (7.5) imply the isomorphism
M2k
Mk
⊕ S¯
2
k
S¯k
∼=
(Z1! (Γ, Pk−2)
Z1(Γ, Pk−2)
)/(B1! (Γ, Pk−2)
Z1(Γ, Pk−2)
) ∼= Z1! (Γ, Pk−2)
B1! (Γ, Pk−2)
.
To show that this isomorphism is induced by φ× φ˜ we unravel the definitions of our maps: F ∈M2k
is first mapped, via ψ to (F |k(γi − 1))2gi=1, or, equivalently, to γ 7→ F |k(γ−1 − 1). This is mapped to
a F1 ∈ Hom(Γ, Z1(Γ, Pk−2)) such that f∗(F1)(γ) = F |k(γ−1 − 1). By the definition of f∗ we have
f(F1(γ)) = F |k(γ−1 − 1) and hence
F1(γ)(δ) =
∫ δ−1i
i
(F |k(γ−1 − 1))(w)(w −X)k−2dw.
To determine the image of F1 in H
1
! we identify an element ψ ∈ Z1! such that (dψ)(γ, δ)|2−kγ−1 =
F1(γ)(δ). We verify that the φ given in the beginning of the section is such a map as follows. The
change of variables w → γ−1w in the integral
φ(δγ)− φ(γ) =
∫ γ−1δ−1i
γ−1i
F (w)(w −X)k−2dw
gives
∫ δ−1i
i
F (γ−1w)(γ−1w −X)k−2d(γ−1w) =
∫ δ−1i
i
(F |kγ−1)(w)j(γ−1, w)k−2(γ−1w −X)k−2dw
where we used d(γw) = dwj(γ,w)2 . This, in combination with the identity
(w − γX)j(γ,X) = (γ−1w −X)j(γ−1, w),
implies
(dφ)(γ, δ) = φ(δγ)− φ(δ)|2−kγ − φ(γ) =
[ ∫ δ−1i
i
F |k(γ−1 − 1)(w)(w −X)k−2dw
]∣∣∣
2−k
γ.
We work in a similar way for φ˜ and S¯2k.
(ii) We work in the same way for k = 2. The only difference is at (7.5). Specifically, because of
Theorems 2.1 and 2.2, the exact sequences (7.4) imply
M22
M2
⊕
(
S¯22
S¯2
⊕ C
)
∼=
2g⊕
i=1
(M2 ⊕ S¯2).
Therefore,
H1par(Γ, Z
1(Γ,C))
i∗(H1par(Γ, B
1(Γ,C)))
∼= H1par(Γ,M2 ⊕ S¯2) ∼=
M22
M2
⊕ S¯
2
2
S¯2
⊕ C.
As in the proof of part (i), this implies the desired isomorphism and completes the proof of Theorem
7.1. 
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8. Spectral Theory
Before proceeding to the proofs of Propositions A, B, C and D, in Sections 9, 10 and 11, we gather
here results we shall require from the spectral theory of automorphic forms.
We will study the series Uam(z, s, k) andQam(z, s, 1; f) by means of their spectral expansions, which
we now recall (see, for example, [Iw1] and references therein for further background information and
complete proofs). The hyperbolic Laplacian ∆ = −4y2 d/dz d/dz operates on L2(Γ\H) the space of
smooth, automorphic, square integrable functions. Any element ξ of L2(Γ\H) may be decomposed into
constituent parts from the discrete and continuous spectrum of ∆. This Roelcke-Selberg decomposition
amounts to the identity
ξ(z) =
∞∑
j=0
〈ξ, ηj〉ηj(z) + 1
4π
∑
b
∫ ∞
−∞
〈ξ, Eb(·, 1/2 + ir)〉Eb(z, 1/2 + ir) dr, (8.1)
where {ηj} denotes a complete orthonormal basis of Maass forms, with corresponding eigenvalues
λj = sj(1−sj), which forms the discrete spectrum. For notational convenience, we write 〈·, ·〉 here for
the inner product on Γ\H of weight zero forms (i.e. Γ-invariant functions). As always, we will write
sj = σj + itj , chosen so that σj > 1/2 and tj > 0, and we enumerate the eigenvalues, counted with
multiplicity, by 0 = λ0 < λ1 6 λ2 6 · · · . Recall that Weyl’s law ((11.3) of [I1]) implies
#{j| |λj | 6 T } ≪ T. (8.2)
The decomposition (8.1) is absolutely convergent for each fixed z and uniform on compact subsets of
H, provided ξ and ∆ξ are smooth and bounded (see, for example, Theorem 4.7 and Theorem 7.3 of
[I1]).
For each j, the Fourier expansion of ηj is
ηj(σaz) = ρaj(0)y
1−sj +
∑
m 6=0
ρaj(m)Wsj (mz). (8.3)
For all but finitely many of the j (corresponding to λj < 1/4) we have σj = 1/2 and ρaj(0) = 0.
The constant δΓ used in Propositions B, C and D, and throughout this paper is chosen so that
1− δΓ > σ1 > 1/2.
We have the bounds
ρaj(0)≪ 1, (8.4)
ρaj(m)≪ |tj |√|m|eπ|tj|/2, m 6= 0 (8.5)
where the implied constant depends only on Γ. The estimate (8.4) is true because, again, there are
only finitely many j with ρaj(0) 6= 0. The estimate (8.5) follows from the formula of Bruggeman and
Kuznetsov, as stated in (9.13) of [Iw1]. See (8.6) of [JO] for the simple derivation of (8.5). We also
have, for any k > 0 and σ =Re(s) > 1/2− k, the bound
Ws(nz)≪ |s|
2k + 1
(|n|y)2k−1+σ |Γ(s)|, (8.6)
from [JO], (8.11) (with implied constant depending solely on σ and k) and Stirling’s classical formula
|Γ(σ + it)| ∼
√
2π|t|σ−1/2e−π|t|/2 as |t| → ∞. (8.7)
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Next we bound ηj(z). Combine (8.4), (8.5), (8.6), (8.7) and the Fourier expansion (8.3) to obtain
ηj(σaz)≪ y1/2 + (|tj |7/2 + 1)y−3/2
∑
m 6=0
|m|−2
as y 7→ ∞. Therefore
ηj(z)≪ yΓ(z)1/2 + (|tj |7/2 + 1)yΓ(z)−3/2 (8.8)
for an implied constant depending on Γ alone. This is (8.13) of [JO].
Recall the Fourier expansion of Ea(z, s) in (4.5). The analogues of (8.4) and (8.5) for the continuous
spectrum are (we will always assume T > 0 for simplicity)
|φab(1/2 + ir)| 6 1, (8.9)∫ T+1
T
|φab(m, 1/2 + ir)|2 dr ≪ T
2
|m|e
πT . (8.10)
where (8.9) follows from [Iw] (6.28) and (8.10) again from the Bruggeman and Kuznetsov formula as
in [JO] (8.7). Another useful direct bound, as shown in [JO] Lemma 8.4, is
φab(m, 1/2 + ir)≪ |m|2, (8.11)
for r in [T, T + 1] and an implied constant depending on T and Γ alone.
Let C∞(Γ\H, k) denote the space of smooth functions ψ on H that transform as
ψ(γz) = ε(γ, z)kψ(z)
for γ in Γ and ε(γ, z) = j(γ, z)/|j(γ, z)|. For example Uam(z, s, k) ∈ C∞(Γ\H, k). It should be clear
from the context whether we mean this new notion of weight or the previous definition of weight.
Trivially, if ψ ∈ C∞(Γ\H, k) then |ψ| has weight zero (in either definition). We define the Maass
raising and lowering operators by
Rk = 2iy
d
dz
+
k
2
, Lk = −2iy d
dz¯
− k
2
.
It is an elementary exercise to show that
Rk : C
∞(Γ\H, k)→ C∞(Γ\H, k + 2), Lk : C∞(Γ\H, k)→ C∞(Γ\H, k − 2).
For n > 0, we write Rn for Rk+2n−2 · · ·Rk+2Rk and Ln for Lk−2n+2 · · ·Lk−2Lk. (To simplify the
notation we omit k from the notation of the operators Ln and Rn. It will usually be clear in each
case). We also let L0 and R0 be the identity operator.
The hyperbolic Laplacian ∆ can be realized as
∆ = −L2R0 = −R−2L0. (8.12)
By a direct calculation (see also Lemma 9.2 of [JO])
RkUam(z, s, k) = (s+ k/2)Uam(z, s, k + 2)− 4πmUam(z, s+ 1, k + 2) (8.13)
LkUam(z, s, k) = (s− k/2)Uam(z, s, k − 2). (8.14)
To see what happens to the Fourier expansions when we raise or lower the weight we need the next
lemma. Set
ω(n,m, i, j) = (−4πm)i
(
m
|m|
)j
(2n)!
(i+ j)!(i− j)!(n− i)! .
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Lemma 8.1. For n > 0 we have
Rn
(
Ws(mz)
)
=
n∑
i=0
i∑
j=−i
ω(n,m, i, j)yiWs+j(mz), (8.15)
Ln
(
Ws(mz)
)
=
n∑
i=0
i∑
j=−i
ω(n,−m, i, j)yiWs+j(mz), (8.16)
Rn(ys) = Ln(ys) = s(s+ 1) · · · (s+ n− 1)ys. (8.17)
Proof: See Sections 4 and 5 of [O2] for the proofs of (8.15) and (8.16). A simple computation gives
(8.17). 
It follows from this lemma that
Rn
(
Ws(mz)
)
, Ln
(
Ws(mz)
)≪ n∑
i=0
i∑
j=−i
(|m|y)i|Ws+j(mz)|.
Combine this with (8.6) to prove that for any s with 1/2 6 Re(s) 6 1− δ, δ > 0 and any l > 0,
Rn
(
Ws(mz)
)
, Ln
(
Ws(mz)
)≪ (|m|y)n−2l−3/2(|s|2l+2+n + 1)|Γ(s)| (8.18)
as y →∞. The implied constant depends on n, l and δ.
Lemma 8.2. For n > 0 we have
Rn
(
ηj(z)
)
, Ln
(
ηj(z)
)≪ (|tj |n + 1)yΓ(z)1/2 + (|tj |2n+5 + 1)yΓ(z)−3/2
with the implied constant depending on n and Γ alone.
Proof: First consider
ρaj(0)R
n(y1−sj ) +
∑
m 6=0
ρaj(m)R
n(Wsj (mz)). (8.19)
With (8.4), (8.5), (8.7), (8.17) and (8.18) we see that (8.19) is uniformly convergent in z and bounded
by a constant times
(|tj |n + 1)y1/2 + (|tj |2n+5 + 1)y−3/2
as y →∞. Thus (8.19) must equal Rn(ηj(σaz)). To get from this to the statement of the lemma it is
easiest to introduce the following operator. For τ ∈ PSL2(R), let the operator θτ,k : C∞(Γ\H, k)→
C∞(τ−1Γτ\H, k) have the action
θτ,kψ(z) =
ψ(τz)
ε(τ, z)k
. (8.20)
We will need the easily verified fact that θ commutes with the raising and lowering operators:
θτ,k−2Lk = Lkθτ,k, (8.21)
θτ,k+2Rk = Rkθτ,k. (8.22)
Now we can say that∣∣∣(Rnηj(w))|w=σaz
∣∣∣ = |θσa,2nRnηj(z)| = |Rnθσa,0ηj(z)| = |Rn(ηj(σaz))| .
Similarly for the lowering operator Ln and the lemma follows. 
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Lemma 8.3. For n > 0 we have
∫ T+1
T
|RnEa(z, 1/2 + ir)|2 dr,
∫ T+1
T
|LnEa(z, 1/2 + ir)|2 dr ≪ T 4n+12yΓ(z).
Proof: With (4.6) and(8.18) we see that, for r in [T, T + 1] and any integer l > 0,
RnEa(σbz, 1/2 + ir)≪ T ny1/2 +
∑
m 6=0
|φab(m, 1/2 + ir)| (|m|y)n−2l−3/2T 2l+2+ne−πT/2,
so that
∫ T+1
T
|RnEa(σbz, 1/2 + ir)|2 dr ≪ T 2ny
+ T 2n+2l+2e−πT/2yn−2l−1
∫ T+1
T
∑
m 6=0
|φab(m, 1/2 + ir)| |m|n−2l−3/2 dr
+ T 2n+4l+4e−πT y2n−4l−3
∫ T+1
T
∑
m1,m2 6=0
|φab(m1, 1/2 + ir)φab(m2, 1/2 + ir)| |m1m2|n−2l−3/2 dr.
(8.23)
With (8.11) it is clear that the sums in the integrals on the right side of (8.23) are absolutely convergent
for l = ⌈n/2 + 1⌉ and uniformly bounded for T 6 r 6 T + 1. Interchanging sums and integrals in
(8.23) is now justified with Corollary 8.6 below and with (8.10) and the Cauchy-Schwartz inequality
we obtain the lemma for the raising operator. The argument for Ln is identical. 
We shall have frequent need of the next three standard analysis results.
Theorem 8.4. Let z be in a set S ⊆ C. Suppose the functions fk(z) are smooth and
∑∞
k=1 fk(z)
converges pointwise on S. If
∑∞
k=1
d
dzfk(z) converges uniformly then
d
dz
∞∑
k=1
fk(z) =
∞∑
k=1
d
dz
fk(z).
Theorem 8.5. Suppose the functions gk(r) are integrable on [a, b] and limk→∞ gk(r) converges point-
wise then
lim
k→∞
∫ b
a
gk(r) dr =
∫ b
a
lim
k→∞
gk(r) dr
if, for all k, |gk(r)| 6 C for some fixed constant C.
Corollary 8.6. Suppose the functions hk(r) are smooth on [a, b] and
∑∞
k=1 |hk(r)| exists and is
uniformly bounded on [a, b] then
∞∑
k=1
∫ b
a
hk(r) dr =
∫ b
a
(
∞∑
k=1
hk(r)
)
dr.
Theorem 8.4 is a weak form of Theorem 7.17 in [Ru]. Theorem 8.5 follows from Lebesgue’s Domi-
nated Convergence Theorem as in [Ru], Theorem 10.32. The corollary follows directly from Theorem
8.5.
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9. Proof of Proposition A
Proposition A. For k ∈ 2Z and σ = Re(s) > 1 the series Uam(z, s, k), Qam(z, s, 1; f), Q′am(z, s, 1; f)
and Gam(z, s − 1;F ) converge absolutely and uniformly on compact sets to analytic functions of s.
For these s we have
Ua0(z, s, k)≪ yΓ(z)σ, (i)
Uam(z, s, k)≪ 1, m > 0, (ii)
Qam(z, s, 1; f)≪ yΓ(z)1/2−σ/2, m > 0, (iii)
yQ′am(z, s, 1; f)≪ (|m|+ 1)yΓ(z)1/2−σ/2, m > 0, (iv)
yGam(z, s− 1;F )≪ yΓ(z)1/2−σ/2, m > 0 (v)
where the implied constants depends on s, k, f and Γ but not m.
Proof: The Eisenstein series Ea(z, s) given by (4.5) equals Ua0(z, s, 0), is absolutely convergent for
Re(s) > 1 and satisfies
Ea(σbz, s) = δaby
s + φab(s)y
1−s +O(e−2πy) (9.1)
as y →∞ by (4.7). Hence
Ua0(z, s, k)≪ Ea(z, σ)≪ yΓ(z)σ,
which is (i).
For m > 0 we have (with |e(mσa−1γz)| 6 1)
Uam(σaz, s, k)≪ yσe−2πmy +
∑
γ∈Γa\Γ
γ 6=identity
Im(σa
−1γσaz)
σ
≪ yσe−2πmy + |Ea(σaz, σ)− yσ| ≪ 1.
At any other cusp b 6= a
Uam(σbz, s, k)≪ Ea(σbz, σ)≪ φab(s)y1−σ ≪ 1.
We have shown statement (ii).
By Lemma 4.1 and subsequent discussion we have, for any ǫ > 0,
Fa(σbz)≪ yǫ + y−ǫ + 1 (9.2)
for all z in H. It is then apparent that
Fa(γσbz) = Fa(σaσa
−1γσbz)≪ Im(σa−1γσbz)ǫ + Im(σa−1γσbz)−ǫ + 1
for any cusp b and any z in H. The implied constant depends solely on ǫ, f and Γ. In the case a = b
we may improve (9.2). The Fourier expansion of Fa yields
Fa(σbz) =
∫ b
a
f(w) dw +
1
2πi
∞∑
n=1
ab(n)
n
e(nz) (9.3)
with ab(n) the nth Fourier coefficient of f at the cusp b. Thus, when a = b,
Fa(σaz)≪ e−2πy as y →∞. (9.4)
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Consequently
Qam(σaz, s, 1; f)≪
∑
γ∈Γa\Γ
|Fa(γσaz)|Im(σa−1γσaz)σ
≪ e−2πyyσ +
∑
γ∈Γa\Γ
γ 6=identity
(
Im(σa
−1γσaz)
σ+ǫ + Im(σa
−1γσaz)
σ−ǫ + Im(σa
−1γσaz)
σ
)
≪ y1−σ+ǫ
for σ > 1 + ǫ as y →∞ by (9.1). When a 6= b we do not need to worry about the ys term and
Qam(σbz, s, 1; f)≪ Ea(σbz, σ + ǫ) + Ea(σbz, σ − ǫ) + Ea(σbz, σ)
≪ y1−σ+ǫ
for σ > 1 + ǫ as y →∞. Choose ǫ = (σ − 1)/2 for simplicity and we have demonstrated that
Qam(z, s, 1; f)≪ yΓ(z)1/2−σ/2
for σ > 1 and an implied constant depending on σ, f and Γ alone. This is (iii).
Taking derivatives we see, for any γ in PSL2(R),
2iy
d
dz
(
Fa(σaγz)Im(γz)
se(mγz)
)
= sFa(σaγz)Im(γz)
se(mγz)ε(γ, z)−2
− 4πmFa(σaγz)Im(γz)s+1e(mγz)ε(γ, z)−2.
Hence
yQ′am(z, s, 1; f)≪ |s|
∑
γ∈Γa\Γ
|Fa(γz)|Im(σa−1γz)σ + |m|
∑
γ∈Γa\Γ
|Fa(γz)|Im(σa−1γz)σ+1
≪ (|m|+ 1)yΓ(z)1−σ+ǫ
and set ǫ = (σ − 1)/2 as before to obtain (iv).
Finally, it is easy to see that
yGam(z, s;F ) =
∑
γ∈Γa\Γ
Fa(γz)Im(σa
−1γz)s+1e(mσa
−1γz)ε(σa
−1γ, z)−2.
So the argument used for Qam(z, s, 1; f) applies to Gam(z, s − 1;F ) yielding (v) and the proof is
complete. 
10. Proof of Propositions B and C
Proposition B. For k ∈ 2Z the (Eisenstein) series Ua0(z, s, k) has a meromorphic continuation to
all s with Re(s) > 1− δΓ. We have
Ua0(z, s, k)≪ yΓ(z)σ.
for these s with the implied constant depending on s, k and Γ. The only possible pole in this region
appears at s = 1 when k = 0. It is a simple pole with residue 1/V .
25
Proof: The Eisenstein series Ea(z, s) = Ua0(z, s, 0) has a meromorphic continuation to all s in C.
This is shown in Chapter 6 of [I1]. There it is also shown that the Fourier expansion
Ea(σbz, s) = δaby
s + φab(s)y
1−s +
∑
m 6=0
φab(m, s)Ws(mz) (10.1)
is valid for all s in C except at the poles of Ea(z, s). In particular, for Re(s) > 1− δΓ the expansion
(10.1) is valid except at s = 1 where φab(s) has a simple pole. Proposition 6.13 of [I1] shows that the
residue of Ea(z, s) at s = 1 is 1/V . The coefficients φab(m, s) are analytic for σ = Re(s) > 1 − δΓ
and, for all s, satisfy
φab(m, s)≪ |m|σ + |m|1−σ (10.2)
with an implied constant depending uniformly on s (away from poles) and Γ. This result is stated in
[I1] (6.19) and proved in [JO] Proposition 7.2.
Now by (8.13), (8.14)
RnEa(z, s) = s(s+ 1) · · · (s+ n− 1)Ua0(z, s, 2n),
LnEa(z, s) = s(s+ 1) · · · (s+ n− 1)Ua0(z, s,−2n),
so we may obtain the meromorphic continuation of Ua0(z, s, k) from Ea(z, s). For example, with
Lemma 8.1, Theorem 8.4, (8.18), (10.1) and (10.2) we have
RnEa(σbz, s) = δabR
nys + φab(s)R
ny1−s +Rn
∑
m 6=0
φab(m, s)Ws(mz),
= δabs(s+ 1) · · · (s+ n− 1)ys + φab(s)(1 − s)(2− s) · · · (n− s)y1−s
+
∑
m 6=0
φab(m, s)R
nWs(mz).
For n > 0 the pole of φab(s) at 1 is eliminated and we see that
RnEa(σbz, s)≪ δabyσ + y1−σ.
Similarly for Ln and we have shown that
Ua0(σbz, s, k)≪ δabyσ + y1−σ (10.3)
as y →∞ for an implied constant depending on s, k and Γ. 
Proposition C. For k ∈ 2Z and m > 0 the Poincare´ series Uam(z, s, k) has a continuation to an
analytic function for all s with Re(s) > 1− δΓ. We have
Uam(z, s, k)≪ yΓ(z)1/2
for these s with the implied constant depending on s, m, k and Γ.
Proof: We first look at the case k = 0. In the spectral decomposition (8.1) of Uam(z, s, 0) the inner
products may be found explicitly as in (8.4) of [JO] and [I3], Chapter 17:
Uam(z, s, 0)π
−1/2(4πm)s−1/2Γ(s) =
∞∑
j=1
Γ(s− sj)Γ(s− 1 + sj)ρaj(m)ηj(z)
+
1
4π
∑
b
∫ ∞
−∞
Γ(s− 1/2− ir)Γ(s− 1/2 + ir)φab(m, 1/2 + ir)Eb(z, 1/2 + ir) dr (10.4)
where, referring to (8.3), the ρaj(m) are the Fourier coefficients of the Maass forms ηj . Let
Uam(z, s, 0)DISC =
∞∑
j=1
Γ(s− sj)Γ(s− 1 + sj)ρaj(m)ηj(z),
the discrete spectral component. We shall examine this first. Use (8.5) and (8.7) to get
Γ(s− sj)Γ(s− 1 + sj)ρaj(m)≪ |tj |
2σ−1/2√
|m| e
−π|tj|/2. (10.5)
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Lemma 10.1. Let m and n be integers with m > 0, n > 0. As functions of s, Rn
(
Uam(z, s, 0)DISC
)
and Ln
(
Uam(z, s, 0)DISC
)
are analytic for Re(s) > 1 − δΓ. For these s and an implied constant
depending on s, n and Γ alone we have
Rn
(
Uam(z, s, 0)DISC
)
, Ln
(
Uam(z, s, 0)DISC
)≪ |m|−1/2yΓ(z)1/2.
Proof: Let
J(z, s) =
∞∑
j=1
Γ(s− sj)Γ(s− 1 + sj)ρaj(m)Rn
(
ηj(z)
)
.
With (10.5), Lemma 8.2 and (8.2) it follows that, for fixed s, the series J(z, s) converges uniformly
for z in any compact set, say, and is bounded by |m|−1/2yΓ(z)1/2. Hence, with Theorem 8.4,
Rn
(
Uam(z, s, 0)DISC
)
= J(z, s).
We also see that J(z, s) converges uniformly for s in compact sets with Re(s) > 1 − δΓ giving an
analytic function of s. Similarly for Ln. 
To deal with the continuous spectral component,
Uam(z, s, 0)CONT =
1
4π
∑
b
∫ ∞
−∞
Γ(s− 1/2− ir)Γ(s− 1/2 + ir)φab(m, 1/2 + ir)Eb(z, 1/2 + ir) dr,
we shall need the next lemma.
Lemma 10.2. For ψ(r) smooth on [T, T + 1] we have
d
dz
∫ T+1
T
ψ(r)Ea(σbz, 1/2 + ir) dr =
∫ T+1
T
ψ(r)
(
d
dz
Ea(σbz, 1/2 + ir)
)
dr.
Proof: With the Fourier expansion (4.6) we have
Ea(σbz, 1/2 + ir) = δaby
1/2+ir + φab(1/2 + ir)y
1/2−ir +
∑
m 6=0
φab(m, 1/2 + ir)W1/2+ir(mz).
Combine (8.6), (8.9) and (8.11) to see that
∫ T+1
T

δab ∣∣∣y1/2+ir∣∣∣+ ∣∣∣φab(1/2 + ir)y1/2−ir∣∣∣+ ∑
m 6=0
∣∣φab(m, 1/2 + ir)W1/2+ir(mz)∣∣

 dr <∞,
and hence, by Corollary 8.6,∫ T+1
T
ψ(r)Ea(σbz, 1/2 + ir) dr =
∫ T+1
T
(
δaby
1/2+ir + φab(1/2 + ir)y
1/2−ir
)
dr
+
∑
m 6=0
∫ T+1
T
φab(m, 1/2 + ir)W1/2+ir(mz) dr (10.6)
and similarly, using (8.15),
∫ T+1
T
ψ(r)
(
d
dz
Ea(σbz, 1/2 + ir)
)
dr =
∫ T+1
T
(
δab
d(y1/2+ir)
dz
+ φab(1/2 + ir)
d(y1/2−ir)
dz
)
dr
+
∑
m 6=0
∫ T+1
T
φab(1/2 + ir,m)
(
d
dz
W1/2+ir(mz)
)
dr (10.7)
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To demonstrate that the derivative of (10.6) equals (10.7) we need to show that all the corresponding
components are equal. For example
d
dz
∫ T+1
T
ψ(r)yσ+ir dr =
∫ T+1
T
ψ(r)
d(yσ+ir)
dz
dr (10.8)
because, using Theorem 8.5, it is easy to check that, for each y,
((y + h)σ+ir − yσ+ir)/h
is uniformly bounded for r in [T, T + 1] as h→ 0. In the same way
d
dz
∫ T+1
T
ψ(r)W1/2+ir(mz) dr =
∫ T+1
T
ψ(r)
(
d
dz
W1/2+ir(mz)
)
dr,
completing the proof. 
Moreover, the same arguments and Lemma 8.1 imply
Rn
∫ T+1
T
ψ(r)Ea(σbz, 1/2 + ir) dr =
∫ T+1
T
ψ(r) (RnEa(σbz, 1/2 + ir)) dr, (10.9)
Ln
∫ T+1
T
ψ(r)Ea(σbz, 1/2 + ir) dr =
∫ T+1
T
ψ(r) (LnEa(σbz, 1/2 + ir)) dr.
(10.10)
Returning to our continuous spectral component,
RnUam(z, s, 0)CONT =
1
4π
∑
b
Rn
∫ ∞
−∞
Γ(s−1/2− ir)Γ(s−1/2+ ir)φab(m, 1/2+ ir)Eb(z, 1/2+ ir) dr.
If we restrict our attention to r in [T, T + 1] we find
1
4π
∑
b
Rn
∫ T+1
T
Γ(s− 1/2− ir)Γ(s− 1/2 + ir)φab(m, 1/2 + ir)Eb(z, 1/2 + ir) dr
=
1
4π
∑
b
∫ T+1
T
Γ(s− 1/2− ir)Γ(s− 1/2 + ir)φab(m, 1/2 + ir)RnEb(z, 1/2 + ir) dr
≪ Te−πT
√∫ T+1
T
|φab(m, 1/2 + ir)|2 dr
√∫ T+1
T
|RnEb(z, 1/2 + ir)|2 dr
≪ T 2n+8e−πT/2|m|−1/2yΓ(z)1/2,
where we used (10.9) to get the second line, the Cauchy-Schwartz inequality and (8.7) for line three,
and (8.10) and Lemma 8.3 for the last line. Therefore, repeating the argument for Ln, we have shown
the following.
Lemma 10.3. Let m and n be integers with m > 0, n > 0. As functions of s, Rn
(
Uam(z, s, 0)CONT
)
and Ln
(
Uam(z, s, 0)CONT
)
are analytic for Re(s) > 1 − δΓ. For these s and an implied constant
depending on s, n and Γ alone we have
Rn
(
Uam(z, s, 0)CONT
)
, Ln
(
Uam(z, s, 0)CONT
)≪ |m|−1/2yΓ(z)1/2.
We may now finish the proof of Proposition C. With (8.13) we see that
R0Uam(z, s, 0) = sUam(z, s, 2)− 4πmUam(z, s+ 1, 2),
R2R0Uam(z, s, 0) = s(s+ 1)Uam(z, s, 4)− 4πm(2s+ 2)Uam(z, s+ 1, 4) + (4πm)2Uam(z, s+ 2, 4).
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In general, for k > 0,
Uam(z, s, 2k) =
1
s(s+ 1) · · · (s+ k − 1)
(
RkUam(z, s, 0)
+p1(m, s)Uam(z, s+ 1, 2k) + · · ·+ pk(m, s)Uam(z, s+ k, 2k)) (10.11)
with polynomials pi in m and s. Therefore, using Lemmas 10.1, 10.3 and Proposition A part (ii), the
right side of (10.11) is analytic for Re(s) > 1 − δΓ and bounded by yΓ(z)1/2. Similarly for k < 0.

11. Proof of Proposition D
Proposition D. For m > 0, both series (s− 1)Qam(z, s, 1; f) and Q′am(z, s, 1; f) have continuations
to analytic functions of s with Re(s) > 1− δΓ. For these s values
(s− 1)Qam(z, s, 1; f), yQ′am(z, s, 1; f)≪ yΓ(z)1/2.
The implied constant depends on s, m, f and Γ. Also Qam(z, s, 1; f) has a simple pole at s = 1 with
residue 2i〈 f, Pam(·)2 〉.
Proof: By Proposition A part (iii), Qam(z, s, 1; f) is certainly square integrable for Re(s) > 1. In
other words
〈Qam(·, s, 1; f), Qam(·, s, 1; f)〉 <∞.
The Roelcke-Selberg decomposition, (8.1), yields
Qam(z, s, 1; f) =
∞∑
j=0
〈Qam(·, s, 1; f), ηj〉ηj(z)
+
1
4π
∑
b
∫ ∞
−∞
〈Qam(·, s, 1; f), Eb(·, 1/2 + ir)〉Eb(z, 1/2 + ir) dr. (11.1)
To understand the inner products appearing in (11.1) we make use of the next lemma.
Lemma 11.1. Let ξ1, ξ2 and ψ be any smooth Γ invariant functions (not necessarily in L
2(Γ\H)).
If (∆− λ)ξ1 = ξ2, (∆− λ′)ψ = 0 and
ξ1, R0ξ1,∆ξ1 ≪ yΓ(z)A,
ψ,R0ψ ≪ yΓ(z)B
for A+B < 0 and R0 = 2iy
d
dz the raising operator, then
〈ξ1, ψ〉 = 1
λ′ − λ 〈ξ2, ψ〉.
Proof: We simply have
〈ξ1, ψ〉 = 1
λ′ − λ 〈ξ1, (∆− λ)ψ〉 =
1
λ′ − λ 〈(∆− λ)ξ1, ψ〉 =
1
λ′ − λ 〈ξ2, ψ〉.
To justify switching ∆ from the right side of the inner product to the left side requires the growth
assumptions we stated. See [JO] Proposition 9.3 and Corollary 9.4 for the proof of this. 
Now for all n ∈ Z,
(∆− s(1− s))Qam(z, s, n; f) =− 8πimQam(z, s+ 2, n− 1; f)
+ 4πmsQam(z, s+ 1, n; f)
+ 2isQam(z, s+ 1, n− 1; f).
We want to apply this lemma to ξ1 = Qam(z, s, n; f) and ξ1 = ηj , (recall that (∆− sj(1− sj))ηj = 0).
To check the growth conditions we will need the following result.
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Proposition E. For −n 6 0 the series Qam(z, s + n + 1,−n; f) is an analytic function of s for
Re(s) > 1− δΓ. Also for these s we have
Qam(z, s+ n+ 1,−n; f), R0Qam(z, s+ n+ 1,−n; f)≪ e−πyΓ(z)
with the implied constant depending on n,m, f, s and Γ alone.
The proof of this proposition follows at the end of this section and depends on the nice fact that
Qam(z, s + n + 1,−n; f) with −n 6 0 can be expressed as a linear combination of Poincare´ series
Uam(z, s, k) multiplied by something with exponential decay at the cusps (that is, f with its weight
lowered by L).
Now we have ηj(z), R0ηj(z)≪ yΓ(z)1/2 by Lemma 8.2 and
Qam(z, s, 1; f), R0Qam(z, s, 1; f),∆Qam(z, s, 1; f)≪ yΓ(z)1/2−σ/2
for σ = Re(s) > 1 by Proposition A, parts (iii) and (iv) and Proposition E. So we may use Lemma
11.1 to get, for Re(s) > 2,
〈Qam(·, s, 1; f), ηj〉 = 1
(sj − s)(1− sj − s)
(
− 8πim〈Qam(·, s+ 2, 0; f), ηj〉
+ 4πms〈Qam(·, s+ 1, 1; f), ηj〉+ 2is〈Qam(·, s+ 1, 0; f), ηj〉
)
.
We can repeat this procedure W times in all to obtain, again for Re(s) > 2,
〈Qam(·, s, 1; f), ηj〉 =
∑
l
Pl(m, s)
Rl(sj , s)
〈Qam(·, s+W + cl, 1− dl; f), ηj〉, (11.2)
with integers cl, dl satisfying 0 6 cl, dl 6 W , dl ≤ W + cl, Pl(m, s) a polynomial in m, s alone of
degree W in m and of degree W in s and Rl(sj , s) a polynomial in sj , s alone of degree 2W in sj and
of degree 2W in s. In fact
Rl(sj , s) =
∏
b
(sj − b− s)(1 − sj − b− s) (11.3)
where, for each l, the product is over some subset of integers b in {0, 1, · · · , 2W} of cardinality W .
The finite sum on the right of (11.2) may be used to give the analytic continuation of the inner
product on the left and to bound it. For our purposes we are only interested in getting the analytic
continuation to Re(s) > 1− δΓ. Examining each term on the right of (11.2) we see that if dl = 0 then
we have
Qam(z, s+W + cl, 1; f)≪ yΓ(z)1/4−W/2 (11.4)
by Proposition A, (iii) for W > 1. Hence
〈Qam(·, s+W + cl, 1; f), ηj〉 ≪
√
||yΓ(z)−1/4|| · ||ηj || =
√
||yΓ(z)−1/4|| ≪ 1. (11.5)
For 0 < dl 6W , Proposition E implies that
Qam(z, s+W + cl, 1− dl; f)≪ e−πyΓ(z). (11.6)
Hence, as in (8.6),
〈Qam(z, s+W + cl, 1− dl; f), ηj〉 ≪ 1. (11.7)
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Now combine (11.2), (11.3), (11.5) and (11.7) to see that, for j > 0, 〈Qam(·, s, 1; f), ηj〉 is an analytic
function of s for Re(s) > 1− δΓ and satisfies
〈Qam(·, s, 1; f), ηj〉 ≪ |sj |−2W ≪ |λj |−W (11.8)
for implied constants depending on s,m,W, f and Γ alone.
For j > 0 we can use (8.2), (8.8) and (11.8) to get∑
T6|λj |<T+1
〈Qam(·, s, 1; f), ηj〉ηj(z)≪ T
[
yΓ(z)
1/2 + T 7/4yΓ(z)
−3/2
]
T−W .
Therefore, (using any W > 4),
∞∑
j=1
〈Qam(·, s, 1; f), ηj〉ηj(z)≪ yΓ(z)1/2 (11.9)
for all s with Re(s) > 1− δΓ and an implied constant depending solely on s, m, f and Γ.
For j = 0 the constant eigenfunction is η0 = V
−1/2. By unfolding we obtain
〈Qam(·, s, 1; f), η0〉η0 = −aa(m) Γ(s− 1)
2πim(4πm)s−1
=
−aa(m)
2πim
(
1
s− 1 +O(1)
)
= 2i〈f, Pam(·)2〉
(
1
s− 1 +O(1)
)
(11.10)
as s→ 1 since 〈f, Pam(·)2〉 = aa(m)/(4πm) for
fa(z) = j(σa, z)
−2f(σaz) =
∞∑
m=1
aa(m)e(mz).
With arguments similar to those used for the discrete spectrum we now consider the continuous
spectrum. For Pl, Rl, cl and dl identical to (11.2),
〈Qam(·, s, 1; f), Eb(·, 1/2 + ir)〉 =
∑
l
Pl(m, s)
Rl(1/2 + ir, s)
〈Qam(·, s+W + cl, 1− dl; f), Eb(·, 1/2 + ir)〉,
(11.11)
which is true for Re(s) > 2 initially. Here we employed (4.6), (8.6), (8.9) and (8.11) to get the bound
Ea(z, 1/2 + ir)≪ yΓ(z)1/2 (11.12)
for r ∈ [T, T + 1] and an implied constant depending on T and Γ.
With (11.4), (11.6) and (11.12) we see that (for W > 1) the right side of (11.11) converges and
gives the analytic continuation of the left side to Re(s) > 1− δΓ. Now∫ T+1
T
〈Qam(·, s, 1; f), Eb(·, 1/2 + ir)〉Eb(z0, 1/2 + ir) dr
=
∑
l
Pl(m, s)
∫ T+1
T
〈Qam(·, s+W + cl, 1− dl; f), Eb(·, 1/2 + ir)〉
Rl(1/2 + ir, s)
Eb(z0, 1/2 + ir) dr
=
∑
l
Pl(m, s)
∫ T+1
T
∫
F
Qam(z, s+W + cl, 1− dl; f)
Rl(1/2 + ir, s)
Eb(z, 1/2 + ir)Eb(z0, 1/2 + ir) dµz dr. (11.13)
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The integrand satisfies
Qam(z, s+W + cl, 1− dl; f)
Rl(1/2 + ir, s)
Eb(z, 1/2 + ir)Eb(z0, 1/2 + ir)≪ |r|−2W yΓ(z)1/4−W/2yΓ(z)1/2yΓ(z0)1/2
by (11.3), (11.4), (11.6) and (11.12). Thus the double integral in (11.13) is absolutely and uniformly
convergent and we may interchange the limits of integration to obtain
∑
l
Pl(m, s)
∫
F
Qam(z, s+W + cl, 1− dl; f)
∫ T+1
T
Eb(z, 1/2 + ir)
Rl(1/2 + ir, s)
Eb(z0, 1/2 + ir) dr dµz. (11.14)
Also∫ T+1
T
Eb(z, 1/2 + ir)
Rl(1/2 + ir, s)
Eb(z0, 1/2 + ir) dr
≪ T−2W
√∫ T+1
T
|Eb(z, 1/2 + ir)|2 dr ·
∫ T+1
T
|Eb(z0, 1/2 + ir)|2 dr.
So, with Lemma 8.3 (for n = 0), (11.14) is bounded by a constant times∑
l
|Pl(m, s)|
∫
F
|Qam(z, s+W + cl, 1− dl; f)|T−2W yΓ(z)1/2T 6yΓ(z0)1/2T 6 dµz
≪
∑
l
|Pl(m, s)|T 12−2W
∫
F
yΓ(z)
3/4−W/2 dµz · yΓ(z0)1/2.
This means that, for W chosen large enough,∫ ∞
−∞
〈Qam(·, s, 1; f), Eb(·, 1/2 + ir)〉Eb(z, 1/2 + ir) dr ≪ yΓ(z)1/2.
Combine this with (11.9) and (11.10) to see that Qam(z, s, 1; f) is analytic for Re(s) > 1 − δΓ and
bounded by yΓ(z)
1/2 except for a simple pole at s = 1 with the stated residue.
We leave it to the reader to check the result for R0Qam(z, s, 1; f) by applying R0 to both sides of
(11.1) and using the estimates from Section 8 and Proposition E. Note that R0 eliminates the pole at
s = 1 coming from η0, the constant eigenfunction. This completes the proof of Proposition D. 
Proof of Proposition E: We begin with the formula
f (n)(γz) = (−2i)−nIm(γz)−n−1
n∑
r=0
(−1)n−rε(γ, z)−2r−2
(
n
r
)
(n+ 1)!
(r + 1)!
Lr
(
yf(z)
)
for f in S2(Γ) and γ in Γ. This formula may be proved by induction, see [CO]. Then, by definition,
Ia(−n)(z) = f
(n)
a (z) for −n 6 0 and
Qam(z, s,−n; f) =
∑
γ∈Γa\Γ
f
(n)
a (σa−1γz)Im(σa
−1γz)se(mσa
−1γz).
So, if we name Γ′ = σa
−1Γσa and note that σa
−1Γaσa = Γ∞, we find
Qam(σaz, s,−n; f) =
∑
γ′∈Γ∞\Γ′
f
(n)
a (γ′z)Im(γ
′z)se(mγ′z)
= (−2i)−n
n∑
r=0
(−1)n−r
(
n
r
)
(n+ 1)!
(r + 1)!
Lr
(
yfa(z)
) ∑
γ′∈Γ∞\Γ′
Im(γ′z)s−n−1e(mγ′z)ε(γ′, z)−2r−2
= (−2i)−n
n∑
r=0
(−1)n−r
(
n
r
)
(n+ 1)!
(r + 1)!
Lr
(
yfa(z)
)
ε(σa, z)
−2r−2Uam(σaz, s− n− 1, 2r + 2).
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Thus, recalling (8.20), (8.21)
Lr
(
yfa(z)
)
= Lrθσa,−2
(
yf(z)
)
= θσa,−2r−2L
r
(
yf(z)
)
= Lr
(
yf(z)
)∣∣∣
σaz
ε(σa, z)
2r+2.
So we get
Qam(z, s,−n; f) = (−2i)−n
n∑
r=0
(−1)n−r
(
n
r
)
(n+ 1)!
(r + 1)!
Lr
(
yf(z)
)
Uam(z, s− n− 1, 2r + 2). (11.15)
This identity (11.15) provides the analytic continuation of Qam(z, s,−n; f) to Re(s) > 2 + n− δΓ by
Propositions B and C.
The piece Lr
(
yf(z)
)
has exponential decay at every cusp b because
θσb,−2r−2L
r
(
yf(z)
)
= Lr
(
θσb,−2yf(z)
)
= Lr
(
yj(σbz)−2f(σbz)
)
= Lr
(
y
∞∑
n=1
ab(n)e(nz)
)
.
Hence
Lr
(
yf(z)
)
≪ yΓ(z)r+1e−2πyΓ(z) (11.16)
for an implied constant depending on r, f and Γ. Therefore, with (11.15), (11.16), Propositions B and
C, we have
Qam(z, s+ n+ 1,−n; f)≪ e−πyΓ(z)
say, for Re(s) > 1− δΓ.
To show that the same results are true for R0Qam(z, s + n + 1,−n; f) apply R0 to both sides of
(11.15) and note that
R0
(
Lr
(
yf(z)
)
Uam(z, s− n− 1, 2r + 2)
)
=
(
R−2r−2L
r
(
yf(z)
))
Uam(z, s− n− 1, 2r + 2) + Lr
(
yf(z)
)
R2r+2Uam(z, s− n− 1, 2r + 2)
= R−2r−2L
r
(
yf(z)
)
Uam(z, s− n− 1, 2r + 2)
+ Lr
(
yf(z)
)
((s− n+ r)Uam(z, s− n− 1, 2r + 4)− 4πmUam(z, s− n, 2r + 4))
by (8.13). This completes the proof of Proposition E. 
12. Further Questions
Many natural questions arise:
(1) We have found the dimensions of the spaces S2k(Γ) and M
2
k (Γ) focusing on even weight k.
What are the dimensions for k odd (as in Theorem 2.25 in [Sh] where the dimensions of Sk(Γ)
and Mk(Γ) are given) or for Γ\H compact?
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(2) As we saw in (3.12), forms with characters arise naturally in the work of Kleban and Zagier. All
the spaces we have discussed may be generalized to arbitrary weights and multiplier systems.
(3) What are the Fourier coefficients of these second-order forms and do they have arithmetic or
other significance?
(4) What is the dimension of R2k(Γ)? It is certainly true by Remark 5.5 that
dimS22(Γ) < dimR
2
2(Γ) 6 dimM
2
2 (Γ).
(5) Is there a natural inner product on the spaces S2k(Γ) and M
2
k (Γ) that respects (3.10) and
(3.11)?
(6) A further interesting extension of this work is to higher order forms. We purposely designed
our notation in Section 2 wih this in mind. Define the third-order space S3k(Γ) with the
conditions H, A(S2k(Γ)), P and C. Recursively, S
n
k (Γ) should satisfy H, A(S
n−1
k (Γ)), P and
C so that the automorphy condition involves a form of lower order. Similarly for the higher
order versions of the other spaces in Section 2. We expect that the methods used in this paper
should generalize to counting dimensions of these higher order spaces.
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