Abstract: We propose a novel adaptive digital backpropagation (DBP) scheme that tracks the fiber polarization-mode dispersion via the optimization of the signal-to-noise ratio. Gains of up to 1.4 dB over conventional DBP are achieved.
Introduction
Digital backpropagation (DBP) is today the most widespread digital technique to undo signal distortions due to fiber nonlinearity. Ideally, when DBP is applied to the entire transmitted wavelength-division multiplexing (WDM) bandwidth, all nonlinear effects generated by signal-signal interactions should be fully compensated. However, many non-ideal conditions can interfere with this process. One of them is, notably, the fiber polarization-mode dispersion (PMD), which is not compensated for in the most conventional implementation of DBP [1, 2] . The reason for that lies in the fact that the DBP would require the information on how PMD evolves along the link (possibly at each DBP step), and this information is typically unavailable at the receiver. Previous works [3] [4] [5] have attempted to somehow produce estimates on the fiber PMD sections in order to improve the performance of DBP. These attempts of emulating the PMD distribution along the fiber in the backward propagation resulted in a significant signal-to-noise ratio (SNR) gain (e.g. 1.1 dB of average gain in [4] ). However, these works only tackled relatively small transmitted and backpropagated bandwidths, for which the detrimental effect of PMD on DBP can be marginal for the moderate PMD values of modern fibers (≤ 0.1 ps/ √ km). For multichannel DBP, PMD is still a fundamental obstacle that prevents from attaining the full nonlinearity compensation gain [2, 6] . This detrimental effect can be observed in Fig. 1 , where the SNR is plotted as a function of the transmitted power for different DBP bandwidths (system parameters described in Table 1 ). In this paper, we study a novel adaptive DBP scheme that effectively counteracts the limitations imposed by PMD on wide-band nonlinearity compensation. The proposed scheme acquires knowledge on the fiber PMD sections through the optimization of the SNR after DBP is applied. Up to 700/span, log-step 
Proposed Adaptive Scheme
The approach proposed in this paper aims to optimize the performance of modified DBP schemes implementing reverse PMD steps as in [3] [4] [5] . An optimization of the PMD sections was also proposed in [3] to obtain solutions that match the accumulated Jones matrix of the link. The set of PMD sections that are solutions to such an optimization problem are infinitely many and, in general, having sections does not guarantee the convergence to the true fiber solution, which would guarantee optimal performance. Moreover, as the transmitted bandwidth is increased, it obtaining PMD sections that are close to the ones of the fiber is less likely. In order to overcome this problem, the method here investigated uses directly the SNR after DBP as the objective function to maximize. Despite the high complexity required in the calculation of the objective function, no additional complexity is required for systems already implementing DBP in real-time, except for the calculation of the SNR. A schematic diagram of the proposed PMD-adaptive DBP scheme is illustrated in Fig. 2 . The DBP block implements a PMD section each N DBP DBP steps to compensate for the accumulated PMD. Each PMD section consists of the product of two matrices: a constant polarization rotation and a diagonal frequencydependent matrix describing the differential group delay of the section. Here, the PMD sections are inserted once every fiber span. The adaptation of the PMD sections is only based on the knowledge of the accumulated Jones matrix of the link. Since no lumped polarization demultiplexing stage is adopted in the diagram in Fig. 2 ., an effective bootstrap procedure for the PMD sections is required. To this aim we adopt the algorithm in [3] , which, as discussed in Sec. 1, returns a combination of PMD sections that effectively equalize the Jones matrix of the link. This distribution is fed into the DBP block and into the actual optimization algorithm for the PMD sections which is a variant of the so-called downhill simplex algorithm [7] . The algorithm searches for the optimum SNR as a function of the N PMD PMD sections, each represented by a set of 3 Stokes angles and 1 DGD value. The downhill simplex algorithm is a derivative-free method for nonlinear programming problems that only requires a single SNR evaluation per iteration. This makes it particularly suitable for a computationally-intense optimization such as the one performed in this paper.
Results and Discussion
The performance of the proposed scheme are investigated for the system described in Table 1 . DBP is operated over 3 different BWs: 11, 13 and 15 channels. For each DBP BW the transmitted power is changed based on the results in Fig. 1 . to achieve the optimal SNR. Different PMD realizations are also generated for each BW. The obtained results are shown in Fig. 3 . Fig. 3(a) shows the SNR evolution at each algorithm iteration for the 3 DBP BWs investigated. The optimization algorithm is stopped after 2000 iterations. It can be observed that the initial value of the SNR changes according to the initial PMD section arrangement provided by the initialization algorithm. This depends on the specific PMD realization and solution provided by the algorithm. In this particular instance, the starting SNR for a DBP BW of 11 channels is 0.5 dB higher than the one for a DBP BW of 13 channels. However, as expected, the 13 channel-DBP converges to a higher SNR value than the 11 channel-DBP one (21.0 dB and 20.5 dB, respectively). For the 15-channel DBP case, 3 different PMD realizations are shown. It can be seen that the SNR does not entirely converge after 2000 iterations, although, from these preliminary results, it could be argued that the steady-state SNR does not depend on the initial PMD sections' arrangement, suggesting a convexity of the objective function. More PMD realizations are, however, required to confirm this behavior. Smaller DBP BWs (e.g. 11 channel-DBP) can be observed to converge quicker than larger ones (e.g. 15 channel-DBP). This is explained due to different gaps between the starting SNR and an ideal nonlinearity compensation SNR (no PMD), as shown in Fig. 3(b) . Fig. 3(b) shows the DBP SNR gain over a dispersion compensation-only receiver as a function of the DBP BW, and for 3 different cases: no PMD in the fiber; with PMD and conventional DBP scheme; with PMD and using our proposed PMD-adaptive scheme. The gap between the SNR gains achieved without PMD and those using a conventional DBP scheme increases as a function of the DBP BW. This indicates a larger potential gain for the proposed optimization algorithm which, ideally, should converge to SNR values achievable in the absence of PMD. Our proposed scheme achieves (using only 2000 iterations) SNR gains of up to 0.4 dB, 1.0 dB and 1.4 dB for 11 channel-, 13 channel-and 15 channel-DBP, respectively, when compared to conventional DBP. The residual gap to ideal nonlinearity compensation is attributed to the use of only 10 PMD sections.
Conclusions
We investigated, for the first time, the performance of an adaptive DBP scheme that learns the evolution of the fiber PMD through the optimization of the SNR at the DBP output. This approach effectively counteracts the detrimental effect of PMD on wide-band nonlinearity compensation. Within 2000 iterations, the algorithm achieves SNR gains of up to 1.4 dB compared to the conventional DBP implementation. Further study on potential singularities of the algorithm are left for future work.
