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Uvod
Algoritamsko trgovanje sve visˇe dobiva na vazˇnosti pri odabiru sofisticiranih investicijskih
strategija. Otprilike polovicu svih transakcija na svjetskom trzˇisˇtu dionica provode automa-
tizirani programi za trgovanje. Velik dio tih transakcija otpada na visokofrekventno trgo-
vanje (kupnja ili prodaja svake sekunde ili milisekunde). Algoritamsko trgovanje pokrec´u
matematicˇki modeli koji pokusˇavaju shvatiti uzorak kretanja cijena na trzˇisˇtu. Ukoliko
matematicˇki model tocˇno predvida kuda c´e cijene ic´i, tu informaciju mozˇemo iskoristiti
pri odluci o kupnji ili prodaji. Vec´ina sofisticiranih algoritama se oslanja na statisticˇke i
vjerojatnosne modele pomoc´u kojih se odreduju mjere rizika i pouzdani intervali te nam te
informacije pomazˇu pri trgovanju (primjerice VaR - Value at Risk).
U ovom radu je opisan algoritam za automatsko trgovanje baziran na pretpostavci da
su cijene na trzˇisˇtu pokretane nelinearnim dinamicˇkim sustavom. Na financijske podatke s
trzˇisˇta dionica (cijene dionica) primjenjujemo dinamicˇku modalnu dekompoziciju (DMD).
DMD metoda je matricˇna dekompozicija temeljena na SVD-u (eng. Singular Value De-
composition) koja izvlacˇi vremensko-prostornu strukturu dinamicˇkog sustava. Ova me-
toda ne zahtijeva jednadzˇbu sustava, vec´ je u potpunosti pokretana podatcima. Metoda us-
pjesˇno rekonstruira dinamiku direktno iz podataka generiranih sustavom. Nelinearni sustav
lokalno aproksimira linearnim sustavom nizˇeg reda kojeg mozˇemo iskoristiti za aproksi-
maciju stanja nelinearnog sustava u slijedec´ih nekoliko trenutaka. Takva predvidanja c´e
nam pomoc´i pri izradi strategije za trgovanje. DMD parametriziramo da bi dobili algori-
tam strojnog ucˇenja koji se je sposoban stalno prilagodavati novoj dinamici trzˇisˇta kako
vrijeme prolazi. Nasˇ algoritam strojnog ucˇenja odreduje optimalan broj podataka koje me-
toda uzima u obzir za izracˇun cijena slijedec´ih nekoliko dana, takoder c´emo odrediti koji
je najoptimalniji broj dana u buduc´nosti za koje c´emo aproksimirati cijene.
Prije nego prijedemo na opis algoritma za trgovanje, dat c´emo detaljan uvod u DMD
metodu i sam algoritam racˇunanja DMD modova u Matlabu. Takoder c´emo opisati i POD
(eng. Proper Orthogonal Decomposition) metodu koja nam pomazˇe pri aproksimaciji sus-
tava sustavom nizˇeg reda te c´emo prikazati neka od svojstava SVD dekompozicije i gene-
raliziranog inverza koji c´e nam posluzˇiti kao tehnicˇki alat za izracˇun POD-a i DMD-a.
1
Poglavlje 1
SVD, POD i DMD
1.1 SVD (Singular Value Decomposition)
SVD je jedna od najvazˇnijih matricˇnih dekompozija u numericˇkoj analizi. Kako s teoretske
strane, za dokazivanje cˇinjenica, tako i s prakticˇne strane, za razvoj numericˇkih algoritama.
Metode POD (eng. Proper Orthogonal Decomposition) i DMD (eng. Dynamic Mode
Decomposition) se temelje na SVD dekompoziciji. Slijedec´i teorem garantira postojanje
SVD-a.
Teorem 1.1.1. Neka je M ∈ Cm×n kompleksna matrica, m≥n. M se mozˇe rastaviti kao
M = UΣV∗, gdje su U ∈ Cm×m,V ∈ Cn×nunitarne1matrice,Σ =
[
Σ1
0
]
i
Σ1 =

σ1 0
. . .
0 σn
 , takva da σ1, ..., σn ∈ R, σ1 ≥ σ2 ≥ ... ≥ σn ≥ 0.
Vrijednosti σ1, ..., σn nazivamo singularnim vrijednostima matrice M.
Ukoliko je M realna matrica, onda su matrice U i V realne ortogonalne2. Ukoliko je m < n,
racˇunamo SVD matrice M∗ te hermitskim adjungiranjem SVD-a matrice M∗ dobivamo
SVD matrice M.
Dokaz. Dokaz teorema se mozˇe pronac´i u [2]. 
1Za matricu A ∈ Ck×k kazˇemo da je unitarna ukoliko vrijedi AA∗ = A∗A = I, gdje je A∗ hermitski
adjungirana matrica matrice A i vrijedi A∗i j = A¯ ji(·¯ predstavlja kompleksno konjugiranje broja).
2Za matricu A ∈ Rk×k kazˇemo da je ortogonalna ukoliko vrijedi AAT = AT A = I, gdje je AT transponirana
matrica matrice A i vrijedi ATi j = A ji.
2
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Slijedec´a slika ilustrira SVD.
Slika 1.1: Shematski prikaz SVD-a3.
3Slika preuzeta s https://en.wikipedia.org/wiki/Singular_value_decomposition#/media/
File:Singular_value_decomposition_visualisation.svg.
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Fundamentalni pojmovi4 iz linearne algebre koji c´e se provlacˇiti kroz rad:
1. Euklidski (standardni) skalarni produkt
Neka su x =

x1
x2
...
xn
 i y =

y1
y2
...
yn
 vektori iz Rn, njihov standardni skalarni produkt defini-
ramo kao5
〈x, y〉Rn B x1y1 + x2y2 + ... + xnyn =
n∑
i=1
xiyi = xT y.
2. Euklidska (standardna) norma
Standardnu normu vektora x ∈ Rn definiramo kao6
‖x‖Rn B
√〈x, y〉Rn = √xT x = √x21 + x22 + ... + x2n.
3. Ortonormirana baza
Za bazu {e1, e2, ..., en} vektorskog prostora Rn (ili Cn) kazˇemo da je ortornormirana
ukoliko vrijedi
〈ei, e j〉Rn(Cn) =
1, ako je i = j0, ako je i , j , i, j ∈ {1, 2, ..., n}.
4. Ortogonalni komplement
Neka je V vektorski prostor (Rn,Cn, ...) sa skalarnim produktom 〈·, ·〉. Ortogonalni
komplement potprostora M ≤ V definiramo kao
M⊥ B {x ∈ V : 〈x, v〉 = 0,∀v ∈ M}.
5. Slika i jezgra operatora
Za danu matricu A ∈ Rm×n (analogno za A ∈ Cm×n uz zamjenu ·T → ·∗) definiramo
skupove
N(A) = {x ∈ Rn : Ax = 0} i R(A) = {b ∈ Rm : b = Ax za neki x ∈ Rn}.
R(A) nazivamo slika linearnog operatora L : Rn → Rm definiranog matricom A,
L(x) = Ax. N(A) nazivamo jezgrom linearnog operatora L. Vrijedi:
4Pojmove kao sˇto su vektorski prostor, potprostor vektorskog prostora, baza vektorskog prostora, linearni
operator i slicˇne, nec´emo posebno definirati.
5Za vektore x, y ∈ Cn definiramo 〈x, y〉Cn B x¯1y1 + x¯2y2 + ... + x¯nyn = ∑ni=1 x¯iyi = x∗y.
6Za vektor x ∈ Cn definiramo
‖x‖Cn B
√〈x, y〉Cn = √x∗x = √x¯1x1 + x¯2x2 + ... + x¯nxn = √|x1|2 + |x2|2 + ... + |xn|2.
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• N(A) i R(AT ) su potprostori od Rn,
• R(A) i N(AT ) su potprostori od Rm,
• N(A) = R(AT )⊥,
• N(AT ) = R(A)⊥.
6. Ortogonalni projektor
Neka je V potprostor prostora Rn (analogno za Cn). Vektor x ∈ Rn mozˇemo na
jedinstven nacˇin prikazati kao x = v + u, gdje je v ∈ V i u ∈ V⊥.7 Linearni operator
PV definiran s PV x B v nazivamo ortogonalni projektor na potprostor V . Vrijedi:
• ‖x − PV x‖Rn = ‖x − v‖Rn = miny∈V ‖x − y‖Rn ,
• Neka je A ∈ Cn×k kompleksna matrica cˇiji stupci cˇine bazu k-dimenzionalnog
potprostora od V . Ortogonalni projektor na potprostor razapet stupcima od A je dan
s PA = A(A∗A)−1A∗. Ako su stupci matrice A ortonormirani, onda je ortogonalni
projektor na isti potprostor dan s PA = AA∗.
Intuitivna interpretacija dekompozicije singularnih vrijednosti
• Ako o matrici M ∈ Rm×n razmisˇljamo kao o zapisu operatora koji preslikava vek-
tor x ∈ Rn u vektor y = Mx ∈ Rm, onda mozˇemo odabrati ortonormiranu bazu
u Rn (stupci matrice V) i ortonormiranu bazu u Rm (stupci matrice U) takve da je
zapis operatora M u paru tih baza “dijagonalna” matrica Σ. Ovdje o matrici VT
razmisˇljamo kao o matrici prijelaza iz baze na Rn u kojoj je zapisan linearni ope-
rator (najcˇesˇc´e kanonska baza) u bazu koju cˇine stupci matrice V . O matrici U
razmisˇljamo kao o matrici prijelaza iz baze koju cˇine stupci matrice U u bazu na Rm
u kojoj je originalno zapisan operator M.
• Na slijedec´oj slici vidimo da djelovanje bilo kojeg linearnog operatora M na vektor
x ∈ Rn mozˇemo pomoc´u SVD-a rastaviti na tri koraka, odnosno kompoziciju tri
jednostavnija linearna preslikavanja:
1. Rotacija: preslikavanje VT rotira vektor x.
2. Razvlacˇenje prostora: preslikavanje Σ djeluje na zarotirani vektor.
3. Rotacija: preslikavanjem U zakrenemo dobiveni vektor.
7Ovo je tvrdnja teorema koji se dokazuje na uvodnim kolegijima u linearnu algebru.
POGLAVLJE 1. SVD, POD I DMD 6
Slika 1.2: Djelovanje operatora M8.
• POD c´e nam dati josˇ jednu intuitivnu interpretaciju matrice U (Sekcija 1.3).
1.2 Generalizirani inverz
Kao sˇto mu i samo ime govori, generalizirani inverz ili Moore-Penroseov inverz je genera-
lizacija inverza matrice.
Definicija 1.2.1. Generalizirani inverz.
Neka je M ∈ Cm×n kompleksna matrica. Njezin generalizirani inverz je jedinstvena matrica
M† ∈ Cn×m takva da zadovoljava slijedec´e cˇetiri jednakosti:
MM†M = M, (1.1)
M†MM† = M†, (1.2)
(MM†)∗ = MM†, (1.3)
(M†M)∗ = M†M. (1.4)
Uvjete (1.1), (1.2), (1.3) i (1.4) zovemo Moore-Penroseovi kriteriji.
8Slika preuzeta s https://en.wikipedia.org/wiki/Singular_value_decomposition#/media/
File:Singular-Value-Decomposition.svg.
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Napomena 1.2.1. (Alternativne definicije.)
1. Funkcijska definicija
Neka je M ∈ Cm×n kompleksna matrica i neka je M˜ : Cn → Cm linearna transforma-
cija definirana matricom M, M˜(x) = Mx, x ∈ Cn. Neka je linearna transformacija
M˜† : Cm → Cn dana s
M˜†(y) =
0, ako je y ∈ R(M)⊥(M˜ R(M∗))−1y, ako je y ∈ R(M).9
Matrica linearne transformacije M˜†, u oznaci M†, zove se generalizirani inverz ma-
trice M.
2. Mooreova definicija generaliziranog inverza
Neka je M ∈ Cm×n kompleksna matrica. Njezin generalizirani inverz je jedinstvena
matrica M† ∈ Cn×m takva da je
MM† = PR(M) i M†M = PR(M†).
PX oznacˇava ortogonalni projektor na potprostor X prostora Cm, odnosno Cn.
Teorem 1.2.1. Generalizirani inverz matrice M je jedinstven.
Dokaz. Pretpostavimo da postoje dva razlicˇita generalizirana inverza B i C koji zadovolja-
vaju Moore-Penroseove kriterije. Tada vrijedi:
MB
(1.1)
= MCMB
(1.3)
= (MC)∗(MB)∗ = C∗M∗B∗M∗ = C∗(MBM)∗
(1.1)
= C∗M∗ = (MC)∗
(1.3)
= MC,
BM
(1.1)
= BMCM
(1.4)
= (BM)∗(CM)∗ = M∗B∗M∗C∗ = (MBM)∗C∗
(1.1)
= M∗C∗ = (CM)∗
(1.4)
= CM.
Iz MB = MC i BM = CM slijedi B
(1.2)
= BMB = BMC = CMC
(1.2)
= C, sˇto je u
kontradikciji s pretpostavkom B , C.

9R(M∗) = N(M)⊥ =⇒ M˜ R(M∗) je surjekcija. Transformacija M˜ R(M∗) slika iz R(M
∗) u R(M) i surjek-
tivna je. Buduc´i da su potprostori R(M∗) i R(M) iste dimenzije M˜ R(M∗) je i injekcija te je stoga bijekcija pa
ima inverz. Inverz linearne transformacije je takoder linearan.
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Racˇunanje generaliziranog inverza pomoc´u SVD-a
Teorem 1.2.2. Postoji generalizirani inverz matrice M ∈ Cm×n.
Dokaz. Generalizirani inverz matrice oblika Σ =
[
Σ1
0
]
∈ Rm×n, m ≥ n, gdje je
Σ1 =

σ1 0
. . .
0 σn
 , σ1 ≥ σ2 ≥ ... ≥ σn ≥ 0
je dan s Σ† =
[
Σ
†
1 0
]
∈ Rn×m, gdje je
Σ
†
1 =

1
σ1 0
. . .
0 1
σn
 (ako je σi = 0, definiramo (Σ†1)ii B 0).
Provjerom Moore-Penroseovih kriterija se lako uvjerimo u istinitost gornje tvrdnje.10.
Znamo da za svaku matricu M ∈ Cm×n postoji SVD, tj. postoje U,Σ i V zadanog oblika
takve da M = UΣV∗.
Definirajmo M† B VΣ†U∗ ∈ Cn×m.
Opet, provjeravanjem Moore-Penroseovih kriterija, se lako uvjerimo da je ovako definirana
M† generalizirani inverz proizvoljno uzete matrice M ∈ Cm×n.11

Prethodni teorem nam daje algoritam za racˇunanje pseudoinverza pomoc´u SVD-a, dok
nam teorem prije njega garantira jedinstvenost pseudoinverza.
Ako je M kvadratna regularna matrica, onda je M† = M−1.
Napomena 1.2.2. (Vazˇna primjena pseudoinverza.)
Neka je A ∈ Cm×n i neka nam je dan sustav linearnih jednadzˇbi Ax = b. U generalnom
slucˇaju vektor x koji rjesˇava sustav ne mora postojati ili ako postoji, ne mora biti jedins-
tven.
Pseudoinverz nam daje rjesˇenje za problem najmanjih kvadrata u slijedec´em smislu:
∀x ∈ Cn imamo ‖Ax− b‖Cm ≥ ‖Az− b‖Cm , gdje je z = A†b. Prethodna nejednakost prelazi u
jednakost ako i samo ako x = A†b + (I − A†A)w za sve vektore w ∈ Cn (Operator I − A†A je
projektor na jezgru od A). Rjesˇenje s najmanjom euklidskom normom je upravo z = A†b.
10Za kompletan raspis pogledati [3].
11Ako je M ∈ Rm×n, onda je M† = VΣ†UT ∈ Rn×m.
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Vrijedi i generalizacija gornje tvrdnje:
Neka je B ∈ Cm×p. ∀X ∈ Cn×p imamo ‖AX − B‖F ≥ ‖AZ − B‖F gdje je Z = A†B, a ‖ · ‖F
predstavlja Frobeniusovu normu 12.
1.3 POD (Proper Orthogonal Decomposition)
Slijedec´a razrada je preuzeta iz [9] i [4]. U ovom poglavlju uvodimo POD metodu u Euk-
lidskom prostoru Rm. Analogno se metoda generalizira i na Cm, no za ilustraciju metode je
dovoljno pogledati slucˇaj Rm.
Cilj POD-a je za dani skup vektora y1, y2, ..., yn ∈ Rm odreditit l-dimenzionalan potpros-
tor od Rm koji ih najbolje aproksimira u smislu najmanjih kvadrata. Vrijedi l ≤ min{m, n}.
Drugim rijecˇima, trazˇimo matricu Q ∈ Rm×l takvu da vrijedi
Q = argminM∈Rm×l
∑n
i=1 ‖yi − MMT yi13‖2Rm , gdje je M takva da MT M = Il.
Stupci matrice Q su ortonormirana baza za trazˇeni l-dimenzionalni potprostor.
U prvom dijelu ovog poglavlja imamo drugacˇiji pristup racˇunanju POD baze od gore
definiranog, no kasnije u napomeni 1.3.1 pokazujemo da su oba pristupa ekvivalentna.
Veza POD i SVD
Neka je Y = [y1, ..., yn] realna m × n matrica ranga d ≤ min{m, n} sa stupcima
y j ∈ Rm, 1 ≤ j ≤ n.
SVD garantira postojanje realnih brojeva σ1 ≥ σ2... ≥ σd > 0 i ortogonalnih matrica
U ∈ Rm×m sa stupcima {ui}mi=1 i V ∈ Rn×n sa stupcima {vi}ni=1 takvih da
UT YV =
[
D 0
0 0
]
=: Σ ∈ Rm×n,
gdje je
D =

σ1 0
. . .
0 σd
 ∈ Rdxd.
12‖A‖F =
√∑m
i=1
∑n
j=1 |Ai j|2 =
√
trag(AA∗), za A ∈ Cm×n.
13Operator L : Rm → Rm, definiran s L(x) = MMT x predstavlja ortogonalnu projekciju na potprostor
razapet stupcima od matrice M.
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Vektori {ui}di=1 i {vi}di=1 zadovoljavaju
Yvi = σiui i YT ui = σivi, i = 1, ..., d.
Vektori {ui}di=1 i {vi}di=1 su svojstveni vektori matrica YYT i YT Y , respektivno, sa svoj-
stvenim vrijednostima λi = σ2i > 0, i = 1, ..., d.
Vektori {ui}mi=d+1 i {vi}ni=d+1 su svojstveni vektori matrica YYT i YT Y , respektivno, sa svoj-
stvenom vrijednosˇc´u 0 (ako vrijedi d < m i/ili d < n).
Ukoliko pogledamo rastav Y = UΣVT , uocˇavamo da zbog svojstava matrice Σ matricu Y
mozˇemo zapisati kao
Y = UdD(Vd)T ,
gdje je matrica Ud ∈ Rmxd dobivena uzimanjem prvih d stupaca iz matrice U, a matrica
Vd ∈ Rnxd uzimanjem prvih d stupaca iz matrice V .
Uvedimo matricu Bd := D(Vd)T ∈ Rdxn. Matricu Y mozˇemo zapisati u formi
Y = UdBd.
Iz gornjeg rastava vidimo da svaki vektor stupac yi matrice Y mozˇemo zapisati u obliku
yi = B1,iu1 + ... + Bd,iud, i = 1, ..., n. (1.5)
Drugim rijecˇima, stupci {ui}di=1 cˇine ortonormiranu bazu d-dimenzinalnog potprostora u Rm
razapetog stupcima {yi}ni=1, d ≤ n.
Nadalje, buduc´i da se radi o ortonormiranoj bazi, mnozˇec´i relaciju (1.5) s u j zdesna ( j =
1, ..., d) vidimo da koeficijente B j,i mozˇemo dobiti kao
B j,i = 〈yi, u j〉Rm , j = 1, ..., d, i = 1, ..., n.
Sve zajedno imamo ( uz zamjenu oznaka i←→ j)
y j =
d∑
i=1
〈y j, ui〉Rmui , j = 1, ..., n.
Za pocˇetak pronadimo jednodimenzionalan potprostor od Rm koji aproksimira nasˇe po-
datke. Kako odabrati ortonormiranu bazu tog potprostora?
Neka je vektor u duljine 1, odnosno ‖u‖Rm = 1. Tada velicˇina |〈y j, u〉Rm | predstavlja
komponentu vektora y j u smjeru vektora u, odnosno duljinu ortogonalne projekcije vektora
y j na smjer u.
Kao dobra ideja se cˇini uzeti takav vektor u u smjeru kojega c´e vektori y j, j = 1, ..., n imati
najduzˇe komponente. Dakle, da bismo odredili bazu jednodimenzionalnog potprostora
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koji aproksimira vektore y j, j = 1, ..., n potrebno je pronac´i vektor u koji rijesˇava slijedec´i
optimizacijski problem:
max
u∈Rm
n∑
j=1
|〈y j, u〉Rm |2, uz uvjet ‖u‖Rm = 1. (P1)
Rjesˇavanjem dolazimo do zakljucˇka da vektor u1, tj. prvi stupac matrice U iz SVD-a ma-
trice Y , rjesˇava gornji optimizacijski problem te maksimum iznosi max(P1)=λ1 = σ21. Za
detalje dokaza ove tvrdnje pogledati [9].
Aproksimirajmo sada vektore y j, j = 1, ..., n dvodimenzionalnim potprostorom od Rm, tj.
odredimo ortonormiranu bazu tog potprostora. Nadogradit c´emo bazu jednodimenzional-
nog potprostora {u1} vektorom u koji rjesˇava slijedec´i optimizacijski problem:
max
u∈Rm
n∑
j=1
|〈y j, u〉Rm |2, uz uvjete ‖u‖Rm = 1 i 〈u, u1〉Rm = 0. (P2)
Rjesˇavanjem dolazimo do zakljucˇka da vektor u2, tj. drugi stupac matrice U iz SVD-a
matrice Y , rjesˇava prethodni optimizacijski problem te vrijedi max(P2)=λ2 = σ22.
Po indukciji mozˇemo nastaviti dalje. Slijedec´i teorem sumira prethodne zakljucˇke i daje
direktnu vezu izmedu POD-a i SVD-a.
Teorem 1.3.1. Neka je Y = [y1, ..., yn] ∈ Rm×n dana matrica ranga d ≤ min{m, n}. Neka je
Y = UΣVT njen SVD. Tada je za svaki l ∈ {1, ..., d} rjesˇenje problema
max
u˜1,...,u˜l∈Rm
l∑
i=1
n∑
j=1
|〈y j, u˜i〉Rm |2, uz uvjet 〈u˜i, u˜ j〉Rm = δi j, 1 ≤ i, j ≤ l (Pl)
dano singularnim vektorima {ui}li=1, tj. s prvih l stupaca matrice U. Takoder vrijedi
max(Pl) =
l∑
i=1
σ2i =
l∑
i=1
λi.
U (Pl) δi j predstavlja Kroneckerov simbol, tj.
δi j =
1, ako je i = j0, ako je i , j .
Dokaz. Za dokaz pogledati [9]. 
Motivirani prethodnom razradom i prethodnim teoremom uvodimo slijedec´u definiciju:
POGLAVLJE 1. SVD, POD I DMD 12
Definicija 1.3.1. POD baza.
Neka je Y = [y1, ..., yn] ∈ Rm×n dana matrica ranga d ≤ min{m, n}. Neka je Y = UΣVT njen
SVD. Vektor ui ∈ Rm predstavlja i-ti supac matrice U, i = 1, ...,m. Za l ∈ {1, ..., d} skup
vektora {ui}li=1 se zove POD baza ranga l danih vektora y1, ..., yn.
Korolar 1.3.2. Optimalnost POD baze.
Neka vrijede pretpostavke teorema 1.3.1. Neka je Uˆd ∈ Rmxd matrica s medusobno orto-
normiranim stupcima uˆi i neka je zapis stupaca matrice Y u bazi {uˆi}di=1 dan s
Y = UˆdCd, gdje su Cdi j = 〈uˆi, y j〉Rm , 1 ≤ i ≤ d, 1 ≤ j ≤ n.
Tada za svaki l ∈ {1, ..., d} imamo
‖Y − U lBl‖F ≤ ‖Y − Uˆ lCl‖F .
‖ · ‖F oznacˇava Frobeniusovu normu koja je dana s
‖A‖F =
√
m∑
i=1
n∑
j=1
|Ai j|2 =
√
trag(AT A), za A ∈ Rm×n.
Matrica U l oznacˇava prvih l stupaca matrice U, l ≤ d. Bl oznacˇava prvih l redaka matrice
B. Analogno za Uˆ l i Cl.
Dokaz.
Promotrimo matricu Cl0 koju dobijemo iz C ∈ Rd×n tako da zamijenimo zadnjih d− l redaka
s nulama. Dakle matrica Cl0 izgleda ovako:
Cl0 =

Cd11 . . . C
d
1n
...
...
Cdl1 . . . C
d
ln
0 . . . 0
...
...
0 . . . 0

.
Uzimajuc´i u obzir pravila mnozˇenja matrica i svojstva matrice Cl0 lako se uvjerimo da
vrijedi Uˆ lCl = UˆdCl0, iz cˇega slijedi:
‖Y − Uˆ lCl‖2F = ‖Uˆd(Cd −Cl0)‖2F = ‖Cd −Cl0‖2F =
d∑
i=l+1
n∑
j=1
|Cdi j|2.
POGLAVLJE 1. SVD, POD I DMD 13
U drugoj jednakosti koristimo cˇinjenicu da je Uˆd ortogonalna matrica. Takoder vrijedi
slijedec´i niz jednakosti
YYT ui = Y

yT1
yT2
...
yTn
 ui = [y1, ..., yn]

〈y1, ui〉Rm
〈y2, ui〉Rm
...
〈yn, ui〉Rm
 =
n∑
j=1
〈y j, ui〉Rmy j. (1.6)
Analogno kao matricu Cl0 uvodimo i matricu B
l
0.
Vrijedi:
‖Y − U lBl‖2F = ‖Ud(Bd − Bl0)‖2F = ‖Bd − Bl0‖2F =
d∑
i=l+1
n∑
j=1
|Bdi j|2 =
=
d∑
i=l+1
n∑
j=1
|〈y j, ui〉Rm |2 =
d∑
i=l+1
n∑
j=1
〈〈y j, ui〉Rmy j, ui〉Rm =
=
d∑
i=l+1
〈
n∑
j=1
〈y j, ui〉Rmy j, ui〉Rm (1.6)=
d∑
i=l+1
〈YYT ui, ui〉Rm =
=
d∑
i=l+1
〈σ2i ui, ui〉Rm =
d∑
i=l+1
σ2i 〈ui, ui〉Rm =
d∑
i=l+1
σ2i .
Analogno prethodnom izvodu dobije se
‖Y‖2F = ‖UdBd‖2F = ‖Bd‖2F =
d∑
i=1
n∑
j=1
|Bdi j|2 =
d∑
i=1
σ2i .
Takoder vrijedi:
‖Y‖2F = ‖UˆdCd‖2F = ‖Cd‖2F =
d∑
i=1
n∑
j=1
|Cdi j|2.
Konacˇno, buduc´i da su vektori u1, ..., ul rjesˇenje problema (Pl) dobivamo slijedec´u ne-
jednakost koja dokazuje korolar.
‖Y − U lBl‖2F =
d∑
i=l+1
σ2i =
d∑
i=1
σ2i −
l∑
i=1
σ2i = ‖Y‖2F −
l∑
i=1
n∑
j=1
|〈y j, ui〉Rm |2 ≤
≤ ‖Y‖2F −
l∑
i=1
n∑
j=1
|〈y j, uˆi〉Rm |2 =
d∑
i=1
n∑
j=1
|Cdi j|2 −
l∑
i=1
n∑
j=1
|Cdi j|2 =
d∑
i=l+1
n∑
j=1
|Cdi j|2 = ‖Y − Uˆ lCl‖2F .

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Napomena 1.3.1. (Alternativno trazˇenje POD baze.)
Uocˇimo da vrijedi
‖Y − Uˆ lCl‖2F =
m∑
i=1
n∑
j=1
|Yi j −
l∑
k=1
Uˆ likCk j|2 =
n∑
j=1
m∑
i=1
|Yi j −
l∑
k=1
〈uˆk, y j〉RmUˆ lik|2
=
n∑
j=1
‖y j −
l∑
k=1
〈y j, uˆk〉Rm uˆk‖2Rm .
Analogno
‖Y − U lBl‖2F =
n∑
j=1
‖y j −
l∑
k=1
〈y j, uk〉Rmuk‖2Rm .
Korolar 1.3.2 nam daje da vrijedi
n∑
j=1
‖y j −
l∑
k=1
〈y j, uk〉Rmuk‖2Rm ≤
n∑
j=1
‖y j −
l∑
k=1
〈y j, uˆk〉Rm uˆk‖2Rm
za bilo koji skup {uˆi}li=1 ortonormiranih vektora.
Dakle, iz Korolara 1.3.2 slijedi da POD bazu mozˇemo trazˇiti tako da rjesˇavamo problem
min
u˜1,...,u˜l∈Rm
n∑
j=1
‖y j −
l∑
k=1
〈y j, u˜k〉Rm u˜k‖2Rm , uz uvjet 〈u˜i, u˜ j〉Rm = δi j, 1 ≤ i, j ≤ l. (1.7)
∑l
k=1〈y j, u˜k〉Rm u˜k predstavlja ortogonalnu projekciju vektora y j na potprostor razapet
vektorima u˜k. Ukoliko vektore u˜k, k = 1, ..., l poslozˇimo u matricu U˜ = [u˜1 u˜1 . . . u˜l] ∈
Rm×l, vrijedi
∑l
k=1〈y j, u˜k〉Rm u˜k = U˜U˜T y j. Problem (1.7) mozˇemo zapisati kao
min
U˜∈Rm×l
n∑
j=1
‖y j − U˜U˜T y j‖2Rm = min
U˜∈Rm×l
‖Y − U˜U˜T Y‖2F , uz uvjet U˜T U˜ = Il. (1.8)
Problem (1.7) je zahvalniji za interpretirati. Naime
∑l
k=1〈y j, u˜k〉Rm u˜k predstavlja or-
togonalnu projekciju vektora y j na potprostor razapet s {uˆi}li=1. Ukoliko od vektora y j
oduzmemo tu projekciju i racˇunamo kvadrat norme dobivenog vektora, dobivamo udalje-
nost vektora y j od njegove projekcije (na kvadrat). To napravimo za sve vektore y1, ..., yn
i zbrojimo “gresˇke”. Dakle, POD baza najbolje opisuje vektore y1, ..., yn u smislu najma-
njih kvadrata. Ovdje vidimo slicˇnosti s linearnom regresijom. Ipak, linearna regresija ne
“gleda” udaljenosti od ortogonalnih projekcija na potprostor, vec´ vertikalnu udaljenost od
regresijskog pravca (ne nuzˇno ortogonalnu projekciju na njega).
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Kroz matricu Σ vidimo koliko grijesˇimo pri aproksimaciji podataka y1, ..., yn projekcijom
na potprostor. Iz korolara 1.3.2 proizlazi da minimum problema (1.7) iznosi
∑d
i=l+1 σ
2
i .
Ukoliko je ta vrijednost malena ne gubimo gotovo nisˇta aproksimacijom podataka (sma-
njivanjem dimenzije). U praksi se cˇak desˇava da aproksimacija popravi podatke jer se
ovim postupkom uklanja svugdje prisutna gresˇka mjerenja.
Teorem 1.3.3 (Eckart-Young-Mirsky [5]).
Neka je M ∈ Cm×n kompleksna matrica. Neka je M = UΣV∗ njen SVD, Σ=diag(σi)min(m,n)i=1 ,
σ1 ≥ . . . ≥ σmin(m,n) ≥ 0.
Za k ∈ {1, ...,min(m, n)}, definiramo Uk = U(:, 1 : k)14, Σk = Σ(1 : k, 1 : k), Vk = V(:, 1 : k)
i Mk = UkΣkV∗k . Tada je Mk optimalna aproksimacija ranga k matrice M u 2-normi
15i
Frobeniusovoj normi, tj. vrijedi:
min
rank(N)≤k
‖M − N‖2 = ‖M − Mk‖2 = σk+1,
min
rank(N)≤k
‖M − N‖F = ‖M − Mk‖F =
√√min(n,m)∑
i=k+1
σ2i .
Sada koristec´i prethodni teorem i notaciju (1.8) lako dokazˇemo optimalnost POD baze.
Neka je Y = UΣVT SVD matrice Y . Definiramo Yk = UkΣkVTk kao u prethodnom teoremu.
Tada vrijedi:
‖Y − U˜U˜T Y‖2F ≥ (rank(U˜U˜T Y) ≤ k) ≥ ‖Y − Yk‖2F = ‖Y − UkΣkVTk ‖2F = (U∗kY = ΣkVTk ) =
= ‖Y − UkU∗kY‖2F =
d∑
i=k+1
σ2i .
Algoritam racˇunanja POD baze ranga l
1. Buduc´i da znamo vezu izmedu SVD-a i POD-a, najjednostavniji nacˇin je izracˇunati
SVD i uzeti prvih l stupaca matrice U za POD bazu. Ipak, to se u praksi ne pokazuje
kao najefikasnij nacˇin dobivanja POD-baze.
2. Vektori {ui}di=1 su svojstveni vektori matrice YYT , stoga je drugi nacˇin dobivanja POD
baze izracˇun dekompozicije svojstvenih vrijednosti za matricu YYT i uzimanje l svoj-
stvenih vektora uz l najvec´ih svojstvenih vrijednosti za POD bazu.
14U(:, 1 : k) predstavlja oznaku za prvih k stupaca matrice U, Σ(1 : k, 1 : k) je oznaka za prvih k stupaca
unutar prvih k redaka matrice Σ.
15‖A‖2 = max‖x‖Cn =1 ‖Ax‖Cm , x ∈ Cn, A ∈ Cm×n.
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3. U praksi je dimenzija vektora y j jako velika i nerijetko vrijedi n  m stoga nam
je problem svojstvenih vrijednosti za matricu YYT ∈ Rm×m skuplje rjesˇavati od pro-
blema svojstvenih vrijednosti za matricu YT Y ∈ Rn×n. Znamo da vrijedi Yvi = σiui,
stoga rjesˇavamo problem svojstvenih vrijednosti za matricu manje dimenzije. Dobi-
vamo vektore vi i svojstvene vrijednosti λi = σ2i . Pomoc´u gornje jednakosti dobi-
vamo ui = 1√λi Yvi, za λi > 0.
U praksi zˇelimo znati koliko grijesˇimo pri redukciji dimenzije. Da bismo odabrali
odgovarajuc´u dimenziju l vazˇno je znati slijedec´i omjer: ε(l) =
∑l
i=1 λi∑d
i=1 λi
.
Primjer u 2D
Uzimamo 200 vektora u R2 i crtamo ih u ravnini. Crtamo ih kao tocˇke, a ne kao strelice
radi ljepsˇeg prikaza. Kod je pisan u Matlab-u.
L = 200; % broj vektora
% generirajmo vektore
C = [1 2; 1 1];
X = C * randn (2 , L );
Racˇunamo SVD: [U,S,W] = svd(X);. Stupci matrice U su vektori POD baze. Cr-
tamo podatke zajedno s glavnim smjerovima.
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Zapisˇimo podatke u POD bazi u matricu Xu: Xu=U'*X;. Nacrtajmo rotirane podatke.
Podaci u POD bazi.
Projicirajmo podatke na prvu glavnu komponentu (1D potprostor): Xu(2,:) = 0;.
Odmah primjetimo da je suma kvadrata udaljenosti originalnih tocˇaka od njihovih projek-
cija jednaka σ22. To je posljedica korolara 1.3.2 i napomene iza njega (Metrika se nec´e
promijeniti pri rotaciji).
∑200
i=1 ‖xi − xpro jekci ja‖2R2 = σ22 = 25.0458.
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Vratimo josˇ samo podatke u pocˇetnu (kanonsku bazu): X approx = U * Xu ;.
Usput primijetimo da smo prethodna dva koraka (zapisa u POD bazi i projiciranja) mogli
preskocˇiti i odmah dobiti X approx tako da u matricu S na poziciju (2,2) stavimo σ2 =
0 i pomnozˇimo X approx=U*S*W'. Izvod ove tvrdnje se vidi u dokazu korolara 1.3.2.
Naravno, vrijedi i generalizacija na vec´u dimenziju.
Sada kada vidimo sˇto se u pozadini dogada, mozˇemo zakljucˇiti da c´e σ22 (gresˇka) za
podatke koji se formiraju oko pravca kroz ishodisˇte uz male perturbacije biti manja nego
kod vec´ih perturbacija. Primjer:
σ22 = 0.4091.
POGLAVLJE 1. SVD, POD I DMD 19
1.4 DMD (Dynamic Mode Decomposition)
Ideja i definicija
Slijedec´a razrada napravljena je prema [8] i prema [6].
U izgradnji DMD metode pretpostavljamo da su podaci generirani dinamicˇkim sistemom
dx(t)
dt
= f(x, t; µ), x(t) = [x1(t), x2(t), . . . , xn(t)]T .
x(t) ∈ Rn je vektor koji reprezentira stanje dinamicˇkog sustava u vremenu t, µ sadrzˇi
parametre sustava i f(·) predstavlja dinamiku. Pokrenemo sustav i mjerimo stanje svakih
∆t vremenskih jedinica. Dobivamo stanja sustava u diskretnom vremenu i oznacˇavamo ih
s xk = x(k∆t), k = 0, 1, 2, ... Diskretnu funkciju evolucije sistema oznacˇavamo s F:
xk+1 = F(xk).
U generalnom slucˇaju nije moguc´e konstruirati rjesˇenje za nelinearni sustav pa se ko-
riste numericˇke metode za izracˇun buduc´ih stanja sustava. DMD metoda je sposobna pre-
dvidjeti buduc´e stanje sustava bez da poznaje dinamiku f(·). Sve sˇto nam je potrebno su
izmjerena stanja sustava u diskretnim trenutcima. DMD metoda lokalno aproksimira neli-
nearni sustav linearnim sustavom
dx
dt
= Ax, A ∈ Cn×n. (1.9)
Rjesˇenje gornjeg sustava znamo i ono je dano s x(t) = eAtx(0). Ukoliko podatke
uzorkujemo svakih ∆t vremenskih jedinica, imamo
xk+1 = x((k + 1)∆t) = eA((k+1)∆t)x(0) = eA(∆t)eA(k∆t)x(0) = eA(∆t)x(k∆t) = eA(∆t)xk.
Uz oznaku A := eA(∆t) ∈ Cn×n neprekidni sustav (1.9) mozˇemo opisati analognim dis-
kretnim sistemom uzorkovanim svakih ∆t vremenskih jedinica:
xk+1 = Axk.
DMD algoritam c´e nam dati dekompoziciju svojstvenih vrijednosti matrice A (vodec´e
svojstvene vektore i svojstvene vrijednosti) koja optimalno pogoduje izmjerenim vrijed-
nostima xk (k = 0, 1, ...,m) u smislu najmanjih kvadrata, tj. tako da je vrijednost
m−1∑
k=0
‖xk+1 − Axk‖22
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minimalna.
U cilju minimiziranja gornjeg izraza mjerenja x0, x1, ..., xm grupiramo u slijedec´e ma-
trice:
X =
x0 x1 . . . xm−1
 ,
X′ =
x1 x2 . . . xm
 .
Lokalno linearnu transformaciju zapisujemo u terminima gornjih matrica na nacˇin
X′ ≈ AX.
Matrica A koja minimizira izraz ‖X′−AX‖F je dana s A = X′X† (Napomena 1.2.2 + svojstva
transponiranja i pseudoinverza. 16).
Definicija 1.4.1. Dinamicˇka modalna dekompozicija.
Pretpostavimo da imamo dinamicˇki sistem dxdt = f(x, t; µ) i dva skupa X i X
′ kao gore
tako da vrijedi xk+1 = F(xk) gdje je F funkcija evolucije sustava u diskretnom vremenu
∆t. DMD racˇuna vodec´u svojstvenu dekompoziciju linearnog operatora A koji najbolje
opisuje podatke X′ ≈ AX: A = X′X†. DMD modovi (dinamicˇki modovi) su svojstveni
vektori matrice A i svaki DMD mod odgovara pripadnoj svojstvenoj vrijednosti matrice A.
Ideja DMD algoritma nije racˇunati matricu A kao X′X† jer to mogu biti matrice jako
velikih dimenzija i racˇun mozˇe potrajati poprilicˇno dugo. DMD metoda se vodi cˇinjenicom
da rjesˇenje x(t) sustava dxdt = Ax mozˇemo zapisati u bazi svojstvenih vektora matrice A i
to na nacˇin
x(t) =
n∑
k=1
φkeωktbk = ΦeΩtb, 17 (1.10)
gdje su φk i ωk svojstveni vektori i svojstvene vrijednosti matrice A, a koeficijenti bk
su kordinate tocˇke x(0) u bazi svojstvenih vektora, odnosno b = Φ†x(0).
DMD metoda c´e dati nacˇin da odredimo najznacˇajnije svojstvene smjerove i aproksimaciju
rjesˇenja c´emo trazˇiti u bazi tih smjerova (vektora). Buduc´i da radimo s diskretnim uzor-
kom, mi c´emo racˇunati svojstvene vektore matrice A := eA(∆t). No, matrica A i matrica A
16‖X′ − AX‖F = ‖AX − X′‖F = ‖XT AT − X′T ‖F ⇒ AT = (XT )†(X′)T = (X†)T (X′)T ⇒ A = X′X†.
17Ω = diag(ω1, ..., ωn) , Φ = [φ1, ..., φn], b = [b1, ..., bn]T .
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imaju iste svojstvene vektore jer eA(∆t) = eΦΩΦ
−1(∆t) = ΦeΩ∆tΦ−1. Vidimo da za svojstvene
vrijednosti matrice A vrijedi λk = eωk∆t pa c´emo iz svojstvenih vrijednosti matrice A lako
dobiti svojstvene vrijednosti matriceA kao ωk = ln(λk)∆t .
Izvod algoritma
1. Najprije izracˇunamo reducirani SVD matrice X ranga r, tj. izracˇunamo matrice
U ∈ Cnxr,Σ ∈ Crxr i V ∈ Cmxr takve da X = UΣV∗. U i V su unitarne matrice.
Rang r odredujemo tako da pogledamo singularne vrijednosti nereduciranog SVD-a.
Ukoliko se podaci mogu dobro aproksimirati projekcijom na potprostor, kazˇemo da
je prisutna nizˇe dimenzionalna struktura u podacima i tada c´e singularne vrijednosti
u matrici Σ naglo pasti blizu 0 nakon odredenog broja dominantnih modova.
2. Racˇunamo projekciju matrice A na prvih r POD modova.
Sˇto bi bila projekcija matrice A18?
• Rang r u SVD-u smo odredili tako da je projekcija podataka na POD modove
dobra u smislu najmanjih kvadrata, stoga umjesto podataka xk gledamo njihove
projekcije na potprostor razapet s prvih r POD modova: x˜k = U∗xk.
• Djelovanje sustava c´emo gledati samo na tom potprostoru. Trebamo definirati
preslikavanje A˜ koje dinamiku preslikavanja A imitira na zadanom potprostoru.
Imamo vektor x˜k i zˇelimo ga preslikati u isti potprostor dinamikom A˜. Prvo
se djelovanjem matrice U prebacimo u kanonsku bazu prostora Rn: Ux˜k. Tu
djeluje dinamika A pa njome preslikamo Ux˜k: AUx˜k. Zatim se vratimo u bazu
potrostora djelovanjem matrice U∗: U∗AUx˜k. Dakle imamo x˜k+1 = U∗AUx˜k
sˇto nam daje A˜ = U∗AU.
• Dakle, projekcija matrice A na prvih r POD modova je preslikavanje koje imi-
tira preslikavanje A na potprostoru razapetom s prvih r modova. To preslikava-
nje se racˇuna kao U∗AU. Mi ne znamo matricu A pa matricu A˜ racˇunamo kao
A˜ = U∗AU = U∗X′X†U = U∗X′VΣ−1U∗U = U∗X′VΣ−1.
Iz A˜v = λv ⇒ U∗AUv = λv ⇒ A(Uv) = λ(Uv) vidimo da je svaka svojstvena
vrijednost matrice A˜ ujedno i svojstvena vrijednost matrice A i da je pripadni svoj-
stveni vektor matrice A dan s Uv (sˇto je zapravo samo zapis vektora v u kanonskoj
bazi). Buduc´i da se projiciranjem na POD bazu, ukoliko se mozˇe odabrati dobar r
ne gubi puno, nadamo se da c´emo na ovaj nacˇin dobiti sve za dinamiku bitne modove.
18U literaturi poznata kao Rayleighjev kvocijent matrice.
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3. Slijedec´i korak je odrediti svojstvene vrijednosti i svojstvene vektore matrice A˜.
A˜W = WΛ, stupci matrice W su svojstveni vektori, a Λ je dijagonalna matrica sa
pripadnim svojstvenim vrijednostima na dijagonali.
4. U zadnjem koraku rekonstruiramo svojstvene vektore matrice A kao Φ = UW.
Ipak, u praksi se DMD modovi (stupci matrice Φ) ne racˇunaju ovako vec´ kao
Φ = X′VΣ−1W. Kad se racˇunaju na ovaj nacˇin, obicˇno se nazivaju egzaktni DMD
modovi dok se kod racˇunanja prvim nacˇinom nazivaju projicirani DMD modovi. Iz
slijedec´eg racˇuna se vidi zasˇto mozˇemo modove racˇunati kao X′VΣ−1W:
A˜ = U∗X′VΣ−1 ⇒ UU∗AU = UU∗X′VΣ−1 ⇒ (1.11)
⇒ AU = X′VΣ−1 ⇒ AUW = X′VΣ−1W.
A˜W = WΛ⇒ U∗AUW = WΛ⇒ AUW = UWΛ (1.12)
=⇒ X′VΣ−1W (1.11)= A(UW) (1.12)= (UW)Λ.
Isto tako vidimo da c´e problem nastati kad je svojstvena vrijednost λk = 0 jer
X′VΣ−1wk = 0Uwk = 0 pa svojstveni vektor koji pripada svojstvenoj vrijednosti
nula racˇuna kao φk = Uwk.
Nakon sˇto izracˇunamo gornju aproksimaciju r svojstvenih vektora i pripadnih svojstvenih
vrijednosti, iz formule (1.10) dobivamo aproksimaciju rjesˇenja sustava sa
x(t) ≈
r∑
k=1
φkeωktbk.
DMD algoritam u Matlabu
Algoritam zapisujemo u Matlabovu funkciju DMD.m. Funkcija ima slijedec´e ulaze:
• Matrice X i X′ u oznakama X1=X i X2=X′.
• Rank r SVD dekompozicije.
• Vremenski raskorak dt(gore ∆t) kojim su uzorkovani vektori u matricama X i X′.
Funkcija nam vrac´a slijedec´e izlaze:
• Matricu Φ koja sadrzˇi DMD modove. Oznaka Phi=Φ.
• Vektorω u kojemu je zapisano r svojstvenih vrijednosti matriceA. Oznaka omega=ω.
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• Vektor λ u kojemu je zapisano r svojstvenih vrijednosti matrice A. Oznaka lambda=λ.
• Vektor b koji sadrzˇi kordinate tocˇke x(0) u bazi DMD modova.
• Aproksimacije rjesˇenja sustava u prostoru DMD modova u vremenskim trenutcima
t=0, dt, 2dt, ..., mdt. i-tu aproksimaciju stavljamo u i-ti stupac matrice Xdmd.
function [Phi, omega, lambda, b, Xdmd] = DMD(X1, X2, r, dt)
%SVD
[U, S, V] = svd(X1, 'econ');
r = min(r, size(U, 2));
%uzimamo prvih r POD modova
U r = U(:, 1:r);
S r = S(1:r, 1:r);
V r = V(:, 1:r);
%projekcija matrice A na prvih r POD modova
Atilde = U r' * X2 * V r / S r;
%dekompozicija svojstvenih vrijednosti
[W r, D] = eig(Atilde);
%DMD modovi
Phi = X2 * V r / S r * W r;
%diskretno vremenske svojstvene vrijednosti
lambda = diag(D);
%neprekidno vremenske svojstvene vrijednosti
omega = log(lambda) / dt;
%koordinate tocke x(0) u bazi Phi
x1 = X1(:, 1);
b = Phi \ x1;
%Aproksimacija vektora u matrici X1 u bazi DMD modova
mm1 = size(X1, 2); %mm1=m−1
time dynamics = zeros(r, mm1);
t = (0:mm1−1) * dt;
for iter = 1 : mm1
time dynamics(:, iter) = (b. * exp(omega * t(iter)));
end
Xdmd = Phi * time dynamics;
end
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Primjer DMD dekompozicije
DMD algoritam c´emo demonstrirati na primjeru dva kompleksna prostorno-vremenski is-
prepletena signala. DMD algoritam ima sposobnost rastaviti signal na sastavne dijelove.
Radi uskladenosti s prethodnim poglavljem, mozˇemo pretpostaviti da je signal generiran
nelinearnim sustavom dxdt = f(x, t; µ) kojeg ne poznajemo pa ga samim time niti ne znamo
rijesˇiti. Ipak, aproksimaciju rjesˇenja mozˇemo dobiti u slijedec´ih nekoliko trenutaka uko-
liko imamo mjerenja svakih ∆t trenutaka. DMD metoda c´e prepoznati dvodimenzionalnu
strukturu rjesˇenja, dati modove koji c´e odgovarati stvarnim komponentama signala i dati
aproksimaciju rjesˇenja.
Na plotovima gledamo samo realne dijelove kompleksnih funkcija, no slicˇno vrijedi i
za imaginarne djelove. DMD metoda radi aproksimaciju cijele funkcije, realnog i imagi-
narnog dijela. Pogledajmo kako izgledaju realni djelovi podsignala te ukupnog signala:
Slika 1.5: f1(x, t) = sech(x + 3)ei2.3t.
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Slika 1.6: f2(x, t) = 2sech(x)tanh(x)ei2.8t.
Slika 1.7: f (x, t) = f1(x, t) + f2(x, t) = sech(x + 3)ei2.3t + 2sech(x)tanh(x)ei2.8t.
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Gradimo diskretizaciju prostora x i vremena t :
x = linspace(−10, 10, 400);
t = linspace(0, 4*pi, 200);
Uz gornju diskretizaciju gradimo matrice X i X′ iz DMD algoritma, oblika
X =
 f (x, t1) f (x, t2) . . . f (x, tm−1)
 ,
X′ =
 f (x, t2) f (x, t3) . . . f (x, tm)
 .
Prije no provedemo gornji DMD algoritam trebamo odrediti dimenziju uzorka poda-
taka, odnosno r iz SVD dekompozicije. U tu svrhu plotamo singularne vrijednosti i gle-
damo kada one padaju na 0.
Slika 1.8: r=2.
Sada imamo sve sˇto nam treba za provodenje opisanog DMD algoritma. Odredujemo
DMD modove i usporedujemo ih s originalnim modovima (pojedinim signalima).
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Slika 1.9: DMD modovi i njihove frekvencije.
Slika 1.10: Stvarni modovi (Parametri skaliranja: t01 = 0.1566, t02 = −0.135.).
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Modovi (svojstveni vektori) su intuitivno funkcije koje se krec´u sinusoidalno kroz vri-
jeme. To su upravo funkcije f1(x, 0) i f2(x, 0) (mozˇemo gledati skalirane funkcije s bilo
kojim parametrom t ∈ 〈−1, 0〉 ∪ 〈0, 1〉 jer se zapravo radi o svojstvenim vektorima). ω1 i
ω2 predstavljaju frekvenciju (svojstvene vrijednosti ω1 = 2.8i i ω2 = 2.3i ) kojom se poje-
dini signal (mod) krec´e kroz vrijeme. DMD nam u ovom primjeru uspjesˇno vrati egzaktne
modove i frekvencije.
Za usporedbu pogledajmo POD modove:
Slika 1.11: POD modovi.
Primjec´ujemo da se POD modovi uvelike razlikuju od egzaktnih i DMD modova. To
smo mogli i ocˇekivati jer POD modovi gledaju samo prostornu komponentu signala 19.
DMD promatra i prostornu i vremensku komponentu i hvata svu dinamiku ovog sustava.
Za kraj pogledajmo kako izgleda aproksimacija rjesˇenja i primijetimo da je pogresˇka pri
aproksimaciji DMD metodom minimalna.
19POD modovi su stupci matrice U iz SVD dekompozicije.
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Slika 1.12: ‖Xegz − Xdmd‖F = 6.2026 ∗ 10−12.
U ovom primjeru nam je rjesˇenje( f (x, t)) generirano nepoznatim sustavom poznato, no
u stvarnim primjenama to rjesˇenje ne znamo. Imamo samo mjerenja sustava u diskretnim
trenutcima. DMD metoda c´e nam dati frekvencije i modove koje c´emo moc´i iskoristiti
za lokalnu aproksimaciju rjesˇenja. Dodatno c´emo ovom metodom i reducirati dimenziju
sustava.
Iz ovog primjera bi se dalo naslutiti da bi mogli dobiti i visˇe od lokalnog rjesˇenja, no
to nije slucˇaj. Ovaj je primjer savrsˇeno nasˇtiman za DMD i sluzˇi samo da vidimo kako
metoda radi. Ipak, metoda se pokazuje jako korisnom u primjenama i vrlo dobro lokalno
aproksimira rjesˇenje sustava cˇija rjesˇenja (a niti nuzˇno jednadzˇbe) ne znamo.
Poglavlje 2
Primjena DMD-a u algoritamskom
trgovanju
Ideje u ovom poglavlju su preuzete iz [7] i [6].
Ukoliko promotrimo DMD algoritam, vidimo da je za njegovo pokretanje dovoljno imati
mjerenja dinamicˇkog sustava u jednako razmaknutim vremenskim trenutcima. Dobar pri-
mjer takvih mjerenja su dnevne cijene dionica. DMD algoritmom c´emo pokusˇati uhvatiti
dinamiku kretanja dnevnih cijena dionica i predvidjeti kolika c´e biti cijena slijedec´i dan.
Buduc´i da uspjesˇnim predvidanjem cijene mozˇemo dobro zaraditi, pogledat c´emo kakva
bi nam zarada uistinu bila da smo ulagali u dionice za koje DMD metoda predvida najvec´i
prinos.
2.1 Algoritamsko trgovanje - opc´enito
Algoritamski trgovati znacˇi izgraditi model koji c´e predvidjeti cijenu dionice u slijedec´em
trenutku te na osnovu tog predvidanja prepustit racˇunalu da automatski donese odluku o
kupnji/prodaji financijskog instrumenta. Kad gledamo dnevne podatke, mozˇemo i sami is-
koristiti predvidanje modela te na osnovu toga nazvati brokera i obaviti kupnju ili prodaju,
no to nije moguc´e ukoliko radimo s visoko frekventnim podacima (npr. svake sekunde ili
milisekunde). Za obavljanje kupnje ili prodaje svake sekunde potrebno je da kompjuterski
program komunicira sa automatskim brokerom (Automated Broker Interface). Razvojem
automatskog brokera omoguc´eno je da se cijeli postupak upravljanja portfeljom automati-
zira i da se iskoriste prednosti visokofrekventong trgovanja. Pogledajmo koliki je volumen
visokofrekventog trgovanja u svim transakcijama na dionicˇkom trzˇisˇtu u SAD-u:
30
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Slika 2.1: 1Volumen visokofrekventog trgovanja je vec´i kada je trzˇisˇte volatilnije.
Da bismo se bavili visokofrekventim trgovanjem potrebna je infrastruktura koja omoguc´ava
in-live trgovanje, takoder je potreban pristup visokofrekventim podacima koji uglavnom
nisu besplatni. Automatski broker naplac´uje svaku transakciju koju obavlja. Sve te trosˇkove
treba uzeti u obzir pri donosˇenju odluke o bavljenu ovakvom vrstom trgovanja.
2.2 Priprema podataka za DMD
Dnevne podatke o cijenama dionica preuzimamo iz [1]. Nakon sˇto odaberemo koje c´emo
dionice promatrati, konstruiramo matricu X:
X =

...
. . . xi j . . .
...
 ,
gdje xi j predstavlja cijenu dionice i na dan j. Dakle, j ti stupac sadrzˇi cijene skupa dionica
na dan j, a i-ti redak predstavlja cijene dionice i za promatrano razdoblje. Takva matrica je
u obliku kakav nam treba za pokrenuti DMD algoritam.
1Slika preuzeta s https://www.businessinsider.com.
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2.3 Trening algoritma za trgovanje
Vec´ smo rekli da c´emo za predikciju cijena dionica koristiti DMD algoritam, no nec´emo ga
koristiti na bilo koji nacˇin. Imamo slobodu izabrati koliko c´emo trenutaka gledati u prosˇlost
da bismo odredili cijenu u buduc´nosti, takoder mozˇemo odabrati i koliko daleko gledamo
u buduc´nost. Zbog toga nasˇu DMD metodu parametriziramo sa slijedec´a dva cijelobrojna
parametra:
m = broj dana u prosˇlosti koje koristimo za predikciju,
l = broj dana u buduc´nosti za koje predvidamo cijene dionica.
Trening algoritma je ljepsˇi naziv za odredivanje najbolje kombinacije (m, l) za koju c´e
DMD metoda najbolje predvidjeti cijene dionica u slijedec´ih nekoliko dana. Uzimamo m
i l iz nekih dovoljno velikih raspona i pokrenemo DMD(m, l) za sve kombinacije (m, l).
Na dostupnim povijesnim podacima vidimo za koje (m, l) metoda najbolje predvida rast ili
pad cijena dionica. Logicˇno je pretpostaviti da c´e razni gospodarski sektori imati razlicˇitu
dinamiku. Zbog toga je za svaki gospodarski sektor potrebno odrediti parametre (m, l).
Pogledajmo, primjerice kako bi izgledao trening algoritma za sektor izgradnje. Proma-
tramo 8 dionica iz sektora izgradnje:
• D. R. Horton, Inc. (https://en.wikipedia.org/wiki/D. R. Horton)2,
• Lennar (https://www.brandsoftheworld.com/logo/lennar),
• PulteGroup, Inc. (https://millbridge-nc.com/pulte-homes/),
• Toll Brothers, Inc.
(https://www.builderonline.com/firms/toll-brothers),
• NVR, Inc. (https://www.builderonline.com/firms/nvr),
• The Home Depot, Inc. (https://commons.wikimedia.org/wiki/File:TheHomeDepot.svg),
2U zagrade navodimo odakle su preuzeta loga tvrtki.
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• Lowe’s Companies, Inc. (https://www.lowes.com/l/logos.html),
• The Sherwin-Williams Company
(https://www.brandsoftheworld.com/logo/sherwin-williams-9).
Uzimamo m ∈ {1, 2, ..., 25} i l ∈ {1, 2, ..., 10}. Gledamo kako algoritam predvida kreta-
nje cijena dionica u odredenom vremenskom periodu i crtamo graf:
Slika 2.2: 3Heat plot.
Svaki kvadratic´ na gornjem plotu predstavlja postotak kojim metoda pogada dali c´e ci-
jene dionica rasti ili padati. Primjerice, najzˇutiji kvadratic´ na polju (11, 5) znacˇi da DMD
algoritam koji gleda cijene prosˇlih 11 dana i predvida cijene slijedec´ih 5 dana tocˇno pre-
dvidi smjer kretanja cijena dionica u 52,5% slucˇajeva sˇto znacˇi da c´e, ukoliko iskoristimo
predvidanja algoritma, 52,5% nasˇih ulaganja donijeti zaradu.
Posebno zanimljivi su nam sektori kod kojih se primjec´uju vec´a povezana podrucˇja s pos-
totkom pogotka iznad 50% kao sˇto vidimo zˇuto podrucˇje na gornjem grafu (engleski naziv
za takva podrucˇja je hot − spots).
2.4 Moguc´i algoritmi za trgovanje
U prethodnom poglavlju vidimo kako mozˇemo odrediti parametre (m, l) nasˇe DMD(m, l)
metode. Ta saznanja mozˇemo koristiti na visˇe nacˇina. Primjerice:
3Slika preuzeta iz [7].
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• Mozˇemo gledati kako su se cijene kretale prethodnih 10 godina (ako su nam ti podaci
dostupni) i za to razdoblje odredujemo parametre nasˇe metode. Ovdje je vazˇno na-
praviti kros validaciju, odnosno pogledati dali se hot-spotovi pomicˇu znatnije kada
gledamo razlicˇite vremenske raspone. U tu svrhu uzimamo vremenski okvir od 2
godine i za podatke u tom okviru gledamo gdje se nalaze hot-spotovi. Kako imamo
podatke za prethodnih 10 godina, mozˇemo na visˇe nacˇina uzeti podatke raspona
dvije godine i pogledati hot-spotove. Ukoliko primjetimo da su hot-spotovi robus-
tni na promjene podataka istog raspona (2 godine), mozˇemo pretpostaviti da c´e u
slijedec´em razdoblju oni takoder ostati robustni te c´emo imati parametre za nasˇu
metodu. To je naravno par (m, l) za koji je postotak pogotka najvec´i (i vec´i od 50%).
U ovom algoritmu jednom odredimo parametre metode i koristimo ih za sva slijedec´a
predvidanja.
• U realnoj situaciji hot-spotovi se mijenjaju, a ponekad nemamo dovoljno podataka da
bi napravili kros validaciju i odredili robustne parametre metode. Nasˇ algoritam sada
mozˇe funkcionirati na nacˇin da gledamo prethodnih 100 dana da bi odredili parame-
tre metode danas. Na taj nacˇin parametre metode stalno prilagodavamo, odnosno
nanovo ih odredujemo u odnosu na to koji parametri su imali najbolje predvidanje
kretanja cijena prethodnih 100 dana. Te parametre koristimo za predvidanje cijena
za slijedec´ih nekoliko dana te krec´emo iznova.
• Autori u radu [7] navode da hot spotovi mogu isˇcˇeznuti i da nasˇa predvidanja kretanja
cijena u tom slucˇaju nec´e biti dobra. U takvom slucˇaju prethodni algoritam nec´e biti
dobar. Moramo ga prilagoditi da trgujemo samo onda kada se pojave hot-spotovi.
Zbog toga definiramo hot-spot kao par cijelih brojeva (m, l) za koji vrijedi:
• S (m,l) > t,
• 19
∑1
j=−1
∑1
k=−1 S (m+k,l+ j) > t,
gdje S (m,l) predstavlja postotak pogotka DMD(m, l) metode, a t predstavlja proizvoljno
odredeni postotak pogotka iznad kojeg zˇelimo trgovati uzimajuc´u u obzir predvidanja
metode (primjerice 53%). Sada c´emo nasˇa predvidanja kretanja cijena dionica ko-
ristiti za trgovanje samo onda kada se pojavi hot spot u matrici pogotka (odnosno
gornjem heat plotu). Na ovaj nacˇin mozˇemo potpuno automatizirati nasˇe trgovanje.
Nema potrebe da gledamo heat plot sada kada znamo odrediti hot spot automatski.
Testiranjem unatrag pogledajmo kakvi bi povrati bili da smo koristili gore opisani algo-
ritam za trgovanje gore navedenim dionicama iz gradevinskog sektora u periodu 10 godina.
Za usporedbu vidimo kakvi bi povrati bili da smo ulagali u index S&P500 ili da smo kupili
i drzˇali dionice u koje ulazˇemo.
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Slika 2.3: 4Anualizirani povrat 21.48%.
Iz gornjeg grafa vidimo da se korisˇtenjem DMD metode mogu ostvariti ozbiljni po-
vrati. Dakle, DMD metoda mozˇe stati uz bok pa cˇak i nadmasˇiti statisticˇke i vjerojatnosne
modele koji su uobicˇajeni pri odabiru strategije ulaganja. Napomenimo josˇ da je u ovom
radu korisˇten najosnovniji oblik DMD metode, no razvijene su i nadogradnje same me-
tode (npr. DMD s kontrolom) koje se takoder mogu iskoristiti za algoritamsko trgovanje i
potencijalno ostvariti josˇ vec´e povrate.
4Slika preuzeta iz [7].
Poglavlje 3
Prosˇirena dinamicˇka modalna
dekompozicija
U ovom poglavlju uvodimo pojam Koopmanovog operatora i opisujemo EDMD (Extended
Dynamic Mode Decomposition) metodu pomoc´u koje racˇunamo svojstvene vrijednosti,
svojstvene funkcije i modove Koopmanovog operatora. Pokazujemo vezu izmedu DMD
algoritma i EDMD algoritma te zakljucˇujemo da je DMD metoda samo specijalan slucˇaj
EDMD metode. Vodimo se idejama opisanim u radu [10].
3.1 Koopmanov operator
Neka jeM ⊆ RN prostor stanja, n ∈ Z i F :M→M operator evolucije sistema. Operator
F preslikava stanje x(n) ∈ M u stanje x(n+1) ∈ M. Za razliku od operatora F, Koopmanov
operator K djeluje na prostoru F skalarnih funkcija definiranih na prostoru stanja M.
Tocˇnije, Koopmanov operator preslikava funkciju φ ∈ F , φ :M→ C na nacˇin
Kφ = φ ◦ F, (3.1)
gdje ◦ predstavlja kompoziciju funkcija. Dakle, Koopmanov operator preslikava funkciju
prostora stanja u funkciju prostora stanja.
Funkcije prostora stanja φ : M → C nazivamo opservacijama. Koopmanov operator
definira novi dinamicˇki sustav (F , n,K) koji opisuje dinamiku kretanja opservacija u dis-
kretnom vremenu. OperatorK djeluje na funkcijama te je stoga beskonacˇnodimenzionalan
cˇak i kad je F konacˇnodimenzionalan. Operator K je takoder linearan cˇak i kad je F ne-
linearan. Beskonacˇnodimenzionalnost Koopmanovog operatora potencionalno mozˇe biti
problematicˇna, no ukoliko ga mozˇemo aproksimirati konacˇnodimenzionalnim operatorom
uz malu gresˇku dobivamo konacˇnodimenzionalan linearan problem koji znamo rijesˇiti.
36
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Dinamicˇki sustav definiran operatorom F i dinamicˇki sustav definiram Koopmanovim ope-
ratormK predstavljaju dvije razlicˇite parametrizacije iste dinamike. Vezu izmadu dvije pa-
rametrizacije predstavlja vektorska funkcija g(x) = x koju nazivamo opservacija cˇitavog
prostora i {(µk, ϕk, vk)}Kk=1 skup od K trojki Koopmanovih svojstvenih vrijednosti, svojstve-
nih funkcija i modova podrebnih za rekonstrukciju funkcije g. K je najcˇesˇc´e beskonacˇan.
Rekli smo da K preslikava skalarnu funkciju u skalarnu funkciju. g je vektorska func-
kija, no njene komponente su skalarne funkcije g = (g1, g2, ..., gN)τ, gi ∈ F . Komponente
gi mozˇemo prikazati u prostoru svojstvenih funkcija Koopmanovog operatora na nacˇin
gi =
∑K
k=1 vikϕk, vik ∈ C. Slazˇemo vektore v j =
[
v1 j, v2 j, ..., vN j
]T te dobivamo
x = g(x) =

g1(x)
g2(x)
...
gN(x)
 =

∑K
k=1 v1kϕk(x)∑K
k=1 v2kϕk(x)
...∑K
k=1 vNkϕk(x)
 =
= ϕ1(x)

v11
v21
...
vN1
 + ϕ2(x)

v12
v22
...
vN2
 + ... + ϕK(x)

v1K
v2K
...
vNK
 =
K∑
k=1
vkϕk(x),
vektor vk nazivamo k-ti Koopmanov mod. U gornjem razvoju smo pretpostavili da se
skalarne funkcije gi nalaze u potprostoru razapetom s K svojstvenih funkcija, no nismo
pretpostavili da svojstvene funkcije cˇine bazu za prostor F vec´ samo da razapinju neki
njegov potprostor.
Sada buduc´e stanje sustava mozˇemo promatrati direktno kroz evoluciju stanja x ili kroz
evoluciju opservacije g cˇitavog prostora:
F(x) = (Kg)(x) =
K∑
k=1
vk(Kϕk)(x) =
K∑
k=1
µkvkϕk(x).
Gornja reprezentacija dinamike F(x) ima prednost jer je dinamika vezana uz svojstvenu
funkciju odredena pripadnom svojstvenom vrijednosˇc´u. Sve zajedno mozˇemo pogledati na
slijedec´em diagramu. Ukoliko zˇelimo iz stanja x izracˇunati (Kφ)(x), mozˇemo to postic´i
na dva nacˇina:
• φ→ Kφ→ Kφ(x)
• x→ F(x)→ φ(F(x)) = Kφ(x)
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Takoder, stanje F(x) mozˇemo izracˇunati na dva nacˇina:
• x→ F(x)
• x = g(x)→ (Kg)(x) = F(x)
Slika 3.1: 1Djelovanje Koopmanovog operatora.
Vidimo da mozˇemo birati zˇelimo li raditi s konacˇnodimenzionalnim nelinearnim sus-
tavom ili s beskonacˇnodimenzionalnim linearnim sustavom ovisno o tome kojim nam se
putem na gornjeg dijagramu laksˇe kretati. Kada funkciju g (opservacija cˇitavog prostora)
zapisˇemo u terminima Koopmanovih svojstvenih funkcija, zamjenjujemo kompleksnu (ne-
linearnu) dinamiku stanja x s linearnom dinamikom funkcija {ϕi}i.
1Slika je preuzeta iz [10].
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3.2 EDMD (Extended Dynamic Mode Decomposition)
EDMD je metoda kojom aproksimiramo Koopmanov operator. Time takoder dobivamo
svojstvene vrijednosti, svojstvene funkcije i modove Koopmanovog operatora. EDMD
metoda zahtijeva:
• kao i DMD metoda, skup parova {(xi,yi) : xi,yi ∈ M, yi = F(xi)}Mi=1 od kojih for-
miramo matrice X =
[
x1,x2, . . . ,xM
]
i Y =
[
y1,y2, . . . ,yM
]
(Napomenimo samo da
ovdje podatci nisu uzorkovani svakih ∆t vremenskih jedinica kao kod DMD metode,
vec´ su uzorkovani iz neke distribucije naM)
• rijecˇnik opservacijaD = {ψ1, ψ2, . . . , ψK}, ψi ∈ F koje razapinju potprostor FD ⊂ F .
Takoder definiramo vektorsku funkciju Ψ :M→ C1xK kao
Ψ(x) =
[
ψ1(x), ψ2(x), . . . , ψK(x)
]
.
Zˇelimo generirati K ∈ RK×K , konacˇno dimenzionalnu aproksimaciju2Koopmanova
operatora K . Funkciju φ ∈ FD mozˇemo zapisati kao
φ =
K∑
k=1
akψk = Ψa.
Buduc´i da FD nije nuzˇno invarijantan potprostor operatora K , Kφ mozˇemo zapisati kao
Kφ = (Ψ ◦ F)a = Ψ(Ka) + r, (3.2)
gdje je K K × K matrica, a r ∈ F rezidual.
Matrica K nam je nepoznata i nju zˇelimo odrediti. To c´emo napraviti tako da minimi-
ziramo sumu kvadrata reziduala:
J =
1
2
M∑
m=1
|r(xm)|2 = 12
M∑
m=1
|((Ψ ◦ F)(xm) −Ψ(xm)K)a|2 =
=
1
2
M∑
m=1
|(Ψ(ym) −Ψ(xm)K)a|2.
2K predstavlja matricˇni zapis operatora PFDK FD : FD → FD, gdje je K FD restrikcija Koopmanovog
operatora na FD i PFD ortogonalna projekcija na FD.
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Gornji problem najmanjih kvadrata ima jedinstveno rjesˇenje. Minimum se postizˇe u
K = G†A,
gdje † predstavlja generalizirani inverz, a matrice G i A su definirane kao
G =
1
M
M∑
m=1
Ψ(xm)∗Ψ(xm), G ∈ CK×K ,
A =
1
M
M∑
m=1
Ψ(xm)∗Ψ(ym), A ∈ CK×K .
Kao rezultat dobivamo konacˇnodimenzionalnu aproksimaciju, K, Koopmanova opera-
tora K . K preslikava funkciju φ ∈ FD u funkciju φˆ ∈ FD.
Ako je ξ j j-ti svojstveni vektor od K sa svojstvenom vrijednosˇc´u µ j, onda je EDMD
aproksimacija svojstvene funkcije Koopmanova operatora dana s
ϕ j = Ψξ j,
sˇto vidimo uvrsˇtavanjem u (3.2) ( Kϕ j = KΨξ j ≈ Ψ(Kξ j) = Ψ(µ jξ j) = µ jΨξ j = µ jϕ j).
Aproksimacija Koopmanovih modova
Iz formule
x = g(x) =
K∑
k=1
vkϕk(x), g :M→ RN
vidimo da su Koopmanovi modovi (kako smo ih gore definirali) vektori vk koji su nam
potrebni za rekonstrukciju opservacije cˇitavog prostora u bazi svojstvenih funkcija Koop-
manovog operatora. Opservaciju cˇitavog prostora mozˇemo prikazati kao
g(x) =

g1(x)
g2(x)
...
gN(x)
 =

e∗1x
e∗2x
...
e∗Nx
 ,
gdje je ei i-ti jedinicˇni vektor u RN . Sada pretpostavljamo da su sve gi ∈ FD, tako da
gi =
∑K
k=1 ψkbk,i = Ψbi (ukoliko to nije slucˇaj, Koopmanove modove c´emo aproksimirati
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tako da funkcije gi projiciramo na FD te c´e kvaliteta aproksimacije ovisiti o izboru rijecˇnika
D). Sad opservaciju cˇitavog prostora mozˇemo zapisati kao
g =

g1
g2
...
gN
 =

∑K
k=1 ψkbk,1∑K
k=1 ψkbk,2
...∑K
k=1 ψkbk,N
 =

Ψb1
Ψb2
...
Ψbn
 = BTΨT = (ΨB)T , B =
[
b1,b2, . . . ,bN
]
∈ CK×N .
Zapisˇimo sada funkcije ψi u terminima numericˇki aproksimiranih svojstvenih funkcija
Koopmanovog operatora. Definirajmo najprije vektorsku funkcijuΦ :M→ C1xK na nacˇin
Φ(x) =
[
ϕ1(x), ϕ2(x), . . . , ϕK(x)
]
.
Iz prethodnog poglavlja znamo da je aproksimacija svojstvenih funkcija Koopmano-
vog operatora dana s ϕi = Ψξi, gdje je ξi ∈ CK i-ti svojstveni vektor operatora K pri-
druzˇen svojstvenoj vrijednosti µi. Matricˇno to mozˇemo zapisati kao Φ = ΨΞ, gdje je
Ξ =
[
ξ1, ξ2, . . . , ξK
]
. Da bismo Ψ zapisali u terminima Φ potrebno je invertirati matricu Ξ
Ξ−1 = W∗ =
[
w1,w2, . . . ,wK
]∗
,
gdje je wi lijevi svojstveni vektor3 matrice K pridruzˇen svojstvenoj vrijednosti µi (tj. w∗i K =
w∗i µi) skaliran tako da vrijedi w
∗
i ξi = 1. Slijedi,
g = BTΨT , Ψ = ΦΞ−1 = ΦW∗ =⇒ g = BT (ΦW∗)T = (W∗B)TΦT
=⇒ g = VΦT =
K∑
k=1
vkϕk, V =
[
v1, v2, . . . , vK
]
= (W∗B)T ,
gdje je vi = (w∗i B)
T i-ti Koopmanov mod.
Rezimirajmo,
EDMD metoda zahtijeva skup parova {(xi,yi) : xi,yi ∈ M, yi = F(xi)}Mi=1 koje slazˇemo
u matrice X i Y . EDMD metoda takoder zahtijeva rijecˇnik opservacija D. U metodi
pretpostavljamo da su vodec´e svojstvene funkcije Koopmanovog operatora sadrzˇane (uz
malu gresˇku) u FD, potprostoru razapetom elementima izD. Uzimajuc´i u obzir ove infor-
macije mozˇemo izracˇunati konacˇnodimenzionalnu aproksimaciju Koopmanova operatora,
K = G†A. Svojstvene vrijednosti operatora K nam daju aproksimaciju svojstvenih vri-
jednosti Koopmanovog operatora. Desni svojstveni vektori operatora K generiraju aprok-
simaciju svojstvenih funkcija Koopmanovog operatora dok lijevi svojstveni vektori od K
generiraju aproksimaciju Koopmanovih modova.
3ξi je sv. vektor matrice K sa sv. vrijednosˇc´u µi, i = 1, ...,K =⇒ KΞ = ΞM,M = diag(µ1, ..., µK)
Ξ−1/KΞ = ΞM/Ξ−1 =⇒ Ξ−1K = MΞ−1 =⇒ W∗K = MW∗ =⇒ w∗i K = w∗i µi, i = 1, ...,K.
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3.3 Veza izmedu EDMD-a i DMD-a
U ovom poglavlju c´emo pokazati da je DMD metoda samo specijalan slucˇaj EDMD me-
tode. Ukoliko uzmemo specijalan rijecˇnik D za EDMD metodu, EDMD metoda i DMD
metoda c´e nam dati iste svojstvene vrijednosti i iste modove za dani skup parova
{(xi,yi) : xi,yi ∈ M, yi = F(xi)}Mi=1 odnosno za dane matrice X i Y .
DMD modove smo definirali kao svojstvene vektore matrice KDMD = YX†, gdje je j-tom
modu pridruzˇena j-ta svojstvena vrijednost µ j.
Teorem 3.3.1. Neka je D = {e∗1, e∗2, ..., e∗N} nasˇ rijecˇnik, gdje je e∗ix = xi, x ∈ RN . Koop-
manovi modovi dobiveni EDMD metodom uz ovakav rijecˇnik su ujedno i svojstveni vektori
matrice KDMD, odnosno oni su ujedno i DMD modovi.
Dokaz. Opservaciju cˇitavog prostora smo definirali kao
g(x) =

g1(x)
g2(x)
...
gN(x)
 =

e∗1x
e∗2x
...
e∗Nx
 .
Trebamo matricu tezˇina B ∈ CN×N takvu da vrijedi g = BTΨT . Slijedi da je B jedinicˇna
matrica.
=⇒ B = I ∈ CN×N .
Matricu G smo definirali kao
G =
1
M
M∑
m=1
Ψ(xm)∗Ψ(xm).
Uzmimo u obzir rijecˇnikD, slijedi:
G =
1
M
M∑
m=1
[
x1m, x2m, . . . , xNm
]∗[x1m, x2m, . . . , xNm] = 1M
M∑
m=1
[ x∗1mx1m . . . x∗1mxNm
. . .
x∗Nmx1m . . . x
∗
NmxNm
]
=⇒ Gi j = 1M (x
∗
i1x j1 + x
∗
i2x j2 + ... + x
∗
imx jm) =⇒ GTi j =
1
M
(xi1x∗j1 + xi2x
∗
j2 + ... + ximx
∗
jm)
=⇒ GT = 1
M
XX∗.
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Analogno dobijemo AT = 1M YX
∗. Takoder, iz izvoda EDMD metode znamo da su
Koopmanovi modovi dani kao vi = (w∗i B)
T , gdje je wi lijevi svojstveni vektor matrice K.
B = I =⇒ vTi = w∗i .
Dobivamo:
KT = (G†A)T = AT GT
†
=
1
M
YX∗(
1
M
XX∗)† =
1
M
YX∗M (XX∗)† = YX† = KDMD.
Sada vidimo da vrijedi
KDMDvi = (vTi K
T
DMD)
T = (w∗i K)
T = (µiw∗i )
T = µivi.

Kao sˇto i sam naziv govori, o EDMD-u mozˇemo razmisˇljati kao o prosˇirenju DMD
metode. Kvaliteta aproksimacije Koopmanovih modova ovisi o izboru rijecˇnika D. Izbo-
rom prikladnijeg rijecˇnika mozˇemo dobiti bolju aproksimaciju u odnosu na aproksimaciju
dobivenu DMD-om. Uz pravi izbor rijecˇnika, EDMD metodu mozˇemo primijeniti na sˇiri
spektar problema u odnosu na DMD metodu koja implicitno pretpostavalja prilicˇno jed-
nostavan rijecˇnik. Kao dobar izbor rijecˇnika za probleme definirane na RN pokazuju se
Hermitovi polinomi.
Zakljucˇak
U ovom radu smo pokazali da se DMD mozˇe uspjesˇno upotrijebiti pri razvoju metoda
za algoritamsko trgovanje. Algoritam je sposoban uhvatiti dinamiku kretanja cijena di-
onica i predvidjeti cijenu u slijedec´ih nekoliko trenutaka sˇto mozˇemo iskoristiti za zaradu.
Napomenimo josˇ jednom da je opisana metoda samo osnova za mnoge nadogradnje koje
su razvijene i za one koje su josˇ uvijek u razvoju. Svaka nadogradnja DMD-a ima po-
tencijala za postizanja dobrih rezultata na trzˇisˇtu dionica ili nekom drugom financijskom
trzˇisˇtu. Jedna od nadogradnji DMD metode je i EDMD metoda koja je opisana u ovom
radu. Da bismo EDMD primijenili na cijene dionica, ukoliko zˇelimo postic´i bolji rezultat
od DMD metode, potrebno je ulozˇiti trud pri odabiru pogodnog rijecˇnika za financijsko
trzˇisˇte. Takoder, DMD s kontrolom je sposoban prepoznati vanjske utjecaje na financijsko
trzˇisˇte sˇto rezultira josˇ boljim modelom za predvidanje cijena. DMD metoda i njene nado-
gradnje imaju svijetlu buduc´nost kako u financijama, tako i u drugim podrucˇjima primjene.
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Sazˇetak
U ovom radu opisujemo DMD metodu koju koristimo za aproksimaciju rjesˇenja nelinear-
nog dinamicˇkog sustava. Analiziramo teorijsku pozadinu, intuitivnu interpretaciju i algori-
tam za racˇunanje metode. Takoder opisujemo POD metodu koja se nalazi u pozadini DMD
algoritma. U kratkim crtama isticˇemo vazˇnost SVD dekompozicije matrica koja nam daje
POD modove i generalizirani inverz matrice.
POD metoda nalazi, u smislu najmanjih kvadrata, najbolji potprostor za dani skup vektora.
Takav potprostor je pogodan za aproksimaciju sustava vec´eg ranga sustavom nizˇeg ranga.
DMD metoda pronalazi koherentne prostorno-vremenske modove koji tvore gibanje. Oni
su dani svojstvenim vektorima matrice A koja opisuje lokalno lineariziranu dinamiku sus-
tava. Operator preslikavanja A opc´enito je nepoznat, no poznata su izmjerena stanja sustava
koja su nam dovoljna za rekonstrukciju dinamike. Iz izmjerenih stanja mozˇemo odrediti
operator A˜ koji je aproksimacija nizˇeg reda operatora A. Svojstvene vrijednosti operatora
A˜ cˇine podskup svojstvenih vrijednosti operatora A, a iz svojstvenih vektora operatora A˜
lako rekonstruiramo pripadne svojstvene vektore operatora A koje nazivamo DMD mo-
dovima. Aproksimaciju stanja sustava dobivamo iz DMD modova, pripadnih svojstvenih
vrijednosti i pocˇetnog stanja.
DMD metodu primjenjujemo na cijene dionica. Hvatamo dinamiku kretanja cijena i predvidamo
kuda c´e cijene ic´i slijedec´ih nekoliko trenutaka. Koristec´i ta predvidanja razvijamo strate-
giju ulaganja i u konacˇnici dobivamo uspjesˇnu metodu algoritamskog trgovanja.
U posljednjem poglavlju DMD metodu stavljamo u sˇiri teoretski kontekst. Uvodimo po-
jam Koopmanovog operatora i opisujemo EDMD metodu pomoc´u koje racˇunamo svoj-
stvene vrijednosti, svojstvene funkcije i modove Koopmanovog operatora. Pokazujemo
vezu izmedu DMD algoritma i EDMD algoritma te zakljucˇujemo da je DMD metoda samo
specijalan slucˇaj EDMD metode.
Summary
In this paper we have studied DMD method used to approximate nonlinear dynamics sys-
tem solution. We analyze the theoretical background, intuitive interpretation and a nume-
rical algorithm. We also describe the POD method which appears in the background of the
DMD algorithm. We emphasize the importance of the SVD matrix decomposition which
gives us POD modes and the generalized inverse matrix.
POD method finds, in terms of least squares, the best subspace for a given set of vectors.
Such a subspace is suitable for the approximation of a higher ranking system with a lower
ranking system.
The DMD method finds coherent spatio-temporal modes that form the motion. They are
given by the eigenvectors of the matrix A that describes the locally linearized dynamics of
the system. The mapping operator A is generally unknown, but we know the measured sys-
tem states that are sufficient for the reconstruction of the dynamics. We can determine the
operator A˜ (lower rank approximation of A) using only measured states. The eigenvalues
of the operator A˜ are a subset of the eigenvalues of the operator A, and from the eignevec-
tors of operator A˜ we easily reconstruct the corresponding eigenvectors of operator A. That
eignevectors are called DMD modes. The proximal state of the system is obtained from
DMD modes, associated eigenvalues and initial states.
We apply the DMD method to stock prices. We capture the dynamics of price move-
ments and predict where the price will go in the next few moments. Using that forecasting,
we develop an investment strategy and ultimately get a successful method of algorithmic
trading.
In the last chapter we put the DMD method into a broader theoretical context. We introduce
the Koopman operator and describe the EDMD method by which we calculate eigenvalues,
eigenfunctions and modes of Koopman operator. We show the link between the DMD al-
gorithm and the EDMD algorithm and we conclude that DMD method is only a special
case of EDMD method.
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