In phase-shifting interferometry spatial nonuniformity of the phase shift gives a significant error in the evaluated phase when the phase shift is nonlinear. However, current error-compensating algorithms can counteract the spatial nonuniformity only in linear miscalibrations of the phase shift. We describe an errorexpansion method to construct phase-shifting algorithms that can compensate for nonlinear and spatially nonuniform phase shifts. The condition for eliminating the effect of nonlinear and spatially nonuniform phase shifts is given as a set of linear equations of the sampling amplitudes. As examples, three new algorithms (six-sample, eight-sample, and nine-sample algorithms) are given to show the method of compensation for a quadratic and spatially nonuniform phase shift.
INTRODUCTION
In phase-shifting interferometry 1 the phase difference between an object beam and a reference beam is varied by phase shifting, and the signal irradiance is sampled at equal intervals of the phase difference. The phase distribution of a fringe pattern can be calculated by phaseshifting algorithms.
Systematic phase-shift errors, as well as the nonsinusoidal waveform of the signal, are the most common sources of systematic errors in the evaluated phase.
2
Systematic phase-shift errors are caused by linear miscalibration, nonlinear sensitivity, or spatial nonuniformity of the phase shifter. For some phase shifters, such as a liquid-crystal modulator, the phase shift is not only nonlinear but also spatially nonuniform. Distortion in a lead zirconium titanate crystal (which is widely used in phase-shift devices) also gives a nonlinear and spatially nonuniform phase modulation. The spatial nonuniformity of the phase shift is also an important problem in applying phase-shifting techniques to a scanning whitelight interferometer, 3 since the variation of fringe visibility along the optical path is mathematically equivalent to the variation of phase-shift errors (depending on the position).
Many studies have been reported on errorcompensating algorithms [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] that can eliminate the effect of systematic phase-shift errors. Table 1 lists the phaseshifting algorithms and their immunity to linear miscalibration, nonlinear sensitivity, and spatial nonuniformity of the phase shift. Parameter p represents the maximum order of nonlinearity of the phase shift, and parameter j represents the maximum order of the harmonic signals that the algorithm can compensate for.
In Table 1 the algorithms can be classified into three groups by their ability to compensate for phase-shift errors. Group I, discrete Fourier algorithms (or the synchronous detection algorithms 1 ), can compensate for the effect of harmonic signals only and have no immunity to phase-shift errors. Group II, error-compensating algorithms, compensate for linear miscalibration (p ϭ 1) or nonlinear sensitivity (p Ͼ 1) of the phase shift as well as other errors. Group III, error-compensating algorithms, compensate for not only phase-shift errors but also errors caused by a coupling between the phase-shift errors and the harmonic components of the signal.
For linear phase-shift miscalibrations (p ϭ 1), the spatial nonuniformity of the phase shift is not a significant problem, since error-compensating algorithms can easily acquire an immunity to the spatial nonuniformity. Subsection 2.C explains that an error-compensating algorithm for linear phase-shift miscalibrations becomes insensitive to the spatial nonuniformity if the algorithm has symmetric and antisymmetric sampling amplitudes in the denominator and the numerator of the arctangential variable. Many algorithms for linear phase-shift miscalibrations have these symmetries in their sampling ampli-tudes and thus are immune to the spatial nonuniformity of the phase shift (see Table 1 for p ϭ 1).
A higher-order immunity to linear miscalibrations of the phase shift was also investigated by several authors, 10, 11, 13 and several algorithms were obtained 10, 11 that give the residual phase errors of the orders o(⑀ 1   3 ) and o(⑀ 1 4 ), where ⑀ 1 is the error coefficient of the phase shift. The stability of these algorithms against low-frequency mechanical vibrations of the interferometer was pointed out and verified experimentally. 14 For nonlinear phase shift, however, there have not been any algorithms reported that can compensate for the spatial nonuniformity of the phase shift. The errorcompensating algorithms 10, 11 with higher-order immunity to linear miscalibration can compensate for the nonlinear phase shift (see Table 1 ). However, they are not insensitive to the effect of spatial nonuniformity.
For example, de Groot calculated the residual phase error ⌬ of his seven-frame algorithm,
for quadratic phase shifts
͑ r Ϫ 3 ͒ ͬ for r ϭ 0, ..., 6, (2) which results in
The residual error contains a dc component ⑀ 2 /2 that is linear with error coefficient ⑀ 2 . For a spatially nonuniform phase shift, coefficient ⑀ 2 is no longer uniform across the observed aperture and causes a significant phase error. This type of dc component in the residual error is common in the algorithms 10, 11 that have higher-order immunity to the linear miscalibration.
Systematic approaches for deriving error-compensating algorithms have been proposed by several authors based on the averaging method of successive samples, 5, 7, 10, 15 a Fourier description of the sampling functions, 8, 11, 13, 16 and an analytical expansion of the phase error. 12 However, none of these approaches has been developed so that it can provide immunity to the spatial nonuniformity of the nonlinear phase shift.
In this paper we develop the analytical expansion method 12 so that it can obtain an immunity to a nonlinear and spatially nonuniform phase shift, i.e., a most general type of systematic phase-shift error. The residual phase errors are expanded into a Taylor series of both nonlinear coefficients of the phase shift and harmonic amplitudes of the signal. The conditions for eliminating both effects will be given as a set of linear equations for the sampling amplitudes of an algorithm.
We demonstrate that in order to acquire an immunity to a spatially nonuniform phase shift, the sampling amplitudes of an error-compensating algorithm need to satisfy additional p/2 linear equations when order p is even. Correction of the number of samples in our previous work 12 is also necessary, which will be discussed in Subsection 2.F.
As examples, new six-sample (group II with p ϭ 2 and j ϭ 1), new eight-sample (group II with p ϭ 2 and j ϭ 2), and new nine-sample (group III with p ϭ 2 and j ϭ 2) algorithms are derived that compensate for a quadratic and spatially nonuniform phase shift.
In our previous work 12 on the analytical expansion method, the derivation is limited to group III algorithms only, which compensate for a linear miscalibration of the phase shift and harmonic components of the signal. With the present extended formulation, all types of algorithm classified in Table 1 , except for Carre's strict solution, 4 can be derived. For example, a generic ( j ϩ 4)-sample algorithm of group II is derived by which the effects of a quadratic phase-shift error and harmonic components of the signal up to the jth order are eliminated.
Another advantage of the present analytical approach is that since all the conditions for suppressing systematic errors are represented by a set of linear equations for the sampling amplitudes, the algorithm designs for balancing ( p ϭ 1) Surrel b (6, 10), 13 Surrel (2j ϩ 3) 13 Quadratic nonlinearity Present work (9) ( p ϭ 2)
a Each algorithm has its reference number as a superscript. The number listed in the parentheses after each (first) author's name represents the number of samples of the algorithm.
b The symmetry in the sampling amplitudes is not apparent, since the amplitudes take different notations for offset bias in the phase-shift values.
random and systematic phase errors can easily be formulated. 17 The variance of random phase errors caused by random uncorrelated irradiance noise is proportional to the total square of the sampling amplitudes of an algorithm. 17, 18 Therefore one strategy for algorithm design can be reduced to a problem of minimizing the total square of the sampling amplitudes for a given number of samples and under the constraint of a set of linear equations to suppress systematic errors.
DERIVATION OF PHASE-SHIFTING ALGORITHMS

A. Phase Error Expansions
Consider the irradiance I(x, y, ␣) at a designated point (x, y) with a nonsinusoidal periodic waveform as a function of a phase-shift parameter ␣:
where s k and k are the amplitude and the phase of the kth harmonic component of the signal, j is the maximum order of the harmonic components, and 1 is the object phase (at the fundamental frequency) to be measured. To simplify the mathematical notation, we will confine our analysis to a single point, although it is equally applicable to all other points of interest. Therefore the (x, y) dependence of I, s k , and k will not be highlighted.
Consider an m-sample phase-shifting algorithm, where the reference phases are separated by m Ϫ 1 equal intervals of 2/n rad, where n is an integer. A general expression for the calculated phase in m-sample algorithms is
where a r and b r are the rth sampling amplitudes and I r ϭ I(␣ r ) is the rth sampled irradiance. When the phase shift is nonlinear, each phase-shift value ␣ r is a function of the phase-shift parameter. The phase-shift value for the rth sample can be given by a polynomial of the unperturbed phase-shift value ␣ 0r as
where p (p р m Ϫ 1) is the maximum order of the nonlinearity, ⑀ q (1 р q р p) are the error coefficients, which can be spatially nonuniform, and ␣ 0r ϭ 2͓r Ϫ (m ϩ 1)/2͔/n is the unperturbed phase shift. An offset value (m ϩ 1)/2 for the reference phase is introduced for convenience of notation and gives only a spatially uniform constant bias to the calculated phase.
In the following we assume that nonlinear coefficients ⑀ q (for q ϭ 1, ..., p) and amplitude ratios s k /s 1 (for k ϭ 2, ..., j) are smaller than unity.
The error ⌬ in the calculated phase is a function of amplitudes s k /s 1 , phases k (for k ϭ 1, 2, ..., j), and error coefficients ⑀ q (for q ϭ 1, 2, ..., p) and can be expanded into a Taylor series by
where 
where ␦ (k, 1) is the Kronecker delta function.
Now we calculate the residual phase errors and expand them into a series of error coefficients of the phase shift and the amplitudes of the harmonic signals. Substituting Eqs. (4) and (6) into Eq. (5) and expanding both the denominator and the numerator into powers of errors ⑀ q , and using the relations of Eqs. (8)- (11), we can calculate the phase as where
and an approximation, arctan
In Eq. (12) the errors o(s k ) are eliminated by using the conditions of Eqs. (8)- (11), and the specific forms of the residual errors o(⑀ q ) and o(⑀ q s k ) are obtained as the second and third terms of the right-hand side of the equation.
B. Symmetries of the Sampling Amplitudes of the Algorithm
An important result can be derived from Eqs. (8)- (11) indicating that, in order to construct an algorithm with the fewest number of samples, the sampling amplitudes need to have symmetries: a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr for r ϭ 1, 2, ..., m. We verify this conclusion here.
When we replace the sampling amplitudes a r and b r by a mϩ1Ϫr and Ϫb mϩ1Ϫr , respectively, in Eqs. (8)- (11), the new equations are still satisfied, since the rth phase shift satisfies ␣ 0r ϭ Ϫ␣ 0,mϩ1Ϫr from its definition and gives the relations as cos(k␣ 0r ) ϭ cos(k␣ 0,mϩ1Ϫr ) and sin(k␣ 0r ) ϭ Ϫsin(k␣ 0,mϩ1Ϫr ). Therefore, if a set of sampling amplitudes ͕a r ͖ and ͕b r ͖ are the solutions for Eqs. (8)- (11), another set of sampling amplitudes ͕a mϩ1Ϫr ͖ and ͕Ϫb mϩ1Ϫr ͖ are also the solutions for them. This result is also true for Eqs. (19)- (21) and (24)-(27), which will be derived in following subsections.
Since all the conditions necessary for eliminating the systematic errors are given by a set of linear equations for the sampling amplitudes, the solutions for the equations generally become unique when the number of sampling amplitudes is minimum. Then, when the algorithm is constructed with the fewest number of samples, the two solutions of amplitudes ͕a r ͖ and ͕b r ͖ and amplitudes ͕a mϩ1Ϫr ͖ and ͕Ϫb mϩ1Ϫr ͖ need to be identical, since the solutions are unique.
Therefore the symmetry of the sampling amplitudes, a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr , is a necessary condition to construct algorithms with the fewest number of samples. Note that this conclusion is derived under the assumption that the phase shift has an appropriate offset so that it satisfies ␣ 0r ϭ Ϫ␣ 0,mϩ1Ϫr .
C. Compensation for Spatially Nonuniform Phase Shift in Group II
Group II algorithms compensate for errors o(⑀ q ) and o(s k ). In order to eliminate phase error o(⑀ q ) (for q ϭ 1, ..., p) caused by the pth-order nonlinearity of the
phase shift, the corresponding second term on the righthand side of Eq. (12) needs to be constant or zero for arbitrary values of error coefficients ⑀ q and phase 1 . For spatially nonuniform phase shifts, this term needs to be zero, since error coefficients ⑀ q are not uniform but are a function of the position. Eliminating this term requires that
Substituting expressions (13) and (14) for A q and B q into Eq. (17) and expanding the trigonometric function into powers of cos 1 and sin 1 , we can rewrite Eq. (17) as
Equation (18) shows that the necessary and sufficient conditions to satisfy condition (17) are the following 3p equations:
Equations (8)- (11), together with Eqs. (19)- (21), are the necessary and sufficient conditions for the algorithms to compensate for the effects of a nonlinear and spatially nonuniform phase shift of the pth order and harmonic components of the signal up to the jth order.
In contrast, when the phase shift is spatially uniform and the system is not concerned with a fixed dc component, consisting of coefficients ⑀ q in the measured phase, it is sufficient to require that
for q ϭ 1, 2, ..., p
for arbitrary phase 1 .
In a similar discussion to that for Eq. (17), the necessary and sufficient conditions to satisfy condition (22) lead to the same equations as Eqs. (20) and (21). Therefore Eq. (19) , consisting of p linear equations, is related to the immunity to nonuniform phase shifts.
We shall now show that the error-compensating algorithms for linear miscalibrations of the phase shift can acquire an immunity to a spatially nonuniform phase shift without increasing the number of samples. As mentioned in Subsection 2.B, under the symmetric phase shift ␣ 0r ϭ Ϫ␣ 0,mϩ1-r , constructing an algorithm with a minimum number of samples requires that the sampling amplitudes have the symmetries a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr . If an error-compensating algorithm has these symmetries, Eq. (19) for p ϭ 1 (or for odd order q) are satisfied automatically, since we note that ␣ 0r q cos ␣ 0r ϭ Ϫ␣ 0,mϩ1Ϫr q cos ␣ 0,mϩ1Ϫr and ␣ 0r q sin ␣ 0r ϭ ␣ 0,mϩ1Ϫr q sin ␣ 0,mϩ1Ϫr for odd order q. The algorithm also satisfies Eqs. (20) and (21), since we have assumed that the algorithm is insensitive to linear miscalibrations.
Therefore we concluded that group II algorithms for linear phase-shift miscalibrations become insensitive to the spatial nonuniformity of the phase shift if the sampling amplitudes have the symmetries a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr .
For a nonlinear phase shift (p у 2), however, it is clear that these symmetries are not sufficient conditions to satisfy Eq. (19) for even order p. In Subsection 3.A we will derive a new algorithm that satisfies these equations for a quadratic phase shift (p ϭ 2). The specific form of the errors o(⑀ q s k ) has already been derived, as in the third term on the right-hand side of Eq. (12) . With a discussion similar to that in Subsection 2.C, eliminating the third term requires that
D. Compensation for Spatially Nonuniform Phase Shift in Group III
for arbitrary values of phases k . Substituting expressions (15) and (16) for C k,q and D k,q into Eq. (23) and expanding the trigonometric function into powers of cos k and sin k , the necessary and sufficient conditions to satisfy condition (23) are the following 4p( j Ϫ 1) equations:
for k ϭ 2, ..., j and q ϭ 1, 2, ..., p.
Equations (8)- (11), (19)- (21), and (24)-(27) are the conditions for group III algorithms to eliminate phase errors o(s j ), o(⑀ p ), and o(⑀ p s j ) caused by the spatially nonuniform phase shift of the pth order and harmonic signals up to the jth order.
In contrast, for a spatially uniform phase shift, the condition of Eq. (23) can be replaced by
for k ϭ 2, ..., j and q ϭ 1, ..., p (28)
for arbitrary values of phases k . However, the resulting conditions for satisfying Eq. (28) reduce to the same equations as Eqs. (24)-(27). Therefore, for the elimination of the additional error o(⑀ p s j ), we do not need any additional conditions, even when the phase shift becomes spatially nonuniform.
As for the suppression of linear and nonuniform phaseshift miscalibrations, the same discussion as that for group II in Subsection 2.C can be applied to group III algorithms. If a group III algorithm for linear phase-shift miscalibrations has the symmetries a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr in their sampling amplitudes, it always satisfies Eq. (19) and thus becomes insensitive to the nonuniformity of the phase shift.
As a brief summary of Subsections 2.C and 2.D, Table 2 shows the necessary equations for deriving group II and group III algorithms with different immunities to the nonlinearity and the spatial uniformity of the phase shift. The present analytical method, with the linear equations, can derive all the classes of error-compensating algorithms with immunities, as shown in Table 1 .
E. Number of Samples Necessary for Constructing Group II Algorithms
Here we discuss the number of samples necessary for constructing the algorithms of group II for a spatially nonuniform phase shift. In our present analytical expression, the number of samples is obtained by estimating the number of independent equations among linear equations (8)- (11) and (19)- (21) .
Equations (8)- (11) are common conditions for group I, discrete Fourier algorithms. For discrete Fourier algorithms, the number of samples necessary to eliminate the harmonic signals up to the jth order has already been investigated by several authors. 12, 13, 19 These results show that for a sinusoidal signal ( j ϭ 1) the minimum number of samples is 3 for any phase-shift interval and that for j у 2 the minimum number of samples depends on the phase-shift interval and is equal to its minimum of j ϩ2 when the interval equals 2/( j ϩ 2) rad. In our present expression, these results are equivalent to those that state that j ϩ 2 samples are at least necessary to satisfy Eqs. (8)- (11), which was shown in our previous work. 12 The number of samples for a smaller phase-shift interval than 2( j ϩ 2) rad has also been thoroughly investigated, using characteristic polynomials, by Surrel. 13 It was shown in Subsection 2.B that in order to minimize the number of samples, the sampling amplitudes need to satisfy the symmetric relations a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr for r ϭ 1 2, ..., m, where m is the number of samples. Note that this conclusion is valid when the phase shift is defined to satisfy ␣ 0r ϭ Ϫ␣ 0,mϩ1Ϫr . In the remainder of this subsection we assume these symmetries for the sampling amplitudes:
The number of independent amplitudes among a r and b r is, from Eqs. (29), equal to the total number of samples m.
For odd nonlinear order q, Eqs. (19) and (20) 
Since the number of independent equations among Eqs. (8)- (11) is at least j ϩ 2, the total number of independent equations for group II is not less than j ϩ ͓3p/2͔ ϩ 2. Except for a few cases shown below in this subsection, the number of samples necessary for constructing the group II algorithm is equal to the number of independent equations. That is,
where the equality holds for sinusoidal signals ( j ϭ 1) and for nonsinusoidal signals ( j у 2) with a phase-shift interval of 2/( j ϩ 2) rad. For nonsinusoidal signals with smaller phase-shift intervals, the necessary number of samples increases, since the number of independent equations among Eqs. (8)- (11) generally becomes larger than j ϩ 2 with the smaller 
-(21), and (24)-(27)
a For j Ͼ 1 the phase-shift interval is assumed to be equal to 2/( j ϩ 2) rad.
intervals. In contrast, for sinusoidal signals ( j ϭ 1), the necessary number of samples is 3 ϩ ͓3p/2͔ for any phaseshift interval.
Note that, for a spatially nonuniform phase shift, the number of independent equations is not always equal to the minimum number of samples, since there is an exception in which the equations do not have nontrivial solutions with the minimum number of samples. In this case the number of samples necessary for constructing the algorithm is larger than the number of independent equations. We will see an example for this case in Subsection 3.B. The authors have not yet found any similar exception for a spatially uniform phase shift.
Also note that there is an unexpected reduction of the number of samples in the case in which Eqs. (8)- (11) and (19)- (21) give zero values for the pair of amplitudes a i and b i with one of the number i (1 р i р m) . In this case the necessary number of samples is less than the number of independent equations. In Subsection 3.D we will see an example of this case.
F. Number of Samples Necessary for Constructing Group III Algorithms
Here we discuss the number of samples necessary for constructing group III algorithms for a nonuniform phase shift. Also, we point out a correction in our previous paper 12 on the group III algorithms. For group III algorithms with immunity to a nonuniform phase shift, the sampling amplitudes must satisfy Eqs. (8)- (11), (19)- (21), and (24)-(27). With the same discussion as that for group II in Subsection 2.E, the number of independent equations among Eqs. (8)- (11) and (19) - (21) is not less than j ϩ ͓3p/2͔ ϩ 2.
As for the new equations (24)-(27), the following two properties can be derived if we note the symmetries of the sampling amplitudes and the asymmetry of the phaseshift values: a1. For odd order q, Eqs. (25) and (26) reduce to trivial equations. a2. For even order q, Eqs. (24) and (27) reduce to trivial equations.
Moreover, if we note the two identities for arbitrary integer k and the phase-shift interval of 2/( j ϩ 2) rad,
where m is the number of samples and ␣ 0r ϭ ͓2/( j ϩ 2)͔/͓r Ϫ (m ϩ 1)/2͔, we can show the following properties: 
From these results we now count the number of independent equations among Eqs. (24)-(27). First, we consider these equations for a single value of parameter q.
For odd q the nontrivial equations are Eqs. (25) and (26) from result a1. From results b1-bn these 2( j Ϫ 1) equations reduce to 2͓ j/2͔ equations. Moreover, from results c1 and c2, one equation among the 2͓ j/2͔ equations disappears when order j is even. Therefore, for odd q, j Ϫ 1 equations among Eqs. (24)-(27) are nontrivial.
For even q the nontrivial equations are Eqs. (24) and (27) from result a2. With the use of results b1-bn, these 2( j Ϫ 1) equations reduce to 2͓ j/2͔ equations. From results c1 and c2, one equation among the 2͓ j/2͔ equations disappears for even j. Therefore, for even q, j Ϫ 1 equations among Eqs. (24)- (27) are nontrivial.
Finally, we sum up the number of nontrivial equations over parameter q (q ϭ 1, 2, ..., p) , which results in p( j Ϫ 1) nontrivial equations. Therefore the number of independent equations among Eqs. (24)- (27) is equal to p( j Ϫ 1) when the phase-shift interval is 2/( j ϩ 2) rad.
The total number of samples necessary for constructing group III algorithms for a nonuniform phase shift is then calculated to give
where the phase-shift interval is 2/( j ϩ 2) rad. Table 2 summarizes the number of independent equations for constructing group II and group III algorithms. For linear phase-shift miscalibrations (p ϭ 1), the necessary numbers of samples are j ϩ 3 for group II and 2j ϩ 2 for group III, regardless of whether the phase shift is uniform or not. These results are consistent with the results of Larkin and Oreb 8 and Surrel 9 for group II (p ϭ 1) and with the result of Surrel 13 for group III. For a quadratic and nonuniform phase shift (p ϭ 2), the necessary numbers of samples are j ϩ 5 for group II and 3j ϩ 3 for group III.
Note that there is also an exception for group III, similar to that mentioned in Subsection 2.E, in which the number of samples is not equal to the number of independent equations.
In our previous paper 12 on group III algorithms, we used a different definition for the offset value of the phase shift:
Since the phase-shift values for an even number of samples m were not symmetric (␣ 01 Ϫ␣ 0m ), the resultant sampling amplitudes did not have the symmetries necessary for minimizing the number of samples (see Subsection 2.B). Therefore the number of samples for group III (p ϭ 1) in our previous paper was not minimized and was equal to 2j ϩ 3. The number of samples for group III with p ϭ 1 is 2j ϩ 2 from Table 2 .
EXAMPLES OF PHASE-SHIFTING ALGORITHMS A. Compensation of Quadratic and Spatially
Nonuniform Phase Shift (Group II with p ‫؍‬ 2 and j ‫؍‬ 1) Here we will derive a specific form of a new algorithm that compensates for a quadratic and spatially nonuniform phase shift (p ϭ 2) when the signal is sinusoidal ( j ϭ 1).
In Table 2 six samples are necessary to construct the group II algorithms with p ϭ 2 and j ϭ 1. Since the signal is sinusoidal, the number of samples is 6 for any phase-shift interval. Here we assume that the phaseshift interval is /3 rad.
From the result of Subsection 2.B, we can assume the following symmetric and asymmetric sampling amplitudes: a 2 , a 3 , a 3 , a 2 , a 1 
where the phase shift is defined by ␣ 0r ϭ (r Ϫ 7/2)/3.
Substituting Eqs. (36) into Eqs. (8)- (11) and (19)- (21), we obtain six equations for the sampling amplitudes: 
The resultant algorithm is ϭ arctanͫ
(39) When the phase shift is quadratic and given by (40) the residual phase errors given by this algorithm can be calculated to give
From Eq. (41) it can be observed that the algorithm eliminates the dc error components linear with ⑀ 1 or ⑀ 2 . We now numerically estimate the residual error for the new algorithm. Table 3 shows the peak-to-valley phase errors of the new algorithm, including the dc error components, for several values of ⑀ 1 and ⑀ 2 . The variable components of the errors are shown in the parentheses, which is useful when the phase shift is spatially uniform. For comparison, Table 3 also shows the phase errors for the five-sample algorithm 10 (by Schmit and Creath)
and for the seven-sample algorithm (by de Groot 11 ) as defined by Eq. (1).
In Table 3 the phase errors, including dc components, are well minimized by the new algorithm for all ⑀ 2 ( 0) values. Also, the new algorithm gives better results for phase errors that are due to a spatially uniform phase shift (see the values in the parentheses in Table 3 ), except for ⑀ 2 ϭ 0. This is because the coefficient of ⑀ 2 2 in the residual errors of the new algorithm [see Eq. (41)] is smaller than those of the two other algorithms.
B. Group II Algorithm for p ‫؍‬ 2 and j ‫؍‬ 2 From Table 2 a group II algorithm that compensates for a quadratic nonuniform phase shift and a second-harmonic signal ( p ϭ 2 and j ϭ 2) needs at least seven samples when the phase-shift interval is /2 rad. Substituting the parameters j ϭ 2 and p ϭ 2, the phase-shift values ␣ 0r ϭ (r Ϫ 4)/2, and the symmetric sampling amplitudes specified by Eqs. (29) with seven samples into Eqs. (8)- (11) and (19)- (21), we obtain seven linear equations:
Ϫ2a 2 ϩ a 4 ϭ 1, We (8)- (11) and (19)- (21) cannot be satisfied with seven samples; the number of samples necessary for constructing the algorithm is not equal to the number of independent equations. These equations can be satisfied if we take eight samples instead of seven. Substituting the new phaseshift values ␣ 0r ϭ (r Ϫ 9/2)/2 and the symmetric sampling amplitudes specified by Eqs. (29) with eight samples into Eqs. (8)- (11) and (19)- (21), we obtain seven linear equations for eight components of the sampling amplitudes. Since the solutions are not unique, we choose the solutions so that the square sum ͚ rϭ1 8 (a r 2 ϩ b r 2 ) is minimum. Since the square sum is proportional to the algorithm's susceptibility to random noise, 17 this choice is an optimization of the algorithm.
The solutions can be calculated to give C. Group III Algorithm for p ‫؍‬ 2 and j ‫؍‬ 2 From Table 2 a group III algorithm that compensates for a quadratic nonuniform phase shift and a secondharmonic signal ( p ϭ 2 and j ϭ 2) needs at least nine samples when the phase shift is /2 rad. Substituting the parameter values j ϭ 2 and p ϭ 2, the phase-shift values ␣ 0r ϭ (r Ϫ 5)/2, and the symmetric sampling amplitudes specified by Eqs. (29) with nine sampling amplitudes into Eqs. (8)- (11), (19)- (21), and (24)- (27), we obtain nine linear equations. The solutions are calculated to give
and the resultant algorithm is
D. Reduction of the Number of Samples by Zero Solutions
In Subsection 3.E we mentioned that the number of samples necessary for constructing an algorithm is not always equal to the number of independent equations indicated in Table 2 but is reduced by unexpected zero solutions for the equations. Here we show an example for this reduction.
Consider a group II algorithm with phase-shift interval of /3 rad that compensates for a quadratic uniform phase shift and a second-harmonic signal ( p ϭ 2 and j ϭ 2). As shown in Table 2 , the algorithm needs six samples when the phase-shift interval is /2 rad. For smaller phase-shift intervals, the number of independent equations among Eqs. (8)- (11) is 5, corresponding to the fact that the discrete Fourier algorithm for a secondharmonic signal needs at least five samples with a phaseshift interval smaller than /2 rad. 13 Since the number of nontrivial equations among Eqs. (20) and (21) for p ϭ 2 is 2, the total number of independent equations among Eqs. (8)- (11), (20) , and (21) is now 7.
Substituting p ϭ 2, j ϭ 2, ␣ 0r ϭ (r Ϫ 4)/3, and the symmetric sampling amplitudes with seven samples into Eqs. (8)- (11), (20) , and (21) gives unique solutions
and the resultant algorithm is given by
Note that the fourth amplitude a 4 becomes zero and that the algorithm is constructed with six samples, while the number of independent equations is 7. ͪ , (44) and the resultant algorithm is
E. Generic Solutions of Group
arbitrary order j, offer many insights into the performance of the algorithms, such as the systematic and random errors by the algorithms as a function of the number of samples. 17 Generic solutions for linear phase-shift miscalibrations (p ϭ 1) were derived by several authors. 8, 9, 13 However, to date, generic solutions for a nonlinear phase shift (p у 2) have not been reported.
Generic solutions for a spatially nonuniform phase shift are somewhat difficult to derive, since the linear equations specified in Table 2 do not always have selfconsistent solutions for all values of order j. We have shown an example of this in Subsection 3.B.
In contrast, generic solutions for a spatially uniform phase shift are relatively easy to derive. Here, as an example, we will derive a generic algorithm of group II that compensates for a quadratic (p ϭ 2) uniform phase shift and the harmonic signals up to the jth order.
From Table 2 the algorithm needs at least j ϩ 4 samples when the phase-shift interval is 2/( j ϩ 2) rad. We start with the sampling amplitudes with j ϩ 4 components:
where e i (for i ϭ 1, 2) are the unknowns to be determined and a r and b r are the discrete Fourier amplitudes defined by
for r ϭ 2, 3, ..., j ϩ 3, (51) where the phase shift is defined by
The sampling amplitudes are shown to satisfy Eqs. (8)- (11) Substituting the sampling amplitudes into Eqs. (20) and (21) for p ϭ 2 and using the relations ␣ 0, jϩ3 ϭ ␣ 01 ϩ 2 and ␣ 0, jϩ4 ϭ ␣ 02 ϩ 2, we have two linear equations for e i :
␣ 0r sin͑2␣ 0r ͒,
which have solutions
and the resultant algorithm is given by For j ϭ 2 Eq. (56) reduces to the six-sample /2-interval algorithm derived by Schmit and Creath 10 as
The generic solution for a quadratic phase shift has a similar structure to that of the generic solutions 8, 9 for a linear phase-shift miscalibration (p ϭ 1) in that the sampling amplitudes consist of discrete Fourier amplitudes and several additional correction terms in both the numerator and the denominator. However, these two ge-
neric algorithms for p ϭ 1 and p ϭ 2 have quite different statistical properties with respect to random noise. 
FOURIER REPRESENTATION OF THE ALGORITHM
The error-compensating capability of a phase-shifting algorithm can be visualized and well understood if we take a Fourier representation of the sampling functions of the algorithm. 8,10-13, 16 Freischlad and Koliopoulos showed 16 that for any phase-shifting algorithm the Fourier transforms of its two sampling functions have matched values at the fundamental frequency 0 ϭ 2/T, where T is the period of the phase-shift parameter ␣, and their phases are in quadrature at this frequency. We have shown 8, 12 that when a phase-shifting algorithm is insensitive to a linear phase-shift miscalibration, the first derivatives of the Fourier transforms also have matched values at frequency 0 , and their phases are in quadrature. Surrel showed 13 that when an algorithm gives a residual error o(⑀ 1 p ), a linear combination of the Fourier transforms has a (p Ϫ 1) st-order continuity of its derivative at frequency 0 .
In Subsection 2.C we have derived a new condition of Eq. (19) for an algorithm to become insensitive to a spatially nonuniform phase shift. Here we derive a Fourier representation of this new condition.
The sampling functions of the numerator ( f 1 ) and the denominator ( f 2 ) of an algorithm given by Eq. (5) are defined by
where ␦ (␣) is the Dirac delta function and the other parameters are as defined in Subsection 2.A. The Fourier transforms of these two functions are
where i is the imaginary unit and is the frequency variable. It was shown 16 that, in order to give a correct object phase, functions F 1 and F 2 need to satisfy the two following equations:
When there is a phase-shift error, the phase-shift value ␣ r is shifted from the correct value ␣ 0r . When an algorithm is insensitive to a nonlinear and spatially uniform phase shift of order p, the derivatives of the unperturbed function F 01 ϩ iF 02 take zero value at frequency 0 . 12, 13 That is, 
Since the period T of the phase-shift parameter is 2, the fundamental frequency 0 ϭ 2/T is now equal to unity. We have noted in Subsection 2.C that if an algorithm has the symmetries a r ϭ a mϩ1Ϫr and b r ϭ Ϫb mϩ1Ϫr in the sampling amplitudes, Eq. (19) for odd q is always satisfied. Therefore an algorithm with the symmetries always satisfies property 1. However, property 2 is not common in the error-compensating algorithms so far reported. We can observe that both Fourier functions satisfy property 2.
CONCLUSION
The phase measurement errors in phase-shifting interferometry that are due to spatially nonuniform phase shifts were discussed. For linear phase-shift miscalibrations, error-compensating algorithms become insensitive to the spatial nonuniformity of the phase shift if the sampling amplitudes have symmetries in their values. However, for a nonlinear phase shift, the spatial nonuniformity gives significant errors for all error-compensating algorithms so far reported.
An analytical procedure for constructing phase-shifting algorithms that compensate for a nonlinear and spatially nonuniform phase shift and harmonic components of the signal was derived. As examples, new six-sample, eightsample, and nine-sample algorithms were derived that are insensitive to a quadratic and nonuniform phase shift. Some characteristics of these algorithms were also discussed with the aid of a Fourier description. 
