Every Hadamard matrix H of order n > 1 induces a graph with 4n vertices, called the Hadamard graph Γ(H) of H. Since Γ(H) is a distance-regular graph with diameter 4, it induces a 4-class association scheme (Ω, S) of order 4n. In this article we deal with fission schemes of (Ω, S) under certain conditions, and for such a fission scheme we estimate the number of isomorphism classes with the same intersection numbers as the fission scheme.
Introduction
According [2, Theorem 1.8.1] we denote by Γ(H) the Hadamard graph induced by a Hadamard matrix H. It is known that, for a Hadamard matrix H of order n > 1, Γ(H) is an antipodal bipartite distance-regular graph with 4n vertices and diameter 4. Also, [2, page 58] shows that every distance-regular graph of diameter d induces a d-class association scheme whose relations are defined by the distance function of the graph. Thus, Γ(H) induces an association scheme (Ω, S) such that Ω is the vertex set of Γ(H) and S = {s i | 0 ≤ i ≤ 4}, where d Γ(H) (x, y) is the length of a shortest path of Γ(H) from x to y and s i = {(x, y) ∈ Ω × Ω | d Γ(H) (x, y) = i}. Now we consider a fission scheme of (Ω, S) such that only s 2 is partitioned into {t 1 , t 2 , . . . , t m } and |xs 4 ∩ yt j | = 1 for all j = 1, 2, . . . , m,
where (y, x) ∈ t j and xs := {y | (x, y) ∈ s} for a binary relation s. Since s 0 ∪ s 2 ∪ s 4 is an equivalence relation on Ω with exactly two equivalence classes, say Y 1 and Y 2 , the restrictions of {s 0 , s 4 , t 1 , t 2 , . . . , t m } to Y i form the relation set of an association scheme for i = 1, 2. In this article we deal with association schemes with the same intersection numbers as the fission scheme (Ω, {t j | 1 ≤ j ≤ m}∪{s 0 , s 1 , s 3 , s 4 }). In the study of association schemes it has been one of the main topics to characterize association schemes, especially related to distance-regular graphs by intersection numbers (see [2, Chapter 9] or [1] ), and many P − and Q− polynomial association schemes with large diameter are uniquely determined by its intersection numbers: cf. [2, 9, 4] . On the other hand, we can find quite many isomorphism classes of association schemes with the same intersection numbers as you can see in Table 3 . But, it does not guarantee that we can find such a huge number of association schemes of order n with the same intersection numbers when n is large enough. In this article we focus on (Ω, {t j | 1 ≤ j ≤ m} ∪ {s 0 , s 1 , s 3 , s 4 }) and give a lower bound for the number of isomorphism classes of association schemes with the same intersection numbers as (Ω, {t j | 1 ≤ j ≤ m} ∪ {s 0 , s 1 , s 3 , s 4 }).
The followings are our main results which show the reason why so many isomorphism classes appear as mentioned above.
Let (X, S) be an association scheme of order n and H a Hadamard matrix whose rows and columns are indexed by the elements of X. We denote by F 2 the finite field with two elements. Also we denote by x ab an element (x, a, b) of X × F 2 × F 2 for short.
Define
where H T is the transpose of a matrix H,
Note that ( X, r 1 H ) is the Hadamard graph Γ(H).
is an association scheme.
, where C 2 is the relation set of an association scheme of order 2 (see Section 2 for the definition of wreath product).
We conform some notations.
• For a finite set X, Sym(X) is the symmetric group on X.
• For a permutation σ ∈ Sym(X), P σ is the permutation matrix with respect to σ.
• For a permutation group G ≤ Sym(X), P(G) := {P σ | σ ∈ G}.
• diag(ε x | x ∈ X) is a diagonal matrix whose the (x, x)-entry is ε x , where ε : X → C is a function defined by x → ε x .
• D x is a diagonal matrix such that the (x, x)-entry is −1 and the other entries are 1.
Let I := P(Iso(X, S)) and D := {D x | x ∈ X} (see Section 2 for the definition of Iso(X, S)). Also let H 1 and H 2 be n×n Hadamard matrices whose rows and columns are indexed by the elements of X. We say that H 1 is similar to H 2 with respect to (X, S) if there exist ( Section 2 for the definition of Aut(X, S)). Note that the similarity is an equivalence relation. Recall that two Hadamard matrices are equivalent if one can be transformed into the other by a series of row or column permutations or negations. We define a group
be an association scheme of order n, H 0 a Hadamard matrix whose rows and columns are indexed by the elements of X, and x 0 ∈ X. Then there are at least
This article is organized as follows. In Section 2, we prepare some terminologies and notations. In Section 3, we give proofs of the main theorems. In Section 4, we list tables related to the main results when n = 4, 8.
Preliminaries
Based on [10, 11] , we use the notation on association schemes. Let X be a non-empty finite set. Let S denote a partition of X × X. Then the pair (X, S) is an association scheme (or shortly scheme) if it satisfies the following conditions:
where αs := {β ∈ X | (α, β) ∈ s}. The numbers {c u st | s, t, u ∈ S} are called the intersection numbers of S. For each s ∈ S, we abbreviate c 1 X ss * as n s , which is called the valency of s. We call s∈S n s the order of (X, S) which is equal to |X|.
The thin residue of S is the smallest subset O θ (S) of S such that t∈O θ (S) t is an equivalence on X and the factor scheme of (X, S) over O θ (S) is induced by a regular permutation group (see [11, page 45] for the definitions).
For each s ∈ S, we denote by A s the adjacency matrix of s. Namely A s is a matrix whose rows and columns are indexed by the elements of X and (A s ) xy = 1 if (x, y) ∈ s and (A s ) xy = 0 otherwise.
Let (X, S) and (X 1 , S 1 ) be association schemes. A bijective mapping φ : X ∪ S → X 1 ∪ S 1 is called an isomorphism from (X, S) to (X 1 , S 1 ) if it satisfies the following conditions:
(ii) For all x, y ∈ X and s ∈ S with (x, y) ∈ s, (φ(x), φ(y)) ∈ φ(s).
We denote by Iso(X, S) the set of isomorphisms from (X, S) to itself. An isomorphism φ : X ∪ S → X ∪ S is called an automorphism of (X, S) if φ(s) = s for all s ∈ S. We denote by Aut(X, S) the automorphism group of (X, S).
Lemma 2.1. Let ( X, S(H)) be an association scheme. Then we have the followings:
where H 1 (resp. H 2 ) is the matrix obtained by multiplying −1 to the only row (resp. column) indexed by y.
Proof. In the above three cases, it is easy to see that φ is bijective on X, φ(1 X ) = 1 X , φ( t) = t and φ( s) = s.
H . When a = 0, we have (α y (y ab ), α y (z cd )) = (y 0(b+1) , z cd ) and
We say that (X, S) and (X 1 , S 1 ) are algebraically isomorphic or have the same intersection numbers if there exists a bijection ι : S → S 1 such that c t rs = c ι(t) ι(r)ι(s) for all r, s, t ∈ S. Let (W, F ) and (Y, H) be association schemes. For each f ∈ F we define
Then (W × Y, F ≀ H) is an association scheme called the wreath product of (W, F ) and (Y, H), where 
H ,t}) forms an association scheme. So, it suffices to show that A r 1 A r 2 is a linear combination of
where at least one of r 1 and r 2 is in { s | s ∈ S \ {1 X }}. From now on, let
By the definition of S(H),
Since (X, S) is an association scheme, for
's are intersection numbers of (X, S). For x ab , y cd ∈ X, let us consider the set Z := {z ef ∈ X | (x ab , z ef ) ∈ s 0 and (z ef , y cd ) ∈ s 1 }.
Then for z ef ∈ Z, a = e and (x, z) ∈ s 0 as (x ab , z ef ) ∈ s 0 , and e = c and (z, y) ∈ s 1 as (z ef , y cd ) ∈ s 1 . And we can check the following facts:
H , then a = c. Since a = e = c for any z ef ∈ Z, |Z| = 0. Combining (i), (ii) and (iii), we obtain
And by symmetric argument, we can show that
Now again, for x ab , y cd ∈ X, let us consider the set
Then a = e and (x, z) ∈ s 0 as (x ab , z ef ) ∈ s 0 , and e = c and (H T (e) ) zy = (−1) f +d as (z ef , y cd ) ∈ r 1 H . And we can check the following facts:
H , then a = c and so, there is one choice of e. Since (x, z) ∈ s 0 , there are n s 0 choices of z. And for fixed d, e, y and z, there are one choices of f as (H T (e) ) zy = (−1) f +d . Thus, |Z ′ | = n s 0 .
Combining (i) and (ii), we obtain
By symmetric argument, we can show that
Since we can consider r −1 H to be the set
by similar argument to above, we obtain
).
This completes Theorem 1.1.
Proof of Theorem 1.2
For convenience, we denote {x 0b | b ∈ F 2 , x ∈ X} by X 0 and {x 1b | b ∈ F 2 , x ∈ X} by X 1 .
(⇒) : Assume ( X, S(H 1 )) ≃ ( X, S(H 2 )). We denote by φ an isomorphism from ( X, S(
By Lemma 2.1(i), we can consider an isomorphism from ( X, S(H 2 )) to ( X, S(H T 2 )). So, if φ(X 0 ) = X 1 , then we restart with assumption that ( X, S(H 1 )) ≃ ( X, S(H T 2 )). From now on, we assume φ(X 0 ) = X 0 .
Since φ(O θ (S(H 1 ))) = O θ (S(H 2 )) and r 1
. By Lemma 2.1(iv), we can consider an isomorphism from ( X, S(H 2 )) to ( X, S(−H 2 )). So, if
, then we restart with assumption that ( X, S(H 1 )) ≃ ( X, S(−H 2 )).
From now on, we also assume
Using the fact that φ(x ab ) = y ad for some y ad ∈ X, we define σ a ∈ Sym(X) and τ a : X → F 2 such that φ(x ab ) = σ a (x) a(b+τa(x)) for each x ab ∈ X. We consider two matrices as follows.
where ε a x = (−1) τa(x) .
First, we claim that (Q 0 P 0 ) −1 H 1 Q 1 P 1 is similar to H 1 . For each a ∈ F 2 , clearly (Q a , P a ) ∈ D×I. In order to show (Q 0 P 0 ) −1 Q 1 P 1 ∈ D ⋊ P(Aut(X, S)), it suffices to check P
By the definition of s 1 , we have (σ 0 (x), σ 0 (y)), (σ 1 (x), σ 1 (y)) ∈ s 1 . This implies P −1 0 P 1 ∈ P(Aut(X, S)).
Next, we claim that ( X, φ(S(H
, where φ(
we have
(⇐) : Assume that H 1 is similar to H 2 with respect to (X, S). Since ( X, S(H 2 )) is isomorphic to ( X, S(H T 2 )), it suffices to consider the case H 2 = P ′ P H 1 QQ ′ , where P, Q ∈ I and P ′ , Q ′ ∈ D. Then P ′ P can be decomposed to
m).
According to the fact that D x 1 has −1 at the entry corresponding to x 1 ∈ X, we define a transposition φ 1 := ((x 1 ) 0b (x 1 ) 0(b+1) ) ∈ Sym(X 0 ). Similarly, we define φ i (i = 2, . . . , m). We define a permutation φ σ 0 in Sym(X 0 ) by D y i ∈ D (i = 1, . . . , l) . Similarly, we define ψ i (i = 1, . . . , l) and ψ σ 1 in Sym(X 1 ) as the above φ i and φ σ 0 . Put ψ := ψ 1 · · · ψ l ψ σ 1 .
We claim that φ ∪ ψ is an isomorphism from ( X, S(H 1 )) to ( X, S(H 2 )). It is easy to see that φ ∪ ψ is bijective on X, (φ ∪ ψ)(1 X ) = 1 X and (φ ∪ ψ)(t) =t. Since
We can check the following facts:
. . , m) and φ σ 0 correspond to multiplying −1 to only one row of H 1 and permuting rows of H 1 , respectively; (ii) ψ i (i = 1, . . . , l) and ψ σ 1 correspond to multiplying −1 to only one column of H 1 and permuting columns of H 1 , respectively.
This implies φ(r ǫ
. Therefore, φ ∪ ψ is an isomorphism from ( X, S(H 1 )) to ( X, S(H 2 )).
Proof of Theorem 1.3
We define an action of GL n (C) × GL n (C) on M at X (C) by (H, (P, Q)) → P −1 HQ. Restricting our attention to the following two subgroups of GL n (C) × GL n (C) and a subset of M at X (C), we observe their orbits.
Let
and let H be the set of Hadamard matrices of order n, where Sym(X)
We consider an orbit of G acting on H. The orbit
where H i ∈ H G 0 . Since each orbit H K i contains the normalized Hadamard matrix of H i , without loss of generality, we may assume that H 0 , H 1 , . . . , H r are normalized Hadamard matrices. By the orbit-stabilizer property (see [8, page 57]), we have
where (G x 0 ) H 0 is the stabilizer of H 0 .
Claim 1:
First of all, we verify (G x 0 ) H 0 = {±(I n , I n )}P(Aut x 0 (H 0 )). Every element of G x 0 is decomposed to (P 1 P 2 , Q 1 Q 2 ), where P 1 , Q 1 ∈ P(Sym(X) x 0 ) and P 2 , Q 2 ∈ D. We consider all (P 1 P 2 , Q 1 Q 2 ) such that P −1
Since H 0 is normalized, P −1 1 H 0 Q 1 is also normalized. So, (5) implies that (P 2 , Q 2 ) is either (I n , I n ) or (−I n , −I n ). Whichever the case may be, (P 1 , Q 1 ) must satisfy P −1
This completes the proof of Claim 1.
Since Aut(X, S) is a normal subgroup of Iso(X, S): cf. [7, page 3] , it is easy to see that D ⋊ P(Aut(X, S)) is a normal subgroup of D ⋊ I. We verify the following facts. Applying the orbit-stabilizer property for r orbits of
This implies
So we have
On the other hand, for each 1 ≤ i ≤ r, the transpose of H i may not belong to H K i . Therefore, the number of isomorphism classes of association schemes in {( X, S(H)) | H is equivalent to H 0 } is at least r 2 .
Tables for isomorphism classes
We obtain Table 2 and Table 3 using GAP. In these tables, AS(n, m) means that the association scheme of order n labeled by #No. m in web-site [5] , ( * ) means the number of similarity classes of Hadamard matrices with respect to the (X, S) and ( * * ) means the lower bound given in Theorem 1.3. By [3, Let H be the set of all Hadamard matrices of order 4. Then |H| = 768. Isomorphism classes of association schemes induced by Hadamard matrices of order 2 n and a cyclic group of order 2 n Let (X, S) = I(C 2 n ) (for the definition of I(C 2 n ), see [10] page 177). Then Aut(X, S) = R(C 2 n ) and Iso(X, S) = R(C 2 n ) ⋊ Aut(C 2 n ), where R(C 2 n ) is the group ({f a : C 2 n → C 2 n | a ∈ C 2 n }, •) and f a (x) = xa. Therefore, |Aut(X, S)| = 2 n and |Iso(X, S)| = 2 2n−1 .
Let H be an Hadamard matrix induced by P G(F n−1 2
). Then |Aut x 0 (H)| = (2 n − 2 0 )(2 n − 2 1 ) · · · (2 n −2 n−1 ) (see Appendix). Therefore, by Theorem 1.3, there are at least (2 n −1)!(2 n −1)! 2 3n (2 n −2 0 )(2 n −2 1 )···(2 n −2 n−1 ) isomorphism classes of association schemes which are obtained by I(C 2 n ) and H.
Appendix
For a vector space F n 2 , put A is the set of all 1-dimensional subspaces, B is the set of all hyperplanes, and M is the {±1}-incidence matrix of A and B defined by (M ) ab = 1 if a ⊂ b; −1 otherwise, where a ∈ A and b ∈ B. Then we can check the following facts:
(i) M is the (2 n − 1) × (2 n − 1) matrix such that every column has (2 n−1 − 1) 1's ; (ii) M T M = 2 n−1 I − J.
Let H := M + be the matrix obtained from M by adjoining a column x 0 and a row x 0 of 1's. Then H forms a (normalized) Hadamard matrix of order 2 n . Let σ ∈ Sym(A ∪ {x 0 }) such that (σ, τ ) ∈ Aut x 0 (H) for some τ . Define a bijection f from F n 2 to F n 2 by f (x) = x 0 if x = x 0 ; y if x = x 0 and {σ(0), σ(x)} = {0, y}.
For a 2-dimensional vector space {0, x, y, x+ y}, it can be written by ∩ x,y∈b∈B b. By the assumption of σ and the definition of f , f (b) ∈ B for every b ∈ B, and therefore, {0, f (x), f (y), f (x + y)} forms a vector space. So, f (x + y) = f (x) + f (y). This implies that f is a linear transformation. Conversely, for a bijective linear transformation g from F n 2 to F n 2 , take σ g ∈ Sym(A ∪ {x 0 }) such that σ g (a) = x 0 if a = x 0 ; {0, y} if a = {0, x} and g(x) = y.
Since g(b 1 ), g(b 2 ) ∈ B and g(b 1 ) = g(b 2 ) for any distinct b 1 , b 2 ∈ B, there is a unique τ g such that P σg HP τg = H. So, |Aut x 0 (H)| is the number of bijective linear transformations of F n 2 , i.e., |Aut x 0 (H)| = (2 n − 2 0 )(2 n − 2 1 ) · · · (2 n − 2 n−1 ).
