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Abstract
The motion of a scalar particle in (d + 1)-dimensional AdS space may be described in terms of the Cartesian coordinates
that span the (d+ 2)-dimensional space in which the AdS space is embedded. Upon quantization, the mass hyperboloid defined
in terms of the conjugate momenta turns into the wave equation in AdS space. By interchanging the roles of coordinates and
conjugate momenta in the (d + 2)-dimensional space we arrive at a dual description. For massive modes, the dual description
is equivalent to the conventional formulation, as required by holography. For tachyonic modes, this interchange of coordinates
and momenta establishes a duality between Euclidean AdS and dS spaces. We discuss its implications on Green functions for
the various vacua.
 2002 Elsevier Science B.V.
Although a lot of similarities exist between AdS
and dS spaces, they differ in significant ways. Perhaps
most importantly, dS spaces have not been understood
in a string-theoretical framework, making it impossi-
ble to obtain their thermodynamic properties, such as
entropy, microscopically. A significant step in this di-
rection was the recent proposal by Strominger [1] of
a dS/CFT correspondence where the CFT lies in the
infinite past of dS space. Naturally, it attracted much
attention [2–31].
The dS/CFT correspondence bears a striking for-
mal resemblance to its AdS counterpart [32–34] sug-
gesting that the former be derived from the latter by
some kind of analytic continuation [35–37]. As was
pointed out in [38], one needs to exercise care in such
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extrapolations. If one analyzes the behavior of the re-
spective Green functions carefully, one discovers that
dS Green functions may not be obtained by a double
analytic continuation of their AdS counterparts.
Here we discuss a different proposal of extrapolat-
ing from AdS to dS spaces. We establish a duality be-
tween the two spaces which interchanges the role of
coordinates and momenta for a scalar field. We thus
show that a massive mode in dS space is dual to a
tachyonic mode in AdS space. This is based on the
following basic observation. A (d + 1)-dimensional
AdS space (AdSd+1) is defined within a flat (d + 2)-
dimensional space as the hypersurface
(1)X20 −X21 − · · · −X2d +X2d+1 = 2,
where 2 > 0. A particle of mass m moving in this
space has a trajectory on the mass-shell hypersurface
in momentum space
(2)P 20 − P 21 − · · · −P 2d + P 2d+1 =m2.
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After an analytic continuation, Xd+1 → iXd+1 (and
correspondingly, Pd+1 → −iPd+1), one obtains the
Euclidean AdS space (EAdS). The mass-shell condi-
tion then reads
(3)−P 20 + P 21 + · · · + P 2d + P 2d+1 =−m2.
The form of this constraint (3) is identical to the
constraint (1) for massive modes (m2 > 0). Thus, if
we interchange the role of coordinates and momenta,
we arrive at the same theory in (E)AdS space.
On the other hand, for tachyonic modes (m2 <
0) [39,40], Eq. (3) is the defining equation of the
dS hyperboloid. Thus, by interchanging the roles of
momenta and coordinates in the (d + 2)-dimensional
space, we establish a duality between tachyonic modes
in EAdS space and massive scalars in dS space. This
is our main result, which we now proceed to discuss in
some detail.
Let us start with the embedding (d + 2)-dimen-
sional space with flat metric given by
ds2 = dXA dXA
(4)=−dX20 + dX21 + · · · + dX2d − dX2d+1,
and introduce the conjugate momenta PA (A = 0,1,
. . . , d + 1). A particle of mass m moving in the
embedding will obey the mass-shell condition (3).
Upon restricting its motion to AdSd+1 space, which is
the hypersurface (1), the mass-shell condition is given
in terms of the Casimir
(5)C2 = 12JABJ
AB,
where we introduced the angular momentum
(6)JAB =XAPB −XBPA.
To impose the restriction onto AdSd+1 space, we
introduce the constraint
(7)D ≡XAPA = 0,
where D is the generator of scale transformations
in the embedding. Notice that the Casimir (5) is
invariant under scale transformations and therefore its
Poisson bracket with D vanishes. Upon imposing the
constraint (7), the Casimir may be written as
(8)C2 =
(
XAX
A
)(
PBP
B
)
.
The theory defined by (5) and (7) is a gauge theory
and D is the generator of gauge transformations. To
quantize the system, we need to fix the gauge. We shall
do so by imposing the gauge-fixing condition
(9)XAXA =−2, 2 > 0,
which restricts motion onto the AdSd+1 space with
parameter . It should be emphasized that the choice of
 is arbitrary. Different choices are related by a gauge
(scale) transformation and the theory is solely defined
in terms of the value of the Casimir C2. The latter may
be written as
(10)C2 =m22,
where m has the standard interpretation of mass
(PAPA =−m2) on account of (8).
Next, we compute the Dirac brackets which will
then be promoted to commutators. A simple calcula-
tion yields
(11){XA,PB}D = δAB + 12XAXB.
This algebra is realized in terms of Poincaré coordi-
nates
X0 = z2 +
xµxµ + 2
2z
,
Xi = 
z
xi (i = 1, . . . , d − 1),
Xd+1 = 
z
x0,
(12)Xd = z
2
+ x
µxµ − 2
2z
,
where xµxµ =−(x0)2+ (x1)2+· · ·+ (xd−1)2, which
cover half of AdS. The metric (4) restricted to the AdS
hypersurface reads
(13)ds2AdS = 2
dz2 + dxµ dxµ
z2
.
For future reference, we also express the invariant
distance between points XA and X′A on the AdS
hypersurface in terms of Poincaré coordinates:
P
(
X,X′
)= 1
2
(
X′ −X)2
(14)= (z− z
′)2 + (x − x ′)µ(x − x ′)µ
zz′
.
The Casimir (5) may also be expressed in terms of the
Poincaré coordinates (z, xµ) (12) and the conjugate
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momenta (pz,pµ). Upon quantization, it turns into the
Schrödinger (wave) equation
(15)zd−1 ∂
∂z
(
z−d+1 ∂Ψ
∂z
)
+ ∂µ∂µΨ = m
22
z2
Ψ,
where we expressed the value of the Casimir as in (10).
The inner product in the space of solutions is given by
(Ψ1,Ψ2)
(16)= iπ
∫
Σ0
dd−1x dz
zd−1
(
Ψ 1 ∂0Ψ2 − ∂0Ψ 1 Ψ2
)
,
where Σ0 is the spacelike slice x0 = const. Assuming
the wavefunction is a plane wave in the space spanned
by xµ,
(17)Ψk
(
z, xµ
)= eikµxµΦq(z),
where q2 =−kµkµ, we obtain
(18)Φ ′′q −
d − 1
z
Φ ′q + q2Φq =
m22
z2
Φq.
The solution to this equation is written in terms of
Bessel functions
(19)Φ±q (z)= zd/2J±ν(qz), ν =
√
d2
4
+m22.
The inner product of two wavefunctions is(
Ψ±k ,Ψ
±
k′
)= (2π)dδd−1(	k − 	k′)k0 + k′0
2
(20)×
∞∫
0
dz
zd−1
Φ±q (z)Φ±q ′ (z),
where 	k = (k1, . . . , kd−1) and similarly for 	k′. At the
boundary (z→ 0), the two solutions behave as
(21)Φ±q ∼ zh±, h± =
d
2
± ν.
For m2 > 0, the solution Φ−q is not normalizable,
so it is discarded. The normalizable modes form an
orthonormal set with respect to the inner product (16),
(22)(Ψ+k ,Ψ+k′ )= (2π)dδd(k − k′),
where we used the orthogonality property of Bessel
functions,
(23)
∞∫
0
dz zJν(qz)Jν
(
q ′z
)= 1
q
δ
(
q − q ′).
Next, we introduce the propagator
G
(
z, xµ; z′, x ′µ)
(24)=
∫
ddk
(2π)d
Ψ+k
(
z, xµ
)
Ψ+k
(
z′, x ′µ
)
,
which obeys the wave equation (15).1 After some
algebra involving Bessel and hypergeometric function
identities, we arrive at
G
(
z, xµ; z′, x ′µ)
= $(h+)
2πd/2$(ν + 1)P
−h+
(25)× F (h+, ν + 12 ;2ν + 1;−4/P ),
where the invariant distance P is given by (14). The
singularity is obtained by letting P → 0,
(26)G(z, xµ; z′, x ′µ)∼ $((d − 1)/2)
4π(d+1)/2
P−(d−1)/2& ,
where P& includes the i& prescription x0 − x ′0 →
x0 − x ′0 − i&. The Feynman propagator is
GF
(
z, xµ; z′, x ′µ)
= θ(x0 − x ′0)G(z, xµ; z′, x ′µ)
(27)+ θ(x ′0 − x0)G(z′, x ′µ; z, xµ).
For completeness, we also derive the bulk-to-boundary
propagator, which is obtained by letting one of the
arguments approach the boundary. In the limit z′ → 0,
we have G(z, xµ; z′, x ′µ)∼ P−h+ , so
(28)G(z, xµ; z′x ′µ)→ 1
2ν
z′h+K
(
z, xµ;x ′µ),
where
K
(
z, xµ;x ′µ)
(29)
= π−d/2$(h+)
$(ν)
(
z
z2 + (x − x ′)µ(x − x ′)µ
)h+
.
In the limit z→ 0, this leads to a propagator of the
form
(30)∆(x)∼ (xµxµ)−h+ ,
1 We replaced the integration variable q with k0 in order to arrive
at a more convenient expression for the measure in (24).
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which is the two-point function (up to a constant) of
the corresponding conformal field theory.
The above construction for massive modes carries
over to the m2 < 0 regime (negative Casimir, C2 < 0;
see (10)). In this regime, both solutions Φ±q (Eq. (19))
may be acceptable leading to distinct theories and
therefore different Green functions hinting at symme-
try breaking. Boundary conditions select one of the
possible propagators. From Eq. (20) we deduce that
the modes Φ−q become normalizable for ν < 1. If ν
is real, this leads to two possible quantizations in the
regime
(31)−d
2
4
<m22 <−d
2
4
+ 1,
related to each other by a Legendre transform [39,40].
For m22 < −d2/4, ν becomes imaginary and the
unitarity bound on the corresponding conformal field
theory is violated. However, both modes Φ±q (19) are
normalizable under the inner product (cf. (16))(
Ψ±1 ,Ψ
±
2
)
= iπ
∫
Σ0
dd−1x dz
zd−1
(32)× (Ψ∓1 ∂0Ψ±2 − ∂0Ψ∓1 Ψ±2 ).
The two modes are related to each other by complex
conjugation. Set
(33)ν = iµ, µ=
√
−m22 − d
2
4
> 0.
Another set of modes of interest are the Euclidean
modes
(34)ΨEk = eikµx
µ
ΦEq (z), Φ
E
q (z)= zd/2H(1)ν (qz),
which are linear combinations of the Φ±q modes. The
propagator for the modes Φ+q (cf. (24))
G+
(
z, xµ; z′, x ′µ)
(35)=
∫
ddk
(2π)d
Ψ−k
(
z, xµ
)
Ψ+k
(
z′, x ′µ
)
,
is given by the continuation of (25) to imaginary ν.
The propagator for the Φ−q modes is then obtained
by complex conjugation. The Euclidean propagator,
which corresponds to the Euclidean modes (34), can
be calculated after a Wick rotation x0 →−ix0, which
takes us to EAdS space. We obtain
GE
(
z, xµ; z′, x ′µ)
=
∫
ddk
(2π)d
eikµ(x−x ′)µzd/2
(36)×Kν(qEz)z′d/2Kν
(
qEz
′),
where q2E = k20 + k21 + · · ·+ k2d−1. After some algebra,
this can be brought into the form
GE
(
z, xµ; z′, x ′µ)= $(h+)$(h−)
(2
√
π)d+1$(d+12 )
(37)
× F (h+, h−; d+12 ;1− P/4),
where P is the invariant distance given by (14) after a
Wick rotation on the time variable x0. The singularity
is obtained by letting P → 0, as before,
(38)GE(z, xµ; z′, x ′µ)∼ $((d − 1)/2)
4π(d+1)/2
P−(d−1)/2& ,
in agreement with our earlier result for modes with
m2 > 0 (26), confirming the correct normalization of
the Euclidean wavefunctions (34). It is also instructive
to express the Green function (35) corresponding to
the choice of modesΦ+q (19) in terms of the Euclidean
propagator. To this end, express Φ+q (in EAdS) in
terms of the Euclidean modes,2
(39)Φ+q (z)=N
(
ΦEq (z)− eiπh+ΦEq (−z)
)
,
where the normalization constant is
(40)N = 1√
π
eπµ/2.
Then the Green function (35) may be straightfor-
wardly expressed in terms of the Euclidean Green
function (37). Suppressing the (common) (xµ, x ′µ)
dependence, we have
G+
(
z; z′)=N 2(GE(z; z′)+ e2iπνGE(−z;−z′)
− eiπh+GE(z;−z′)
(41)− e−iπh−GE(−z; z′)).
It is straightforward to deduce the expression (25) for
G+(z, z′) from (41) and (37). Notice that all Green
2 Making use of the Bessel function identity Iν(x) =
− iπ e−iπν (Kν(x)− eiπνKν(−x)).
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functions in (41) share the same i& prescription, unlike
the dS case [38].
Next, we discuss a dual approach by interchanging
the roles of coordinates and momenta. Thus, instead
of imposing the gauge-fixing condition (9) on the
coordinates XA, we shall instead adopt the gauge
(42)PAPA =−P 20 + P 21 + · · · + P 2d − P 2d+1 = L2.
Eqs. (8) and (42) imply
(43)XAXA =−M2,
where C2 = −M2L2 (cf. Eq. (10)). Note that this is
identical to the condition (9) we imposed earlier if
M2 > 0.
The Dirac brackets in this gauge are
(44){XA,PB}D = δAB + 1L2PAPB,
and this algebra may be realized by expressing the mo-
menta in terms of coordinates similar to the Poincaré
coordinates (12). Then the coordinates XA will be
given in terms of derivatives (conjugate momenta)
with respect to the Poincaré coordinates.
If the Casimir (5) is positive (C2 > 0), then this
dual description leads to the same Schrödinger (wave)
equation (15) as before. This is because L2 < 0
in Eq. (42), which makes it identical to its dual
counterpart (9) with the choice 2 =−L2.
In the case of a negative Casimir, we have L2 > 0
in Eq. (42). Upon analytic continuation of Pd+1 →
−iPd+1, Eq. (42) becomes the definition of dSd+1
space, albeit in momentum space,
(45)−P 20 + P 21 + · · · + P 2d + P 2d+1 = L2.
We may express PA in terms of coordinates (x˜µ, z˜)
parametrizing the dS hyperboloid as (cf. Eq. (12))
P0 =− z˜2 +
x˜µx˜µ +L2
2z˜
,
P i = L
z˜
x˜i (i = 1, . . . , d − 1),
Pd+1 = L
z˜
x˜0,
(46)Pd =− z˜
2
+ x˜
µx˜µ −L2
2z˜
,
where x˜µx˜µ = (x˜0)2 + (x˜1)2 + · · · + (x˜d−1)2, which
cover half of dS. The metric on dS reads
(47)ds2dS = L2
−dz˜2 + dx˜µ dx˜µ
z˜2
.
It can also be expressed in the more commonly used
form
(48)ds2dS = L2
(−dt2 + e−2t dx˜µ dx˜µ),
by changing coordinates z˜ = et . Then the boundary
z˜→ 0 may be thought of as the infinite past t→−∞.
The invariant distance between points PA and P ′A
(A= 0,1, . . . , d + 1) on the dS hyperboloid is
P˜
(
P,P ′
)= 1
L2
(
P ′ − P )2
(49)= −(z˜− z˜
′)2 + (x˜ − x˜ ′)µ(x˜ − x˜ ′)µ
z˜z˜′
.
Notice that the dS metric (47) differs from the metric
on EAdS (Eq. (13) with Euclidean signature for
dxµ dxµ) in that z˜ in dS is a timelike coordinate. This
does not affect the boundary behavior and the structure
of the Green functions. It should also be emphasized
that there is no direct connection between the EAdS
coordinates (z, xµ) and their dual counterparts (z˜, x˜µ),
even though there is a formal connection through
double analytic continuation [35–38], because the
latter parametrize the mass-shell hyperboloid (42)
in the embedding, whereas the former parametrize
(E)AdS space.
The Casimir turns into the same wave equation
as in EAdS (15), since C2 = −M2L2 = m22 and
∂µ∂
µ is the Laplacian in Rd . The solutions are given
by (17) in terms of the Bessel functions (19), where
q2 = k20 + k21 + · · · + k2d−1. Let us concentrate on the
case of imaginary ν (i.e., ML > d/2; cf. Eq. (33)).
The inner product in the space of solutions is similarly
defined by (16), except that the spacelike slice Σ0
should be defined as z˜ = const. The coordinates on
the slice are x˜µ. For the eigenfunctions (17), the inner
product reads
(Ψ1,Ψ2)= i
∫
ddx˜
z˜d−1
ei(k1−k2)µx˜µ
(50)
× (Φ1(z˜)Φ ′2(z˜)−Φ1 ′(z˜)Φ2(z˜)).
The apparent z˜-dependence disappears if we apply
the wave equation (18). The integral over x˜µ leads to
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a δ-function, demonstrating the orthogonality of the
wavefunctions. For an othronormal set, choose
(51)Φq
(
z˜
)≡Φ+q (z˜)= C+z˜d/2Jν(qz˜).
Using the Wronskian Jν(x)J ′−ν(x) − J ′ν(x)J−ν(x) =
2i sinh(πµ)
πx
(recall ν = iµ), we obtain
(52)(Ψ1,Ψ2)= (2π)dδd(k1 − k2)
∣∣C+∣∣2 2 sinh(πµ)
π
,
showing that the set (51) is orthonormal if
(53)C+ =
√
ν
2
$(ν).
For the choice
(54)Φq
(
z˜
)≡ΦEq (z˜)= CEz˜d/2H(1)ν (qz˜),
using the Wronskian H(1)ν (x)H (2) ′ν (x) − H(1) ′ν (x)×
H
(2)
ν (x)= −4iπx , we similarly find
(55)CE =
√
π
2
e−πµ/2.
The two orthonormal sets are related to each other by
Φ+q
(
z˜
)= N˜ (ΦEq (z˜)− eiπh+ΦEq (−z˜)),
(56)N˜ = C
+
2CE
=
√
ν
2π
$(ν)e−iπν/2,
where we used Jν(x)= 12 (H (1)ν (x)− eiπνH (1)ν (−x)).
This is in agreement with its dual counterpart (39)
up to an overall constant factor. Notice also that (56)
differs from Ref. [38] by a phase factor (note |N | =
(1 − e−2πµ)−1/2). The Euclidean Green function is
given by the same expression (37) as before with P
replaced by P˜ (49). The Green function corresponding
to theΦ+q modes may then be expressed in terms of the
Euclidean propagator. We obtain
G+
(
z; z′)= |N |2(GE(z; z′)+ e2iπνGE(−z;−z′)
− eiπh+GE(z;−z′)
(57)− e−iπh−GE(−z; z′)),
which is of the same structure as the dual relation (41).
The two normalization constants, N˜ (56) and N (40)
differ and this is essential for the correct behavior of
the respective Green functions at the singularity. Un-
like (41), the various Green functions entering (57) do
not share the same i& prescription [38]. This is be-
cause z˜ is a timelike coordinate and the transforma-
tion z˜→ −z˜ is time reversal. This precludes a sim-
ple relationship between z and z˜ by analytic continu-
ation. As we have argued above, there exists a duality
transformation relating (z, xµ) and (z˜, x˜µ) by an in-
terchange of coordinates and momenta in the (d + 2)-
dimensional space in which (EA)dS space is embed-
ded. The explicit form of this duality transformation
for (z, xµ)→ (z˜, x˜µ) is rather involved and uninspir-
ing.
In conclusion, we have established a duality be-
tween tachyonic modes in EAdS space and massive
scalars in dS space in d + 1 dimensions by inter-
changing the roles of coordinates and momenta in the
(d + 2)-dimensional flat space in which (EA)dS space
is embedded. For massive modes in (E)AdS, this pro-
cedure leads to a self-duality. This duality explains
why in dS space one obtains Green functions that are
similar to their EAdS counterparts but for tachyonic
modes, even though the two inner products are differ-
ent, due to the different roles of the timelike direction.
It would be interesting to extend the results to other
modes and include spin. This is currently under inves-
tigation.
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