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Asymmetric estimates and the sum-product problems
Boqing Xue∗
Abstract
We show two asymmetric estimates, one on the number of collinear triples and the other on
that of solutions to (a1 + a2)(a
′′′
1 + a
′′′
2 ) = (a
′
1 + a
′
2)(a
′′
1 + a
′′
2 ). As applications, we prove that
max{|A−A|, |AA|} & |A|1+105/347, max{|A−A|, |A/A|} & |A|1+15/49
for any finite subset A of R, and there are sets B,C with A = B ⊔ C such that
max{E+(B), E×(C)} . |A|3−3/11.
1. Introduction
In additive combinatorics, the Szemere´di-Trotter theorem from incidence geometry plays an
important role. For a set A, we use both |A| and #A to denote the cardinality of A. For a set P
of points and a set L of lines in R2, define their incidences by I(P,L) = {(p, l) ∈ P×L : p ∈ l}.
Theorem 1.1 (Szemere´di-Trotter). Let P be a finite set of points and L be a finite set of lines
in R2. Then
I(P,L) ≤ 4|P |2/3|L|2/3 + 4|P |+ |L|. (1)
A consequence of the Szemere´di-Trotter theorem shows an upper bound of the number of
collinear triples in the plane. For three finite sets A1, A2, A3 ⊆ R, let T
o(A1, A2, A3) be the
number of collinear triples (u1, u2, u3), where ui ∈ Ai×Ai (i = 1, 2, 3) and ui 6= uj (1 ≤ i < j ≤
3). Moreover, define
T (A,B,C) = #{(a1, a2, b1, b2,c1, c2) ∈ A×A× B × B × C × C :
(b1 − a1)(c2 − a2) = (c1 − a1)(b2 − a2)}.
Denote T o(A) = T o(A,A,A) and T (A) = T (A,A,A) for simplicity. Then (see [22, Corollary
8.9])
T (A) . |A|4 (2)
for any finite set A. Here a . b means that a = O (b(log b)c) for some absolute constant c > 0.
And we write a ∼ b if both a . b and b . a hold.
When |A1| ≤ |A2| ≤ |A3|, Shkredov [19] showed an asymmetric bound
T (A1, A2, A3) . |A2|
2|A3|
2.
In this paper, we improve this bound as the following.
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2Theorem 1.2. Suppose that A1, A2, A3 are three finite subsets of R with |A1| ≤ |A2| ≤ |A3|.
Then
T o(A1, A2, A3) . |A1||A2|
5/3|A3|
4/3. (3)
Moreover,
T (A1, A2, A3) . |A1||A2|
5/3|A3|
4/3 + |A1|
2|A3|
2.
The upper bound in (3) is not symmetric in |A1|, |A2|, |A3|. One might expect to get a bound
like |A1|
4/3|A2|
4/3|A3|
4/3. However, this symmetric estimate does not hold in general. Let A be
a set such that 0 /∈ A and E×(A)≫ |A|3, where
E×(A) = {(a1, a2, a3, a4) ∈ A
4 : a1a2 = a3a4}.
Take A1 = {0} and A2 = A3 = A. Then
(0, 0), (a, b), (c, d),
where a, b, c, d ∈ A, ad = bc and a 6= c, are collinear triples with distinct points counted by
T o({0}, A, A). Clearly, we have
T o({0}, A, A) ≥ E×(|A|)− |A|2 ≫ |A|3,
while 14/3|A|4/3|A|4/3 = |A|8/3. The asymmetric bound (3) is tight in this example.
Next, let us study the number R(Z;A1, A2) of solutions to
a1 + a2
a′1 + a
′
2
=
a′′1 + a
′′
2
a′′′1 + a
′′′
2
∈ Z,
where ai, a
′
i, a
′′
i , a
′′′
i ∈ Ai (i = 1, 2). In [13], Murphy, Roche-Newton, and Shkredov proved a
symmetric estimate:
R(R;A1, A2) . |A1|
3|A2|
3. (4)
This bound is tight when A1 = {0} and A2 is a finite set satisfying E
×(A2) ≫ |A2|
3. However,
by adding a constrain z ∈ Z, we can prove a better asymmetric estimate.
Theorem 1.3. Let A1, A2, Z be finite subsets of R such that |A1| ≤ |A2| and |Z| . |A1|
2. Then
R(Z;A1, A2) . |A1|
10/3|A2|
8/3.
We will apply these two asymmetric bounds in sum-product type problems.
As a ring, the set R of real numbers does not contain non-trivial finite subrings. So any
finite subset of R can not have good additive structure and good multiplicative structure simul-
taneously. This phenomenon is characterized by the folklore Erdo¨s-Szemere´di sum-product [4]
conjecture.
Conjecture 1.4 (Erdo¨s-Szemere´di). Let δ < 1 be given. Then for any finite A ⊆ R, one has
max{|A+ A|, |AA|} & |A|1+δ. (5)
3Here, for two sets A, B and an operator ◦ ∈ {+,−, ·, /},
A ◦B = {a ◦ b : a ∈ A, b ∈ B}.
And we abbreviate A · A by AA for simplicity. When A is an arithmetic progression, then
|A + A| ≪ |A| and |AA| & |A|2. On the other side, when A is a geometric progression, then
|AA| ≪ |A| and |A+ A| & |A|2.
For two sets A and B, define
rA◦B(x) = #{(a, b) ∈ A× B : a ◦ b = x}.
Other quantities that reflects the structure of sets A and B include energies
E+k (A,B) =
∑
x
rkA−B(x), E
×
k (A,B) =
∑
x
rkA/B(x)
for k > 1. (Indeed, one may also regard E+0 (A,B) = |A + B|.) We write E
+
k (A) = E
+
k (A,A)
and E×k (A) = E
×
k (A,A) for simplicity. In particular, one has E
×(A) = E×2 (A), and we denote
E+(A) = E+2 (A). Moreover, for k > 1, the quantities
d+k (A) = sup
B 6=∅
E+k (A,B)
|A||B|k−1
, d×k (A) = sup
B 6=∅
E×k (A,B)
|A||B|k−1
are also quite helpful in describing the structure of a set A. When A has strong additive
structure, quantities E+k (A) are large. When A has weak additive structure, one might expect
them to be small. However, this is not the case. Consider a set A = B ⊔C. Suppose that B has
weak additive structure, and C has strong additive structure but very small cardinality. Then
E+k (B) can be small. But for energies with higher moments, the contribution of C in E
+
k (C)
may be significantly enhanced. And E+k (A) might be large as well. So a suitable way to consider
energies in sum-product type problems is to decompose A into two sets, one with little additive
structure and the other with little multiplicative structure (see [1]).
Conjecture 1.5 (Balog-Wooley). Let η ≤ 2/3 be given. Then for any finite set A ⊆ R, there
are sets B,C such that A = B ⊔ C and
max{E+(B), E×(C)} . |A|3−η. (6)
The example {(2m− 1)2j : 1 ≤ m ≤ S, 1 ≤ j ≤ P} (see [1]) shows that the exponent η = 2/3
in (6) is tight.
Now we introduce current results towards Conjecture 1.4. Erdo¨s and Szemere´di [4] showed
that (5) holds for some δ > 0. Nathanson [14] obtained the first quantitative estimate δ = 1/31,
which was improved by Ford [5] to δ = 1/15. The application of Szemere´di-Trotter theorem to
study the sum-product type problems was started by Elekes [3], who obtained (5) with δ = 1/4.
Later, Solymosi [20] considered more complicated incidences and attained δ = 3/11. By that
time, the best bounds were same if the set A + A is replaced by A − A, or/and the set AA is
replaced by A/A.
In [20], Solymosi obtained (5) with δ = 1/3. His approach uses geometry very cleverly: every
ratio in A/A corresponds to a line in R2 passing the origin, and the addition of points (viewed as
4vectors) from a pair of lines contribute a point in (A+A)2. In particular, if the pair of lines are
carefully chosen, we can obtain points in (A+A)2 without repetition. The estimate δ = 1/3 in
(1.4) can be viewed as a standard exponent in the literature. See [12] and [23] for other related
results with δ = 1/3. We also remark that this approach does not work for the difference-set
A−A.
Until [10], Konyagin and Shkredov modified Solymosi’s approach and counted some repeti-
tions. They broke the exponent 1/3 and arose a new round of study. In a later paper [11], they
showed δ = 1/3+5/9813. To prove the sum-product estimates, the symmetric estimate (2) was
applied to obtain
|AA| & E+(A)4|A|−10. (7)
A further improvement δ = 1/3+ 1/1509 were obtained by Rudnev, Shkredov and Stevens [15].
The symmetric estimate (4) is applied to obtain the following improvement of (7):
|AA| & E+(A)3|A|−7. (8)
Indeed, if we use the asymmetric estimate in Theorem 1.2 in the proof of (7), then we can obtain
(8) directly. Later, Shakan [16] observed that the arguments in [15] actually deals with E+4 (A).
The inequality he used in the proof has the strength compared to
|AA| & E+4 (A)|A|
−3. (9)
And he proved the following theorem.
Theorem 1.6 (Shakan). Let A be a finite subset of R. Then
max{|A+ A|, |AA|} & |A|4/3+5/5277.
Recall the term |P|2/3|L|2/3 on the right-hand side of (1). The full application of Szemere´di-
Trotter theorem should give third moment energy. In this paper, we apply the asymmetric
estimate in Theorem 1.5 to show the following.
Theorem 1.7. Let A,B be two finite subsets of R. Suppose that |A| . |B|. Then
|AA| & E+3 (A,B)
4/3|B|−10/3. (10)
As a comparison, one may take B = A, use E+3 (A) ≥ E
+(A)2|A|−2 and the trivial bound
E+(A) ≤ |A|3 to see that (10) is better than (8). Moreover, the strength of (10) is not worse
than (9). But unluckily, to prove a result like (5), the effect of (10) is same as that of (9). So we
can only give another proof of Theorem 1.6. However, the inequalities (8)-(10) actually appear
with E×(A) instead of |AA|. We can still get some improvement towards Conjecture 1.5, and
also in the difference-product/division problems.
For the difference-product/division problems
max{|A− A|, |AA|} & |A|1+κ, max{|A−A|, |A/A|} & |A|1+ρ,
the first breakthrough after Solymosi [20] came from Konyagin and Rudnev [9] with κ = 11/39
and ρ = 9/11. Shakan [16] improved the results to κ = 7/24 and ρ = 3/10. In this paper, we
prove the following theorem.
5Theorem 1.8. Let A be a finite subset of R. Then
max{|A−A|, |AA|} & |A|1+105/347, max{|A−A|, |A/A|} & |A|1+15/49.
Now we introduce results towards Conjecture 1.5. Balog and Wooley [1] first showed that (6)
holds with η = 2/33. Later, Konyagin and Shkredov [11] obtained η = 1/5. They introduced a
more flexible quantity d∗(A), and avoided of using the Balog-Szemere´di-Gowers theorem. Their
approach has been adopted by later studies. In [15], Rudnev, Shkredov and Stevens proved
η = 1/4. And Shakan [16] use higher energy decompositions to obtain η = 7/26. In this paper,
we obtain a further slight improvement.
Theorem 1.9. For any finite set A ⊆ R, there are some sets B,C such that A = B ⊔ C and
max{E+(B), E×(C)} . |A|3−3/11.
The decomposition A = B⊔C in Conjecture 1.5 does not ensure that both B and C consistute
a positive proportion of A. In [15], it is proved that there are disjoint subsets X, Y of A with
|X|, |Y | ≥ |A|/3 such that
E+(X)E×(Y ) . |A|11/2.
And, this inequality can also be replaced by
E+(X)E×(Y )3 . |A|11.
In [16], the corresponding result is the following.
Theorem 1.10 (Shakan). Let A ⊆ R be finite. Then there are sets X, Y ⊆ A such that
(i) X ∪ Y = A,
(ii) |X|, |Y | ≥ |A|/2,
(iii) d+3 (X)d
+
3 (Y ) . |A|.
In this paper, we prove the following theorem.
Theorem 1.11. Let A ⊆ R be finite. Then there are sets X, Y ⊆ A such that
(i) X ∪ Y = A,
(ii) |X|, |Y | ≥ |A|/2,
(iii) E+3 (X)
4E×(Y )3 . |A|22.
Theorem 1.11(iii) implies that
E+(X)8E×(Y ) . |A|30,
which roughly proves Theorem 1.9. To improve the difference-product/division estimates, we
need the flexibility of d+3 (A). But the term E
+
3 (A) in our Theorem 1.7 can not be changed to a
term in d+3 (A) directly. A trick we use would be the application of Theorem 1.10(iii).
Another alternative formulation of the sum-product phenomenon is to consider products and
products with shifts. That is to say, a strong multiplicative structure of A should be disturbed
by additive shifts. A theorem of Garaev and Shen [6] implies that
|AA||(A+ 1)(A+ 1)| ≫ |A|5/4. (11)
6See Bourgain [2] for the same estimate in the finite fields. In [19], Shkredov proved that if A is
a finite subset of R with |AA| ≤ K|A| or |A/A| ≤ K|A|, then
|(A+ α)(A+ β)| & K−4|A|2, |A+ αA+ βA| & K−6|A|2
for any α, β 6= 0. In particular, when A has strong multiplicative structure, i.e., |AA| ≪ |A|,
then the tight bound |(A + 1)(A + 1)| & |A|2 follows. In this paper, we use the asymmetric
estimate in Theorem 1.2 to prove the following results.
Theorem 1.12. Let A ⊆ R be a finite set and α, β be non-zero real numbers. Suppose that
|AA| ≤ K|A|, or |A/A| ≤ K|A|.
Then
|(A+ α)(A+ β)| ≫ K−3|A|2(log |A|)−1, (12)
and
|A+ αA+ βA| & K−5|A|2(log |A|)−1.
Indeed, the strength of (12), i.e.,
|AA|3|(A+ 1)(A+ 1)| & |A|5,
is same with that of (11). Theorem 1.12 is a version of “small product, large product of shifts”.
For iterated product of shifts (A+ 1)(k) with large k, we refer readers to [7, 8].
For convenience, we always assume that our set A does not contain 0. In all the theorems and
lemmas, the exponent on log |A|, which is abbreviated in ‘.’ or ‘&’, can be calculated explicitly.
However, we do not pursue such accuracy in this paper. For basics in additive combinatorics,
we refer the readers to [22].
2. Two Asymmetric estimates
In this section, we will prove Theorems 1.2 and 1.3. We need the following Lemmas deduced
from Theorem 1.1 (see [22, Corollary 8.7]).
Lemma 2.1. If P is any finite set of points in R2 and k ≥ 2, then
#{l a line : |l ∩ P| ≥ k} ≪
|P|2
k3
+
|P|
k
.
Lemma 2.2. If L is any finite set of lines in R2 and k ≥ 2, then
#{p a point : #{l ∈ L : p ∈ l} ≥ k} ≪
|L|2
k3
+
|L|
k
.
Let A1, A2, A3 be sets in Theorem 1.2, which satisfies |A1| ≤ |A2| ≤ |A3|. Let L be the set of
lines such that l ∈ L if and only if l contains three distinct points u1, u2, u3 with ui ∈ Ai × Ai
(i = 1, 2, 3). We have the trivial bound
|L| ≤ |A1 ×A1| · |A2 × A2| = |A1|
2|A2|
2.
7For each l ∈ L and i = 1, 2, 3, denote αi,l = |l ∩ (Ai ×Ai)|. It is obvious that
αi,l ≤ |Ai| = |Ai × Ai|
1/2.
For 1 ≤ k ≤ |Ai|, let Li,k consist of lines l ∈ L such that αi,l ≥ k.
Lemma 2.3. For i = 2, 3 and 1 ≤ p ≤ 3, we have∑
l∈Li,2
αpi,l . |A1|
3−p|Ai|
p+1.
Moreover, ∑
l∈L1,2
α31,l . |A1|
4.
Proof. Note that∑
l∈Li,2
αpi,l =
∑
2≤k≤|Ai|
kp ·#{l ∈ Li,3 : αi,l = k} ≪
∑
2≤k≤|Ai|
kp−1|Li,k|.
For i = 2, 3 and for every point u ∈ Ai × Ai, there are at most |A1|
2 lines l ∈ L intersecting
with u. So I(Ai × Ai,L) ≤ |A1|
2|Ai|
2. On the other hand, one has I(Ai × Ai,L) ≥ k|Li,k|. So
|Li,k| ≤ |A1|
2|Ai|
2/k. (13)
Moreover, Lemma 2.1 gives another bound
|Li,k| ≪
|Ai × Ai|
2
k3
=
|Ai|
4
k3
(14)
for i = 1, 2, 3 and k ≤ |Ai|.
Now for i = 2, 3 and 1 ≤ p ≤ 3, we deduce by (13) that∑
2≤k≤|Ai|/|A1|
kp−1|Li,k| ≪
∑
2≤k≤|Ai|/|A1|
kp−2|A1|
2|Ai|
2 .
(
|Ai|
|A1|
)p−1
|A1|
2|Ai|
2 = |A1|
3−p|Ai|
p+1.
By (14), we also have∑
|Ai|/|A1|≤k≤|Ai|
kp−1|Li,k| ≪
∑
|Ai|/|A1|≤k≤|Ai|
kp−4|Ai|
4 ≪
(
|Ai|
|A1|
)p−3
|Ai|
4 . |A1|
3−p|Ai|
p+1.
Then ∑
l∈Li,2
αpi,l ≪ |A1|
3−p|Ai|
p+1.
Similarly, it follows from (14) that∑
l∈L1,2
α31,l ≪
∑
2≤k≤|Ai|
k2|Li,k| .
∑
2≤k≤|Ai|
k−1|Ai|
4 . |A1|
4.
The proof is completed.

8Proof of Theorem 1.2. It is easy to see that
T o(A1, A2, A3) ≤
∑
l∈L
α1,lα2,lα3,l. (15)
Denote I1 = {1} and I2 = {2, 3, 4, . . .}. We split the summands in (15) into several cases:
Sj1,j2,j3 :=
∑
l∈L, α1,l∈Ij1
α2,l∈Ij2
α3,l∈Ij3
α1,lα2,lα3,l, (16)
where (j1, j2, j3) ∈ {1, 2}
3.
By Lemma 2.3, we have
S1,2,2 ≪
∑
l∈L2,2∩L3,2
α2,lα3,l ≤
( ∑
l∈L2,2
α
3/2
2,l
)2/3( ∑
l∈L3,2
α33,l
)1/3
. (|A1|
3/2|A2|
5/2)2/3(|A3|
4)1/3 = |A1||A2|
5/3|A3|
4/3.
Note that, for i = 2, 3, ∑
l∈L
αi,l=1
α3i,l ≤ |L| ≤ |A1|
2|A2|
2 ≤ |Ai|
4. (17)
We deduce also by Lemma 2.3 that, for j1 = 2,
S2,j2,j3 ≪
( 3∏
i=1
∑
l∈L
αi,l∈Iji
α3i,l
)1/3
.
( 3∏
i=1
|Ai|
4
)1/3
= |A1|
4/3|A2|
4/3|A3|
4/3.
Moreover,
S1,1,j3 ≤
∑
l∈L3,2
α3,l ≤ |L|
2/3
( ∑
l∈L3,3
α33,l
)1/3
. (|A1|
2|A2|
2)2/3(|A3|
4)1/3 = |A1|
4/3|A2|
4/3|A3|
4/3,
and
S1,j2,1 ≪
∑
l∈L2,2
α2,l ≤ |L|
2/3
( ∑
l∈L2,2
α32,l
)1/3
. (|A1|
2|A2|
2)2/3(|A2|
4)1/3 = |A1|
4/3|A2|
8/3.
Now (3) follows.
Next, let us consider the terms which are counted by T (A1, A2, A3) but not by T
o(A1, A2, A3).
For a1, a2 ∈ A1, b1, b2 ∈ A2, and c1, c2 ∈ A3 satisfying
(b1 − a1)(c2 − a2) = (c1 − a1)(b2 − a2), (18)
9the triple of points u1 = (a1, a2), u2 = (b1, b2), u3 = (c1, c2) are distinct and collinear provided
that a1 6= b1, a1 6= c1 and b1 6= c1. For a1 = b1, there are at most
|A1 ∩A2 ∩ A3||A1||A2||A3|+ |A1 ∩ A2|
2|A3|
2
solutions to (18). Similar bounds hold for the cases a1 = c1 or b1 = c1. The proof is completed.

Next we prove Theorem 1.3. Note that R(Z;A1, A2) is nearly the same with
∑
z∈Z
r2Z(z), where
we define
rZ(z) = #{(a1, a
′
1, a2, a
′
2) ∈ A1 ×A1 × A2 × A2 : (a
′
1 + a
′
2) = z(a1 + a2)}.
We first prove an upper bound of
∑
z∈Z
rZ(z).
Lemma 2.4. Let A1, A2 be two sets of real numbers such that |A1| ≤ |A2|. Then∑
z∈Z
rZ(z) . |Z|
1/2|A1|
5/3|A2|
4/3 + |Z|2/3|A1|
4/3|A2|
4/3 + |Z||A1|
2.
Proof. Note that∑
z∈Z
rZ(z) =
∑
z∈Z
∑
y
#{(a1, a
′
1, a2, a
′
2) ∈ A1 × A1 ×A2 × A2 : a
′
1 − za1 = za2 − a
′
2 = y}
=
∑
(z,y)∈P
r1(z, y)r2(z, y), (19)
where
P = {(z, y) : z ∈ Z, y ∈ (A1 − zA1) ∩ (zA2 − A2) 6= ∅},
and
r1(z, y) = {(a1, a
′
1) ∈ A1 × A1 : a
′
1 − za1 = y},
r2(z, y) = {(a2, a
′
2) ∈ A2 × A2 : za2 − a
′
2 = y}.
The cardinality of the set P can be bounded by
|P| ≤ |Z||A1|
2.
And for every (z, y) ∈ P, one has r1(z, y) ≥ 1 and r2(z, y) ≥ 1. We split the right-hand side of
(19) into four sums
Sj1,j2 :=
∑
(z,y)∈P
r1(z,y)∈Ij1
r2(z,y)∈Ij2
r1(z, y)r2(z, y),
where (j1, j2) ∈ {1, 2}
2 and I1 = {1}, I2 = {2, 3, 4, . . .}.
First, we have
S1,1 ≤ |P| = |Z||A1|
2.
10
Second,
S2,1 ≤
∑
(z,y)∈P
r1(z, y) ≤ #{(z, y, a1, a
′
1) ∈ Z × R× A× A : a
′
1 − za1 = y} = |Z||A1|
2.
Third, let us deal with S2,2. Applying Ho¨lder’s inequality, we obtain
S2,2 =
∑
(z,y)∈P
r1(y,z),r2(y,z)≥2
r
1/2
1 (y, z)r
1/2
1 (y, z)r2(y, z)
≤

 ∑
(z,y)∈P
r1(z, y)


1/2

 ∑
(z,y)∈P
r1(y,z)≥2
r31(z, y)


1/6
 ∑
(z,y)∈P
r2(y,z)≥2
r32(z, y)


1/3
.
Denote by L1 the set of lines la1,a′1 : a
′
1− za1 = y with a1, a
′
1 ∈ A1. Denote by L2 the set of lines
la2,a′2 : za2 − a
′
2 = y with a2, a
′
2 ∈ A2. Note that, for i = 1, 2,
ri(z, y) ≤ |Ai| = |Li|
1/2.
For k ≥ 2, denote by Pi,k the set of points in P which intersect with at least k lines in Li.
Applying Lemma 2.2, one obtains that
|Pi,k| ≪
|Li|
2
k3
=
|Ai|
4
k3
for 2 ≤ k ≤ |Ai|. Then∑
(z,y)∈P
ri(z,y)≥2
r3i (z, y) =
∑
2≤k≤|Ai|
k3#{(z, y) ∈ P : ri(z, y) = k}
≪
∑
2≤k≤|Ai|
k2|Pi,k| ≪
∑
2≤k≤|Ai|
k2
|Ai|
4
k3
. |Ai|
4.
It follows that
S2,2 . (|Z||A1|
2)1/2(|A1|
4)1/6(|A2|
4)1/3 = |Z|1/2|A1|
5/3|A2|
4/3.
Fourth,
S1,2 ≤
∑
(z,y)∈P
r2(y,z)≥2
r2(y, z) ≤ |P|
2/3

 ∑
(y,z)∈P
r2(y,z)≥2
r32(y, z)


1/3
. |Z|2/3|A1|
4/3|A2|
4/3.
Now the lemma follows. 
Proof of Theorem 1.3. For t ≥ 1, define Zt := {z ∈ Z : rZ(z) ≥ t}. Note that |Zt| ≤ |Z| ≤
|A1|
2. By Lemma 2.4, we conclude that
t|Zt| ≤
∑
z∈Zt
rZ(z) . |Zt|
1/2|A1|
5/3|A2|
4/3,
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i.e.,
|Zt| .
|A1|
10/3|A2|
8/3
t2
.
Note that rZ(z) ≤ |A1|
2|A2|. We deduce that
R(Z;A1, A2) ≤
∑
z∈Z
r2Z(z) =
∑
t≤|A1|2|A2|
t2#{z : rZ(z) = t}
≪
∑
t≤|A1|2|A2|
t|Zt| .
∑
t≤|A1|2|A2|
t
|A1|
10/3|A2|
8/3
t2
. |A1|
10/3|A2|
8/3.
The proof is completed.

3. Additive energy of third moment
In this section, we will prove Theorems 1.7 and 1.11.
Lemma 3.1. Let A ⊆ R be finite. Then there is some A′ ⊆ A such that
|A′| & E+3 (A)
1/2|A|−1
and
E+3 (A)
4E×(A′)3 . |A′|12|A|10.
Proof. Without loss of generality, we assume that 0 /∈ A. At first, let us follow the proof
of [15, Theorem 2.13] or [16, Lemma 5.6]. By a standard dyadic pigeonhole argument, there is
some t ≤ |A| and a set of popular differences
P = {x ∈ A− A : t ≤ rA−A(x) < 2t}
such that E+3 (A) ∼ |P |t
3. By dyadic decomposition again, there is a q1 with 1 ≤ q1 ≤ |A| and
a set A1 = {a ∈ A : q1 ≤ rP+A(a) < 2q1} of popular abscissae, such that
|A1|q1 ∼
∑
a∈A1
rP+A(a) ∼
∑
x∈P
rA−A(x) ∼ |P |t.
Again, by another dyadic decomposition, there is a q2 with 1 ≤ q2 ≤ |A1| and a set A2 = {b ∈
A : q2 ≤ rA1−P (b) < 2q2} of popular ordinates, such that
|A2|q2 ∼
∑
b∈A2
rA1−P (b) ∼
∑
a∈A1
rP+A(a) ∼ |A1|q1.
Either q1 . |A1| or q2 ≤ |A1| . q1 . |A2|. We will proceed the proof with the case q2 . |A2|.
For the case q1 . |A1|, the proof is similar (also see the proof of Theorem 1.7 below).
Now there are E×(A2) quadruples (b1, b2, b3, b4) ∈ A
4
2 such that
b1
b2
=
b3
b4
.
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For each given (b1, b2, b3, b4), there are approximately q
4
2 choices of (a1, a2, a3, a4) such that
ai ∈ A1 ∩ (P + bi) and
a1 − (a1 − b1)
a2 − (a2 − b2)
=
a3 − (a3 − b3)
a4 − (a4 − b4)
.
Denote si = ai − bi (i = 1, 2, 3, 4). Then si ∈ P . And
E×(A2)q
4
2 ≪ N, (20)
where
N = #
{
(a1, a2, a3, a4, s1, s2, s3, s4) ∈ A
4 × P 4 :
a1 − s1
a2 − s2
=
a3 − s3
a4 − s4
∈ A2/A2
}
.
Write Z = A2/A2 and
rZ(z) = #
{
(a1, a2, s1, s2) ∈ A
2 × P 2 : (a1 − s1) = z(a2 − s2)
}
.
Then
N ≤
∑
z∈Z
r2Z(z).
In [15, 16], the symmetric estimate (4) is applied, i.e., N . |A|3|P |3. This results in
|P |t4 .
|A2|
4|A|3
E×(A2)
.
So, when |P | ≤ |A|, one obtains
E+3 (A) ∼ |P |t
3 = |P |1/4(|P |t4)3/4 . |A|1/4
|A2|
3|A|9/4
E×(A2)3/4
∼
|A2|
3|A|5/2
E×(A2)3/4
,
When |P | ≥ |A|. Note that
|Z| = |A2/A2| ≤ |A2|
2 . |A|2.
we apply Theorem 1.3 to obtain
N . |A|10/3|P |8/3.
Combining (20), one gets
E×(A2)
|P |4t4
|A2|4
. |A|10/3|P |8/3,
i.e.,
E+3 (A) ∼ |P |t
3 .
|A2|
3|A|5/2
E×(A2)3/4
.
We conclude that
E+3 (A)
4E×(A2)
3 . |A2|
12|A|10.
Moreover, since t ≤ |A|, one has
|A2|
2 & |A2|q ∼ |P |t ∼
E+3 (A)
t2
≥
E+3 (A)
|A|2
.
The proof is completed. 
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Proof of Theorem 1.7. The proof is nearly the same with that of Lemma 3.1. There is some
t ≤ |A| and a set of popular differences
P = {x ∈ A− B : t ≤ rA−B(x) < 2t}
such that E+3 (A,B) ∼ |P |t
3. By dyadic decomposition again, there is a q with 1 ≤ q ≤ |A| and
a set A1 = {a ∈ A : q ≤ rP+B(a) < 2q} of popular abscissae, such that
|A1|q ∼
∑
a∈A1
rP+B(a) ∼
∑
x∈P
rA−B(x) ∼ |P |t.
The symmetric estimate gives
|A1|
4
|AA|
|P |4t4
|A1|4
. E×(A1)q
4 . |P |3|B|3.
For |P | ≤ |B|, one obtains that
E+3 (A,B) ∼ |P |
1/4(|P |t4)3/4 . |B|1/4|AA|3/4|B|9/4 = |AA|3/4|B|5/2.
When |P | ≥ |B|, we have |Z| = |A1/A1| ≤ |A1|
2 . |B|2. It follows from Theorem 1.3 that
|A1|
4
|AA|
|P |4t4
|A1|4
. E×(A1)q
4 . |P |8/3|B|10/3.
So
E+3 (A,B) ∼ |P |t
3 . |AA|3/4|B|5/2.
The proof is completed.

To prove Theorem 1.11, we need the following Lemma of l4-norm inequality.
Lemma 3.2 (Lemma 8 of [11])). Let A1, . . . , Ak ⊆ R be finite and disjoint. Then
E×
( k⋃
i=1
Ai
)1/4
≤
k∑
i=1
E×(Ai)
1/4.
Proof of Theorem 1.11. The proof is similar with that of [16, Theorem 1.10]. Let A0 = ∅ and we
define A1, A2, . . . , by iteration. Suppose that A0, A1, . . . , Aj−1 has been defined for some j ≥ 1.
Denote Bj−1 := A \ (A0 ∪ . . . ∪Aj−1). By Lemma 3.1, there is a non-empty set Aj ⊆ Bj−1 such
that
E+3 (Bj−1)
4E×(Aj)
3 . |Aj|
12|Bj−1|
10. (21)
Since the sets A0, A1, . . . are nonempty and disjoint, there is some J ≥ 1 such that
|A1 ∪ A2 ∪ . . . ∪ AJ−1| <
|A|
2
≤ |A1 ∪A2 ∪ . . . ∪ AJ |.
Take
X = BJ−1, Y = A1 ∪A2 ∪ . . . AJ .
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Then |X|, |Y | ≥ |A|/2 and X ∪ Y = A. Since X ⊆ Bj−1 for all 1 ≤ j ≤ J , it follows from (21)
that
E+3 (X)
4E×(Aj)
3 . |Aj|
12|Bj−1|
10.
By Lemma 3.2, one deduces that
E+3 (X)
4E×(Y )3 = E+3 (X)
4E×
( J⋃
j=1
Aj
)3
≤ E+3 (X)
4
(
J∑
j=1
E×(Aj)
1/4
)12
=
(
J∑
j=1
E+3 (X)
1/3E×(Aj)
1/4
)12
.
(
J∑
j=1
|Aj||Bj−1|
5/6
)12
≤ |A|10
(
J∑
j=1
|Aj|
)12
≤ |A|22.
In the last step, we have used the inequality
J∑
j=1
|Aj| = |Y | ≤ |A|. 
4. The sum-product type problems
In this section, we prove Theorems 1.8, 1.9, 1.12, and show a quick reproof of Theorem 1.6.
We quote the following results.
Lemma 4.1 (Theorem of [18]). Let A ⊆ R be finite. Then
|A+ A| & |A|58/37d+3 (A)
−21/37.
Similarly,
|AA| & |A|58/37d×3 (A)
−21/37.
Lemma 4.2 (Corollary 10 of [9]). Let A ⊆ R be finite. Then
E+3 (A)E
+(A,A− A)|A−A| ≫ |A|8. (22)
In particular,
|A−A| & |A|8/5d+3 (A)
−3/5.
Similarly,
|A/A| & |A|8/5d×3 (A)
−3/5.
Proof of Theorem 1.8. By Theorem 1.11, there are subsets X, Y of A with |X|, |Y | ≥ |A|/2 such
that
E+3 (X)
4E×(Y )3 . |A|22.
We apply Theorem 1.10 to the set X . Then there are subsets X ′, Y ′ of X with |X ′|, |Y ′| ≥ |X|/2
such that
d+3 (X
′)d×3 (Y
′) . |X|. (23)
In particular, we have
E+3 (X
′)4E×(Y )3 . |A|22. (24)
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Note that
E+(X ′, X ′ −X ′)4 ≤ |X ′|2|X ′ −X ′|2E+3 (X
′, X ′ −X ′)2 ≤ |X ′|4|X ′ −X ′|6d+3 (X
′)2. (25)
By Lemmas 4.1 and 4.2, we have
d×3 (Y
′)−2 . |Y ′Y ′|74/21|Y ′|−116/21, d×3 (Y
′)−2 . |Y ′/Y ′|10/3|Y ′|−16/3. (26)
Recall (22), i.e.,
E+3 (X
′)E+(X ′, X ′ −X ′)|X ′ −X ′| ≫ |X ′|8. (27)
One also has
E×(Y ) ≥
|Y |4
|Y Y |
, E×(Y ) ≥
|Y |4
|Y/Y |
. (28)
Now we put (23)-(28) together. Calculation leads to
|A−A|10|AA|137/21 & |A|452/21, |A−A|10|A/A|19/3 & |A|64/3.
It follows that
max{|A− A|, |AA|} & |A|452/347, max{|A−A|, |A/A|} & |A|64/49.
Now Theorem 1.8 follows. 
Proof of Theorem 1.9. The proof is similar with that of [11, Corollary 21]. Set B1 = A and
C0 = ∅. We use iteration to construct two sequences of sets
B1 ⊇ B2 ⊇ B3 ⊇ . . . , C0 ⊆ C1 ⊆ C2 ⊆ . . . .
Suppose that Bj and Cj−1 has been constructed for some j ≥ 1. If E
+
3 (Bj) > |A|
4/M , we
apply Lemma 3.1 to obtain a subset Dj of Bj such that
|Dj| &
E+3 (Bj)
1/2
|Bj|
≥
|A|
M1/2
,
and
E×(Dj) .
|Dj|
4|Bj |
10/3
E+3 (Bj)
4/3
.
|Dj |
4M4/3
|A|2
.
Now we set Bj+1 = Bj \Dj , Cj = Cj−1 ⊔ Cj and proceed the iteration with j + 1 instead of j.
If E+3 (Bj) ≤ |A|
4/M for some j = K, then we stop the iteration and take B = BK , C = CK−1.
By the construction, we have A = Bj ⊔ Cj−1 for 1 ≤ j ≤ K.
Combining Lemma 3.2, we conclude that
E×(C) = E×
(K−1⋃
j=1
Dj
)
.
(
K−1∑
j=1
E×(Dj)
1/4
)4
.
M4/3
|A|2
(
K−1∑
j=1
|Dj |
)4
≤M4/3|A|2.
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Next, since E+(B) ≤ |A|E+3 (B)
1/2, one deduces
E+(B) . |A|
(
|A|4
M
)1/2
≤
|A|3
M1/2
.
Now we optimise over M by taking M = |A|6/11, which leads to
E+(B), E×(C) . |A|3−3/11.

Remark 4.3. To further improve the exponent η in Balog-Wooley conjecture, one idea is to
use [17, Corollary 10], which says that E+(A) . |A|7/13d+3 (A)
32/13 for any finite set A ⊆ R.
Unluckily, we are not able to apply it in the above proof directly. However, it is still possible if
we goes back to the proof of [17, Corollary 10] and combine Theorem 1.7.
To prove Theorem 1.12, we quote the following lemma.
Lemma 4.4 (Lemma 4 of [19]). Let A ⊆ R be a finite set. Then there is a z such that∑
x∈zA
|zA ∩ x(zA)| ≫
E×(A)
|A|
.
Proof of Theorem 1.12. The arguments are the same as in the proof of [19, Theorem 12]. We
only sketch the main steps here.
Without loss of generality, we assume that |AA| ≤ K|A|. Let α, β 6= 0. By Theorem 1.2, we
have ∑
a,b∈A
E×((AA/a) + α, (AA/b) + β) =
∑
a,b∈A
E×((AA/α) + a, (AA/β) + b)
= T (A,AA/α,AA/β) . |A||AA|3 ≤ K3|A|4.
Note that A ⊆ AA/a for any a ∈ A. There are some a, b ∈ A such that
E×(A+ α,A+ β)≪ E× (AA/a+ α,AA/a′ + β) . K3|A|2.
In particular, one has
|(A+ α)(A+ β)| ≫
|A+ α|2|A+ β|2
E×(A+ α,A+ β)
& K−3|A|2.
Moreover, Lemma 4.4 shows that there is some z ∈ R such that∑
c∈zA
|zA ∩ c(zA)| ≫
E×(A)
|A|
≫
|A|2
K
.
Let
n(x) = #{(c, d) ∈ (zA)× (zA) : cd ∈ zA, (c+ α)(d+ β) = x}.
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Then
|A|4
K2
≪
(∑
c∈zA
|zA ∩ c(zA)|
)2
=
( ∑
x∈zA+αzA+βzA+αβ
n(x)
)2
≤ |A+ αA+ βA|
∑
x
n2(x).
On the other hand,∑
x
n2(x) = #{(c1, d1, c2, d2) ∈ (zA)
4 : c1d1 ∈ zA, c2d2 ∈ zA, (c1 + α)(d1 + α) = (c2 + α)(d2 + α)}
≤ E×(A+ α/z, A + β/z) . K3|A|2.
The theorem now follows by combining the above two inequalities. 
Finally, let us quickly explain why the strength of (10) is same with that of (9) in the proof
of Theorem 1.6. Let A,B,C ⊆ R be finite sets and define
σ(A,B,C) = sup
α,β,γ 6=0
#{(a, b, c) ∈ A× B × C : αa+ βb+ γc = 0}.
Lemma 4.5. Let A,B,C be finite subsets of R. Then
σ(A,B,C) ≤ |C|2/3 sup
α,β 6=0
E+3 (αA,−βB).
Proof. For any given α, β, γ 6= 0,
#{(a, b, c) ∈ A× B × C : αa+ βb+ γc = 0}
=
∑
c∈C
#{(a, b)× A× B : αa+ βb = −γc}
≤ |C|2/3
(∑
c∈C
#{(a, b) ∈ A×B : αA+ βB = −γc}3
)1/3
≤ |C|2/3
(∑
x
#{(a, b) ∈ A×B : αA+ βB = x}3
)1/3
= |C|2/3E+3 (αA,−βB)
1/3.

Proof of Theorem 1.6. By a dyadic decomposition, there is some τ with 1 ≤ τ ≤ |A| and a set
Sτ = {λ ∈ A/A : rA/A ∼ τ} such that E
×(A) ∼ |Sτ |τ
2. We decompose Sτ = S
′
τ ⊔ S
′′
τ such that
|S ′τ | = ⌈|Sτ |/2⌉, |S
′′
τ | = ⌊|Sτ |/2⌋
and
|Aλ′Aλ′ | ≥ |Aλ′′Aλ′′ | for all λ
′ ∈ S ′τ , λ
′′ ∈ S ′′τ .
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A key step is the application of clustering method of Konyagin and Shkredov (see [10]), where
an upper bound of quantity sup
λ1,λ2,λ3∈S′′τ
σ(Aλ1 , Aλ2 , Aλ3) is involved. We deduce by Lemma 4.5
and (10) that
σ(Aλ1 , Aλ2 , Aλ3) ≤ τ
2/3 sup
α,β 6=0
E+3 (αAλ1,−βAλ2)
1/3
. τ 2/3
(
|Aλ1Aλ1 |
3/4τ 5/2
)1/3
≤ τ 3/2 sup
λ′′∈S′′τ
|Aλ′′Aλ′′ |
1/4.
In [16], the upper bound following from (9) is
σ(Aλ1 , Aλ2 , Aλ3) . τ
3/4 · E+4 (Aλ2)
1/8E+4 (Aλ1)
1/8
. τ 3/4
(
|Aλ1Aλ1 ||Aλ2Aλ2 |τ
6
)1/8
≤ τ 3/2 sup
λ′′∈S′′τ
|Aλ′′Aλ′′ |
1/4.
The two upper bounds are same. So we can only obtain (5) with δ = 1/3 + 5/5277. 
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