 A new community detection algorithm inspired by the head/tail breaks. 
particular for large or complex networks. This paper introduces a new concept of least community as a homogeneous group -as homogeneous as a random graph. Based on this concept, a heterogeneous network is partitioned into many homogeneous communities by referencing its random graph. The random graph is used as a reference because it is considered homogeneous enough and its edges are imposed with the same probability, or it contains only one community. Considering a network as a set of edges characterized by the measure edge betweenness (Girvan and Newman 2002) , the issue of community detection becomes that of classification, i.e., classifying all edges into different homogeneous groups as homogeneous as a random graph or, more specifically, into inside and outside edges.
The classification relies on edge betweenness to determine different classes or communities. The edge betweenness of real-world networks demonstrates a heavy tail distribution, indicating that conventional methods such as k-means (MacQueen 1967) and natural breaks (Jenks 1967) could not effectively derive the classes that reflect the underlying scaling pattern. These conventional methods use the mean or the average to characterize individual classes, but the edge betweenness is right skewed or scale free. Given the circumstance, head/tail breaks, a newly developed classification scheme (Jiang 2013) , is more appropriate and effective for data with a heavy tail distribution. Head/tail breaks partitions all the edges into the head (those edges with betweenness greater than the mean) and the tail (those edges with betweenness less than the mean), and recursively continues the partition process until the head percentage is as large as that of the random graph (c.f., the next section for illustrations). This ending condition implies that the head and tail are well balanced, and the derived classes or communities are homogeneous enough. During the recursive partition process, some heterogeneous communities are identified as well. Eventually, both homogenous and heterogeneous communities are derived at different coarse-graining levels. The central argument of this paper is that any self-organized and/or naturally evolved real world network contains far more small communities than large ones, or its communities exhibit a power law or heavy-tailed distribution in general.
Community structure or community detection has received disproportionate attention in the past years, largely because of the availability of rich data from the Internet and social media, and its far-reaching implications for a variety of disciplines (e.g., Fortunato 2010 , Newman 2004 ). Communities could be social groupings in a social network based on interest, related papers in a citation network, related researchers in a collaboration network, functional groupings in a metabolic network such as cycles and pathways, and web pages in a website on the same or similar topics. Both community structure and community detection return large amounts of hits in Google Scholar. Despite the literature on the topic having a long history that dates back to the 1920s (Rice 1927) , a vast majority of the studies was conducted in the past decade, in particular since the seminal work of Girvan and Newman (2002) . The algorithm developed in this paper brings new insights into community detection or classification in general.
The next section presents the new algorithm and illustrates how a network may be partitioned into many communities, both homogeneous and heterogeneous. Section III reports on our experiments by applying the community detection algorithm to many complex networks, including social, biological, technological, and informational. Finally, Section IV concludes the paper with further discussions.
II. The new community detection algorithm based on head/tail breaks
This section illustrates the new community detection algorithm based on head/tail breaks using two sample networks. We start with a fictive social network consisting of 12 vertices and 20 edges ( Figure  1) . Intuitively, the fictive network contains three communities of sizes 5, 4, and 3. We first create a random network that is the counterpart of the fictive network with the same number of vertices and edges (Panel C of Figure 1 ). The edge betweenness of the fictive network is very heterogeneous, with a maximum-to-minimum ratio of 19.9, whereas that of the random network is relatively homogeneous, with a maximum-to-minimum ratio of 3.5. As reflected in the corresponding rank-size plots (Panels D and E), the heterogeneity and homogeneity are indicated respectively by the steep and flat distribution curves. The red dots of the curves constitute the head, which consists of edges (or outside edges) with 2), which cess, it is unity) has ble 3) are the edge removing algorithm could find their counterparts in our method-induced communities (Table 3 ). The table shows that all the networks have a very low match percentage of communities. This suggests that our method is very unique, and its results cannot be compared to those of the previous method. The comparison further reinforces our belief that unlike simple networks, self-organized and/or selfevolved networks, or complex networks in general, cannot be easily decomposed into parts, for the parts tend to mutually entangled. On the one hand, they are nested, corresponding to our heterogeneous and homogeneous communities; on the other hand, they tend to be very heterogeneous in sizes. In this connection, simple networks are very much like mechanical watches that are decomposable, while complex networks like human brains that are hard to decompose. This is the fundamental thinking that differentiates our method from previous methods.
IV. Further discussions and conclusion
This work is very much inspired by the natural cities extracted from social media location data Miao 2014, Jiang 2015) . Individual users' check-in locations constitute a large triangle irregular network (TIN) whose edges demonstrate a heavy-tailed distribution, i.e., far more short edges than long ones. Eventually, all short edges (shorter than an average of all the edges) constitute different clumps called natural cities. In a similar manner, there are far more small betweenness edges than large ones for complex networks, indicating that they contain many clumps called communities. The major differences between the natural cities derived from the TIN and the communities from complex networks are as follows: (1) the TIN is partitioned only once to obtain the natural cities, whereas a complex network is partitioned multiple times recursively to obtain communities; therefore, (2) the derived communities are nested, whereas the natural cities are not. However, for the natural cities, we can also recursively continue the partition process to obtain hotspots in the cities. This way the natural cities and hotspots (both as communities) would be nested as well. The nested relationships are frequently seen in reality, e.g., a country as a set of cities, a city as a set of neighborhoods, and a neighborhood as a set of families. One disadvantage of the community detection algorithm lies in the computational complexity of the edge betweenness, in particular for large networks. In our experiments, we were able to afford to use only parts of some large networks, such as Brightkite, Gowalla, and WWW.
Previous studies relied on real-world networks with known communities to verify community detection algorithms. This verification approach is questionable because the known communities could still be very heterogeneous and should be further partitioned into homogeneous ones. For example, the club network contains two known communities (Zachary 1977, Girvan and Newman 2002) , whereas our algorithm leads to three heterogeneous communities and 11 homogeneous ones. Intuitively, the fictive network contains three communities; instead, our algorithm results in four communities. The reader may ask how to verify our results. We believe that the scaling pattern of far more small things than large ones is universal and applies to the communities of a network as well if the network is selforganized and/or naturally evolved. We further believe that the community detection process leading to far more small communities than large ones is very similar to dropping a piece of glass into stone, resulting in far more small pieces than large ones -the fractal or scaling nature of the broken pieces.
In other words, we use the scaling pattern to verify our results.
The notion behind the community detection algorithm is holistic, i.e., taking all edges as a whole and classifying them into the head and tail or, equivalently, the outside and inside edges, and recursively continuing the classification for the inside edges until a network and its subnetworks become homogeneous enough. From the holistic perspective, whether a family is a community is relative to the other families to which it links and to the random graph counterpart. Surprisingly, we found that the derived communities demonstrate a striking scaling property, i.e., far more small homogeneous communities than large ones. During the iterative partitioning, many heterogeneous or large communities can be identified at different coarse-graining levels. The scaling property is even more striking by taking both homogeneous and heterogeneous together, and this is shown by power laws of the communities for all large networks.
