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A numerical method for pricing financial derivatives based on continuous-time Markov chains
is proposed. It approximates the underlying stochastic process by a continuous-time Markov
chain. We show how to construct a multi-dimensional continuous-time Markov chain such that
it converges in distribution to a multi-dimensional diffusion process. The method is flexible
enough to be applied to a model where the underlying process contains local volatility, stochastic
volatility and jumps. Furthermore, we introduce a method to approximate the dynamics of the
realized variance of a Markov chain and an algorithm to reduce the complexity of computing
the joint probability distribution between the realized variance and the underlying.
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Introduction
This thesis is concerned with pricing derivatives using continuous time Markov chain. Ever since
Black, Scholes and Merton published their seminal papers in 1973, a huge amount of literature
has been devoted to pricing financial derivatives. Nowadays it is clear that the Black-Scholes-
Merton (BSM) option pricing model is inconsistent with options data. Their model is not able
to capture what is known as ‘implied volatility smile/skew’. A first requirement for an option
pricing model is to capture the state of the options market at a given instant. The parameters
of the model are chosen to ‘fit’the market prices of options, this procedure is called ‘calibration’.
The need for models which can be calibrated to market prices has been one of the main reasons
behind the generalization of the BSM model. Coming up with a pricing model which can fit
the market option prices and produce a consistent dynamics of the implied volatility surface is
known as the ‘smile problem’. Over the last 30 years, a plethora of generalizations of the BSM
model have been proposed to deal with it.
[22] showed that for any arbitrage-free profile of option prices, there is an unique local
volatility function which is consistent with these option prices. However this model predicts
a future smile that is much flatter than current smile, which is not consistent with the smile
dynamics observed in the market. This is because the resulting diffusion process is usually
highly time inhomogeneous. This implies that the model makes predictions about the future
that are not matched by past market experience.
Empirical studies have shown that the market does exhibit ‘volatility clustering’. Stochastic
volatility models attempt to explain this behaviour by modelling the variance of the underlying
as a stochastic process. In these models, a parsimonious description of the dynamics of both
stock price and its instantaneous variance is the starting point. Although stochastic volatility
models explain in a self-consistent way why it is that options with different strikes and expira-
tions have different implied volatilities, they are known to have difficulty fitting the observed
1
2market skews for both the short-dated and the long-dated options at the same time, see [25].
This is because a pure diffusion process implies extremely small probabilities of large moves in
the underlying in short-time horizons. Models with jumps provide a simple extension to pure
diffusion models to capture the short-dated skew. A very good reference on models based on
jump processes in financial modelling is [18].
In this thesis we propose a discretization scheme for stochastic processes which consist of
local volatility, stochastic volatility and jumps. A main idea of the method is to construct
a continuous-time Markov chain so that it converges, in the limit of an infinite number of
states, to the limiting stochastic process. We use the diffusion approximation theorem in [23]
to show that a multi-dimensional continuous time Markov chain converges in distribution to
a multi-dimensional diffusion process. We then describe how to obtain the generator for the
multi-dimensional continuous-time Markov chain, which is nothing more than a square matrix
if the number of states is finite. It turns out we could obtain the probability mass function
of the Markov chain by computing the exponential of the generator. The rate of convergence
for the one-dimensional log-normal process has been studied in [40]. The author proved the
probability kernel of a continuous-time Markov chain converges to a probability density function
of the Black-Scholes diffusion process at the rate of O(h2), where h is spacing between the states
and is assumed to be constant. Furthermore, the paper also shows that the convergence rates
for delta and gamma of Arrow-Debreu securities are also of the order O(h2).
The thesis is organized as follows. Chapter 1 presents some theoretical background of the
continuous-time Markov chain and its Markov generator. In Chapter 2 we present the diffusion
approximation theorem (Theorem 2.2) which states the conditions of an approximating process
such that it converges to a diffusion process. We then construct a Markov chain such that it
satisfies the conditions in Theorem 2.2. It turns out the chain can be interpreted as a multi-
dimensional birth and death process with state-dependent intensities. At the end of Chapter
2, we apply the results developed in the chapter to obtain the generator of two correlated
lognormal processes.
The material in Chapter 3 and Chapter 4 is based on [2] and [38]. Chapter 3 is concerned
with approximating the dynamics of the realized variance of a Markov chain and pricing of
a general European payoff on the realized variance. The idea is to match the instantaneous
moments of the realized variance with a Poisson process with state-dependent intensity. This
allows us to define a generator of an extended process which keeps track both of the realized
3variance and the underlying. The extended Markov generator, which describes the evolution of
the joint probability density function between the underlying and realized variance, is too large
a matrix to be exponentiated numerically. We address this difficulty by developing a new semi-
analytic block-diagonalization algorithm using the properties of circulant matrices. The idea
is to find a transition matrix that will transform the extended Markov generator into a block-
diagonal form. It turns out that the transition matrix and the block-diagonal matrix consist of
the eigenvectors and eigenvalues of circulant matrices respectively, where both of them can be
computed analytically. The semi-analytic block-diagonalization algorithm allows us to linearize
the complexity when computing the exponential of the extended generator. Furthermore, we
prove the weak convergence of the scheme and describe in detail the implementation of the
algorithm in the case of the CEV process, Variance Gamma process and subordinated CEV
process. We compare the price of several volatility products computed by our method against
the Monte Carlo simulation. In order to get a satisfactory accuracy we found that one would
need to match the first two moments for pure diffusion processes and the first three moments
for jump processes.
In Chapter 4 we present a pricing framework for equity markets that can handle European
options, forward starting options, options on the realized variance and options on the VIX
simultaneously. In recent years there has been much interest in trading derivative products
whose underlying is a realized variance of some liquid financial observables. The variance swap
is by far the most popular volatility derivative. The popularity of the product is due to the
fact that it can be robustly hedged by using European options. It is well-known that if the
underlying follows a continuous stochastic process the value of a variance swap is equal to the
value of a portfolio of European options with the same maturity. The weighting of the portfolio
is set up in such a way to replicate the log contract. For more details on the subject, see [15]
and [20]. Our modelling paradigm is the following: we first define a stochastic volatility model
with jumps and local volatility, which is stationary, and calibrate it to the European options
on the SPX for a broad range of strikes and maturities. We then use the method described
in Chapter 3 to approximate the dynamics of the realized variance. This allows us to obtain
the joint transition probability which can be used to price European options, forward starting
options, options on the VIX and options on the realized variance.
4
Chapter 1
Continuous-time Markov chains
We are going to review some of the basic properties of the continuous-time Markov chain and its
generator. Assume there is a filtered probability space (Ω,F , (Ft)t≥0,P) and let X = (Xt)t≥0
be a family of random variables such that each Xt, is an Ft-measurable function which maps
Ω to some countable set E.
Definition 1.1. The process X = (Xt)t≥0 is a continuous-time Markov chain if it satisfies the
Markov property,
P(Xtn = y|Xt1 = x1, ∙ ∙ ∙, Xtn−1 = xn−1) = P(Xtn = y|Xtn−1 = xn−1),
for all y, x1, ∙ ∙ ∙, xn−1 ∈ E and any sequence of times t1 ≤ t2 ∙ ∙∙ ≤ tn.
Before we can introduce the concept of a Markov generator of the chain X, we need some
basic definitions.
Definition 1.2. The transition probability p(x, s; y, t) is defined by
p(x, s; y, t) := P(Xt = y|Xs = x)
for any x, y ∈ E and times s ≤ t. The set of all transition probabilities for fixed times s and t
is called the Markov probability kernel. The chain is called time homogeneous if
P(Xt = y|Xs = x) = P(Xt−s = y|X0 = x)
for all s, t, x, y.
5
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In this thesis we shall assume all Markov chains are time homogeneous. Let Pt(x, y) =
p(x, 0; y, t), for all x, y ∈ E. The family {Pt : t ≥ 0} is called the transition semigroup of the
chain X.
Theorem 1.1. The family {Pt : t ≥ 0} is a stochastic semigroup; that is, it satisfies the
following conditions:
1. P0 = I, the identity matrix.
2. Pt has non-negative entries (i.e. p(x, 0; y, t) ≥ 0 for all x, y ∈ E).
3. Pt has row sums equal to 1 (i.e.
∑
y∈E p(x, 0; y, t) = 1 for all x ∈ E).
4. Pt satisfies the Chapman-Kolmogorov equation (i.e.Pt+s = PtPs).
Proof. Since the entries of Pt are probabilities, part (1) and part (2) are obvious. For part (3),
let 1 denotes a column vector of ones. For any x ∈ E,
(Pt1)x =
∑
y∈E
p(x, 0; y, t) = P
⋃
y∈E
{Xt = y}|X0 = x
 = 1.
For part (4), using the Markov property,
Ps+t(x, y) = P(Xs+t = y|X0 = x)
=
∑
z∈E
P(Xs+t = y|Xs = z,X0 = x)P(Xs = z|X0 = x)
=
∑
z∈E
p(x, 0; z, s)p(z, 0; y, t)
= (PsPt)(x, y).
The third equality is a consequence of the time-homogeneity of the transition probability. This
concludes the proof.
Before defining the continuous-time Markov chains we need to introduce the concept of a
generator of a stochastic semi-group that governs the behaviour of the corresponding chains. In
order to define the generator for a Markov chain (or Markov generator) we will need to assume
the continuity of the transition probabilities p(x, 0; y, t) with respect to time t, for all x, y ∈ E.
7Definition 1.3. A stochastic semigroup {Pt : t ∈ [0, T ]} is called standard if the following
condition holds
lim
t→0Pt = I,
which is equivalent to saying that
lim
t→0 p(x, 0;x, t) = 1, for all x ∈ E
and
lim
t→0 p(x, 0; y, t) = 0, for all x, y ∈ E, x 6= y.
As an immediate consequence of this definition we obtain:
Corollary 1.1. Let {Pt : t ∈ [0, T ]} be a stochastic semi-group. Then the following holds:
1. The semigroup {Pt : t ∈ [0, T ]} is standard if and only if the functions t 7→ {Pt(x, y)},
for t ∈ [0, T ], are continuous for all x, y ∈ E.
2. If the semigroup {Pt : t ∈ [0, T ]} is standard, then for any fixed time t ∈ [0, T ] and any
state x ∈ E, the diagonal element {Pt(x, x)} is non-zero.
Proof. Note that if the transition probabilities are continuous for all t ∈ [0, T ], then they are
also continuous for t = 0, which implies the semigroup is standard. Conversely, using the
Chapman-Kolmogorov equations and the homogeneity of the probability kernel, we see that
continuity of the transition probabilities at zero implies their continuity for every time t in the
interval [0, T ]. This proves (1).
Let us now fix a time t in [0, T ]. In order to show that the statement in (2) is true, we
need to consider the limit limt→0 p(x, 0;x, t) = 1. In particular there exists a small ² > 0 with
the following two properties: p(x, 0;x, ²) > 12 and
t
² = n for some larger number n ∈ N. The
Chapman-Kolmogorov equations imply
p(x, 0;x, t) =
∑
y∈E
p(x, 0; y, ²)p(y, ²;x, t)
≥ p(x, 0;x, ²)p(x, ²;x, t)
= p(x, 0;x, ²)p(x, 0;x, t− ²).
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The last equality follows from the homogeneity of the transition probability. We can now repeat
the same argument on p(x, 0;x, t− ²) for (n− 1) times and we get
p(x, 0;x, t) ≥ p(x, 0;x, ²) > 1
2n
.
This completes the proof of (2).
Suppose the chain at time t is in the state x. A number of things may happen in the small
time interval (t, t+Δt):
1. Nothing may happen with probability p(x, 0, x,Δt) + o(Δt).
2. The chain may move to state y with probability p(x, 0, y,Δt) + o(Δt).
We are assuming that the probability of two or more jumps in the time interval (t, t + Δt) is
o(Δt). The error term o(Δt) in case (1) is there to take into account the possibility that the
chain might move out of state x and back to x between times t and t + Δt. The error term
in case (2) accounts for the possibility of several jumps occurring within the time interval. A
proof can be found in page 257-258 of [29].
In order to understand the local behaviour of a Markov chain, we need to understand the
behaviour of the Markov probability kernel p(x, 0; y,Δt) for small Δt.
Theorem 1.2. Let {Pt, t ∈ [0, T ]} be a standard stochastic semigroup on a finite state-space
E with N ∈ N elements. Then there exists a real N ×N matrix L = (L(x, y)), x, y ∈ E, such
that the following holds for a small time Δt,
1. PΔt(x, y) = L(x, y)Δt+ o(Δt), for all x, y ∈ E, x 6= y.
2. PΔt(x, x) = 1 + L(x, x)Δt+ o(Δt), for all x ∈ E.
The matrix L is therefore given by L = limΔt→0 1Δt(PΔt− I). It is called the Markov generator
of the semigroup {Pt, t ∈ [0, T ]}.
Proof. Since the semigroup {Pt, t ∈ [0, T ]} is standard, for a finite state-space E, Corollary 1.1
implies that the function P : [0, T ] → RN×N , given by t 7→ Pt, is continuous and therefore
Riemann integrable. For any t ∈ [0, T ] we can therefore define a matrix ∫ t0 Psds and vector∫ t
0 Psfds, where f is any element in R
N . The following equalities are a consequence of the
9semigroup property, continuity of multiplication and a change-of-variable in the integral:
1
Δt
(
(PΔt − I)
∫ t
0
Psfds
)
=
1
Δt
∫ t
0
(Ps+Δtf −Psf)ds
=
1
Δt
(∫ t+Δt
Δt
Psfds−
∫ t
0
Psfds
)
=
1
Δt
∫ t+Δt
Δt
Psfds− 1
Δt
∫ t
0
Psfds.
Since the integrands are continuous functions of time by Corollary 1.1, the fundamental theorem
of calculus implies that
lim
Δt→0
1
Δt
(
(PΔt − I)
∫ t
0
Psfds
)
= Ptf − f, (1.1)
for all f ∈ RN and all t ∈ [0, T ].
Because the semigroup Pt is standard we also have limt→0 1t
∫ t
0 Psds = I. Since the set of all
invertible matrices is open (it equals RN×N−det−1(0)) and I is in it, there exists some t > 0 such
that the matrix
∫ t
0 Psds is also invertible. We can therefore define vectors fx := (
∫ t
0 Psds)
−1δx
in RN for any x ∈ E, where δx is the coordinate vector given by δx(y) = δxy for any y ∈ E.
The existence of the limit in (1.1) for vectors fx for all x ∈ E proves Theorem 1.2.
Corollary 1.2. Let x, y ∈ E, E is finite and let L be the Markov generator of the Markov
chain X. Then the following holds:
1. 0 ≤ L(x, y) <∞ if x 6= y.
2. −∞ < L(x, y) ≤ 0 if x = y.
3. All row sums are equal to 0.
Proof. Statement (1) and (2) are contained in Theorem 1.2. In words, the matrix L has non-
negative entries off the diagonal and non-positive entries on the diagonal. Statement (3) can
be demonstrated as follows. We can write
L = lim
t→0
1
t
(Pt − I).
Let 1 and 0 denote a vector with all its entries equal to 1 and 0 respectively. Using (2) and (3)
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of Theorem 1.1 and if E is finite then
L1 = lim
t→0
1
t
(Pt − I)1 = lim
t→0
1
t
(Pt1− 1) = 0.
We are now in a position to understand the relationship between the Markov generator L
and the transition probability p(x, 0; y, t), for all x, y ∈ E and all t ∈ R+. This relationship is
the key to our framework for derivatives pricing, it will give us a very simple way of specifying
the conditional probability density function for the Markov chain. The relationship that we are
looking for is illustrated by the Kolmogorov equations.
Definition 1.4. A stochastic semigroup {Pt : t ∈ [0, T ]} is called uniform if Pt → I uniformly
as t ↓ 0.
A uniform semigroup is standard; the converse is not generally true, but holds if the state-
space E is finite. For further discussion on the subject, see page 266 of [29].
Theorem 1.3. (Kolmogorov’s equations) Let {Pt} be a uniform transition semigroup with
generator L. Then it is a unique solution to:
1. the forward equation: P
′
t = PtL,
2. the backward equation: P
′
t = LPt,
subject to the boundary condition P0 = I. Furthermore we can express Pt in the following way:
Pt = e
tL =
∞∑
n=0
tn
n!
Ln.
Proof. Let us start by proving that Pt satisfies Kolmogorov’s forward equation. For fixed states
x, y ∈ E, a fixed time t ∈ R+ and a small time increment Δt we have:
p(x, 0; y, t+Δt) =
∑
z∈E
p(x, 0; z, t)p(z, t; y, t+Δt)
=
∑
z∈E
p(x, 0; z, t)p(z, 0; y,Δt)
= p(x, 0; y, t)p(y, 0; y,Δt) +
∑
z∈E−{y}
p(x, 0; z, t)p(z, 0; y,Δt).
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The first equality comes from conditioning on the value of the chain Xt at time t and assuming
it satisfies the Chapman-Kolmogorov equation. The second one is due to homogeneity of the
chain Xt and the third one is obtained by regrouping the summands. Now we apply Theorem
1.2 to get
p(x, 0; y, t+Δt)− p(x, 0; y, t)
Δt
=
∑
z∈E
p(x, 0; z, t)L(z, y) + o(Δt)
Δt
.
If we take the limit as Δt→ 0, the left side of the equation goes to the derivative p(x, 0; y, t)′ of
the transition probability with respect to time. Also, the right hand side limits to the matrix
element (PtL)(x, y). This proves Kolmogorov’s forward equation.
For the backward equation we do a similar calculation, but instead of conditioning on Xt,
we condition on XΔt. This yields
p(x, 0; y, t) =
∑
z∈E
p(x, 0; z,Δt)p(z,Δt; y, t)
=
∑
z∈E
p(x, 0; z,Δt)p(z, 0; y, t−Δt)
= p(x, 0;x,Δt)p(x, 0; y, t−Δt) +
∑
z∈E−{x}
p(x, 0; z,Δt)p(z, 0; y, t−Δt).
If we apply Theorem 1.2 again we get
p(x, 0; y, t)− p(x, 0; y, t−Δt)
Δt
=
∑
z∈E
L(x, z)p(z, 0; y, t− δt) + o(Δt)
Δt
.
Since this equation is true for all sufficiently small Δt ∈ R+, it also has to be true in the limit
when Δt equals 0 because we are assuming that our semigroup Pt is uniform. In the limit the
equation we get is Kolmogorov’s backward equation.
Let’s now prove that etL satisfies both Kolmogorov’s equations. Since etL commutes with
L, the backward equation will follow from the forward equation, so it is enough to show that
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the latter holds. We therefore get
d
dt
etL =
∞∑
n=0
[(
d
dt
tn
n!
)
Ln
]
= etLL.
The key step of exchanging the order of summation and differentiation can be performed be-
cause the first derivative of an exponential function is uniformly continuous on compact sets in
Euclidean space. It is also clear that the solution etL of the Kolmogorov’s equations equals I
at time 0.
It remains to show that Pt = e
tL is the only solution of the forward and backward equations.
Let Mt satisfies the forward equation, then
d
dt
(Mte
−tL) =
(
d
dt
Mt
)
e−tL +Mt
(
d
dt
e−tL
)
= MtLe−tL +Mt(−L)e−tL
= 0,
so Mte
−tL is constant and therefore Mt = Pt. A similar argument proves the uniqueness for
the backward equation.
Given Theorem 1.3 we can now classify the family of matrices in RN×N which correspond
to continuous-time Markov chains.
Corollary 1.3. Let x, y ∈ E. A real matrix L is a Markov generator of a semigroup Pt = etL
if and only if
L(x, y) ≥ 0 for x 6= y and
∑
y
L(x, y) = 0, for all x ∈ E.
1.1 Markov generators for diffusion processes
A stochastic process S = (St)t≥0 is called a time-homogeneous diffusion if it is a solution of a
stochastic differential equation (SDE)
dSt = β(St)dt+ α(St)dWt, (1.2)
where β : R → R and α : R → R+ are time-homogeneous functions and W is a standard
Brownian motion with respect to some probability measure. It is well known (see e.g. Theorem
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5.2.1 in [43]) that if the coefficients satisfy the linear-growth1 ‖β(x)‖ + ‖α(x)‖ ≤ C(1 + ‖x‖)
and Lipschitz conditions ‖β(x)− β(y)‖+ ‖α(x)− α(y)‖ ≤ D(‖x‖ − ‖y‖) for some constants C
and D and all x, y ∈ R, the SDE (1.2) has a unique strong solution (St) with continuous sample
paths for every starting value S0 ∈ R. The quantity ‖x‖ =
√∑ |xi|2 is the usual norm on the
Euclidean spaces R.
Definition 1.5. Let S = (St)t≥0 be a diffusion process in R. The Markov generator A of S is
defined by
Af(x) = lim
t→0
Ex[f(St)]− f(x)
t
, x = S0,
where Ex[.] ≡ E[.|S0 = x] and f : R→ R is the set of all functions such that the limit exists for
all x ∈ R and defines the domain of the generator A.
For the case of time-homogeneous diffusion process and functions f that are twice-differentiable
with compact support, the Markov generator is given by
Af(x) = β(x)f ′(x) + 1
2
α(x)2f
′′
(x).
For a general discussion of Markov generators and many of their properties, see Chapter 7.3
of [43]. Our main interest in Markov generators is their link with the transition probability
function
p(x, t; y, T ) = P(ST = y|St = x)
where T ≥ t. Following Theorem 1.3, the transition probability satisfies the partial differential
equation
∂p
∂t
+Ap = 0
with boundary condition p(x, T ; y, T ) = δ(x − y), where δ is the Dirac delta function and the
operator A acts on the coordinate x.
In order to approximate the diffusion process S with a Markov chain X, we would first need
to define the state-space for X. The state-space is the set E := {x0, ...xN−1} ⊂ R with N ∈ N
elements, such that xi < xj for any integers 0 ≤ i < j ≤ N − 1. The next step is to ensure
the dynamics of X correspond to the dynamics specified by (1.2). [3] proposed a discretization
scheme to approximate the generator of the diffusion process. The discretized generator L can
1Note that in the case of time-homogeneous diffusion the Lipschitz condition implies the linear-growth con-
dition.
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be obtained by solving the following system:
∑
y∈E
L(x, y) = 0, (1.3)
∑
y∈E
L(x, y)(y − x) = β(x), (1.4)
∑
y∈E
L(x, y)(y − x)2 = α(x)2, (1.5)
for all x ∈ E. Condition (1.3) is there to secure probability conservation over the infinitesimal
time interval dt. The second and the third conditions are the instantaneous first and second
moment-matching conditions for X. It is well-known that the first two instantaneous moments
of any diffusion determine its finite-dimensional distribution functions completely, see [36]. It
is therefore sufficient for X to match these two conditions in order to be a valid approximation
of S.
The final constraint in the construction of the Markov generator L comes from the speci-
fication of the process at the boundary of its domain. We would like to ensure that the chain
X obeys absorbing boundary conditions whenever it gets that far. This can be done by setting
all elements in the top and bottom row of the matrix L to be equal to zero. In coordinates this
can be expressed by the condition
L(x, y) = 0, for all y ∈ E, x ∈ {x0, xN−1}.
This is a reasonable requirement as long as the size of the state-space E can be chosen large
enough so that the process does not reach the boundary. Moreover, this choice of boundary
conditions makes it easy to detect if the state-space E is not large enough. Notice that this
operation does not interfere with Conditions (1.3), (1.4) and (1.5) and hence gives us a well-
defined generator for the Markov chain X.
1.2 The exponential of a Markov generator
Following Theorem 1.3 and the discretization scheme of the generator described above, the
probability kernel Pt corresponding to the generator L can be expressed as etL. If the grid has
N states then the generator L is a N × N square matrix. In principle, the exponential of a
matrix could be computed in many ways. Methods involving approximation theory, differential
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equations, the matrix eigenvalues, and the matrix characteristic polynomial have been proposed,
see Chapter 10 of [31] and [41] for more details. In practice, depending on the type of the matrix,
some of the methods are preferable to others. We discuss a method which is going to be used
in this thesis.
Definition 1.6. A matrix L ∈ CN×N is normal if it has a complete set of orthogonal eigen-
vectors, that is, if it is unitarily diagonalizable:
L = UΛU−1,
where U is unitary and Λ is a diagonal matrix of eigenvalues.
Definition 1.7. Let V be the matrix whose columns are the eigenvectors of a matrix L. The
condition number of an invertible matrix V is defined to be
‖V‖‖V−1‖.
If the condition number is large (i.e. ‖V‖‖V−1‖ À 1), the etL problem is termed as ‘ill-
conditioned’. Any rounding off errors in the eigenvalues computation may be magnified by the
large condition number. On the other hand, if L is a normal matrix, one that has a complete
set of orthogonal eigenvectors, the condition number of V equals 1 with ‖.‖ = ‖.‖2.
The methods which are likely to be most efficient for problems involving large matrices and
repeated evaluation of etL are those which are based on factorizations or decompositions of the
matrix L. This is often the case in finance because we would require transition probabilities for
several maturities t. All the matrix decompositions are based on similarity transformations of
the form VΛV−1. The idea is to find a V for which etΛ is easy to compute, then the matrix
exponential etL is given as VetΛV−1. The difficulty is that V may be close to singular, which
means that condition number of V is large.
One of the methods to decompose a matrix L is diagonalization, see chapter 7, 8 and 11
of [27] for references on matrix decomposition methods. Assume L is a N × N matrix. This
approach is to take V = U, whose columns are eigenvectors of L and Λ to be a diagonal matrix
whose entries are eigenvalues of L. The task of calculating etΛ is very simple:
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etΛ =

etλ0 ∙ ∙ ∙ 0
...
. . .
...
0 ∙ ∙ ∙ etλN−1
 .
The difficulty with this approach is that there is no guarantee that there exists a complete
set of N eigenvectors for L. For example, the method works very well when L is a symmetric
matrix because the eigenvectors can be chosen as orthogonal. If reliable subroutines such as
dgeev in LAPACK (see [5]) are used then the computed eigenvectors will be orthogonal to the
full accuracy of the computer. Fortunately, all Markov generators we shall come across in this
thesis can be exponentiated by diagonalization. This is supported by the numerical examples in
Chapter 2, 3 and 4. For a comprehensive discussion on the theory and computation of matrix
exponentials, see [31].
Chapter 2
A discretization scheme for diffusion
processes in Rd
[3] proposed a discretization scheme based on a continuous-time Markov chain for diffusion
processes. [40] shows that the probability kernel of the Markov chain converges at the rate
O(h2) to the probability density function of the Black-Scholes diffusion process, where h is
the distance between the nodes of the state-space of the Markov chain. However, it is not
straight-forward to extend the discretization scheme to multiple-dimensions. In this chapter we
construct a Markov chain in Rd and show it converges in distribution to a multi-dimensional
diffusion process. The approximating Markov chain can be interpreted as a multi-dimensional
birth and death process with state-dependent intensities. We then describe how to obtain the
generator for the approximating Markov chain. It turns out that if we restrict the generator of
the Markov chain to be a tri-diagonal matrix, our discretization scheme is exactly the same as
the scheme proposed by [3] in R. As an example, we apply the results developed in this chapter
to price a spread option on two correlated lognormal assets.
2.1 Diffusion approximations
In this section we present the theorem that states the conditions for a sequence of approximating
chains X to converge to the solution of the martingale problem induced by the generator of a
diffusion process S. Before we present the theorem, we need to introduce several definitions:
Definition 2.1. Let C(E) be the space of real-valued bounded continuous functions on the
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metric space (E, ρ). A sequence of probability measures {Pn} ⊂ P(E) is said to converge weakly
to P ⊂ P(E), where P(E) is a family of probability measures on E, if
lim
n→∞
∫
fdPn =
∫
fdP, f ∈ C(E).
Weak convergence is denoted by Pn ⇒ P.
Definition 2.2. Let C(E) be the space of real-valued bounded continuous functions on the
metric space (E, ρ). The distribution of an E-valued random variable S, denoted by PS−1, is
the element of P(E) given by PS−1(B) = P{S ∈ B}, where B ∈ B(E). A sequence {Xn} of
E-valued random variables is said to converge in distribution to the E-valued random variable
S if {P(Xn)−1} converges weakly to PS−1, or equivalently, if
lim
n→∞E[f(X
n)] = E[f(S)], f ∈ C(E).
Convergence in distribution is denoted by Xn ⇒ S.
Definition 2.3. Let DR[0, T ] be the space of all the RCLL paths on [0, T ] in R. The Skorohod
metric on DR[0, T ] is defined by
ρs(x, y) = inf
λ∈Λ
(
sup
t≤T
|λt − t| ∨ sup
t≤T
|xt − yλt |
)
for all x, y ∈ DR[0, T ]. Λ is the class of strictly increasing continuous function of [0, T ] onto
itself. λ : [0, T ]→ [0, T ] is a continuous transform function, λ0 = 0 and λT = T .
For more details on the Skorohod metric, see pages 123-125 of reference [6].
Definition 2.4. The Martingale problem and its solution. Let Cc(E) be the space of real-
valued bounded continuous functions on the metric space E with compact support. Let L be an
operator on Cc(E) with domain D(L) which is the set of functions for which the limit exists
for all elements in E. A E-valued process S = (St)t∈[0,T ] with generator L defined on some
filtered probability space (Ω,F , (Ft)t∈[0,T ],P) is said to be a solution to the martingale problem
for (L, ν) with respect to the filtration (Ft)t∈[0,T ] if
f(St)−
∫ t
0
Lf(Ss)ds, t ∈ [0, T ]
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is a Ft-martingale for every f ∈ D(L) where
1. St is Ft-measurable for all t > 0.
2. L(S0) = ν, ν is an initial distribution.
3. E
[∫ t
0 |Lf(Ss)|ds
]
<∞, ∀f ∈ D(L), t ∈ [0, T ].
Consider the following SDE for a multi-dimensional diffusion process:
dSt = β(St)dt+A(St)dWt, (2.1)
where St,Wt ∈ Rd, β = (βi) : Rd → Rd, A = ((Aij)) : Rd → Rd×d and assume βi and Aij are
continuous functions.
Theorem 2.1. Existence and uniqueness theorem for stochastic differential equations.
Let T > 0, β and A be measurable functions satisfying
• Condition 1 (Linear growth):
|β(x)|+ |A(x)| ≤ K(1 + |x|), ∀x ∈ Rd,
for some constant K, where A(x) is positive definite and |A(x)| =
√∑
ij |Aij(x)|2.
• Condition 2 (Lipschitz continuous):
|β(x)− β(y)|+ |A(x)−A(y)| ≤ K(|x− y|), ∀x, y ∈ Rd.
for some constant K.
Let ν be a random variable which is independent of the filtration generated by Ws, s ≥ 0 and
such that E[|ν|2] <∞. Then the SDE
dSt = β(St)dt+A(St)dWt, 0 ≤ t ≤ T, X(0) = ν
has a unique solution (St) which is adapted to the filtration generated by ν and Wt, t ≤ T .
We are now in a position to state the main theorem in this chapter.
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Theorem 2.2. Diffusion approximations. 1 Let Σ = ((Σij)) be a continuous, symmetric,
nonnegative definite, d × d matrix-valued function on Rd and let β : Rd → Rd be continuous.
Let
Lf ≡ 1
2
∑
Σij∂i∂jf +
∑
βi∂if : f ∈ C∞c (Rd), (2.2)
and suppose that the CRd [0, T ] martingale problem for L is well-posed, where f ∈ C∞c (Rd) de-
notes f ∈ C∞(Rd) and f has compact support.
For n = 1, 2, ...., let Xn and Bn be processes with sample paths in DRd [0, T ] and let Q
n =
((Qij,n)) be a symmetric d×d matrix-valued process such that Qij,n has sample paths in DR[0, T ]
and Qnt − Qns is nonnegative definite for t > s ≥ 0. Assume there is a filtered probabil-
ity space (Ω,Fn, (Fnt )t≥0,P) and set Fnt = σ(Xns , Bns , Qns : s ≤ t). Let the stopping time
τ rn = inf{t : |Xnt | ≥ r or |Xnt−| ≥ r} and suppose that
Mn ≡ Xn −Bn
and
M i,nM j,n −Qij,n, i, j = 1, 2, ..., d
are Fnt −local martingales, and that for each r > 0, T > 0 and i, j = 1, ..., d, the following five
conditions are satisfied:
lim
n→∞E
[
sup
t≤T∧τrn
∣∣Xnt −Xnt−∣∣2
]
= 0,
lim
n→∞E
[
sup
t≤T∧τrn
∣∣Bnt −Bnt−∣∣2
]
= 0,
lim
n→∞E
[
sup
t≤T∧τrn
∣∣∣Qij,nt −Qij,nt− ∣∣∣
]
= 0,
sup
t≤T∧τrn
∣∣∣∣Bi,nt − ∫ t
0
βi(X
n
s )ds
∣∣∣∣→P 0,
sup
t≤T∧τrn
∣∣∣∣Qij,nt − ∫ t
0
Σij(X
n
s )ds
∣∣∣∣→P 0.
1Theorem 2.2 and its proof can be found on page 354 of [23].
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Suppose that P((Xn0 )−1) ⇒ ν.2 Then Xn converges in distribution3 to the solution of the
martingale problem for (L, ν), where ν is an initial distribution.
Following Chapter 8.3 of [43], if the coefficients βi, Σij of (2.2) satisfy the linear growth and
Lipschitz continuous conditions, the martingale problem is well-posed.
Our aim in this chapter is to construct a Markov chain Xn such that it converges to the
solution of the SDE (2.1). The next step is to show the solution of the SDE (2.1) is also
the solution of the corresponding well-posed martingale problem. Theorem 2.3 shows the Ito
diffusion S = (St)t≥0 with generator L defined on (Ω,FS , (FSt )t≥0,P) which itself is a solution
of the SDE, is also a solution to the martingale problem for (L, ν), where ν = S0.
Theorem 2.3. Let f ∈ C2c (Rd), if S is an Ito diffusion in Rd with generator L, then the process
Mt = f(St)−
∫ t
0
Lf(Ss)ds
is a martingale with respect to FSt the filtration generated by Ss, s ≤ t.
Proof. Let S be an Ito diffusion in Rd of the form
dSt = β(St)dt+A(St)dWt
with generator L, where St,Wt ∈ Rd, β = (βi) : Rd → Rd, A = (Aij) : Rd → Rd×d and β,Aij
are continuous functions. By the Ito’s lemma, we have
f(St) = f(Ss) +
∫ t
s
∑
i
βi
∂f
∂Si
+
1
2
∑
ij
(AAT )ij
∂2f
∂Si∂Sj
 du+ ∫ t
s
∑
ij
Aij
∂f
∂Si
dW j
= f(Ss) +
∫ t
s
Lf(Su)du+
∫ t
s
∑
ij
Aij
∂f
∂Si
dW j ,
where the generator L is given as:
L =
∑
i
βi
∂
∂Si
+
1
2
∑
ij
(AAT )ij
∂2
∂Si∂Sj
. (2.3)
2The arrow ⇒ in this context denotes the weak convergence. See Definition (2.1).
3See Definition (2.2).
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Define
Mt := f(St)−
∫ t
0
Lf(Su)du,
which implies
Mt = f(S0) +
∫ t
0
∑
ij
Aij
∂f
∂Si
dW j .
Since the Ito integrals are martingales w.r.t. FWt , the filtration generated by (Wt), we have for
u < t,
E[Mt|FWu ] =Mu.
Furthermore, since FSt ⊆ FWt and we have
E[Mt|FWu ] = E[E[Mt|FWu ]|FSu ] = E[Mt|FSu ] =Mu,
since Mt is FSt -measurable and the proof is finished.
Furthermore, by Theorem 2.1, the uniqueness of the solution can be shown if the coefficients
βi,Aij of SDE (2.1) satisfy the linear growth and Lipschitz continuous conditions. Finally, we
can conclude that the unique solution of the martingale problem is also the unique solution of
corresponding the SDE.
Convergence of multi-dimensional distribution
Theorem 2.2 presents the conditions for a sequence of Markov chain Xn to converge to the
diffusion process S in distribution. However we would also like to know if the multi-dimensional
distribution of Xn converges to its counterpart of S. This is important in option pricing because
option prices are determined by the joint distribution of the marginals. For example, the price
of forward starting options with reset date T1 and maturity T2 depends on the joint distribution
of the marginals of T1 and T2.
The following theorem states the condition of the limit process S such that the multi-
dimensional distribution of Xn converges to the multi-dimensional distribution of S if Xn
converges to S in distribution. The following theorem and its proof can be found in page 131
of [23].
Theorem 2.4. Let Xn, n = 1, 2, .... and S be processes with sample paths in DRd [0, T ]. If
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Xn ⇒ S then
(Xnt1 , ..., X
n
tk
)⇒ (St1 , ..., Stk)
for every finite set {t1, ..., tk} ⊂ G(S), where
G(S) ≡ {t ≥ 0 : P{St = St−} = 1}.
In words, if Xn converges in distribution to S then the multi-dimensional distribution of
Xnti also converges to the multi-dimensional distribution of Sti , i = 1, ...k, given that the sample
paths of S has no jump at every ti with probability one. Since our limiting process S is a
multi-dimensional diffusion process which has continuous paths which implies if Xn ⇒ S then
the joint distribution of Xn would converge to the joint distribution of S in distribution.
2.2 Constructing an approximation Markov chain
We are now going to construct a sequence of approximating Markov chains Xn and show it
converges in distribution to a multi-dimensional diffusion process S using Theorem 2.2.
Let Σ be a covariance matrix
Σ(S) =

σ1(S)
2 σ1(S)σ2(S)ρ12(S) ... σ1(S)σd(S)ρ1d(S)
σ1(S)σ2(S)ρ12(S) σ2(S)
2 ... ...
... ...
. . . ...
σ1(S)σd(S)ρ1d(S) ... ... σd(S)
2
 = A(S)A(S)
T ,
where i, j = 1, ..., d and σi : Rd → R+, ρij : Rd → [−1, 1] are continuous functions. Assume Σ
is real and positive definite, then A can be computed using Cholesky factorization and it will
be a lower triangular matrix
A(S) =

A11(S) 0 ... 0
A21(S) A22(S) ... 0
... ...
. . . 0
Ad1(S) ... ... Add(S)
 .
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Furthermore, by comparing Σ = AAT element by element, one finds that
Σij(S) = σi(S)σj(S)ρij(S) =
i∧j∑
m=1
Aim(S)Ajm(S), i, j = 1, ..., d. (2.4)
Assume we have the following d-dimensional limiting process starting at 0,
Sit =
∫ t
0
βi(Su)du+
i∑
m=1
∫ t
0
Aim(Su)dW
m
u , i = 1, ..., d,
where βi : Rd → R and are assumed to be continuous functions. In the differential form, we
have
dSt = β(St)dt+A(St)dWt, (2.5)
where
dSt =

dS1t
...
dSdt
 , β(St) =

β1(St)
...
βd(St)
 , dWt =

W 1t
...
W dt
 ,
the processes W 1, ...,W d are independent Brownian motions.
The approximating Markov chains are constructed with a linear combination of 2d indepen-
dent Poisson processes.
Definition 2.5. A Poisson process with intensity λ is a process N = (Nt)t≥0 taking values in
E = {0, 1, 2, ...} such that:
1. N0 = 0; if s < t then Ns ≤ Nt,
2.
P(Nt+h = n+m|Nt = n) =

λh+ o(h), if m = 1
o(h), if m > 1
1− λh+ o(h), if m = 0.
3. If s < t, the number Nt−Ns of emissions in the interval (s, t] is independent of the times
of emissions during [0, s].
In order to show Xn converges to S, we need to compute the quadratic covariation of
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Poisson processes. Let 0 = tn0 < t
n
1 < ... < t
n
n = T be a partition of [0, T ] then |π| =
maxj=1,...,n(t
n
j − tnj−1). Let
Q|π| =
n∑
i=1
(Ntni −Ntni−1)2
and the quadratic variation NT , T > 0 is defined as
[NT , NT ] = lim|π|→0
Q|π| = lim|π|→0
n∑
i=1
(Ntni −Ntni−1)2.
Lemma 2.1. Let N1 and N2 be two independent Poisson processes. The quadratic covariation
of N1T and N
2
T is 0 for all T > 0. If N
1
T = N
2
T then their quadratic covariation is N
1
T .
The proof is straightforward, however, it is included for completeness.
Proof. First, let’s prove the quadratic variation of a Poisson process NT is NT in mean square
sense. We would like to show
E
( lim
|π|→0
n∑
i=1
(Ntni −Ntni−1))2 −NT
)2 = 0.
Let Δti = t
n
i − tni−1 and ΔNi = Ntni −Ntni−1 , then
(
n∑
i=1
(Ntni −Ntni−1))2 −NT
)2
=
(
n∑
i=1
ΔN2i −
n∑
i=1
ΔNi
)2
=
(
n∑
i=1
[
ΔN2i −ΔNi
])2
=
n∑
i=1
(
ΔN2i −ΔNi
)2
+ 2
∑
1≤i<j≤n
(
ΔN2i −ΔNi
) (
ΔN2j −ΔNj
)
=
n∑
i=1
(
ΔN4i − 2ΔN3i +ΔN2i
)
+2
∑
1≤i<j≤n
(
ΔN2i ΔN
2
j −ΔN2i ΔNj −ΔN2jΔNi +ΔNiΔNj
)
.
(2.6)
Let Fti be the filtration generated by Ns, s ≤ ti. Since ΔNi and ΔNj are independent if i 6= j
then
E[ΔNiΔNj |Fti∧tj ] = E[ΔNi|Fti∧tj ]E[ΔNj |Fti∧tj ] = λ2ΔtiΔtj ,
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where λ is the intensity of the Poisson process N . Recall the moment generating function for
a random variable X is defined as:
φt = E[etX ]
and the moments of X can be computed as:
E[Xs] = φs0,
where s = 1, 2, 3, .... and φs denotes the s-th derivative w.r.t. t. The increment ΔNi, for all i,
is a Poisson random variable with intensity λΔti, λ ∈ R+. The moment generating function φt
and its derivatives for the Poisson distribution are
φt = e
λ(et−1)
φ1t = λe
tφt
φ2t = φ
1
t (λe
t + 1)
φ3t = λe
t(φ1t + φ
2
t ) + φ
2
t
φ4t = λe
t(φ1t + 2φ
2
t + φ
3
t ) + φ
3
t ,
and the moments of the Poisson increment ΔNi can be computed as:
E[ΔNi] = φ10 = λΔti
E[ΔN2i ] = φ20 = (λΔti)2 + λΔti
E[ΔN3i ] = φ30 = (λΔti)3 + 3(λΔti)2 + λΔti
E[ΔN4i ] = φ40 = (λΔti)4 + 6(λΔti)3 + 7(λΔti)2 + λΔti.
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Using the above results, the expectation of the r.h.s. of (2.6) can be computed as:
E
 n∑
i=1
(
ΔN4i − 2ΔN3i +ΔN2i
)
+ 2
∑
1≤i<j≤n
(
ΔN2i ΔN
2
j −ΔN2i ΔNj −ΔN2jΔNi +ΔNiΔNj
)
=
n∑
i=1
(
(λΔti)
4 + 4(λΔti)
3 + 2(λΔti)
2
)
+ 2
∑
1≤i<j≤n
λ4Δt2iΔt
2
j .
As n→∞, ∑ni=1Δt2i → 0. This is because
n∑
i=1
Δt2i ≤ max
i
{Δti}
n∑
i=1
Δti = max
i
{Δti}T.
As n → ∞, |π| → 0, maxi{Δti} → 0, therefore,
∑n
i=1Δt
2
i → 0, which implies
∑n
i=1Δt
3
i → 0
and
∑n
i=1Δt
4
i → 0. Hence we have shown
E
( lim
|π|→0
n∑
i=1
(Ntni −Ntni−1))2 −NT
)2 = 0
and the quadratic variation of NT is NT in mean square.
The next task is to show the quadratic covariation of the two independent Poisson processes
is 0. The quadratic covariation of independent Poisson processes N1t and N
2
t can be defined
through the polarization identity:
[N1t , N
2
t ] =
1
2
(
[N1t +N
2
t , N
1
t +N
2
t ]− [N1t , N1t ]− [N2t , N2t ]
)
.
Let λ1 and λ2 be the intensities of N1 and N2. The process Nt = N
1
t +N
2
t is a Poisson process
with intensity λ = λ1 + λ2. The quadratic covariation [N
1
t , N
2
t ] can be rewritten as:
[N1t , N
2
t ] =
1
2
(
[Nt, Nt]− [N1t , N1t ]− [N2t , N2t ]
)
=
1
2
(
Nt −N1t −N2t
)
= 0
It proves the quadratic covariation of the two independent Poisson processes is 0 and hence
proves Lemma 2.1.
After presenting the definition of the Poisson process and its quadratic variation, let’s return
to the construction of the approximating Markov chain. An approximating Markov chain can
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be specified as following:
dXnt = hi,nK(X
n
t )dN
n
t
where
dXnt =

dX
1,n
t
...
dX
d,n
t
 ,K(Xnt ) =

k11(X
n
t ) 0 ... 0
k21(X
n
t ) k22(X
n
t ) ... 0
... ...
. . . 0
kd1(X
n
t ) ... ... kdd(X
n
t )
 , dN
n
t =

dU
1,n
t − dD1,nt
...
dU
d,n
t − dDd,nt
 ,
with
kij(X) =
Aij(X)
Ajj(X)
j ∈ {1, ..., i}
= 0 j ∈ {i+ 1, ..., d}.
The component of dXnt can be expressed as
dX
i,n
t = hi,n
i∑
m=1
kim(X
n
t )(dU
m,n
t − dDm,nt ), i = 1, ..., d. (2.7)
Notice that hi,n, λ
u
i,n and λ
d
i,n depend on n but K does not. These properties will play an
important role in showing Xn converges to S in distribution using Theorem 2.2.
Let n = 1, 2, ..... be the indices of the sequence of approximating Markov chains and hi,n
be the jump size of the Markov chain Xi,nt . Poisson processes corresponding to up jumps and
down jumps on the state space of the Markov chains are denoted as U i,nt and D
i,n
t , i = 1, ..., d,
and are independent to each other. Let λui,n and λ
d
i,n be the intensities of U
i,n
t and D
i,n
t . They
can be found by matching the local first and second moments of the limiting process S. For
simplicity, we assume hi,n = hn and hn → 0 as n → 0. As it becomes clear later, as long as
hi,n → 0 as n→∞ then the arguments in this chapter will hold.
The expectation and variance of the limiting process dSit and the Markov chain dX
i,n
t can
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be computed as:
E[dSit ] = βi(St)dt
E[dX i,nt ] = hn
i∑
m=1
kim(X
n
t )E[dU
m,n
t − dDm,nt ]
= hn
i∑
m=1
Aim(X
n
t )
Amm(Xnt )
(λum,n − λdm,n)dt
var[dSit ] =
i∑
m=1
Aim(St)
2dt = σi(St)
2dt (see (2.4))
var[dXi,nt ] = h
2
n
i∑
m=1
k2im(X
n
t )E[dU
m,n
t + dD
m,n
t ]
= h2n
i∑
m=1
(
Aim(X
n
t )
Amm(Xnt )
)2
(λum,n + λ
d
m,n)dt.
It is now clear that βi, Aij , kij and Σij for i, j = 1, ..., d are state-dependent. We shall simplify
the notation by dropping the state-dependency. From here, βi, Aij , kij and Σij will be assumed
to be state-dependent unless otherwise stated.
By matching the expectations and variances of dSt and dX
n
t , λ
u
i,n and λ
d
i,n can be found by
solving the following system of equations:
βi = hn
i∑
m=1
Aim
Amm
(λum,n − λdm,n), σ2i = h2n
i∑
m=1
(
Aim
Amm
)2
(λum,n + λ
d
m,n). (2.8)
We can solve the system iteratively starting with i = 1. For i = 1, (2.8) is:
β1 = hn(λ
u
1,n − λd1,n), σ21 = h2n(λu1,n + λd1,n), (2.9)
and the system can be solved explicitly as:
λu1,n =
σ21
2h2n
+
β1
2hn
, λd1,n =
σ21
2h2n
− β1
2hn
.
Once we have found λuj,n and λ
d
j,n for 1 ≤ j < i, λui,n and λdi,n can be found by solving the
30 Chapter 2. A discretization scheme for diffusion processes in Rd
following system:
βi − hn
i−1∑
m=1
Aim
Amm
(λum,n − λdm,n) = hn(λui,n − λdi,n)
σ2i − h2n
i−1∑
m=1
(
Aim
Amm
)2
(λum,n + λ
d
m,n) = h
2
n(λ
u
i,n + λ
d
i,n).
Let
μi = βi − hn
i−1∑
m=1
Aim
Amm
(λum,n − λdm,n),
γ2i = σ
2
i − h2n
i−1∑
m=1
(
Aim
Amm
)2
(λum,n + λ
d
m,n),
(2.10)
the solution of the system can be expressed as,
λui,n =
γ2i
2h2n
+
μi
2hn
, λdi,n =
γ2i
2h2n
− μi
2hn
. (2.11)
After some algebraic manipulations, one can also find:
λui,n + λ
d
i,n =
(
Aii
hn
)2
, i = 1, .., d. (2.12)
Expression (2.12) will be used to show the convergence later in the section.
An important point is that both λui,n and λ
d
i,n depend on σj , βj , 1 ≤ j < i for i = 2, .., d. In
other words, the intensity of U i,nt and D
i,n
t for all i are state-dependent. Furthermore, it can
be shown that, in order to have λui,n, λ
u
i,n > 0, the following condition must be satisfied:
−γ2i < μihn < γ2i .
The above inequality gives an upper bound of the size of the spacings between the states of the
Markov chain.
Our next task is to show the approximating Markov chain Xnt converges in distribution to
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the limiting process St with Theorem 2.2. Firstly, we need to show that
M i,nt M
j,n
t −Qij,nt , i, j = 1, 2, ..., d
are Fnt local martingales, where
Mnt ≡ Xnt −Bnt ,
B
i,n
t :=
∫ t
0
βidu, Q
ij,n
t := [M
i,n
t ,M
j,n
t ],
and
Mnt =

M
1,n
t
...
M
d,n
t
 , Xnt =

X
1,n
t
...
X
d,n
t
 , Bnt =

B
1,n
t
...
B
d,n
t
 , dX i,nt = hn
i∑
m=1
kim(dU
m,n
t − dDm,nt ).
Since Bi,nt are continuous functions of t and are of finite variation, the quadratic variation of
B
i,n
t is zero. The quadratic variation process Q
ij,n
t can be computed as
Q
ij,n
t = [M
i,n
t ,M
j,n
t ] = [X
i,n
t , X
j,n
t ] = h
2
n
i∧j∑
m=1
kimkjm(U
m,n
t +D
m,n
t ). (2.13)
Notice we have used the fact that the quadratic variation of the Poisson process Nt is Nt and
the quadratic variation of two independent Poisson processes is 0.
Recall another definition of quadratic covariation process which can be found in page 66 of
[45].
Definition 2.6. Let X,Y be semimartingales. The quadratic covariation process of X,Y is
defined by
[Xt, Yt] = XtYt −
∫ t
0
Xs−dXs −
∫ t
0
Ys−dYs.
If X and Y are both (local-) martingales, then
∫ t
0 Xs−dXs and
∫ t
0 Ys−dYs are (local-) mar-
tingales and we can deduce that
XtYt − [Xt, Yt]
is also a (local-) martingale. Therefore in order to show
M
i,n
t M
j,n
t −Qij,nt , i, j = 1, 2, ..., d
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is a Fnt local martingale, we only need to show thatM i,nt is a Fnt local martingale for i = 1, ..., d.
The expectation of M i,nt conditions at Fns , s < t, can be computed as:
Es[M i,nt ] = Es[X
i,n
t −Bi,nt ]
= Es
[
Xi,nt −Xi,ns −
∫ t
s
βidu
]
+Xi,ns −Bi,ns .
= Es
[
X
i,n
t −Xi,ns
]
− Es
[∫ t
s
βidu
]
+M i,ns . (2.14)
By the definition of Xnt , we can express the first expectation in (2.14) as:
Es[Xi,nt −Xi,ns ] = Es
[∫ t
s
hn
i∑
m=1
Aim
Amm
(λum,n − λdm,n)du
]
.
Recall we found λum,n and λ
d
m,n by matching the following condition:
βi = hn
i∑
m=1
Aim
Amm
(λum,n − λdm,n).
By substitution we have
Es[Xi,nt −Xi,ns ] = Es
[∫ t
s
βidu
]
.
Substitute back to (2.14) and we get:
Es[M i,nt ] = Es
[∫ t
s
βidu
]
− Es
[∫ t
s
βidu
]
+M i,ns =M
i,n
s . (2.15)
We have shown that M i,nt is a Fnt local martingale and therefore
M
i,n
t M
j,n
t −Qij,nt , i, j = 1, 2, ..., d
is also a Fnt local martingale. We are now going to check the remaining five conditions in
Theorem 2.2.
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Condition 1
Condition 1 of Theorem 2.2 is satisfied because for each T > 0, i = 1, ..., d,
lim
n→∞E
[
sup
t≤T∧τrn
|Xi,nt −Xi,nt− |2
]
≤ lim
n→∞E
[
i∑
m=1
(hnkim)
2
]
= lim
n→∞E
[
h2n
i∑
m=1
k2im
]
= 0.
The first inequality comes from that fact that at any given time t ≤ T , there is at most one
independent Poisson process jump with probability 1. Since the probability of two independent
Poisson processes jumping together is zero so we can ignore those events as they do not change
the value of the expectation. As mentioned previously, we assumed hn → 0 as n → ∞. The
value of the last expectation goes to 0 as n → ∞, this is because kim does not depend on n.
Since the left-hand side of the inequality is bounded from above by a positive value that goes
to zero, it must go to zero as n→∞.
Condition 2
We have
B
i,n
t =
∫ t
0
βids,
where i = 1, ..., d, and βi is a continuous function. Since Bi,n is a continuous function of t and
Xn, therefore,
lim
n→∞E
[
sup
t≤T∧τrn
|Bi,nt −Bi,nt− |2
]
= 0,
and Condition 2 is satisfied.
Condition 3
A similar argument for Condition 1 can be applied to show condition 3 is satisfied. This is
because for each T > 0, i, j = 1, ..., d,
lim
n→∞E
[
sup
t≤T∧τrn
|Qij,nt −Qij,nt− |
]
≤ lim
n→∞E
[
i∧j∑
m=1
|h2nkimkjm|
]
= lim
n→∞E
[
h2n
i∧j∑
m=1
|kimkjm|
]
= 0.
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Condition 4 and 5
For Condition 4 and 5, we need to show
sup
t≤T∧τrn
∣∣∣∣Bi,nt − ∫ t
0
βids
∣∣∣∣→P 0 and sup
t≤T∧τrn
∣∣∣∣Qij,nt − ∫ t
0
Σijds
∣∣∣∣→P 0, (2.16)
where τ rn is a stopping time defined in Theorem 2.2. The following two theorems are useful for
checking Condition 4 and 5:
Theorem 2.5. Optional stopping theorem 4
Let (M,F) be a martingale and let τ be a stopping time. If Mt is uniformly integrable and
P(τ <∞) = 1 then Mτ = E[M∞|Fτ ] and M0 = E[Mτ |F0]. In particular E[M0] = E[Mτ ].
In words, Theorem 2.5 states that a martingale stopped at a stopping time is also a mar-
tingale.
Theorem 2.6. Doob’s martingale inequality 5
Let M = (Mt)t≥0 be a martingale or a positive sub-martingale. Then ∀² > 0,
P
(
sup
0≤s≤t
|Ms| ≥ ²
)
≤ 1
²
E(|Mt|).
Since M2t is a positive sub-martingale, then
P
(
sup
0≤s≤t
|M2s | ≥ ²2
)
≤ 1
²2
E(|M2t |)
P
(
sup
0≤s≤t
|Ms| ≥ ²
)
≤ 1
²2
E(M2t ).
Therefore by the two theorems above, in order to show
lim
n→∞P
(
sup
t≤T∧τrn
|Mnt | ≥ ²
)
= 0
for all T > 0, one would need to show Mnt is a martingale and
lim
n→∞E((M
n
t )
2) = 0.
4The theorem can be found in page 491 of [29].
5The theorem can be found in page 223 of [34].
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For Condition 4, we have
B
i,n
t −
∫ t
0
βidu =
∫ t
0
βidu−
∫ t
0
βidu = 0
and Condition 4 is clearly satisfied.
For Condition 5, recall
Q
ij,n
t = h
2
n
i∧j∑
m=1
kimkjm(U
m,n
t +D
m,n
t ).
and define
Z
ij,n
t = Q
ij,n
t −
∫ t
0
Σijdu.
One can check Zij,nt is a martingale w.r.t. Fnt . Let’s compute the expectation conditions at
time s < t. First, we add and subtract Zij,ns from Z
ij,n
t ,
Es
[
Z
ij,n
t
]
= Es
[
Q
ij,n
t −Qij,ns −
∫ t
s
Σijdu
]
+ Zij,ns
then recall that kim = Aim/Amm for i = 1, ..., d and by substitution
= Es
[
h2n
∫ t
s
i∧j∑
m=1
AimAjm
A2mm
(λum,n + λ
d
m,n)du−
∫ t
s
Σijdu
]
+ Zij,ns .
Using the fact that
∑i∧j
m=1AimAjm = Σij and λ
u
m,n+λ
d
m,n = (Amm/hn)
2 (see (2.4) and (2.12)),
Es
[
Z
ij,n
t
]
= Es
[∫ t
s
i∧j∑
m=1
AimAjmdu−
∫ t
s
Σijdu
]
+ Zij,ns
= Es
[∫ t
s
Σijdu−
∫ t
s
Σijdu
]
+ Zij,ns
= Zij,ns .
This shows Zij,n is a martingale and for each t > 0 and we have E0
[
Z
ij,n
t
]
= 0, which implies
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var[Zij,nt ] = E
[
(Zij,nt )
2
]
. The variance of Zij,nt can be computed as:
var
[
Z
ij,n
t
]
= var
[
h2n
i∧j∑
m=1
kimkjm(U
m,n
t +D
m,n
t )−
∫ t
0
Σijds
]
= var
[
h2n
i∧j∑
m=1
kimkjm(U
m,n
t +D
m,n
t )−
∫ t
0
σiσjρijds
]
. (2.17)
Recall σ2i = h
2
n
∑i
m=1 k
2
im(λ
u
m,n + λ
d
m,n) and by substitution, Equation (2.17) becomes
var
[
Z
ij,n
t
]
= h4n × var
[
i∧j∑
m=1
kimkjm(U
m,n
t +D
m,n
t )
−
∫ t
0
√√√√ i∑
m=1
k2im(λ
u
m,n + λ
d
m,n)
√√√√ j∑
m=1
k2jm(λ
u
m,n + λ
d
m,n)ρijds
 .
Since kij for i, j = 1, ..., d does not depend on n and the variance of U
m,n
t + D
m,n
t is (λ
u
m,n +
λdm,n)t = (Amm/hn)
2 t. We can see that as hn → 0, var
[
Z
ij,n
t
]
→ 0. By the Doob’s martingale
inequality, ∀² > 0
lim
n→∞P
(
sup
t≤T∧τrn
∣∣∣∣Qij,nt − ∫ t
0
Σijds
∣∣∣∣ > ²
)
= 0,
and we have shown Condition 5 is satisfied. Therefore by Theorem 2.2 we have shown the
approximating Markov chain Xnt converges in distribution to the solution of the martingale
problem (L, ν), where ν = S0. Since the martingale problem is assumed to be well-posed, the
solution of the well-posed martingale problem is also the solution of the corresponding SDE. In
other words, we have shown the approximating Markov chain Xn converges in distribution to
the limiting process S.
The next task is to specify the Markov generator for the chain Xn. Let’s consider the case
when d = 1. We are going to show that our discretization scheme is equivalent to the scheme
proposed by [3] if the generator is restricted to be tri-diagonal matrix. Consider the diffusion
process
dSt = β(St)dt+A(St)dWt,
where β = (βi) : Rd → Rd, A = ((Aij)) : Rd → Rd×d. The state-space of chain Xn is the set
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E := {x0, ...xn−1} ⊂ R with n ∈ N elements, such that xi < xj for any integers 0 ≤ i < j ≤ n−1.
Let Σ = AAT . By [3], the generator L of the chain can be obtained by solving the following
system:
∑
y∈E
L(x, y) = 0,
∑
y∈E
L(x, y)(y − x) = β(x),
∑
y∈E
L(x, y)(y − x)2 = Σ(x),
for all x = {x1, ..., xn−2} and
L(x, y) = 0, y ∈ E, x = {x0, xn−1}.
If L is restricted to be tri-diagonal, the above system can be rewritten as
xa+1∑
y=xa−1
L(xa, y) = 0,
xa+1∑
y=xa−1
L(xa, y)(y − xa) = β(xa),
xa+1∑
y=xa−1
L(xa, y)(y − xa)2 = Σ(xa).
Define Δ+a := xa+1 − xa and Δ−a := xa − xa−1. The elements of L can be computed explicitly
as
L(xa, xa+1) = Σ(xa) + Δ
−
a β(xa)
Δ+aΔ
+
a +Δ
−
aΔ
+
a
L(xa, xa−1) = Σ(xa)−Δ
+
a β(xa)
Δ−aΔ−a +Δ−aΔ+a
. (2.18)
In our discretization scheme, the intensities of the approximating Markov chain Xn can be
found by solving the following system:
β(xa) = Δ
+
a λ
u
1,n −Δ−a λd1,n, Σ(xa) = (Δ+a )2λu1,n + (Δ−a )2λd1,n,
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and the solution can be computed as:
λu1,n =
Σ(xa) + Δ
−
a β(xa)
Δ+aΔ
+
a +Δ
−
aΔ
+
a
, λd1,n =
Σ(xa)−Δ+a β(xa)
Δ−aΔ−a +Δ−aΔ+a
.
The Markov chain Xn can be interpreted as a birth and death process with rate λu1,n and λ
d
1,n
and its generator of the chain can be specified as
L(xa, y) =
 λ
u
1,n, if y = xa+1
λd1,n, if y = xa−1,
for all a = 1, ...n− 2, and L(x, y) = 0 for all x = {x0, xn−1}, y ∈ E.
We can see that λu1,n and λ
d
1,n are exactly the same as L(xa, xa+1) and L(xa, xa−1) in (2.18)
and show that the two discretization schemes are equivalent when d = 1.
2.3 Example - Spread option on two lognormal assets
In this section we are going to apply the results developed in this chapter to construct a
generator of the two correlated lognormal assets. This is a special case of the multi-dimensional
diffusion process in (2.5) with d = 2.
Let S1 and S2 be two correlated lognormally distributed assets with correlation ρ. Let
Xi = exp(Si) for i = 1, 2. The dynamics in the log-scale under the risk-neutral measure can be
specified as the following:
dXt = βdt+AdWt (2.19)
where
dXt =
 dX1t
dX2t
 , β =
 r − 12v21
r − 12v22
 , dWt =
 dW 1t
dW 2t
 ,A = (Aij) =
 v1 0
v2ρ v2
√
1− ρ2
 ,
r ≥ 0, v1 > 0, v2 > 0 and −1 ≤ ρ ≤ 1. We can rewrite (2.19) explicitly as:
dX1t =
(
r − 1
2
v21
)
dt+ v1dW
1
t
dX2t =
(
r − 1
2
v22
)
dt+ v2
(
ρdW 1t +
√
1− ρ2dW 2t
)
. (2.20)
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In order to show the martingale problem induced by the generator of the two correlated log-
normal assets is well-posed, we need to check if β and A satisfy the linear growth and Lipschitz
continuity conditions. For the linear growth condition:
|β(X)| =
√∑
i
|βi(X)|2
=
√(
r − 1
2
v21
)2
+
(
r − 1
2
v22
)2
|A(X)| =
√∑
ij
|Aij(X)|2
=
√
v21 + v
2
2
1 + |X| =
√
(X1)2 + (X2)2
and then
|β(X)|+ |A(X)|
1 + |X| =
√(
r − 12v21
)2
+
(
r − 12v22
)2
+
√
v21 + v
2
2
1 +
√
(X1)2 + (X2)2
.
One can easily see that there exists a constant D such that
|β(X)|+ |A(X)|
1 + |X| ≤ D, ∀X ∈ R
2.
For the Lipschitz condition, it is clear that Aij and βi are constants, for i, j = 1, 2 which imply
Lipschitz continuous. We have shown the corresponding martingale problem is well-posed which
also implies X is the unique solution of (2.19). The next task is to construct an approximating
Markov chain. The state-space of chains X1,n and X2,n are the set E1 := {x10, ...x1n−1} ⊂ R+
and E2 := {x20, ...x2n−1} ⊂ R+ respectively. For simplicity assume we have a constant spacing
grid for both X1,n and X2,n and the spacing is denoted as hn. Figure 2.1 contains the layout
of the 2-dimensional grid for Xn. The dynamics of the chain can be specified as the following:
dXnt = hnK(X
n
t )dN
n
t ,
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where
dXnt =
 dX1,nt
dX
2,n
t
 ,K(Xnt ) =
 k11(Xnt ) 0
k21(X
n
t ) k22(X
n
t )
 , dNnt =
 dU1,nt − dD1,nt
dU
2,n
t − dD2,nt
 ,
kij(X) =
Aij(X)
Ajj(X)
if j ≤ i
= 0 if j > i,
or more explicitly
dX
1,n
t = hn(dU
1,n
t − dD1,nt )
dX
2,n
t = hn
v2ρ
v1
(dU1,nt − dD1,nt ) + hn(dU2,nt − dD2,nt ). (2.21)
The intensities of the four independent Poisson processes U1,nt , U
2,n
t , D
1,n
t , D
2,n
t can be com-
puted as follows. Recall for i = 1, 2
λui,n =
γ2i
2h2n
+
μi
2hn
, λdi,n =
γ2i
2h2n
− μi
2hn
, (2.22)
where μi and γ
2
i are defined in (2.10) in page 30. Let’s consider the case i = 1. We have
μ1 = (r − 12v21) and γ21 = v21, then λu1,n and λd1,n can be computed as
λu1,n =
v21
2h2n
+
r − 12v21
2hn
, λd1,n =
v21
2h2n
− r −
1
2v
2
1
2hn
.
For i = 2, we have
μ2 =
(
r − 1
2
v22
)
−
(
r − 1
2
v21
)
v2ρ
v1
γ22 = v
2
2 − v21
(
v2ρ
v1
)2
= v22(1− ρ2),
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Figure 2.1: The layout of the two dimensional grid for X1,n and X2,n. The intensities
λu1,n, λ
u
2,n, λ
d
1,n, λ
d
2,n are denoted as up1, up2, down1, down2 respectively. The lattice spac-
ings for X1,n and X2,n are denoted as hn. The arc-tangent of the coefficient k21 = v2ρ/v1 in
(2.21) can be interpreted as the angle θ between the vertical axis and the direction of U1,nt and
D
1,n
t .
then substitute into (2.22) for i = 2, we have
λu2,n =
v22(1− ρ2)
2h2n
+
(
r − 12v22
)− (r − 12v21) v2ρv1
2hn
λd2,n =
v22(1− ρ2)
2h2n
−
(
r − 12v22
)− (r − 12v21) v2ρv1
2hn
.
We have specified a continuous time Markov chain Xn such that by Theorem 2.2, it converges
in distribution to the process X described by (2.19). The Markov chain Xn can be regarded as
a 2-dimensional birth and death process with birth rates λu1,n, λ
u
2,n and death rates λ
d
1,n, λ
d
2,n.
Assuming we have n grid points for both X1,n and X2,n, the generator of the 2-dimensional
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Markov chain can be specified as:
L(xa, xc;xb, xd) =

λu1,n, if b = a+ 1, c = d
λd1,n, if b = a− 1, c = d
λu2,n, if d = c+ 1, a = b
λd2,n, if d = c− 1, a = b.
where a, c = 1, ..., n− 2; b, d = 0, ...n− 1 and
L(xa, xc;xb, xd) = 0
otherwise.
2.3.1 Non-uniform grid generation algorithm and numerical results
We are going to present some numerical results with the following setting: the price of S1 and
S2 at time 0 are 100 (i.e. X10 = X
2
0 = log(100)), risk free rate r = 0%, volatilities v1 = 10%,
v2 = 15% and correlations ρ = −0.3, 0, 0.3. First of all, we need to define an algorithm to
generate a non-uniform grid which defines the state space of the Markov chain. A common
method to generate non-uniform grid is by applying a coordinate transformation to uniform
grid. Let N be the number of grid points for both X1 and X2. Our objective is to find non-
uniform grids E1 = {x10, ..., x1N−1} and E2 = {x20, ..., x2N−1} that contain three points l, s, u ∈ R
where l < s < u and have two parameters (gl, gu > 0) to control the granularity of the spacings
between l and s and between s and u. The points l and u define the lower and upper boundary
of the domain respectively, i.e. l = x0 and u = xN−1. The mid-point s corresponds to the
initial spot value. Our algorithm is a modification of the algorithm in page 167 of [48] which
can be described as the following:
1. Find c1 = arsinh
(
l−s
gl
)
and c2 = arsinh
(
u−s
gu
)
.
2. Find Nl = dN/2e and Nu = N −Nl + 1.
3. Generate a uniform grid y ∈ [0, 1] with Nl points.
4. Obtain the lower part of the grid xl = s+glsinh(c1(1−y)) such that xl(0) = l, xl(Nl) = s.
5. Generate a uniform grid y ∈ [0, 1] with Nu points.
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6. Obtain the upper part of the grid xu = s+ gusinh(c2y) such that xu(0) = s, xu(Nu) = u.
7. Obtain the non-uniform grid X by concatenating xl and xu.
Using the above algorithm, we can define the state space of the Markov chain. Table 2.1
contains the prices of European spread option with the payoff, max(S1T −S2T , 0), at maturity T
computed by our method and the closed-form formula. The closed-form formula for this payoff
exists if both S1 and S2 are lognormally distributed and is given as:
S10Φ(d1)− S20Φ(d2),
where Φ(.) is the normal distribution function, and
σ =
√
v21 + v
2
2 − 2ρv1v2
d1 =
log(S10/S
2
0) +
1
2σ
2T
σ
√
T
d2 = d1 − σ
√
T .
N/ρ 0 -0.3 0.3 Time in s
10 4.8538 5.4906 4.0643 0.01
15 4.9437 5.5895 4.1660 0.04
20 5.0441 5.6999 4.2794 0.08
25 5.0505 5.7070 4.2866 0.35
30 5.0533 5.7100 4.2897 1.9
35 5.0668 5.7249 4.3050 3.9
40 5.0651 5.7230 4.3031 10
45 5.0707 5.7292 4.3095 32
50 5.0750 5.7339 4.3143 55
Closed form 5.0821 5.7418 4.3223
Table 2.1: The prices of European spread options with the payoff, max(S1T − S2T , 0), on two
lognormal assets with maturity T = 0.5 years. We have shown the prices for different number
of grid points N using our method and the closed-form formula. The volatilities of S1 and S2
are v1 = 10% and v2 = 15%. The correlations ρ are given in the above table. For simplicity the
grids for S1 and S2 are the same. The grids are generated by the algorithm in Section 2.3.1
with the parameters: l = 20, s = 100, u = 250, gl = 20, gu = 20.
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Chapter 3
Pricing volatility derivatives with a
continuous-time Markov chain
We are going to introduce a method to price volatility derivatives using continuous-time Markov
chains. Assume the underlying dynamics of a Markov chain X is specified by a generator L
which is a N ×N matrix. We propose a method to approximate the dynamics of the realized
variance of the Markov chain X. The idea is to match the moments of the realized variance with
a state-dependent compound Poisson process. This allows us to define a new Markov generator
of an extended process which keeps track both of the realized variance and the underlying. In
order to price a general European payoff that depends on both the realized variance and the
underlying, one needs to have the joint probability density function of them. Following from
Theorem (1.3) on page 10, the joint pdf of the realized variance and the underlying can be
found by computing the exponential of the extended Markov generator. However, due to the
large size of the extended generator, it is a challenging task to exponentiate it numerically. We
develop a semi-analytic block-diagonalization algorithm to address this issue. The algorithm
uses the idea of invariance subspaces of a linear operator to reduce the numerical complexity of
the problem. Furthermore, we prove the weak convergence of the scheme and describe in detail
the implementation of the algorithm for the CEV process, the VG process, and a subordinated
CEV process.
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3.1 Literature reviews
A large amount of literature has been devoted to volatility products (see a comprehensive survey
of the literature on the subject [13] and the references therein). The analysis of the realized
variance is intrinsically easier than that of realized volatility because of the additivity of the
former. Under the hypothesis that the underlying price process is continuous the realized
variance can be hedged perfectly by a European contract with the logarithmic payoff, first
studied in [42], and a dynamic trading strategy in the underlying. This approach does not
require an explicit specification for the instantaneous volatility process of the underlying and
can therefore be used within any stochastic volatility framework. This idea has been developed
in [15] and [19] where the static replication strategy for the log contract, using calls and puts,
is described. The types of mark-to-market risk faced by a holder of a variance swap are studied
and classified in [17]. A direct delta-hedging approach for the realized variance is given in [30].
A shortcoming of pricing variance swaps without specifying a volatility model (as described
in [15] and [20]) is that this methodology does not yield a natural method for the computation
of the sensitivities to market parameters (i.e. Greeks). In [32] a diffusion model for the volatility
process is specified which allowed the authors to use PDE technology to price and hedge variance
and volatility swaps as well as more general payoffs. The obstacle here is that, even if one
manages to guess the correct dynamics for the instantaneous volatility, the stochastic volatility
models are known (see [25]) to have difficulties fitting the observed market skews for both the
short dated and the long dated options at the same time.
Derivatives on the realized volatility can be considered naturally as derivative on the square
root of the realized variance. In [9] the authors provide a volatility convexity correction which
relates the two families of derivatives. A practical difficulty with hedging a volatility swap
using variance swaps is that it requires a dynamic position in the log contract which in turn
depends on a strip of vanilla options. Some of these options will be very far out-of-the-money
and therefore trading at large bid-offer spreads which would make the re-balancing of the hedge
a costly exercise.
Another approach, pioneered in reference [11], develops a robust hedging strategy for volatil-
ity derivatives which is analogous to the one for variance swaps. In other words the authors
find a hedge for a volatility swap using a static position in some European derivative and a
dynamic hedging strategy in the underlying. This method works for continuous processes only
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and is based on the observation that, under the continuity hypothesis, there is a simple alge-
braic relationship between the Laplace transform of the process and the Laplace transform of
its quadratic variation. There are some technical difficulties in computing the relevant integrals
for general payoffs of realized volatility. This issue has been dealt with in [24] where a formula
in terms of Bessel functions is given for the European payoff that one needs to hold in order to
hedge the corresponding volatility payoff. Furthermore, in reference [12], the authors develop
strategies for pricing and hedging options on realized variance and volatility using variance
swaps and volatility swaps.
In [49] the authors investigate hedging techniques for discretely monitored volatility con-
tracts which are independent of the instantaneous volatility dynamics. Their main result is that
the delta hedge of the volatility derivative can be greatly improved by an additional gamma
hedge using an at-the-money straddle (or an out-of-the-money strangle) which is re-balanced
at each volatility observation time. The reason behind choosing these particular European
payoffs lies in the fact that their risk profile resembles that of a volatility swap. Another model-
independent hedging approach for variance swaps is presented in [46]. The author shows that,
in an environment with jumps, one can use derivatives on the realized higher order moments of
the underlying (i.e. the so called moment swaps) to improve the performance of the log contract
as a hedge for the variance swap. This strategy provides an improved static hedge, as far as
derivatives are concerned, but suffers from the fact that in practice moment swaps of order 3
and above are less liquid than variance swaps themselves.
In [4] the authors use operator methods (see [1]) to price volatility derivatives. The first few
moments of the integrals of the underlying Markov process are matched with the moments of
an arbitrary distribution. Then the distribution with matched moments is used to price various
volatility derivatives such as variance swaps, volatility swaps, options on variance and some
other exotic volatility derivatives.
Another interesting approach to the pricing of volatility derivatives is based on the obser-
vation that the term-structure of variance swaps is mathematically reminiscent of the term-
structure of zero-coupon bonds in interest rate modelling. A framework, analogous to the
famous HJM model, has been proposed in [10]. The starting point is the specification of the
function-valued process for the forward instantaneous variance which yields an arbitrage-free
dynamics for the underlying. This model requires the entire variance swap curve at time zero
in order to be calibrated. The correlation between the driving Brownian motion for the stock
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and the instantaneous variance is used to introduce the ubiquitous skew, but is insufficient
to capture the entire volatility surface that can be observed in the market. Since the driving
Markov process for this model is high-dimensional, the pricing is done by Monte Carlo.
3.2 Volatility derivatives
We are going to give a brief description of the volatility derivatives discussed in this chapter.
We start with the simplest case, namely a forward on the realized variance, which defines a
variance swap. Let S = (St)t≥0 be a strictly positive Markov process with RCLL paths which
serves as a model for the evolution of the risky security under a risk-neutral measure.
3.2.1 Variance swaps
A variance swap expiring at time T is simply a forward contract on [log(S)]T , which is the
quadratic variation of the process log(S) = (log(St)t≥0) at maturity T defined by
[log(S)]T := lim
n→∞
∑
tni ∈Πn,i≥1
(
log
Stni
Stni−1
)2
, (3.1)
where Πn = {tn0 , tn1 , ..., tnn}, n ∈ N, is a refining sequence of partitions of the interval [0, T ]. In
other words tn0 = 0, t
n
n = T,Πn ⊂ Πn+1 for all n ∈ N and limn→∞max{|tni −tni−1| : i = 1, ..., n} =
0. It is well known that this sequence converges in probability (see [35], Theorem 4.47).
The payoff is of the form (
1
T
[log(S)]T −Kvar
)
N ,
where Kvar is the strike and N is the notional of the contract. The fair value of the quadratic
variation is the delivery price Kvar which makes the swap have zero value at inception. At
present such contracts are liquidly traded for most major indices. The delivery price is usually
quoted in the markets as the square of the realized volatility, i.e. Kvar = K
2 where K is a
value of realized volatility expressed in percent. The notional N is usually quoted in dollars
per square of the volatility point1.
1A volatility point is one basis point of volatility, i.e. 0.01 if volatility is quoted in percent. This means that
the quote for the notional value of the variance swap tells us how much the swap owner gains if the realized
variance increases by 0.0001 = 0.012.
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3.2.2 General payoffs of the realized variance
A volatility swap is a derivative given by the payoff(√
1
T
[log(S)]T −Kvol
)
N ,
where Kvol is the annualized volatility strike and N is the notional in dollars per volatility
point. Since volatility swaps are always entered into at equilibrium, an important issue is the
determination of the fair strike Kvol for any given maturity T . As discussed in Chapter 3.1,
a term structure of such strikes must be part of the market data that some models require
(e.g. [10]) in order to be calibrated. In our case the strikes Kvol, for any maturity, are implied
by the model. The value of Kvol for a given maturity T is then given by the expectation
E0
[√
1
T [log(S)]T
]
, which can easily be obtained as soon as we have the probability distribution
function for [log(S)]T .
The same reasoning applies to variance swaps. The fair strike Kvar for the variance swap of
maturity T can, within our framework, be obtained by taking the expectation E0
[
1
T [log(S)]T
]
.
It therefore follows from the concavity of the square root function and Jensen’s inequality2 that
the following relationship holds between the fair strikes of the variance and volatility swaps
Kvol <
√
Kvar,
for any maturity T . This inequality is always satisfied by the market quoted prices for variance
and volatility swaps and is there to account for the fact that variance is a convex function of
volatility. Put differently, this is just a convexity effect, similar to the one observed for ordinary
call options, related to the magnitude of volatility of volatility. The larger the “vol of vol” is,
the greater the convexity effect becomes. If one wanted to estimate its size in general, it would
be necessary to make assumptions about both the level and volatility of the future realized
volatility.
There are other variance payoffs that are of practical interest and can be priced and hedged
within our framework. Examples are volatility and variance swaptions whose payoffs are(√
1
T [log(S)]T −Kvol
)+
and
(
1
T [log(S)]T −Kvar
)+
respectively, where as usual (x)+ equals
2For any convex function φ : R→ R and any random variable x : Ω→ R with a finite first moment Jensen’s
inequality states that φ(E[x]) ≤ E[φ(x)].
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max(x, 0) for any x ∈ R. Capped volatility swaps are also traded in the markets. Their pay-
off function is of the form
(
min
(√
1
T [log(S)]T , σm
)
−Kvol
)
, where σm denotes the maximum
allowed realized variance. It is clear that all such contracts can be priced in principle within
our framework by integrating any of these payoffs against the probability distribution function
of the realized variance [log(S)]T and then multiplying the expectation with the corresponding
discount factor.
3.3 Approximation of the realized variance dynamics
In this section we are going to describe a method to approximate the dynamics of the realized
variance of a continuous-time Markov chain. Let L be a generator of a continuous-time Markov
chain X defined on a finite state space E = {x0, ..., xN−1}. In other words the operator L is
given by a square matrix (L(x, y))x,y∈E which satisfies probability conservation and has non-
negative elements off the diagonal. Each element L(x, y) describes the first order change of the
probability that the chain X jumps from level x to the level y in the time interval [t, t+ dt].
Our aim is to extend the generator L to the generator G, which will describe the dynamics
of the extended Markov chain (X, I) = (Xt, It)t≥0 of our original chain X. The dynamics of the
component I approximate well the dynamics of [log(S)]. Conditional on the path of the chain
X, the process I will be a compound Poisson process with jump-intensity that is a function
of the current state of X. The dynamics of the process I will be specified by the generator
of (X, I) and it will be chosen in such a way that the first k ∈ N infinitesimal moments of I
and [log(S)] coincide. The approximating chain I starts at 0 (as does the process [log(S)]) and
gradually jumps up its uniform state-space given by the function I : ΨC → R+ of the form
I(a) := αa, where α is a fixed positive constant, a is in the set ΨC := {0, 1, ..., 2C} and C ∈ N
is some fixed large number. Due to numerical tractability (which will be explained in Chapter
3.4), the spacing of the state-space of I must be constant. The generator of the chain (X, I)
will give us the probability kernel for the chain I, which is what we are ultimately interested
in as it contains the probability distribution of the relevant path information.
Following on from the definition of [log(S)]T , the instantaneous realized variance between t
and t+Δt is given as
[log(S)]t+Δt − [log(S)]t =
(
log
St+Δt
St
)2
,
this is precisely the quantity that we would like to model using the chain I. We choose the
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intensities of I to match the first k instantaneous moments of [log(S)]. Given the level of the
underlying is at x ∈ E, the instantaneous k-th moment of [log(X)], the quadratic variation of
X, is given as:
Mk(x) := lim
Δt→0
1
Δt
E
[
([log(X)]t+Δt − [log(X)]t)k |Xt = x
]
=
∑
y∈E
L(x, y)
(
log
y
x
)2k
. (3.2)
Assuming the process I can jump at most n ∈ N states up from its current position in an
infinitesimal amount of time, the dynamics of I are uniquely determined by the state-dependent
intensities
λi : E → R+, i ∈ {1, ..., n}, (3.3)
where E is the state-space of the chain X. The generator of I conditional on the event Xt = x,
for any c, d ∈ {0, 1, ..., 2C}, can be expressed as
LI(x : c, d) :=

λj(x) if d = (c+ j) mod (2C + 1), for some j = {1, ..., n};
−∑ni=1 λi(x) if d = c;
0 otherwise.
(3.4)
The dimension of the matrix LI(x : ., .) is 2C + 1 for all x ∈ E and the identity d = c + j
mod (2C + 1) means that the numbers d and c+ j represent the same element in the additive
group Z2C+1. A key observation here is that the entries LI(x : c, d) in the conditional generator
depend on c and d solely through the difference d − c and hence the aforementioned group
structure makes the conditional generator into a circulant matrix (see Chapter 3.4 for the
definition of circulant matrices).
The algebraic structure of the conditional generator LI(x : ., .) translates into a periodic
boundary condition for the process I. This is very undesirable because the process [log(X)] we
are trying to approximate clearly does not exhibit such features. We must therefore choose C
large enough so even if the chain I is allowed to jump n steps up at any time, the probability
that it oversteps the boundary is negligible. Since our aim is to match the first k instantaneous
moments, it is necessary to take n larger or equal to k. In applications this does not pose
additional restrictions because, as we shall see later in the chapter, k = 3 produces the desired
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results for jump-diffusions and k = 2 is already enough for continuous processes.
The conditional generators given in (3.4) can be used to specify the generator of the Markov
chain (X, I) on the state-space E × {0, α, ..., α2C} as follows
G(x, c; y, d) := L(x, y)δc,d + LI(x : c, d)δx,y, (3.5)
where x, y ∈ E, c, d ∈ {0, 1, ..., 2C} and δ.,. denotes the Kronecker delta. The matrix G is of the
size N(2C + 1) and has partial-circulant form. The structure of the spectrum of the operator
G will be exploited in Chapter 3.5 to obtain a pricing algorithm for payoffs which are general
functions of the realized variance.
We can now compute, using (3.4) and (3.5), the j-th instantaneous conditional moment of
the process I as follows
lim
Δt→0
1
Δt
E
[
(It+Δt − It)j |Xt = x, It = αc
]
=
2C∑
d=0
(αd− αc)jLI(x : c, d)
= αj
n∑
d=1
djλd(x) (3.6)
for any x ∈ E and all integers c ∈ {0, 1, ..., 2C} that satisfy the inequality c < 2C − n, where
n was introduced in (3.3). This inequality implies that the process I cannot jump to or above
α2C (i.e. it cannot complete a full circle) in a very short time interval Δt. Note also that it is
through this inequality only that identity (3.6) depends on the current level αc of the process
I.
Our main goal is to approximate the process (X, [log(X)]) by the continuous-time Markov
chain (X, I) with generator given by (3.5). We now match the first k instantaneous conditional
moments of processes [log(X)] and I using identities (3.2) and (3.6):
αj
n∑
c=1
djλd(x) =Mj(x) for any x ∈ E and j = 1, ..., k. (3.7)
In other words we must choose the intensity function λi and the parameter α so that the system
(3.7) is satisfied. The necessary requirement for the solution is that λi(x) ≥ 0 for all x ∈ E and
all i = 1, ..., n. These inequalities can place non-trivial restrictions on the solution space and
will be analysed in more detail later in the chapter.
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Another simple yet important observation that follows from (3.7) is that, in order to match
the first k instantaneous conditional moments of the realized variance [log(X)], the size of the
support of the jump distribution of the Poisson processes with state-dependent intensity (i.e.
n) must be at least k. From now on we assume that n ≥ k.
3.4 Diagonalization algorithm for partial-circulant matrices
In this section our aim is to generalize a known diagonalization method from linear algebra
which will yield a numerically efficient algorithm for obtaining the joint probability distribution
of the chain (X, I) at any maturity. Let us start with some well-known concepts.
A matrix C ∈ Rn×n is circulant if it is of the form
C =

c0 c1 c2 ∙ ∙ ∙ cn−1
cn−1 c0 c1 ∙ ∙ ∙ cn−2
cn−2 cn−1 c0
. . .
...
...
...
. . .
. . . c1
c1 c2 ∙ ∙ ∙ cn−1 c0

,
where each row is a cyclic permutation of the row above. The structure of matrix C can also
be expressed as
Cij = c(i−j)mod n,
where Cij is the entry in the i-th row and j-th column of matrix C. It is clear that any circulant
matrix is a Toeplitz3 operator and in fact circulant matrices are used to approximate general
Toeplitz matrices and explain the asymptotic behaviour of their spectra. We will not investigate
this idea any further (for more information on the topic see [7]) since our main interest lies in a
different generalization of circulant matrices, namely that of partial-circulant matrices, which
will be defined in Chapter 3.4.2. Before doing that we are going to recall some of the known
properties of circulant matrices.
3For definition see for example [28].
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3.4.1 Eigenvalues and eigenvectors of circulant matrices
Let C denote a circulant matrix of dimension n as defined above. The eigenvalue λ and the
eigenvector y ∈ Rn are the solutions of the equation Cy = λy, which is equivalent to the system
of n linear difference equations with constant coefficients:
n−1∑
k=0
ckyk = λy0 and
j−1∑
k=0
cn−j+kyk +
n−1∑
k=j
ck−jyk = λyj , for j ∈ {1, . . . , n− 1}.
The variables yk, for k ∈ {0, . . . , n − 1}, in these equations are simply the coordinates of the
eigenvector y. Such systems are routinely solved by guessing the solution and proving that it
is correct (see Appendix 1 in [29]). The solution in this case is of the form
λ =
n−1∑
k=0
ckz
k and yj =
zj√
n
for j ∈ {0, . . . , n− 1},
where z is a complex number which satisfies zn = 1. This implies that the eigenvalue-eigenvector
pairs of matrix C are parameterized by the n-th roots of unity which are of the form zr =
exp(−2πir/n), where the index r lies in {0, . . . , n− 1} and i is the imaginary unit. Therefore
the j-th coordinate of the r-th eigenvector, together with the corresponding eigenvalue, can be
expressed as
y
(r)
j =
1√
n
e−i
2π
n
rj and (3.8)
λr =
n−1∑
k=0
cke
−i 2π
n
rk for r, j ∈ {0, . . . , n− 1}. (3.9)
This representation is extremely useful because it allows us to deduce a number of funda-
mental facts about circulant matrices.
Let us start with the eigenvectors. It is obvious that if we put all n vectors y(r) side by side
into a matrix, the determinant of the linear operator obtained is the Vandermonde determinant,
which is non-zero since its parameters are the n distinct solutions of the equation zn = 1. This
implies that matrix C can be diagonalized and that all its eigenvectors are of the form (3.8).
Another key property of circulant matrices is that they can all be diagonalized using the
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same set of eigenvectors. This follows directly from (3.8) since the expression for the vectors
y(r) are clearly independent of matrix C.
Expression (3.9) tells us that the r-th eigenvalue of C equals the value (at the point r) of the
discrete Fourier transform (DFT) of the sequence (cj)j=0,...,n−1. We can therefore recover the
sequence (cj) from the spectrum (λr)r=0,...,n−1 of C using the inverse discrete Fourier transform.
Note that for any index k ∈ Z, we have
n−1∑
r=0
ei
2π
n
rk = nδk mod n, (3.10)
where δ is the Kronecker delta which takes value 1 at zero and value 0 everywhere else. The
inversion formula for the DFT is now an easy consequence
1
n
n−1∑
r=0
λre
i 2π
n
rl =
1
n
n−1∑
r=0
n−1∑
k=0
(
cke
−i 2π
n
rk
)
ei
2π
n
rl
=
n−1∑
k=0
ck
1
n
n−1∑
r=0
ei
2π
n
r(l−k) = cl,
for any l in {0, . . . , n − 1}. Before proceeding we should note that the argument we have just
outlined implies that a circulant matrix is uniquely4 determined by its spectrum.
Another consequence of the extraordinary identity (3.10) is that for any pair of distinct
indices k and r in {0, . . . , n−1}, the corresponding eigenvectors y(k) and y(r) are perpendicular
to each other. Since we have chosen the vectors y(r) in (3.8) so that their norm is one, the set
of all eigenvectors of a circulant matrix is an orthonormal basis of the vector space Cn.
Let A be another circulant matrix given by the sequence (ak)k=0,...,n−1 with the spectrum
(αr)r=0,...,n−1. Since A and C can be diagonalized simultaneously using the basis {y(r); r =
0, . . . , n−1}, it follows that the productAC is also diagonal in this basis and that its eigenvalues
are of the form αrλr. ThereforeAC is a circulant matrix whose first row equals the convolution
5
of the sequences (ak) and (ck). The diagonal representation also implies that the matrices A
and C commute. Finally note that the sum A+C is also a circulant matrix.
4Such a statement is untrue even for self-adjoint and unitary operators.
5Recall that the DFT of the convolution of two sequences equals the product of the DFTs of each of the
sequences.
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3.4.2 Partial-circulant matrices
We are now going to define a class of matrices, that will include the Markov generator given by
(3.5), which can be diagonalized by the semi-analytic algorithm in Chapter 3.4.4.
Let A be a linear operator represented by a matrix in Rm×m and let B(k), for k = 0, . . . ,m−
1, be a family of n-dimensional matrices with the following property: there exists an invertible
matrix U ∈ Cn×n such that
U−1B(k)U = Λ(k), for all k ∈ {0, . . . ,m− 1},
where Λ(k) is a diagonal matrix in Cn×n. In other words this condition stipulates that the
family of matrices B(k) can be simultaneously diagonalized by the transformation U. Therefore
the columns of matrix U are eigenvectors of B(k) for all k between 0 and m− 1.
Let us now define a large linear operator A˜, acting on a vector space of dimension mn, in
the following way. Clearly matrix A˜ can be decomposed naturally into m2 blocks of size n×n.
Let A˜i,j denote an n× n matrix which represents the block in the i-th row and j-th column of
this decomposition. We now define the operator A˜ as
A˜ii := B
(i) +AiiIRn and (3.11)
A˜ij := AijIRn , for all i, j ∈ {1, . . . ,m} such that i 6= j. (3.12)
The real numbers Aij are the entries of matrix A and IRn is the identity operator on Rn. We
may now state our main definition.
Definition 3.1. A matrix is termed partial-circulant if it admits a structural decomposition
as in (3.11) and (3.12) for any matrix A ∈ Rm×m and a family of n-dimensional circulant
matrices B(k), for k = 0, . . . ,m− 1.
The concept of a partial-circulant matrix is well-defined because, as we have seen in Chapter
3.4.1, any family of circulant matrices can be diagonalized by a unitary transformation whose
columns consist of vectors y(r), for r between 0 and n− 1 (see (3.8)).
The operator A˜ is very big indeed. The typical values that are of interest to us for the
dimensionsm and n are 70 and 200 respectively. This implies that matrix A˜ contains (70∙200)2,
i.e. approximately 200 million entries. This means that even storing A˜ on a computer requires
about 2 Gb of memory with double precision for each entry.
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Our task is to find the spectrum of the operator A˜. Given its size and the fact that it is
not a sparse matrix, this problem at first sight appears not to be tractable. But the structure
of matrix A˜, combined with the ubiquitous idea of invariant subspaces of linear operators, will
yield the solution. We will describe the diagonalization algorithm for partial-circulant matrices
in Chapter 3.4.4. Before we do this we need to recall the basic properties of invariant subspaces.
3.4.3 Invariant subspaces of linear operators
Let A : V → V be a linear operator on a finite-dimensional vector space V. By definition a
subspace X of V is an invariant subspace of the operator A if and only if AX ⊆ X. Note that
the set AX is a subspace of V. It is clear from the definition that vector spaces {0}, V and
AV are all invariant subspaces of the operator A. Another trivial example is the space of all
eigenvectors of A that belong to an eigenvalue λ.
It is the non-trivial examples however that make this concept so powerful. If we can find
two invariant subspaces X1 and X2 of V for the operator A, such that X1 ∩ X2 = {0} and
dimX1 + dimX2 = dimV (i.e. V = X1 ⊕ X2), then in the appropriate basis the matrix
representing the operator A takes the form
D =
 A1 0
0 A2
 ,
where A1 (resp. A2) is the matrix acting on the subspace X1 (resp. X2). The zeros in the
above expression represent trivial linear operators that map the subspace X1 into the origin of
the subspace X2 and vice versa.
The advantage of this structural decomposition of the original operator A is clear because
it reduces the dimensionality of the problem. The spectral decomposition (i.e. the eigenvalues
and eigenvectors) of A can now be obtained from the spectral decomposition of two smaller
operators A1 and A2. Block-diagonalization consists of finding the transition matrix F (i.e. the
appropriate coordinate change) that will transform the original matrix A into block-diagonal
form given by matrix D above:
F−1AF = D.
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3.4.4 Algorithm for block-diagonalization
Let A˜ be the linear operator defined in (3.11) and (3.12) which acts on the vector space Cmn.
We are now going to describe the block-diagonalization algorithm for A˜. In other words we are
going to find invariant subspaces Vj of the operator A˜ (where j ranges between 1 and n), such
that Cmn = V1 ⊕ ∙ ∙ ∙ ⊕Vn, and a transition matrix F ∈ Cmn×mn, such that the only non-zero
n× n blocks of matrix F−1A˜F are the diagonal ones.
Recall that, by definition of A˜, there exists a matrix U ∈ Cn×n consisting of eigenvectors
for the matrices B(k). Put differently the columns uj ∈ Cn, for j = 1, . . . , n, of U satisfy the
identity
B(k)uj = λ
(k)
j uj for k ∈ {0, . . . ,m− 1}.
Now fix any index j between 1 and n and define vectors v
(j)
i ∈ Cmn, where i = 1, . . . ,m, as
follows:
v
(j)
i := (0, . . . , 0︸ ︷︷ ︸
(i−1)n
, u′j , 0, . . . , 0︸ ︷︷ ︸
(m−i)n
)′, (3.13)
where u′j is a row of n complex numbers obtained by transposing and conjugating the vector
uj . We can now define the subspace Vj of Cmn as the linear span of vectors v
(j)
i . It is clear that
the intersection of subspaces Vj and Vk is trivial for any two distinct indices j, k ∈ {1, . . . , n}.
This is because the eigenvectors uj and uk are linearly independent in Cn since, by assumption,
matrix U is invertible. It follows directly from the definition that the dimension of Vj is m.
Since there are exactly n subspaces Vj , we obtain the decomposition Cmn = V1 ⊕ ∙ ∙ ∙ ⊕Vn.
If we manage to show that each space Vj is an invariant subspace for the operator A˜, we will
be able to conclude that A˜ can be expressed in the block-diagonal form as described in Section
3.4.3. Since the subspace Vj is defined as a linear span of a set of vectors {v(j)i ; i = 1, . . . ,m},
the invariance property A˜Vj ⊆ Vj will follow if we demonstrate that the vector A˜v(j)i is in Vj
for all i = 1, . . . ,m. By definition of A˜ ((3.11) and (3.12)) it immediately follows that
A˜v
(j)
i =
m∑
k=1
Aikv
(j)
k + λ
(i−1)
j v
(j)
i for i ∈ {1, . . . ,m}, (3.14)
where λ
(i−1)
j is the eigenvalue of matrix B
(i−1) that corresponds to the eigenvector uj and
the real numbers Aki are the entries of matrix A ∈ Rm×m. Identity (3.14) implies that each
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subspace Vj is an invariant subspace for A˜. Furthermore, if we define a matrix F ∈ Cmn×mn
in the following way
F :=
(
v
(1)
1 , . . . , v
(1)
m , v
(2)
1 , . . . , v
(2)
m , . . . , v
(n)
1 , . . . , v
(n)
m
)
, (3.15)
then the matrix D = F−1A˜F is block-diagonal. In other words if we decompose D into n2
matrices Dij of size m×m, then the following formula holds
Dij = δij(A+Θ
(j)) for i, j ∈ {1, . . . , n}, (3.16)
where Θ(j) is a diagonal matrix in Cm×m with its i-th diagonal element equal to λ(i−1)j . As
usual the symbol δij denotes the Kronecker delta function.
Expression (3.16) gives us the block-diagonal representation of the operator A˜. Notice
that the diagonal elements of matrix Θ(j) are precisely the eigenvalues of matrices B(i), for
i = 0, . . . ,m− 1, that correspond to the eigenvector uj .
The algorithm to block-diagonalize the operator A˜, defined by matrices A ∈ Rm×m and
B(k) ∈ Rn×n (see (3.11) and (3.12)), can now be described as follows:
(I) Find matrixU ∈ Cn×n whose columns are the common eigenvectors uj , for j ∈ {1, . . . , n},
of the family B(k).
(II) Construct the transition matrix F using the columns of matrix U as described in (3.13)
and (3.15).
(III) Find the eigenvalues λ
(k)
j which satisfy B
(k)uj = λ
(k)
j uj for k ∈ {0, . . . ,m − 1} and
j ∈ {1, . . . , n}.
(IV) Construct diagonal matrices Θ(j) ∈ Cm×m, for all j ∈ {1, . . . , n}, given by Θ(j)ik = δikλ(i−1)j ,
where the indices i, k run over the set {1, . . . ,m}.
(V) Construct the block-diagonal representative D for the operator A˜ as described in (3.16).
Our main task is to find the spectrum of matrix A˜. Notice that, since the spectrum of A˜ is
a union of the spectra of A+Θ(j), this algorithm has reduced the problem of diagonalizing an
nm × nm matrix to finding the spectra of n matrices of size m ×m. The algorithm provides
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a key step for our pricing method because it enables us to model the behaviour of the realized
variance by increasing the numerical complexity only linearly .
We should also note that in the case of the extended Markov generator G in (3.5), the matrix
A is the generator L of the underlying process while the family B(k) consists of circulant ma-
trices. In other words the operator G is given by a partial-circulant matrix. It therefore follows
from the discussion in Chapter 3.4.1 that the columns of the corresponding transition matrix F
are pairwise orthogonal and that the entries of matrix GF are the values of a partial6 discrete
Fourier transform of the rows of G. This simple observation will be useful when calculating the
probability kernel of the lifted generator in the next section.
3.5 Pricing of derivatives on realized variance
In this section we are going to find pricing formulae for general payoffs that depend on the
realized variance [log(S)]t. Our first task is to find the probability kernel of the chain (X, I).
Recall that the chain I, which is used to model the realized variance, is a compound Poisson
process. It is defined on a uniform finite state space given by the function I : ΨC → R+ of the
form I(a) := αa, where a ∈ ΨC := {0, 1, ..., 2C}. The value C ∈ N specifies the size of the state
space and has to be large enough so that the chain I, starting from zero, does not transverse
the entire lattice. This is a very important technical requirement as it ensures that there is
no probability leakage in the model (which is theoretically possible since we are using periodic
boundary conditions for the chain I). The dynamics of the chain I are given by the family
of Markov generators LI(x; ., .), x ∈ E. Recall also that the chain I records the total realized
variance up to time t. The key ingredient in the calculation of the probability distribution
function of the chain (X, I) is the block-diagonalization algorithm from Chapter 3.4.4. We are
now going to apply it to the extended generator G in (3.5) in order to find the joint pdf of the
extended process.
We saw at the end of Chapter 3.4 that the generator G(x, c; y, d) of the chain (X, I), given
by (3.5), is a square partial-circulant matrix acting on a vector space of dimension N×(2C+1).
The coordinates (x, c), (y, d) of the matrix G (i.e. the lattice points of the process) lie in the
set E × {0, α, ..., α2C}. Notice that the circulant matrices LI used in the definition of G, have
6Since each row of matrix G is naturally described by two variables, namely the value of the underlying and
the value of the realized variance, partial DFT is by definition a DFT acting on the second variable.
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a circular structure with n + 1 non-zero elements on each row, where n ∈ {0, α, ..., α2C} and
nα is the maximum jump size for the chain I. In other words if we interpret the matrix LI ,
associated with the lattice point (x, c), in terms of the definition of a circulant matrix given at
the beginning of Chapter 3.4, we see that
ci = λi for i = 1, ..., n
c0 = −
n∑
i=1
ci
where λj can be found by solving the linear systems in (3.7) (we shall describe this procedure
in detail in Chapter 3.5.1). All other elements cj are equal to zero.
It is therefore clear that, using (3.9) for the eigenvalues of circulant matrices, (3.16) can be
reinterpreted as
Lj(x, y) := L(x, y) + δx,y
n∑
i=0
cie
−ipji,
or more explicitly
Lj(x, y) := L(x, y) + δx,y
(
−
n∑
i=1
λi(x) +
n∑
i=1
λi(x)e
−ipji
)
= L(x, y) + δx,y
n∑
i=1
(
e−ipji − 1)λi(x), (3.17)
where Lj is the j-th block in the block-diagonal decomposition of G and the value of pj is given
by the expression
pj :=
2π
2C + 1
j. (3.18)
The index j in these expressions runs from 0 to 2C. Notice that the matrices Lj differ from
the Markov generator L only along the diagonal.
We are now in a position to state the key theorem that will allow us to find the probability
kernel of the extended process (X, I).
Theorem 3.5.1. Let G be the Markov generator of the stochastic process (X, I) and let φ :
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C→ C be a holomorphic function. Then the following equality holds:
φ(G)(x, c; y, d) = 1
2C + 1
2C∑
j=0
e−ipj(c−d)φ(Lj)(x, c; y, d),
where Lj is the operator defined above, pj is given by (3.18) and (x, c), (y, d) are elements of
E × {0, α, ..., α2C}.
Before embarking on the proof of this theorem we may summarize as follows: if a linear
operator A can be block-diagonalized by a discrete Fourier transform (see the last paragraph
of Chapter 3.4.4), then so can any operator φ(A) where φ is a holomorphic function defined on
the entire complex plane. Note that the assumptions on the function φ and the linear operator
G in Theorem 3.5.1 are too stringent and in fact the theorem holds in much greater generality.
For our purposes however the setting described in the theorem is sufficient as it applies directly
to the model. We shall therefore only give a proof of the restricted case stated above.
Proof. Let us start by recalling that any holomorphic function defined on C has a Taylor
expansion around zero that converges everywhere. Assume A has a complete set of eigenvectors.
We can therefore define φ(A) as
φ(A) = Uφ(Λ)U−1 (3.19)
for any linear operator A on a finite-dimensional vector space, where U is the matrix whose
columns are the eigenvectors of A and Λ is the diagonal matrix with the eigenvalues of A.
It also follows from the fact that φ has a Taylor expansion that any invariant subspace (see
Chapter 3.4.3 for definition) of A is also an invariant subspace of φ(A). In particular if A has
a block-diagonal decomposition in the sense of Chapter 3.4.4, then the matrix φ(A) also has
one. Moreover if B is a block in A then φ(B) must be a block in φ(A).
We know that the Markov generator G can be expressed as G = FDF−1, where D is a
block-diagonal matrix of the form
D =

L0 0 ∙ ∙ ∙ 0
0 L1 ∙ ∙ ∙ 0
...
...
. . .
...
0 0 ∙ ∙ ∙ L2C
 ,
and the transition matrix F is given by (3.15). We have just seen that φ(D) must therefore
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also be in block-diagonal form:
φ(D) =

φ(L0) 0 ∙ ∙ ∙ 0
0 φ(L1) ∙ ∙ ∙ 0
...
...
. . .
...
0 0 ∙ ∙ ∙ φ(L2C)
 .
It is clear from Definition (3.19) and the power series expansion of φ that φ(G) = Fφ(D)F−1.
Since the matrix F is defined using the eigenvectors of circulant matrices, it follows immediately
that the inverse F−1 can be obtained by transposing F and conjugating each of its elements.
Note that the dimension of our circulant matrices is 2C + 1 and express φ(G)(x, c; y, d) =
〈u, φ(D)v〉 as a real inner product of two vectors u and φ(D)v, where u equals the (x, c)-row
of the matrix F and v is the (y, d)-column of F−1 (i.e. the conjugated (y, d)-row of F).
It follows from the definition of F and the above expression for φ(D) that the non-zero
coordinates of the vector u are of the form
1√
2C + 1
e−ipjc
for all j ∈ {0, 1, ...2C} and that the corresponding coordinates of φ(D)v are
1√
2C + 1
eipjdφ(Lj)(x, c; y, d).
The equality in the theorem now follows directly from the expressions for the coordinates of
the vectors u and φ(D)v and the definition of the real inner product. This concludes the proof
of the theorem.
We can now find the full probability kernel of the process (X, I) by applying Theorem 3.5.1
and then using the same procedure as in Section 4.3.4. More explicitly, for any pair of calendar
times t and T , such that t < T , we have
p((x, c), t; (y, d), T ) = e(T−t)G(x, c; y, d)
=
1
2C + 1
2C∑
j=0
e−ipj(c−d)e(T−t)Lj (x, c; y, d).
(3.20)
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Formula (3.20) is our key result because it allows us to price any derivative which depends
jointly on the realized variance of the underlying index and the index itself at any time horizon
T − t.
3.5.1 Pricing derivatives on the realized variance
Let us assume that we are given a general payoff h([log(S)]T ) that depends on the realized
variance [log(S)]T between the current time 0 and some future expiry date T . The current
price of a derivative, C0, with this payoff within our model can be computed directly using the
joint probability distribution function in (3.20) in the following way
C0 = e
−rT
2C∑
d=0
∑
y∈E
p((x, 0), 0; (y, d), T )
h (αd) ,
where r is the risk-free rate which is assume to be constant for simplicity.
The sum in the brackets is the marginal distribution of the chain I. Notice that the realized
variance process must always start from 0 at the inception of the contract. As before, the
constant α is the lattice spacing for the realized variance.
3.6 Convergence
In Section (3.3) we defined the Markov chain (X, Ik) via its generator (3.5) that in some sense
approximates the process (X, [log(X)]). Here Ik denotes the process I from Section 3.3 which
satisfies the instantaneous conditional moment restrictions, given by (3.7), up to order k.
Notice that it follows directly from Definition (3.1) that the process (X, [log(X)]) is adapted
to the natural filtration generated by the chain X and that its components X and [log(X)] can
only jump simultaneously. On the other hand note that the form of the generator of the chain
(X, Ik), given by (3.5), implies that the components X and Ik cannot both jump at the same
time. It is also clear that the process Ik is not adapted to the natural filtration of X. In this
section our goal is to prove that, in spite of these differences, for any fixed time T the sequence
of random variables (IkT )k∈N converges in distribution to the random variable [log(X)]T . In
fact we have the following theorem which states that, for any bounded European payoff, the
price of the corresponding derivative on the realized variance in the approximate model (X, Ik)
converges to the price of the same derivative in (X, [log(X)]) as the number k of matched
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instantaneous conditional moments tends to infinity.
Theorem 3.6.1. Let X be a continuous-time Markov chain with generator L as given in
Section 3.3. For each k ∈ N define a real number
αk :=
1
k
max
{(
log
y
x
)2
: x, y ∈ E\{0}
}
, (3.21)
assume that n in (3.3) equals k and that there exist functions λki : E → R+, i ∈ {1, . . . , k},
that solve the system of equations (3.7). Let the continuous-time Markov chain (X, Ik) be given
by generator (3.5) where the integers Ck in (3.4), which determine the size of the state-space
of the process Ik, are chosen in such a way that limk→∞ αkCk = ∞. Then for any fixed time
T > 0 the sequence of random variables (IkT )k∈N converges weakly to [log(X)]T . In other words
for any bounded continuous function f : R→ R we have
lim
k→∞
E[f(IkT )|X0] = E[f([log(X)]T )|X0].
Before proving Theorem 3.6.1 we note that the assumption on the existence of non-negative
solutions of the system in (3.7) is not stringent and can be satisfied for any chain X by allowing
n in (3.3) to take values larger than k. The restriction n = k in Theorem 3.6.1 is used because
it simplifies the notation.
Proof. Throughout this proof we will use the notation Σt := [log(X)]t for any t ∈ R+. By the
Le´vy continuity theorem 7 it is enough to prove that the equality holds
lim
k→∞
E[exp(iuIkT )] = E[exp(iuΣT )] for each u ∈ R.
Let Δt > 0 be a small positive number and note that, by conditioning on the σ-algebra generated
by the process X up to and including time T −Δt and using the Markov property, we obtain
7See page 190 on [29]
66Chapter 3. Pricing volatility derivatives with a continuous-time Markov chain
the following representation
E[exp(iuΣT )] = E
[
exp(iuΣT−Δt)E
[
exp(iu(ΣT − ΣT−Δt))
∣∣XT−Δt]] (3.22)
= E
eiuΣT−Δt
 k∑
j=0
(iu)j
j!
E
[
(ΣT − ΣT−Δt)j
∣∣XT−Δt]
+
∞∑
j=k+1
(iu)j
j!
E
[
(ΣT − ΣT−Δt)j
∣∣XT−Δt]

= E
eiuΣT−Δt
1 + Δt k∑
j=1
(iu)j
j!
Mj(XT−Δt)
+
∞∑
j=k+1
(iu)j
j!
E
[
(ΣT − ΣT−Δt)j
∣∣XT−Δt]
+ o(Δt),
where Mj is defined in (3.2). By applying the Markov property of (X, I
k), identity (3.6) and
condition (3.7), which holds by assumption for all j ∈ {1, . . . , k}, we obtain
E[exp(iuIkT )] = E
eiuIkT−Δt
1 + Δt k∑
j=1
(iu)j
j!
Mj(XT−Δt) (3.23)
+
∞∑
j=k+1
(iu)j
j!
E
[
(IkT − IkT−Δt)j
∣∣∣∣XT−Δt, IkT−Δt]
+ o(Δt).
It follows from (3.2) that there exists a positive constant G such that max{Mj(x) : x ∈
E} ≤ Gj for all j ∈ N. Therefore we find that for a constant D := exp(uG) the following
inequality holds on the entire probability space
∣∣∣∣ k∑
j=1
(iu)j
j!
Mj(XT−Δt)
∣∣∣∣ ≤ D. (3.24)
Note also that D is independent of k and Δt.
Definition (3.21) implies that kαk is a positive constant, say A, for each k ∈ N. If we
introduce a positive constant L := max{−L(x, x) : x ∈ E}, we obtain the following bound
E
[
(ΣT − ΣT−Δt)j
∣∣XT−Δt] ≤ AjLΔt+ o(Δt) for each j ∈ N (3.25)
on the entire probability space. In order to find a similar bound for the process Ik we first
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note that if follows from the linear equation (3.7) (for j = 1) and definition (3.21) that the
inequalities
k∑
d=1
dλkd(x) ≤ kL for all k ∈ N, x ∈ E
must hold. Therefore (3.6) implies
E
[
(IkT − IkT−Δt)j
∣∣∣∣XT−Δt, IkT−Δt] ≤ AjkLΔt+ o(Δt) for any j ∈ N (3.26)
and any small time-step Δt. We can now combine the estimates in (3.22), (3.23), (3.24), (3.25)
and (3.26) to obtain the key bound
∣∣∣E[exp(iuΣT )]− E[exp(iuIkT )]∣∣∣ ≤ ∣∣∣E[exp(iuΣT−Δt)]− E[exp(iuIkT−Δt)]∣∣∣ (1 + ΔtD)(3.27)
+ L(k + 1)Δt
∞∑
j=k+1
(Au)j
j!
+ o(Δt).
The main idea of the proof of Theorem 3.6.1 is to iterate the bound in (3.27) TΔt times. This
procedure yields the following estimates
∣∣∣E[exp(iuΣT )]− E[exp(iuIkT )]∣∣∣ ≤ DΔt(1 + ΔtD)(T/Δt)−1 + L(k + 1)T ∞∑
j=k+1
(Au)j
j!
+ T
o(Δt)
Δt
.
Since the left-hand side of this inequality is independent of Δt, the inequality must hold in the
limit as Δt↘ 0. We therefore find
∣∣∣E[exp(iuΣT )]− E[exp(iuIkT )]∣∣∣ ≤ L(k + 1)T ∞∑
j=k+1
(Au)j
j!
. (3.28)
The right-hand side of inequality (3.28) clearly converges to zero as k tends to infinity. This
concludes the proof of the theorem.
Theorem 3.6.1 implies that the prices of the volatility derivatives in the Markov chain model
X can be approximated arbitrarily well using the method defined in Section 3.3. Our initial
problem of approximating prices in the model based on a continuous-time Markov process S
is by Theorem 3.6.1 reduced to the question of the approximation of the law of S by the law
of X. This can be achieved by a judicious choice for the generator matrix of the chain X.
Since this is not the central topic of this paper we will not investigate the question further
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in this generality (see [23] for numerous results on weak convergence of Markov processes).
However in Sections 3.7 and 3.8 we are going to propose specific Markov chain approximations
for diffusion and jump-diffusion processes respectively and study numerically the behaviour of
the approximations for volatility derivatives in Section 3.9.
3.7 The realized variance of a diffusion process
Our task now is to apply the method described in Section (3.3) to approximate the dynamics
of the realized variance of a diffusion processes. The first step is to approximate the diffusion
process S which solves the stochastic differential equation (SDE)
dSt
St
= γdt+ σ
(
St
S0
)
dWt, (3.29)
with measurable volatility function σ : R+ → R+, using a continuous-time Markov chain X.
A possible way of achieving this is to use a generator for the chain X given by the following
system of linear equations
∑
y∈E
L(x, y) = 0,
∑
y∈E
L(x, y)(y − x) = γx, (3.30)
∑
y∈E
L(x, y)(y − x)2 = σ
(
x
X0
)2
x2
for each x ∈ E. In Section 3.9 we provide a numerical comparison for vanilla option prices in
the CEV model, i.e. in the case σ(s) := σ0s
β−1, and in the corresponding Markov chain model
given by the approximation above. Note that a Markov chain approximation X of the diffusion
S is in the spirit of [3] and is by no means the only viable alternative. One could produce more
accurate results by matching higher instantaneous moments of the two processes (see [40] for
rates of convergence in some special cases).
If the solution of SDE (3.29) is used as a model for the risky security under a risk-neutral
measure we have to stipulate that γ = r, where r is the prevailing risk-free rate in the economy.
Therefore by the first two equations in system (3.30) the vector in RN with coordinates equal
to the elements in the set E represents an eigenvector of the matrix L for the eigenvalue γ.
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Hence we find
E[Xt|X0 = x] = e′x exp(tL)
∑
y∈E
yey = e
tγx, ∀x ∈ E, (3.31)
where ex denotes the standard basis vector in RN that corresponds to the element x ∈ E in
the natural ordering and the operation ′ denotes transposition. Therefore, under the condition
γ = r, the market driven by the chain X will also have a correct risk-neutral drift.
Once we define the chain X, the next task is to specify the process I that approximates well
the realized variance [log(X)]. As we shall see in Section 3.9, matching the first two moments
(i.e. the case k = 2 in Section 3.3) is sufficient to approximate the realized variance dynamics
of a diffusion processes. It is therefore necessary to take n ≥ 2, where n is the number of states
the approximate variance process I can jump up by at any given time (see (3.3)). To have
flexibility we use n much larger than 2, usually around 30. However in order to maintain the
tractability of the solution of system (3.7) we make an additional assumption that the intensities
λi in (3.3), for i = 2, . . . , n, are all equal to a single intensity function λn : E → R+. To simplify
the notation we introduce the symbol
b
n,m
j :=
m∑
l=n+1
lj , where j, n,m ∈ N and m > n. (3.32)
System (3.7) can in this case be solved explicitly as follows
λ1(x) =
αM1(x)b
1,n
2 −M2(x)b1,n1
α2(b1,n2 − b1,n1 )
, for any x ∈ E, (3.33)
λn(x) =
M2(x)− αM1(x)
α2(b1,n2 − b1,n1 )
, for any x ∈ E, (3.34)
where Mj(x) is given in (3.2). Since the functions λ1, λn are intensities, all the values they
take must be non-negative. The formulae above imply that this is satisfied if and only if the
following inequalities hold
α
b
1,n
2
b
1,n
1
≥ M2(x)
M1(x)
≥ α for all x ∈ E. (3.35)
It is clear that the function x 7→ M2(x)/M1(x), x ∈ E, depends on the definition of the chain
X both through the choice of the state-space E and the choice of the generator L. Figure 3.2
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contains the plot of this function in the special case of the CEV model. Inequalities (3.35) are
used to help us choose a feasible value for the parameter α which determines the geometry of
the state-space of the process I. Note also that (3.35) implies that the larger the value of n is,
the less restricted we are in choosing α. In Section 3.9 we will make these choices explicit for
the CEV model.
The generator of the approximate realized variance I, conditional on the chain X being at
the level x, is in general given by (3.4). In this particular case the non-zero matrix elements
LI(x : c, d), c, d ∈ {0, 1, . . . , 2C}, are given by
LI(x : c, d) :=

λ1(x) if d = (c+ 1) mod (2C + 1);
λn(x) if d = (c+ i) mod (2C + 1), i ∈ {2, ..., n};
−λ1(x)− (n− 1)λn(x) if d = c.
This defines explicitly (via (3.33) and (3.34)) the dynamics of the chain (X, I) if the original
asset-price process S is a diffusion. In Section 3.9 we will describe an implementation of this
method when S follows a CEV process and study the behaviour of certain volatility derivatives
in this model.
3.8 The realized variance of a jump-diffusion
In this section the task is to describe the algorithm for the pricing of volatility derivatives in
jump-diffusion models. This will be achieved by an application of the algorithm from Sec-
tion (3.3) with k = 3. In Section 3.9 we will investigate numerically the quality of this approxi-
mation. We start by describing a construction of the Markov chain which is used to approximate
a jump-diffusion.
3.8.1 Markov chain approximations for jump-diffusions
We will consider a class of processes with jumps that is obtained by subordination of diffusions.
The prototype for such processes is the well-known variance gamma model defined in [39], which
can be expressed as a time-changed Brownian motion with drift.
A general way of building (possibly infinite-activity) jump-diffusion processes is by subor-
dinating diffusions using a class of independent stochastic time changes. Such a time change is
given by a non-decreasing stationary process (Tt)t≥0 with independent increments, which starts
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at zero, and is known as a subordinator. The law of (Tt)t≥0 is characterized by the Bernstein
function φ(λ), defined by the following identity
E [exp(−λTt)] = exp(−φ(λ)t) for any t ≥ 0 and λ ∈ D, (3.36)
where D is an interval in R that contains the half-axis [0,∞). For example in the case of the
variance gamma process, the Bernstein function is of the form
φ(λ) =
μ2
ν
log
(
1 + λ
ν
μ
)
. (3.37)
In this case (Tt)t≥0 is a gamma process8 with characteristic function equal to E[exp(iuTt)] =
exp(−φ(−iu)t). Note that the set D in (3.36) is in this case equal to (−μ/ν,∞) (see [39],
equation (2)). This subordinator is used to construct the jump-diffusions in Section 3.9.
Let S be a diffusion defined by the SDE in (3.29). If we evaluate the process S at an
independent subordinator (Tt)t≥0, we obtain a Markov process with jumps (STt)t≥0. It was
shown in [44] that the semigroup of (STt)t≥0 is generated by the unbounded differential op-
erator G′ := −φ(−G), where G denotes the generator of the diffusion S. Similarly, if X is a
continuous-time Markov chain with generator L defined in the first paragraph of Section 3.7,
the subordinated process (XTt)t≥0 is again a continuous-time Markov chain with the generator
matrix L′ := −φ(−L). We should stress here that it is possible to define rigorously the oper-
ator G′ using the spectral decomposition of G and the theory of functional calculus (see [21],
Chapter XIII, Section 5, Theorem 1). If the matrix L can be expressed in the diagonal form
L = UΛU−1, we can compute L′ using the following formula
L′ = −Uφ(−Λ)U−1. (3.38)
Here φ(−Λ) denotes a diagonal matrix with diagonal elements of the form φ(−λ), where λ runs
over the spectrum of the generator L.
Before using the described procedure to define the jump-diffusion process, we have to make
sure that it has the correct drift under a risk-neutral measure. Recall that if the process S
solves the SDE in (3.29), then the identity E[St|S0] = S0 exp(tγ) holds, where γ is the drift
8The parameter μ is the mean rate. In this thesis we set μ = 1 in order to ensure that E[Tt] = t for all t ≥ 0,
and ν is the variance rate of (Tt)t≥0.
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parameter in (3.29). Since the subordinator (Tt)t≥0 is independent of S, by conditioning on the
random variable Tt, we find that under the pricing measure the following identity must hold
S0 exp(rt) = E[STt |S0] = S0E[exp(γTt)] = S0 exp(−φ(−γ)t),
where φ is the Bernstein function of the subordinator (Tt)t≥0 and r is the prevailing risk-free
rate which is assumed to be constant. This will be satisfied if and only if r = −φ(−γ), which in
case of the gamma subordinator (i.e. when the function φ is given by (3.37)) yields an explicit
formula for the drift in equation (3.29)
γ =
μ
ν
(
1− exp
(
−rν
μ2
))
. (3.39)
Since formula (3.31) holds for the chain X, the tower property and the identity r = −φ(−γ)
imply
E[XTt |X0] = X0E[exp(γTt)] = X0 exp(rt).
Therefore the subordinated Markov chain (XTt)t≥0 can also be used as a model for a risky asset
under the pricing measure.
The construction of jump-diffusions described above is convenient because we can use the
generator L, that was defined in Section 3.7, and apply the Bernstein function φ from (3.37)
to obtain the generator of the Markov chain that approximates the process (STt)t≥0. This
accomplishes the first step in the approximation scheme outlined in the introduction. In Sub-
section 3.8.2 we develop an algorithm for computing the law of the realized variance of the
approximating chain generated by L′. It should be stressed that the algorithm in the next sub-
section does not depend on the procedure used to obtain the generator of the approximating
chain.
3.8.2 The algorithm
To simplify the notation let us assume that S is a jump-diffusion and that X is a continuous-
time Markov chain with generator L that is used to approximate the dynamics of the Markov
process S. Since S has jumps it is no longer enough to use the algorithm from Section 3.3 with
k = 2 (this will become clear from the numerical results in Section 3.9). In this subsection we
give an account of how to apply our algorithm in the case k = 3.
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Assume we have chosen the spacing α and the constant C that uniquely determine the
geometry of the state-space of the process I (see the paragraph preceding equation (3.3) for the
definition of the state-space). Set the maximum jump size of I to be mα for some m ∈ N. We
now pick an integer n, such that 1 < n < m, and set the intensities that correspond to the jumps
of the process I of sizes between 2α and nα to equal λn. Similarly we set the intensities for the
jumps of sizes between (n+1)α andmα to be equal to λm. This simplifying assumption makes it
possible to describe the dynamics of I using only three functions λ1, λn, λm : E → R+ that give
state-dependent intensities for jumping up by iα where i = 1, i ∈ {2, . . . , n}, i ∈ {n+1, . . . ,m}
respectively. In order to match k = 3 instantaneous conditional moments of the realized variance
[log(X)], these functions must by (3.7) satisfy the following system of equations

1 b1,n1 b
n,m
1
1 b1,n2 b
n,m
2
1 b1,n3 b
n,m
3


λ1(x)
λn(x)
λm(x)
 =

M1(x)
M2(x)
M3(x)
 ∀x ∈ E, where M j(x) := Mj(x)αj ,
the symbol bn,mj is defined in (3.32) and functions Mj , j = 1, 2, 3, are given in (3.2). Gaussian
elimination yields the explicit solution of the system
λ1 =
(M3b
n,m
1 −M1bn,m3 )(b1,n2 bn,m1 − b1,n1 bn,m2 )− (M2bn,m1 −M1bn,m2 )(b1,n3 bn,m1 − b1,n1 bn,m3 )
(bn,m1 − bn,m3 )(b1,n2 bn,m1 − b1,n1 bn,m2 )− (bn,m1 − bn,m2 )(b1,n3 bn,m1 − b1,n1 bn,m3 )
,
λn =
(M3 −M1)(bn,m2 − bn,m1 )− (M2 −M1)(bn,m3 − bn,m1 )
(bn,m2 − bn,m1 )(b1,n3 − b1,n1 )− (bn,m3 − bn,m1 )(b1,n2 − b1,n1 )
,
λm =
(M3 −M1)(b1,n2 − b1,n1 )− (M2 −M1)(b1,n3 − b1,n1 )
(bn,m3 − bn,m1 )(b1,n2 − b1,n1 )− (bn,m2 − bn,m1 )(b1,n3 − b1,n1 )
,
where all the identities are interpreted as functional equalities on the set E. It is clear from (3.32)
that the denominators in the above expressions satisfy the inequalities
(bn,m1 − bn,m3 )(b1,n2 bn,m1 − b1,n1 bn,m2 )− (bn,m1 − bn,m2 )(b1,n3 bn,m1 − b1,n1 bn,m3 ) < 0,
(bn,m2 − bn,m1 )(b1,n3 − b1,n1 )− (bn,m3 − bn,m1 )(b1,n2 − b1,n1 ) < 0,
for sufficiently large m (e.g. m ≥ 10). This is because the term bn,m3 dominates both expressions
and has a negative coefficient in front of it. We therefore find that, if the functions λ1, λn, λm
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are to be positive, the following inequalities must be satisfied
0 < α2M1(x) + αM2(x)
b1,n3 b
n,m
1 − b1,n1 bn,m3
b
n,m
3 b
1,n
2 − b1,n3 bn,m2
−M3(x)b
1,n
2 b
n,m
1 − b1,n1 bn,m2
b
n,m
3 b
1,n
2 − b1,n3 bn,m2
, (3.40)
0 > α2M1(x)− αM2(x)b
n,m
3 − bn,m1
b
n,m
3 − bn,m2
+M3(x)
b
n,m
2 − bn,m1
b
n,m
3 − bn,m2
, (3.41)
0 < α2M1(x)− αM2(x)b
1,n
3 − b1,n1
b
1,n
3 − b1,n2
+M3(x)
b
1,n
2 − b1,n1
b
1,n
3 − b1,n2
, (3.42)
for every x ∈ E. These inequalities specify quadratic conditions on the spacing α (of the state-
space of the process I) which have to be satisfied on the entire set E.
Note that Inequality (3.40) is always satisfied if the corresponding discriminant is nega-
tive. Alternatively if the discriminant is non-negative, then the real zeros of the corresponding
parabola, denoted by α(x), α(x) and without loss of generality assumed to satisfy α(x) ≤ α(x),
exist and the conditions
α < α(x) or α > α(x) ∀x ∈ E
must hold. Similar analysis can be applied to Inequality (3.42). Inequality (3.41) will always
be violated if the discriminant is negative. This implies the following condition
(bn,m3 − bn,m1 )2
(bn,m3 − bn,m2 )(bn,m2 − bn,m1 )
≥ 4M1(x)M3(x)
M2(x)2
∀x ∈ E, (3.43)
which has to hold regardless of the choice of the spacing α. Even if Condition (3.43) is satisfied
we need to enforce the inequalities
α(x) < α < α(x) ∀x ∈ E.
In Table 3.1 we summarise the conditions that need to hold for λ1(x), λn(x), λm(x) to be positive
for any fixed element x ∈ E.
Having chosen the spacing α according to the conditions in Table 3.1, we can use the
formulae above to compute functions λ1, λn and λm. The conditional generator of the process
I, defined in (3.4), now takes the form
LI(x : c, d) :=

λ1(x) if d = (c+ 1) mod (2C + 1);
λn(x) if d = (c+ s) mod (2C + 1), s ∈ {2, ..., n};
λm(x) if d = (c+ s) mod (2C + 1), s ∈ {n+ 1, ...,m};
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Discriminant ≥ 0 Restriction on α
λ1(x) > 0 true α < α(x) or α > α(x)
false none
λn(x) > 0 true α(x) < α < α(x)
false λn(x) cannot be positive
λm(x) > 0 true α < α(x) or α > α(x)
false none
Table 3.1: Conditions on the discriminant and the real roots α(x), α(x), assumed to satisfy the relation
α(x) ≤ α(x), in this table refer to the parabolas that arise in inequalities (3.40), (3.41) and (3.42). These
inequalities are equivalent to the conditions λ1(x) > 0, λn(x) > 0 and λm(x) > 0 respectively.
with diagonal elements given by −λ1(x) − (n − 1)λn(x) − (m − n)λm(x) and all other entries
equal to zero. In Section 3.9 we are going to implement the algorithm described here for the
variance gamma model and the subordinated CEV process.
3.9 Numerical results
In this section we perform a numerical study of the approximations given in the Sections 3.7
and 3.8. Subsection 3.9.1 gives an explicit construction of the approximating Markov chain
X. Then the vanilla option prices computed by using X are compared with the ones in the
original model S (either computed by closed-form solution, FFT or Monte Carlo simulation).
Subsections 3.9.2 and 3.9.3 compare the algorithm for volatility derivatives described in this
paper with a Monte Carlo simulation.
3.9.1 Markov chain approximation
Let S be a Markov process that satisfies SDE (3.29) with the volatility function σ : R+ → R+
given by σ(s) := σ0s
β−1and the drift γ equal to the risk-free rate r (i.e. S is a CEV process).
Let the state-space of the chain X is the set E := {x0, ..., xN−1} with N elements. We generate
E with the algorithm in Section (2.3.1) and find the generator matrix L by solving the linear
system in (3.30).
If the process S is a jump-diffusion of the form described in Subsection 3.8.1 (e.g. a variance
gamma model or a CEV model subordinated by a gamma process), we obtain the generator
for the chain X by applying (3.38) to the generator defined in the previous paragraph, where
the function φ (in (3.38)) is given by (3.37). More precisely if S is the subordinated CEV
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process, the drift γ in (3.29) is given by the formula in (3.39). If S is a variance gamma model
we subordinate the geometric Brownian motion which solves SDE (3.29) with the constant
volatility function σ(s) = σ0 and the drift γ = θ+σ
2
0/2 where θ is the parameter in the variance
gamma model (see [39], Equation (1)). The implementation in Matlab of this construction can
be found in [37]. Note that the state-space of the Markov chain X in the diffusion and the
jump-diffusion cases is of the same form (i.e. given by the algorithm in Section 2.3.1).
The numerical accuracy of these approximations is illustrated in Tables 3.2, 3.3 and 3.4
where the vanilla option prices in the Markov chain model X are compared with the prices in
the original model S for the CEV process, the variance gamma model and the subordinated
CEV model respectively.
Markov chain X CEV: closed-form
K\T 0.5 1 2 0.5 1 2
80 21.44% 21.42% 21.30% 21.54% 21.47% 21.34%
90 20.55% 20.57% 20.46% 20.68% 20.62% 20.49%
100 19.93% 19.90% 19.71% 19.94% 19.88% 19.75%
110 19.37% 19.19% 19.11% 19.28% 19.22% 19.10%
120 18.76% 18.66% 18.53% 18.69% 18.63% 18.52%
Table 3.2: Implied volatility in the CEV model. The maturity T varies from half a year to two years and
the corresponding strikes are of the form KerT , where K takes values between 80 and 120 and the risk-free
rate equals r = 2%. The CEV process S, with the current spot value S0 = 100, is given by (3.29) with
the local volatility function σ equal to σ(s) := σ0s
β−1 and the drift γ = r, where the volatility parameters
are σ0 = 0.2, β = 0.3. The parameters for the non-uniform state-space of the chain X are N = 70 and
l = x0 = 1, s = 100, u = xN−1 = 700, gl = 50, gu = 50 (see Section 2.3.1 for the definition of these parameters)
and the generator of X is specified by system (3.30). The pricing in the Markov chain model is done using (3.44)
and in the CEV model using a closed-form formula in [33], pages 562-563. The total computation time for all
the option price in the table under the Markov chain model X is less than one tenth of a second on a standard
PC with 1.6GHz Pentium-M processor and 1GB RAM.
It is clear from Tables 3.2, 3.3 and 3.4 that the continuous-time Markov chain X approxi-
mates reasonably well the Markov process S on the level of European option prices. The pricing
in the Markov chain model is done by matrix exponentiation. The transition semigroup of the
chain X is of the form
P(Xt = y|X0 = x) = e′x exp(tL)ey, where x, y ∈ E, (3.44)
ex, ey are the corresponding vectors of the standard basis of RN and ′ denotes transposition. For
more details on this pricing algorithm see [40]. The implied volatilities in the CEV, the variance
gamma and the subordinated CEV model were obtained by a closed-form formula, a fast Fourier
transform inversion algorithm and a Monte Carlo algorithm respectively. As mentioned earlier
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Markov chain X VG: FFT
K\T 0.5 1 2 0.5 1 2
80 20.43% 20.07% 19.98% 20.44% 20.09% 20.00%
90 19.91% 19.89% 19.93% 19.95% 19.94% 19.96%
100 19.69% 19.84% 19.92% 19.75% 19.87% 19.94%
110 19.85% 19.89% 19.93% 19.82% 19.88% 19.93%
120 20.16% 19.92% 19.94% 20.08% 19.93% 19.94%
Table 3.3: Implied volatility in the variance-gamma model. The strikes and maturities are as in Table 3.2. The
process S, with the current spot value S0 = 100, is obtained by subordinating diffusion (3.29) with the constant
volatility function σ(s) = σ0 and the drift equal to γ = θ + σ
2
0/2, where θ is given in [39] , equation (1). The
Bernstein function of the gamma subordinator is given in (3.37). The risk-free rate is assumed to be r = 2%, the
diffusion parameters take values σ0 = 0.2, θ = −0.04, and the jump parameters in (3.37) equal μ = 1, ν = 0.05.
The parameters for the state-space of the chain X are N = 70 and l = x0 = 1, s = 100, u = xN−1 = 700,
gl = 30, gu = 30 (see Section 2.3.1 for the definition of these parameters). The total computation time for all the
option price in the table under the Markov chain model is less than one tenth of a second. The Fourier inversion
is performed using the algorithm in [14] and takes approximately the same amount of time. All computations
are performed on the same hardware as in Table 3.2.
Markov chain X CEV with jumps: MC
K\T 0.5 1 2 0.5 1 2
80 20.82% 20.57% 20.49% 20.92% 20.66% 20.41%
90 20.08% 20.10% 20.11% 20.16% 20.12% 20.19%
100 19.74% 19.83% 19.82% 19.75% 19.81% 19.78%
110 19.66% 19.61% 19.56% 19.64% 19.58% 19.53%
120 19.72% 19.48% 19.32% 19.75% 19.37% 19.39%
Table 3.4: Implied volatility in the CEV model subordinated by a gamma process. The strikes and maturities
are as in Table 3.2. The process S, with the current spot value S0 = 100, is obtained by subordinating diffu-
sion (3.29) with the volatility function σ(s) = σ0s
β−1 (where σ0 = 0.2, β = 0.7) and the drift given by (3.39)
(where the risk-free rate is r = 2% and the jump-parameters in (3.37) equal μ = 1, ν = 0.05). The parameters
for the state-space of the chain X are as in Table 3.3. The total computation time for all the option price in the
table under the Markov chain model is less than one tenth of a second. The prices in the model S were computed
using a Monte Carlo algorithm that first generates the paths of the gamma process (Tt)t≥0 (using the algorithm
in [26], page 144) and then, via an Euler scheme, generates paths of the process S. For the T = 2 years maturity,
105 paths were generated in 200 seconds. All computations are performed on the same hardware as in Table 3.2.
the quality of this approximation can be improved considerably, without increasing the size of
the set E, by matching more than the first two instantaneous moments of the process S.
3.9.2 Volatility derivatives – the continuous case
The next task is to construct the process I defined in Section 3.3, obtain its law at a maturity T
using Theorem 3.5.1 and compare it to the law of the random variable [log(S)]T defined in (3.1)
by pricing non-linear contracts. Let S be the CEV process with the parameter values as in
the caption of Table 3.2 and let X be the corresponding Markov chain, which is also described
uniquely in the same caption. As described in Section 3.7 in this case we use k = 2 (i.e. the
process I matches the first and the second instantaneous conditional moments of the process
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[log(X)]T and hence define the state-dependent intensities in the conditional generator of LI
by (3.33) and (3.34). We still need to determine the values of the spacing α, the size (2C + 1)
of the state-space of I and the largest possible jump-size αn of the process I at any given time.
The necessary and sufficient condition on parameters α and n is given by (3.35). Figure 3.2
contains the graph of the ratio in question x 7→M2(x)/M1(x), x ∈ E, for the CEV model. The
minimum of the ratio is 0.000563, which can be used to define the value of α. The largest value
of the ratio is approximately 0.019 and hence n = 50 satisfies the first inequality in (3.35).
An important observation here is that Figure 3.2 only displays the values of the ratio
M2(x)/M1(x) for x in E ∩ [20, 250]. The choices of α and n made above therefore satisfy
condition (3.35) only in this range (recall that in this case we have l = x0 = 1 and u =
x69 = 700). However this apparent violation of the condition in (3.35) plays no role because
the probability for the underlying process X to get below 20 or above 250 in 2 years time
is less than 10−6 (see Figure 3.1). This intuitive statement is supproted by the quality of the
approximation of the empirical distribution of [log(S)]T by the distribution of IT (see Figure 3.3
and Table 3.5).
Another important point needs to be pointed out is the discontinuity at 100 in Figure 3.2.
The discontinuity is a consequence of the non-uniform grid generation algorithm in Section
2.3.1. From Definition (3.2) we can see Mk(x) is a highly non-linear but smooth function of
the spacings of the grid and the parameters of S. For this particular example, if the spacing of
the grid is constant then there would be no discontinuity in the graph. The non-uniform grid
generation algorithm generates the lower-half and upper-half of the grid separately. The final
non-uniform grid is formed by concatenate the two halves. The objective of the algorithm is to
generate a grid which has finer spacings near the spot (in this case 100) and coarser spacings
near the boundaries. It does not ensure the smoothness of the changes of the spacings of the
grid at the point of the concatenation (in this case at 100). The discontinuity of the changes of
the spacings at the spot is the reason for the discontinuity in Figure 3.2.
We now need to choose the size (2C + 1) of the state-space for the process I. The integer
C is determined by the longest maturity that we are interested in, which in our case is 2 years.
This is because we are using Theorem 3.5.1 to find the joint law of the random variable (XT , IT )
and must make sure that the process I does not complete the full circle during the time interval
of length T (recall that the pricing algorithm based on Theorem 3.5.1 makes the assumption
that the process I is on a circle). In other words we have to choose C so that the chain X
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accumulates much less than 2Cα of realized variance. In the example considered here it is
sufficient to take C = 220, which makes the state-space {0, α, . . . , α2C}, defined in Section 3.3,
a uniform lattice in the interval between 0 and 440 ∙ 0.00056 = 0.246. Since the spacing α
does not change with maturity, all that is needed to obtain the joint probability distribution
of (XT , IT ) for all maturities T ∈ {0.5, 1, 2} is to diagonalize numerically the complex matrices
Lj , j = 0, ..., 2C, in (3.20) only once. The distribution of IT , obtained as a marginal of the
random vector (XT , IT ), is plotted in Figure 3.3. Note that the computational time required
to obtain the law of IT is therefore independent of maturity T .
CEV k moments Spectral: IT MC: [log(S)]T
derivative\T 0.5 1 2 0.5 1 2
var swap 1 20.07% 20.19% 20.43% 20.09% 20.20% 20.42%√
E[ΣT /T ] 2 20.07% 20.19% 20.42% (0.051%) (0.051%) (0.052%)
vol swap 1 19.97% 20.08% 20.25% 19.92% 20.06% 20.22%
E
[√
ΣT /T
]
2 19.92% 20.05% 20.22% (0.006%) (0.007%) (0.009%)
call option 1 1.46% 1.47% 1.51% 1.46% 1.48% 1.53%
θ = 80% 2 1.46% 1.47% 1.52% (0.003%) (0.003%) (0.005%)
call option 1 0.33% 0.33% 0.43% 0.39% 0.38% 0.45%
θ = 100% 2 0.38% 0.38% 0.45% (0.002%) (0.002%) (0.004%)
call option 1 0.01% 0.02% 0.07% 0.05% 0.03% 0.08%
θ = 120% 2 0.06% 0.04% 0.08% (0.001%) (0.001%) (0.003%)
Time 15s 50s 100s 200s
Table 3.5: The prices of volatility derivatives in the CEV model S. The parameter values for the process S and
the chain X are given in the caption of Table 3.2. The parameters for the process I are α = 0.00056, C = 220
for k ∈ {1, 2} and n = 50 when k = 2 (recall from Section 3.7 that the parameter n controls the jumps of I
strictly larger than α, which are not present if k = 1). The variable ΣT denotes either IT or [log(S)]T and the
call option price is E
[
(ΣT /T − (θK0)2)+
]
, for θ ∈ {80%, 100%, 120%}, K0 :=
√
E[ΣT /T ]. An Euler scheme with
a time-increment of one day is used to generate 105 paths of the CEV process S and the sum in (3.1) is used
to obtain the empirical distribution of [log(S)]T (see Figure 3.3) and to evaluate the contingent claims in this
table. The numbers in brackets are the standard errors in the Monte-Carlo simulation. The computational time
for the pricing of volatility derivatives using our algorithm is independent of the maturity T . All computations
are performed on the same hardware as in Table 3.2.
We now perform a numerical comparisons between our method for pricing volatility deriva-
tives and a pricing algorithm based on a Monte Carlo simulation of the CEV model S. We gener-
ate 105 paths of the process S using an Euler scheme and compute the empirical probability dis-
tribution of the realized variance [log(S)]T based on that sample (see Figure 3.3). We also com-
pute the variance swap, the volatility swap, and the call option prices E
[
(ΣT /T − (θK0)2)+
]
,
for θ ∈ {80%, 100%, 120%}, where K0 :=
√
E[ΣT /T ] and ΣT denotes either IT or [log(S)]T .
The prices and the computation times are documented in Table 3.5. A cursory inspection of
the prices of non-linear payoff functions reveals that the method for k = 2 outperforms the al-
gorithm proposed in [2], which corresponds to k = 1, without adding computational complexity
since both algorithms require finding the spectrum of (2C +1) complex matrices in (3.17). We
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will soon see that the discrepancy between the algorithm in [2] and the one proposed in the
current paper is amplified in the presence of jumps. Note also that all three methods (k = 1, 2
and the Monte-Carlo method) agree in the case of linear payoffs.
3.9.3 Volatility derivatives – the discontinuous case
In this subsection we will study numerically the behaviour of the law of random variables
[log(S)]T , where S is a Markov process with jumps. Let S be a variance gamma or a sub-
ordinated CEV process with parameter values given in the captions of Tables 3.3 and 3.4
respectively.
Since S has discontinuous trajectories we will have to match k = 3 instantaneous conditional
moments when defining the process I in order to avoid large pricing errors for non-linear payoffs
(see Tables 3.6 and 3.7 for the size of the errors when k = 2). We first define the Markov chain
X as described in Subsection 3.8.1 using the parameter values in the captions of Tables 3.3 and
3.4. All computations in this subsection are performed using the implementation in [37] of our
algorithm.
Recall from Subsection 3.8.2 that in order to define the process I we need to set values
for the integers 1 < n < m and the spacing α so that the intensity functions λ1, λn, λm are
positive (Table 3.1 states explicit necessary and sufficient conditions for this to hold). Note
that the inequality in (3.43) is necessary if λn is to be positive. Figure 3.6 contains the graph
of the function x 7→ 4M1(x)M3(x)/M2(x)2 for x ∈ E such that 20 ≤ x ≤ 250 in the case of the
variance gamma model. If we choose
n := 5 and m := 30,
then the left-hand side of the inequality in (3.43) equals 13.48, which is an upper bound for
the ratio in Figure 3.6. If S equals the subordinated CEV process, the graph of the function
x 7→ 4M1(x)M3(x)/M2(x)2 takes a similar form and the same choice of n,m as above satisfies
the inequality in (3.43).
The distance α between the consecutive points in the state-space of the process I has to
be chosen so that the inequality α(x) < α < α(x) is satisfied for all x ∈ E (see Table 3.1).
Figure 3.7 contains the graphs of the functions α, α over the state-space of X in the range 20 ≤
x ≤ 250 for the variance gamma model. The corresponding graphs in case of the subordinated
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CEV process are very similar and are not reported. It follows that by choosing
α := 0.002
we can ensure that all the conditions in the third row of Table 3.1 are met, both in the variance
gamma and the subordinated CEV model, for x ∈ E such that 20 ≤ x ≤ 250. It should be
noted that it is impossible to find a single value of α that lies between the zeros α(x) and α(x)
for all x ∈ E for our specific choice of the chain X and its state-space. However not matching
the instantaneous conditional moments of IT and [log(X)]T outside of the interval [20, 250] is
in practice of little consequence because the probability that the chain X gets into this region
(recall that the current spot level is assumed to be 100) before the maturity T = 2 is negligible
(see Figure 3.4 for the distribution of X in the case of variance gamma model).
Once the parameters n,m and α have been determined, we use the explicit expressions
for λ1, λn, λm on page 73 to define the state dependent intensities of the process I for the
states x ∈ E that satisfy 20 ≤ x ≤ 250. Outside of this region we choose the functions
λ1, λn, λm : E → R+ to be constant. The choice of parameter C = 65 is, like in the previous
subsection, determined by the longest maturity we are interested in (in our case this is T = 2).
The laws of the realized variance [log(S)]T , for T ∈ {0.5, 1, 2}, in the variance gamma and
the subordinated CEV model based on the approximation IT are given in Figures 3.5 and 3.8
respectively. The prices of various payoffs on the realized variance in these two models are given
in Tables 3.6 and 3.7.
Observe that the time required to compute the distribution of IT in the case of the continuous
process S (see Table 3.5) is larger than the time required to perform the equivalent task for
the process with jumps (see Tables 3.6 and 3.7). From the point of view of the algorithm this
difference arises because in the continuous case we have to use more points in the state-space of
the process I since Condition (3.35) forces the choice of the smaller spacing α. In other words
the quotient x 7→ M2(x)/M1(x) takes much smaller values if there are no jumps in the model
S than if there are. It is intuitively clear from Definition (3.2) that this ratio for the variance
gamma (or the subordinated CEV) has a larger lower bound than the function in Figure 3.2,
because in the the diffusion case the generator matrix is tri-diagonal.
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VG k moments Spectral: IT MC: [log(S)]T
derivative\T 0.5 1 2 0.5 1 2
var swap 1 20.01% 20.01% 20.02% 20.01% 20.01% 20.01%√
E[ΣT /T ] 2 20.01% 20.01% 20.02% (0.051%) (0.051%) (0.051%)
3 20.01% 20.01% 20.02%
vol swap 1 19.74% 19.88% 19.96% 19.28% 19.62% 19.81%
E
[√
ΣT /T
]
2 19.40% 19.67% 19.83% (0.017%) (0.012%) (0.009%)
3 19.25% 19.62% 19.81%
call option 1 1.51% 1.46% 1.44% 1.65% 1.52% 1.46%
θ = 80% 2 1.56% 1.48% 1.45% (0.007%) (0.005%) (0.004%)
3 1.66% 1.53% 1.47%
call option 1 0.50% 0.36% 0.25% 0.85% 0.63% 0.45%
θ = 100% 2 0.71% 0.56% 0.44% (0.005%) (0.004%) (0.003%)
3 0.83% 0.61% 0.45%
call option 1 0.06% 0.01% 0.00% 0.37% 0.18% 0.07%
θ = 120% 2 0.35% 0.22% 0.09% (0.004%) (0.002%) (0.001%)
3 0.35% 0.18% 0.07%
Time 4s 62s 120s 230s
Table 3.6: The prices of volatility derivatives in the variance gamma model S. The parameter values for the
process S and the chain X are given in the caption of Table 3.3. The parameters for the process I are α = 0.002,
C = 65 for k = 1, 2, 3. We choose n = 30 when k = 2 and n = 5,m = 30 when k = 3. The variable ΣT and the
payoffs are as in Table 3.5. The algorithm in [26], page 144, is used to generate 105 paths of the VG process S
and the sum in (3.1) is used to obtain the empirical distribution of [log(S)]T (see Figure 3.5) and to evaluate the
contingent claims in this table. The numbers in brackets are the standard errors in the Monte Carlo simulation.
Note that the computational time for the pricing of volatility derivatives using the process I is independent of
the maturity T . All computations are performed on the same hardware as in Table 3.2 (see [37] for the source
code in Matlab).
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CEV + jumps k moments Spectral: IT MC: [log(S)]T
derivative\T 0.5 1 2 0.5 1 2
var swap 1 20.00% 20.03% 20.07% 20.01% 20.03% 20.08%√
E[ΣT /T ] 2 20.00% 20.03% 20.07% (0.051%) (0.051%) (0.051%)
3 20.00% 20.03% 20.09%
vol swap 1 19.73% 19.89% 19.98% 19.27% 19.63% 19.84%
E
[√
ΣT /T
]
2 19.39% 19.67% 19.85% (0.017%) (0.018%) (0.010%)
3 19.24% 19.62% 19.85%
call option 1 1.51% 1.46% 1.45% 1.65% 1.53% 1.48%
θ = 80% 2 1.56% 1.49% 1.46% (0.007%) (0.005%) (0.004%)
3 1.66% 1.54% 1.49%
call option 1 0.51% 0.37% 0.30% 0.86% 0.64% 0.49%
θ = 100% 2 0.71% 0.57% 0.47% (0.006%) (0.004%) (0.003%)
3 0.84% 0.63% 0.49%
call option 1 0.06% 0.02% 0.01% 0.37% 0.19% 0.09%
θ = 120% 2 0.36% 0.23% 0.11% (0.004%) (0.002%) (0.001%)
3 0.35% 0.19% 0.09%
Time 4s 100s 200s 400s
Table 3.7: The prices of volatility derivatives in the subordinated CEV model S. The parameter values for
the process S and the chain X are given in the caption of Table 3.4. The parameters for the process I, the
random variable ΣT and the payoffs of the volatility derivatives are as in Table 3.6. The algorithm described in
the caption of Table 3.4 is used to generate 105 paths of the process S and the sum in (3.1) is used to obtain
the empirical distribution of [log(S)]T (see Figure 3.8) and to evaluate the contingent claims in this table. The
numbers in brackets are the standard errors in the Monte Carlo simulation. Note that the computational time
for the pricing of volatility derivatives using the process I is independent of the maturity T . All computations
are performed on the same hardware as in Table 3.2 (the code in [37] can easily be adapted to this model).
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Figure 3.1: The probability distribution function for the spot price XT , with the maturity T equal to 0.5, 1
and 2 years, where X is the Markov chain used to approximate the CEV process S. For a precise description of
the process X see Subsection 3.9.1. All relevant parameter values are given in the caption of Table 3.2.
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Figure 3.2: The function x 7→M2(x)/M1(x), where x ∈ E, in the CEV model. The minimum of this function,
which equals 0.000563, determines the value of the spacing α by the second inequality in (3.35). The maximum of
the ratio, which is 0.019, determines the largest jump-size multiple n by the first inequality in (3.35). All relevant
parameter values for the CEV model and the accompanying chain X are given in the caption of Table 3.2.
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Figure 3.3: The empirical probability distribution of the realized variance [log(S)]T of the CEV model S, based
on the Monte Carlo simulation described in Subsection 3.9.2, and the distribution of the random variable IT ,
obtained from Theorem 3.5.1, for T ∈ {0.5, 1, 2}. For details on the definition of IT see Sections 3.3 and 3.7.
Note that the computational time required to obtain the law of IT is independent of T (see caption of Table 3.5).
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Figure 3.4: The probability distribution function for the spot price XT , with the maturity T equal to 0.5, 1 and
2 years, where X is the Markov chain used to approximate the variance gamma process. For a precise description
of the process X see Subsection 3.9.1. All relevant parameter values are given in the caption of Table 3.3.
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Figure 3.5: The empirical probability distribution of the realized variance [log(S)]T in the VG model S, based
on the Monte Carlo simulation described in Subsection 3.9.3, and the distribution of the random variable IT for
T ∈ {0.5, 1, 2} matching k ∈ {2, 3} instantaneous moments. For details on IT see Sections 3.3 and 3.8. Note
that the computational time required to obtain the law of IT is independent of T and that the quality of the
approximation is greater for k = 3 (see also Table 3.6).
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Figure 3.6: The function x 7→ 4M1(x)M3(x)/M2(x)2, for x ∈ E such that 20 ≤ x ≤ 250, in the variance
gamma model. This function appears in condition (3.43) of Subsection 3.8.2. The parameters of the chain X
are given in the caption of Table 3.3.
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Figure 3.7: The functions x 7→ α(x) and x 7→ α(x), for x ∈ E such that 20 ≤ x ≤ 250, are the zeros of the
quadratic in condition (3.41) in the variance gamma model. As summarised in Table 3.1, in order to ensure that
the intensity λn(x) is positive, we must choose the value of the constant α to lie between the two curves for all
x in the above range (see also Subsection 3.9.3).
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Figure 3.8: The empirical distribution of the realized variance in the subordinated CEV model, based on the
Monte Carlo simulation described in the caption of Table 3.4 (see also Subsection 3.9.3). The distribution of the
random variable IT for the maturity T ∈ {0.5, 1, 2} matching k ∈ {2, 3} instantaneous moments is also plotted
in both cases. For details on IT see Sections 3.3 and 3.8. The computational time required to obtain the law of
IT is independent of T and the quality of the approximation improves drastically for k = 3 (see also Tables 3.7).
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Chapter 4
Volatility derivatives in equity
markets
4.1 Introduction
In the first quarter of 2006 Chicago Board Options Exchange (CBOE) introduced, as one of
the listed products, options on its implied volatility index (VIX). This introduced the chal-
lenge of developing a pricing framework that could simultaneously handle European options,
forward-starting options, options on realized variance and options on the VIX. In this chapter,
we propose a solution for this problem using Markov generators. The basic framework is an
application to equity derivatives of the methods used in [3] for modelling the foreign exchange
rate. We define a stochastic volatility model with jumps and local volatility, which is stationary,
and calibrate it to European options on the SPX for a broad range of strikes and maturities.
We then extend the calibrated model to capture the dynamics of the realized variance by the
moment matching method described in Chapter 3. This allows us to define a new Markov gener-
ator of an extended process which keeps track both of the realized variance and the underlying.
Then we use the extended Markov generator to compute the price of forward starting options,
options on the VIX, variance swap, volatility swaps and options on the realized variance.
4.2 Forward starting options and the volatility index
In this section we give a brief description of forward starting options and the VIX index.
Let T ′ and T be a pair of maturities such that T ′ < T . Forward starting option (or forward-
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start) is a vanilla option with expiry T and the strike, set at time T ′, which is equal to kST ′ .
The quantity St is the underlying financial instrument the option is written on (usually a stock
or an index). More formally the value of a forward-start at time T (i.e. its payoff) is given by
VFS(T ) = (ST − kST ′)+ , (4.1)
where the constant k is specified at the inception of the contract and is know as the forward
strike. It is clear from the definition of the forward-start that its value at time T ′ equals the
value of a plain vanilla call option
VFS(T
′) = VC(ST ′ , T − T ′, kST ′)
that expires in T − T ′ years and whose strike equals kST ′ . Notice that at time T ′ the constant
k can be characterized as the ratio1 between the spot price ST ′ and the strike of the call option
into which the forward-start is transformed. In the classical Black-Scholes framework, we have
an explicit formula, denoted by BS(ST ′ , T − T ′, kST ′ , r′, σ′), for the value of this call option.
This formula depends linearly on the spot level ST ′ if the ratio of the spot and the strike (i.e.
the “moneyness”) is known. In other words, assuming we are in the Black-Scholes world with a
deterministic term-structure of volatility and interest rates and zero dividends, we can express
the value of the forward-start at time T ′ as
VFS(T
′) = ST ′BS(1, T − T ′, k, r′, σ′),
where σ′ is the forward volatility 2 and r′ is the forward interest rate between T ′ and T .
We are interested in the Black-Scholes pricing formula for the forward-starts because we
need to use it when expressing the forward volatility smile of our model. We first calculate the
value VFS(0) of the forward-start and then invert the Black-Scholes pricing formula to obtain
the implied forward volatility σ′.
We now give a brief description of the implied volatility index (VIX) and then move on to
discuss the future probability distribution of VIX, which, as will be seen, is directly related to
forward starting options.
1This ratio is sometimes referred to as the “moneyness” of the option.
2Assuming that the term-structure of volatility is parametrized by σ(t), the forward volatility σ′ is given by
σ′2 = 1
T−T ′
∫ T
T ′ σ(t)
2dt.
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VIX was originally introduced in 1993 by Chicago Board Options Exchange (CBOE) as an
index reflecting the 1 month implied volatility of at-the-money put and call options on the S&P
100. To facilitate trading in VIX, in 2003 CBOE introduced a new calculation, using a full
range of strikes for out-of-the-money options, to define the value of VIX. At the same time the
underlying financial instrument on which the options are written was changed to SPX (for a
detailed description of these changes and their ramifications see [16]).
The new formula for VIX is
100×
√√√√ 2
T
∑
i
ΔKi
K2i
erTQ(Ki)− 1
T
(
F
K0
− 1
)2
, (4.2)
where
• Ki is the sequence consists of all the exchange quoted strikes.
• Q(Ki) are the corresponding values of out-of-the-money put/call options expiring at ma-
turity T , where T equals 1 month. 3
• F is the forward value of the SPX index derived from option prices. 4
• The at-the-money strike K0 is defined as the largest strike below F . Note also that it is
precisely at K0 that the symbol Q(K) changes from put to call options. In other words,
put/call strikes are the strikes with value less/higher than K0.
The reason why (4.2) allows easier trading of volatility follows from the simple observation that
σ2VIX is essentially the value of a European derivative, expiring at time T , with the logarithmic
payoff given in (4.3). This is a consequence of the well-known decomposition of any twice
differentiable payoff described in [8], [15], [20] and other sources:
− log
(
ST
F
)
= −ST − F
F
+
∫ F
0
1
K2
(K − ST )+dK +
∫ ∞
F
1
K2
(ST −K)+dK. (4.3)
This formula holds for any value of F , but expression simplifies if we assume that F equals the
forward of the index St at time T (i.e. F = E[ST ]). By taking the expectation with respect to
3The actual CBOE definition of VIX uses two maturities, rather than one, and the two corresponding strips
of options. The value of σ2VIX is then defined to be a convex combination of the two values given by the formula
in (4.2). Details of this construction can be found in [16]. We are going to neglect this technical point because
its use is mainly to circumvent certain market irregularities when dealing with options with short time to expiry
and does not add complexity to the modelling side of the problem.
4See page 3 in [16] for the precise definition.
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the risk-neutral measure we get the following expression for the forward price of the log payoff:
−E
[
log
(
ST
F
)]
=
∫ F
0
1
K2
erTP (K)dK +
∫ ∞
F
1
K2
erTC(K)dK, (4.4)
where C(K) = e−rTE[(ST − K)+] (resp. P (K) = e−rTE[(K − ST )+]) is the price of a call
(resp. put) option struck at K. It is shown in [20] that the portfolio of vanilla options given
by (4.4) can be used to hedge perfectly a variance swap if there are no jumps in the underlying
market. From our point of view (4.4) is interesting because a simple calculation shows that
(4.2) is a possible discretization of it. By defining its own version of the approximation to the
logarithm, CBOE has created a volatility index which can be replicated by trading a relatively
simple European payoff. This feature greatly simplifies the trading of VIX.
Since the implied volatility index is defined by a portfolio of puts and calls in (4.2), it
is clear that the random nature of the value of VIX at time t will be determined by the
value of the corresponding portfolio of forward starting options. Let X be a Markov chain
which approximates the dynamics of the process S. The probability distribution function for
the behaviour of the volatility index at the future time t is obtained from the model by the
following procedure: 5
(I) Fix a level x of the chain X.
(II) Find the probability that the price process is at level x at a given time t in the future.
(III) Evaluate the portfolio of options that define the volatility index between times t and t+T ,
conditional on the chain X being at level x at time t.
(IV) Repeat these steps for all attainable levels x for the chain X at time t.
(V) Subdivide the real line into intervals with disjoint interiors of length δ, where δ is a small
positive number. To each of the intervals assign a probability that is a sum of probabilities
in step (II) corresponding to the values obtained in step (III) that lie within the interval.
This describes the construction of the probability distribution function of the volatility index
at time t. Our final task is to price any European payoff written on the level of VIX at a certain
time horizon. Given that our model allows us to extract the pdf of VIX for any expiry, pricing
5In fact, the actual algorithm should be implemented in the reverse order, i.e. from step V to I.
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such a derivative amounts to integrating the payoff function against the probability distribution
that was described above.
4.3 The model for the underlying
We describe the model for the underlying equity index which we later calibrate to the implied
volatility surface for vanilla options on the SPX. Our model is a mixture of local and stochastic
volatility coupled with an infinite activity jump process and will be defined on a continuous-time
lattice in a largely non-parametric fashion. The basic framework is an application to equity
derivatives of the methods used in [3] for modelling the foreign exchange rate.
We are assuming that, apart from the options data, we are also given a deterministic term-
structure of interest rates rt and dividend schedule dt. Our modelling primitive is the forward
price F = (Ft)t≥0 = Ste(rt−dt)t. This is because on a lattice, it is numerically more convenient
to simulate a stochastic process without drift (i.e. a martingale) than one with a drift.
The process for the forward price F is defined as follows. We first introduce a number of
local volatility regimes, all following CEV processes with different parameter sets. We will then
add jumps to each of them using subordination. After that we introduce stochastic volatility
by means of regime switching.
4.3.1 The local volatility processes.
Our model will comprise M local volatility regimes (in order to fit the implied volatility surface
for the SPX, we used M = 2 regimes). The switching between the volatility regimes will be
driven by a stochastic process, which will be correlated with the level of the forward price F .
We now define a continuous-time Markov chain X = (Xt)t≥0, which is a discretization of
a generic CEV process. The forward price F is defined as a CEV process by the following
stochastic differential equation
dFt = v(Ft)dW (t), where v(Ft) := min
(
σ
(
Ft
F0
)β−1
, σˉ
)
(4.5)
and whereW is a standard Brownian motion and F0 is the forward price at time 0. The capping
constant σˉ is introduced into this definition of the CEV process in order to control the out of
the money skew of the volatility surface. We will come back to this topic later in the chapter.
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Let L be the generator of a continuous-time Markov chain X which approximates the genera-
tor of the Markov process F . The state-space of the chain X is the set E := {x0, ..., xN−1} ⊂ R+
with N ∈ N elements, such that xi < xj for any integers 0 ≤ i < j ≤ N − 1.
We can define the generator L as a tri-diagonal matrix of size N×N with entries L(x, y)x,y∈E
that satisfy the following conditions:
∑
x∈E
L(x, y) = 0, (4.6)∑
y∈E
L(x, y)(y − x) = 0, (4.7)
∑
y∈E
L(x, y)(y − x)2 = v(x)2. (4.8)
Condition (4.6) is there to secure probability conservation over the infinitesimal time inter-
val dt. The second and the third conditions are the instantaneous first and second moment-
matching conditions. The final constraint in the construction of the Markov generator L comes
from the specification of the process at the boundary of its domain. We would like to ensure
that the chain X obeys absorbing boundary conditions whenever it gets that far. This can be
done by setting all elements in the top and bottom row of the matrix L to be equal to zero. In
coordinates this can be expressed by the condition
L(x, y) = 0, for all y ∈ E, x ∈ {x0, xN−1}.
Notice that this operation does not interfere with conditions (4.6), (4.7) and (4.8) and hence
gives us a well-defined generator.
4.3.2 Adding jumps
As defined so far the Markov chain X behaves like a pure diffusion process. It is known that this
class of models is not well suited to explain the volatility skew for options with short maturity
because of the extremely small probabilities of large moves in the underlying in short-time
horizons. In the equity markets however, jumps are commonplace and as such they influence
the prices of short-dated out-of-the-money options. If we want to calibrate our model to the
entire volatility surface we therefore need to introduce jumps into the risk-neutral dynamics
of the underlying. Using spectral theory this can be easily achieved in a general way. What
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we want is to have different distributions of jump sizes for jumps up and jumps down. Having
this property in our model is crucial because the market expectations for jumps up and down
are known to the market makers (see [25]) and are almost always very different from each
other. Therefore, any process that aspires to model the risk-neutral dynamics of the underlying
correctly must be able to account for this difference.
Recall in Section 3.8 we have shown how to construct the generator of the Variance Gamma
process by subordination. In our framework, it is equivalent to applying the corresponding
Bernstein function φ to the generator L:
LV G = −φ(−L) = Uφ(−Λ)U−1
where Λ and U are the eigenvalue and eigenvector matrix of L respectively and
φ(λ) =
1
ν
log (1 + λν) ,
where ν is the variance rate of the variance-gamma process and μ = 1. In order to produce
asymmetric jumps we specify two Bernstein functions of the variance-gamma process by choos-
ing two jump intensities ν+ for up and ν− for down. We then compute separately the two
Markov generators
L± = −φ±(−L) = −Uφ±(−Λ)U−1,
the Bernstein functions φ± are given by
φ±(λ) =
1
ν±
log(1 + λν±).
Each of the square matrices L± corresponds to a time-changed diffusion process. In particular
the elements of L+, which are above the diagonal, are the intensities of jumping up. On the
other hand, the sub-diagonal triangle of L− contains the intensities of jumping down. Thus we
can define a new generator for our process, which will have asymmetric jumps, by combining
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the two generators in the following way:
L =

d(x0, x0) L+(x0, x1) ∙ ∙ ∙ L+(x0, xN−2) L+(x0, xN−1)
L−(x1, x0) d(x1, x1) ∙ ∙ ∙ L+(x1, xN−2) L+(x1, xN−1)
...
...
. . .
...
...
L−(xN−2, x0) L−(xN−2, x1) ∙ ∙ ∙ d(xN−2, xN−2) L+(xN−2, xN−1)
L−(xN−1, x0) L−(xN−1, x1) ∙ ∙ ∙ L−(xN−1, xN−2) d(xN−1, xN−1)

.
Since we want our new process with jumps to be a martingale, we need to make sure that
Condition (4.7) is satisfied for the new generator L. This can be done easily by adjusting the
elements just above and below the diagonal of the matrix L. If for example the drift in the
a-th row of L is positive, we add some probability to the element L(xa, xa−1) so that (4.7)
becomes valid. If, on the other hand, the drift in the a-th row is negative, then we can help
the generator pull up the process by adding probability to the element L(xa, xa+1). Once we
do this for a ∈ {1, ..., N − 2}, the new modified operator, which we again call L, will satisfy the
martingale condition in (4.7).
A possible undesirable effect of subordination on the underlying process is a linear deter-
ministic time change (along with the stochastic one). This would result in the distortion of the
instantaneous variance of the underlying process by a constant factor. In order to avoid this
effect, we multiply each row of the subordinated generator by a constant chosen in such a way,
so that (4.8) holds. Since the function v(x) on the righthand side of (4.8) gives the value of the
instantaneous variance of the local volatility process we started with, this procedure eliminates
the linear deterministic time change that might have occurred during subordination. Notice
also that the re-scaling of the rows of L has preserved the martingale condition in (4.7), which
has been manufactured above.
The procedures we have just carried out did not require the knowledge of the diagonal
elements of L. They need to be chosen in such a way that the probability conservation (Con-
dition (4.6)) is satisfied. This can be achieved by simply defining the diagonal elements in the
following way
d(x, x) = −
∑
y∈E−{x}
L(x, y).
This gives us a well-defined Markov generator L for a diffusion process with jumps, which can be
used to model the risk-neutral forward rate because it is a martingale, and whose instantaneous
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variance has not been altered by subordination.
4.3.3 Modelling the dynamics of stochastic volatility
In order to introduce the stochasticity of volatility into our modelling framework, we start with
M ∈ N jump-diffusions of Section 4.3.2 (all defined on the same domain E) which are given
by Markov generators LJDγ for γ = 0, . . . ,M − 1. Notice that LJDγ are nothing more than
the generators L that we constructed in Section 4.3.2, the superscript JD is to emphasis the
underlying dynamics is jump-diffusion and to avoid confusion when we introduce stochastic
volatility by means of regime switching.
We are now going to define the dynamics of stochastic volatility that will give our model
the ability to switch between the various jump-diffusion regimes. As will become clear, the
stochasticity of volatility will be sensitive to the current level of the underlying, thus making
it possible to relate the model to a particular view of the market. In our framework we can
set these levels explicitly and are allowed to choose independently the corresponding jump-
diffusion, that can express the required view of the volatility surface. The introduction of
stochastic volatility into the model will be in several stages. Let us start by specifying the
dynamics of stochastic volatility and then combining them with the underlying jump-diffusion
regimes to give a full specification of the model.
LetM be the set {σ0, . . . , σM−1} of all possible volatility states. For each volatility state we
define a Markov generator Gγ , γ ∈ {0, 1, ...,M −1}, by specifying the matrix elements Gγ(α, β),
for all α, β ∈ M, so that the continuous-time diffusion given by Gγ mean-reverts to one of the
volatility states in M. We have defined M Markov generators Gγ , each of them specifying its
own dynamics of the stochastic volatility process. Our next task is to obtain a single global
stochastic volatility Markov generator which will favour a certain regime γ conditional on the
position of the chain X. This can be achieved by using a partition of unity which is described
as follows. Choose a strictly increasing sequence Xγ so that if Markov chain X is close to the
level Xγ , the market views of the smile and skew agree with the ones implied by the process
LJDγ . The partition of unity is defined as a sequence of M functions ²γ : R → [0, 1] with the
key property
M−1∑
γ=0
²γ(x) = 1, for all x ∈ E.
Given the sequence of levels Xγ , such functions can be defined explicitly, using a piecewise
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linear scheme, in the following way:
²γ(x) :=

x−Xγ−1
Xγ−Xγ−1 x ∈ [Xγ−1, Xγ ]
Xγ+1−x
Xγ+1−Xγ x ∈ [Xγ , Xγ+1]
0 otherwise.
This definition has to be modified slightly for the boundary cases when γ equals 0 or (M − 1):
²0(x) :=

1 x ≤ X0
X1−x
X1−X0 x ∈ [X0, X1]
0 x ≥ X1,
²M−1(x) :=

0 x ≤ XM−2
x−XM−2
XM−1−XM−2 x ∈ [XM−2, XM−1]
1 x ≥ XM−1.
We are now in a position to define our global Markov generator for the stochastic volatility
process, LSV , which has the capability of changing its properties when the chain undergoes a
substantial move. The definition, using the partition of unity, goes as follows
LSV(x;α, β) :=
M−1∑
γ=0
²γ(x)Gγ(α, β),
where α, β ∈M and x ∈ E. It follows from the defining property of partition of unity that the
matrix LSV is indeed a Markov generator.
Just like with any stochastic volatility model, our aim is to define a Markov generator L
which will specify the probabilities of going from any state (x, α) in E ×M to any other state
(y, β) (of the same set) in the infinitesimal time interval dt. The Markov generator L that
specifies the dynamics of our model for the underlying forward rate is given by
LSVJD(x, α; y, β) := LJDα (x, y)δαβ + LSV(x;α, β)δxy, (4.9)
where δ denotes the Kronecker delta function. Note that it follows trivially, from the properties
of the Kronecker delta, that the matrix LSVJD is a genuine Markov generator (i.e. it has
positive entries off the diagonal and its rows sum to one). Another important feature is that
the generator LSVJD, by definition, does not allow for simultaneous jumps of the state and the
volatility variables. This property ensures that our chain X, whose dynamics is specified by
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LSVJD, remains a martingale:
E(x,α)t [Xt+Δt −Xt] =
∑
(y,β)∈E×M
(y − x) (LJDα (x, y)δαβ + LSV(x;α, β)δxy)
=
∑
y∈E
(y − x)LJDα (x, y) + (x− x)
∑
β∈M
LSV(x;α, β) = 0.
4.3.4 Pricing and hedging of vanilla options and forward-starts
The pricing problem for a general European option expiring at time T reduces to the calculation
of the transitional probability density function p((x, α), t; (y, β), T ) for the chain X, which was
defined in Section 4.3.3 via its generator in (4.9). This is because our framework is defined
in the risk-neutral measure which implies that the value of any security at time t equals the
discounted expectation of the value of the same security at any time horizon T . Let
PT−t = (p((x, α), t; (y, β), T ))(x,α),(y,β)∈E×M
be a stochastic matrix induced by the Markov generator LSVJD. By Theorem 1.3, the matrix
PT−t satisfies the backward Kolmogorov equation with the boundary condition P0 = I (I is
the identity matrix on the vector space Rk where k = M ×N). The solution of the backward
Kolmogorov equation can therefore be expressed as PT−t = exp((T − t)LSVJD). In Section 4.4
we calibrate the model using a lattice with M ×N = 2 ∙ 80 = 160 points which implies that the
generator L is a square matrix of dimension 160 × 160. We can now calculate the probability
kernel p((x, α), t; (y, β), T ) by:
p((x, α), t; (y, β), T ) = e(T−t)L
SVJD
((x, α), (y, β)).
The price C0 of a European derivative paying h(ST ) at the time horizon T , where St is the
underlying equity index, can be calculated in the following way
C0(x, α) = e
−rTT
∑
(y,β)∈E×M
p((x, α), 0; (y, β), T )h(e−(rT−dT )T × y︸ ︷︷ ︸
ST
). (4.10)
Our next task is to find the hedge-ratios for the derivative C0 within our model. It emerges
that this is a very simple matter which is not at all computationally demanding because all
the hard numerical work has already been done by the pricing algorithm. The delta and the
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gamma of C0 are defined using symmetric differences in the following way
Δ(xa, σα) :=
C0(xa+1, σα)− C0(xa−1, σα)
xa+1 − xa−1
Γ(xa, σα) := 4
C0(xa+1, σα) + C0(xa−1, σα)− 2C0(xa, σα)
(xa+1 − xa−1)2 ,
(4.11)
where xa ∈ E and σα ∈M correspond to the spot level of the index and volatility level at time
0 respectively (note that at time 0 the spot is the same as the forward). Notice that calculating
C0(xa+1, σα), or any other value of the option C0(xb, σα) with a starting point xb different from
xa, requires no further diagonalization because the pdf we need is given by a different row of
the matrix PT , which has already been calculated during the pricing of the original contract
C0(xa, σα). In fact if one requires the entire delta and gamma profiles of the derivative C0 (like
the ones plotted in Figure 4.3 for call options struck at 100), the most efficient way of doing
it is to use a general matrix-vector multiplication routine dgbmv from LAPACK (see [5]) and
then piece together the corresponding Greeks using the above formulae.
A similar procedure can be applied to obtain the vega of the contract C0. Again we can
define it using a symmetric difference (in the stochastic volatility domain V ) with a formula
ν(xa, σα) :=
C0(xa, σα+1)− C0(xa, σα)
σα+1 − σα ,
that needs to be suitably amended in case we are in the volatility regime on the boundary of the
domain M. The parameters σα ∈M, are the base volatilities in the CEV processes defined in
Section 4.3.1. Their values can be found in Table 4.3. It is clear that the same computational
technique which yielded delta and gamma profiles can be used to find the vega profile of the
derivative C0 (see Figure 4.3 for the vega profile of call options with different maturities struck
at 100).
Our final task is to find an algorithm for pricing forward starting options. Recall from
Chapter 4.2 that the payoff of a forward-start is of the form (ST2 − kST1)+, where T1 < T2 are
a pair of maturities and k is the forward strike. Let us now assume that the current time is 0
and let us reinterpret (4.10), for t = T1, as a forward price of the option contract which starts
at the future time T1 and expires at time T2, conditional on the underlying equity index being
at the level ST1 = e
−(rT1−dT1 )T1x and the whole system being in the volatility regime α at time
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T1. The payoff function in (4.10) is completely general and can therefore depend on the level
of the underlying at T1. In order to find the value of the forward-start at time T1 we must
evaluate a portfolio ofM×N call options, one for each element (x, α) of the set E×M, with the
corresponding strikes ke−(rT1−dT1 )T1x using formula (4.10). The most efficient way of doing this
is to collect all the call payoff functions into a matrix and apply a matrix-matrix multiplication
routine dgemm (from LAPACK) on the forward probability kernel (between times T1 and T2)
and the “payoff matrix” we have just created. Notice that both of these matrices are square
and have dimension M ×N , which is hence also true of the product.
Let us now define the function h : E×M→ R by requiring that h(x, α) equals the diagonal
element of the above product of matrices, which corresponds to the index (x, α). A moment’s
reflection will show that the function h we have just defined equals the value of the forward-start
at time T1. In order to obtain the today’s value of the forward starting option, all we need to
do is find the current value of the payoff h using (4.10).
We have therefore shown that pricing a forward-start in our framework amounts to one
matrix-matrix multiplication and one matrix-vector multiplication. Similarly to the analysis
of sensitivities that was carried out for European options earlier in this chapter, we could find
delta, gamma, vega and other higher-order Greeks for the forward-starts. However we are
not going to pursue this any further; given the basic ideas we have already put forth, these
algorithms would be but trivial extensions.
4.4 Calibration to the vanilla surface
We are now going to calibrate the model for the underlying described in Section 4.3 to the
implied volatility surface of the SPX equity index for maturities between 1 month and 2 years
(see legend of Figure 4.1 for all market defined maturities used in the calibration) and a broad
range of liquid strikes for each maturity. The market data consist of the implied Black-Scholes
volatilities for each strike and maturity. Our task is to find a set of values for the parameters
of the model such that if we reprice the above options and express their values in terms of the
implied Black-Scholes volatilities, we reobtain the market quotes. The first choice we need to
make pertains to the number of regimes M we are going to use. In foreign exchange markets
the implied volatility skew exhibits complex patterns of behaviour across currency pairs and
the corresponding model required no fewer than 4 regimes to accommodate this complexity,
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see [3]. In equity markets, by contrast, the skew is always large and negative and becomes less
pronounced as time to maturity increases, see Chapter 8 in [25]. Thus in the case of SPX two
regimes prove sufficient (M = 2). The number of regimes cannot be smaller than two because
in the case of a single regime the model becomes a jump diffusion which, as is well-known, does
not describe adequately the implied volatility surface, see Chapter 5 in [25].
In order to calibrate our model we select a non-homogeneous grid with N = 80 points used
to span the possible values of the forward rate F . The grid is generated by using the algorithm
described in Section 2.3.1 with l = x0 = 1, s = 100, u = xN−1 = 250, gl = 40, gu = 12. Due
to the implied volatility surface is negatively skew in the equity market, we would like to have
more grid points for the lower half of the lattice (i.e. x < 100) than the upper half of the lattice
(i.e. x > 100). To achieve this, we set Nl = 44 and Nu = 36. The underlying grid for the model
is therefore of the size M ×N = 160 , which makes the model more efficient computationally
than the one used for modelling the foreign exchange rate.
The next group of model parameters which do not need to be changed with every calibration
are the levels X0 and X1 and the stochastic volatility matrices G0 and G1. Since the model is
defined so that the starting regime is regime 1, we take the level X1 to be equal to the current
value of spot 100. The level X0 is chosen somewhat arbitrarily to be 90. If the underlying starts
trading around this level, regime 0 assumes a more dominant role in the model. If we took X0
to be, for example, 85, that would have a minor effect on the short term (up to six months)
implied volatility skew of the model and a negligible effect on longer maturity skews. This is
because by moving X0 from 90 to 85 we decrease the influence of regime 1 on the short term
maturity skew.
The stochastic volatility generators G0 and G1 are chosen to reflect the fact that in equity
markets, a downward move in the underlying index results in steeper negative skews. The
starting regime 1 corresponds to the current skews for short maturities, whereas regime 0
corresponds to steeper negative skews, which will occur if the value of the underlying index
drops. The generator G0 which is dominant if the index is trading around 90 or below, assigns
a very slight probability to changing back to regime 1. This is because if the index is trading
at 90 or below, the skew is unlikely to become less steep. For the same reason G0 assigns a
substantial probability to staying in regime 0. On the contrary, the generator G1 assigns roughly
the same probability to staying in regime 1 and to switching to regime 0. This is because when
the underlying index is trading close to the current level of spot, the skews can become less or
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more steep with roughly the same probability.
In order to calibrate to the specific instance of the volatility surface, the parameters in the
CEV jump diffusion need to be chosen. Note that we can calibrate the model to the entire
implied volatility surface without recourse to the parameters σγ , for γ = 0, 1. This is due to
the fact that in our model they only affect option values for strikes below 20. Since, when
calibrating to the implied volatility surface, we are not interested in strikes that are so far away
from the at-the-money strike, we could take the value of the parameters σγ , for γ = 0, 1, to be
10000% (this choice amounts to excluding the paramters σγ , for γ = 0, 1, from the model).
On the other hand, the values of variance swaps are very sensitive to the strikes below 20
(see (4.4) in Section 4.2 for the hedging portfolio consisting of vanilla options) and therefore
exhibit a strong dependence on the σγ . Therefore if we set σγ = 10000%, for γ = 0, 1, variance
swaps would be grossly overpriced. Since parameters σγ , for γ = 0, 1, do not affect the at-
the-money skew, we could use these parameters to calibrate the model to the term structure of
variance swaps. Note also that σ1 influences more markedly the short term variance swaps and
σ0 has a greater effect on longer term contracts. Therefore the steepness of the term structure
of variance swaps implied by the model can be adjusted by taking different values for σ0 and
σ1 .
6
Going back to the remaining parameters of the CEV jump diffusion, note that, since there
are more negative jumps than positive jumps in equity indices, we take ν+γ , for γ = 0, 1, to be
0. We take the CEV volatility σ1 in regime 1 to be close to the at-the-money implied volatility
for the shortest maturity we are calibrating to (in this case one month). The parameters β1
and ν−1 are chosen to fit the skew for the maturity of one month.
Introducing a second regime into the model does not alter the one-month skew (this follows
from the definition of the stochastic volatility generator G1). Since regime 0 corresponds to the
underlying index trading at a lower level, the values of β0 and ν
−
0 are more extreme, as they
correspond to the tightening of the skew.
The calibration results are presented in Table 4.3. For simplicity, we use a constant dividend
yield at 2.34%. The term structure of interest rate can be found in Table 4.1. The interpolated
market prices of variance swap for 0.5 years, 1 year and 2 years can be found in Table 4.2.
6The calibrated values for σ0 and σ1 are presented in Table 4.3.
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7 The main calibration criterion are to minimize the explicit time-dependence in order to
preserve the market implied skew through time. In fact, we can achieve no time-dependency in
our calibration. The stationarity requirement in the calibration ensures that the forward skew
8 for any maturity retains the desired shape as can be observed in Figure 4.4.
Time Discount Factor
0.0822 0.997971
0.1068 0.997317
0.2500 0.993004
0.2795 0.992194
0.5000 0.986006
0.6055 0.982829
0.7500 0.978539
0.8548 0.975382
1.0000 0.970886
1.3534 0.959332
1.5000 0.954162
1.8521 0.941103
2.0000 0.935354
2.3507 0.921268
2.5000 0.915142
3.0000 0.894455
Table 4.1: Discount factors from one month to three years.
Maturity Variance Swap Price
0.5 22.09%
1 22.42%
2 23.10%
Table 4.2: Interpolated market prices for variance swaps.
The SPX index equaled 1300 at the time when the option data were recorded. 9 Throughout
the chapter a relative value of the index, set at 100, is used for simplicity. As mentioned above
our starting volatility regime is regime γ = 1.
7The most liquid variance swap prices are the ones maturing in the next three December IMM dates. We
used linear interpolation to obtain the variance swaps prices for 0.5 year, 1 year and 2 years maturity.
8There is a closed form solution for the value of a forward-start in the Black-Scholes model and the only
unknown parameter in that formula is the forward volatility. It is therefore customary to define a forward smile
of any model as a function mapping the forward strike to the implied forward volatility which is obtained by
inverting the Black-Sholes formula (see Section 4.2 for the precise definition of a forward strike).
9The data is obtained at 28-Aug-2008. The data in Table 4.1 and 4.2 is obtained from a source where its
proprietary market data cannot be disclosed due to commercial reason.
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γ σγ βγ σˉγ ν
−
γ ν
+
γ Fγ
0 23.30% -0.15 40% 0.05 0 90.00
1 20.00% 0.0 40% 0.05 0 100.00
G0 =
(−1 1
5 −5
)
, G1 =
(−5 5
5 −5
)
Table 4.3: Parameters for the local volatility regimes and the jump intensities.
The code used to obtain these results is written in VB.NET and relies on LAPACK
for the computation of the spectrum of the generator. In the current model the generator is a
matrix of the size 160×160. The time required to price 60 options per maturity for 7 maturities
(i.e. 420 options) is less than 1 second on a single Pentium M processor with 1GB of RAM.
Note that the time consuming step is the computation of the probability kernel. Once these are
known the probability kernel for any maturity, and therefore all option prices for that maturity,
can be obtained within a fraction of a second.
4.5 Some numerical results
Let us now use the calibrated model together with the pricing and hedging algorithms de-
scribed in Section 4.3.4 and Chapters 3.4 and 3.5 to perform some numerical experiments and
consistency checks for vanilla options, forward-starts and variance swaps.
4.5.1 Profiles of the Greeks
In order to test the pricing methodology of the model for the underlying forward rate we pick
a strip of call options with the same notional but with varying maturities, all struck at the
current spot level. Since the entire framework for the underlying is expressed in relative terms
with respect to the current value of the index, the strike used for this strip of options is 100.
Because we are interested in the behaviour of our pricing algorithm in changing market
conditions, we are going to study the properties of delta, gamma and vega, using the definitions
given in Section 4.3.4, as functions of the current spot level.
This task does not pose any additional numerical difficulties because all it requires is the
knowledge of the probability distribution functions of the underlying at the relevant maturities
conditional upon the starting level, which can be any of the points in the grid. But if we
have already priced a single option, then these pdfs are available to us without any further
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numerical efforts. This is because, when pricing an option, the algorithm described in Section
4.3.4 calculates the entire probability kernel for each starting point in the grid, even though
the option pricing formula only requires one row of the final result. In this situation we require
all the rows of the probability kernel so as to obtain the prices of our option, conditional upon
different spot levels, by applying the matrix of the kernel to the vector whose coordinates are
values of the payoff calculated at all lattice points. As defined in Section 4.3.4, the Greeks are
linear combinations of the coordinates of the final result of the calculation.
Figure 4.3 contains the delta, gamma and vega profile of the call options for different ma-
turities. As expected, an owner of a vanilla option is both long gamma and long vega. The
shapes of the graphs in Figure 4.3 also confirm that, according to our model, the at-the-money
options have the largest possible vega and gamma for any given maturity.
4.5.2 Forward smile
In Chapter 4.2 we defined the concept of forward volatility using the Black-Scholes formula
for the forward starting options. One of the parameters in this formula is a forward strike.
Any model for the underlying process defines a functional relationship between forward strikes
and implied forward volatilities using the Black-Scholes pricing formula for forward-starts, in
much the same way as it defines the implied volatility as a function of strike. This functional
relationship is know as the forward smile.
The reason why the forward smile is so important lies in the fact that it determines the
conditional behaviour of the process. It is well-known that knowing all the vanilla prices (i.e.
the entire implied volatility surface) is not enough to price path-dependent exotic options.
In terms of stochastic processes this statement can be expressed by saying that knowing the
probability distributions of the underlying for all maturities does not determine the process
uniquely. The forward smile contains the information about the two-dimensional distributions
of the underlying process. In other words one can have two different models that are perfectly
calibrated to the implied volatility surface but which assign completely different values to the
forward-starting options, see e.g. [47].
Market participants can express their views on the two-dimensional distributions of the
underlying process by setting the prices of the forward starting options accordingly. It is
therefore of utmost importance for any model used for pricing path-dependent derivatives to
have the implied forward smiles close to the ones implied by the market. Unfortunately we did
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not have the market implied forward volatilities that were prevailing at the time when the SPX
vanilla options data was recorded. Figure 4.4 contains the forward smiles implied by our model
for maturities between 1 month and 2 years. Since we have no market data to compare them
with, we can only say that the qualitative nature of the implied forward smiles is as expected
in the following sense: for a fixed time T ′ the forward smiles are flattening with increasing T
(for definition of times T ′ and T see Chapter 4.2) and for a fixed difference T − T ′ the shapes
of the forward smiles look similar when compared across maturities T ′. It should be noted
that the latter point exemplifies the stationary nature of the underlying model and shows that
we did not have to use extreme values of the model parameters to calibrate it to the entire
implied volatility surface, because the two-dimensional distributions of the underlying process
have some of the necessary features which are expected by the market participants.
We should also note that a statistical comparison of the forward volatility smiles implied
by the model and by the market can be carried out easily because, as was mentioned at the
end of Section 4.3.4, pricing a forward starting option consists of two consecutive linear algebra
operations which require little computing time.
4.5.3 Probability distribution for the implied volatility index
One of our goals in this paper has been to describe the random evolution of VIX through time.
In Figure 4.7 we plot the probability distribution functions of the volatility index, as defined at
the end of Chapter 4.2.
Since we can calculate explicitly distributions of VIX for any maturity (like those in Fig-
ure 4.7), pricing a European option on the VIX in our framework amounts to summing the
values of the payoff against the pdf in the same way as was done for European payoffs on the
underlying index in (4.10) of Section 4.3.4.
Notice that the calculation of the distributions of VIX is independent of the procedure
described in Chapter 3. Therefore the computational effort required to obtain it is minimal as
the task at hand solely consists of pricing portfolios of forward-starting options.
4.5.4 Distribution of the realized variance
As described in Chapter 3, the parameters in the model that influence the dynamics of It are
the number of lattice points 2C + 1, the lattice spacing α and the jump size multiples n and
m. We must choose n and m is such a way to satisfy the inequality (3.43). Figure 4.5 contains
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the graph of x versus 4M1(x)M3(x)/M2(x)
2 for both volatility regimes. The largest value of
the ratio 4M1(x)M3(x)/M2(x)
2 is 18.341. An appropriate pair of values for (n, m) is (5, 36).
Our next task is to choose the spacing α in such a way to satisfy (3.40), (3.41) and (3.42)
simultaneously for x ∈ E such that 10 ≤ x ≤ 225. This is because the probability for the
underlying getting below 10 or above 225 in 2 years is less than 10−6 as shown in the Figure
4.2. The parameters n,m, α are not chosen to match the moments outside this range explicitly.
Let xl = min(E ∩ [10, 225]) and xh = max(E ∩ [10, 225]). The intensities λj(x), j = 1, n,m for
x < 10 and x > 225 are chosen as
λj(x) = λj(xl) if x < 10,
λj(x) = λj(xh) if x > 225.
Our numerical experiments suggest this operation does not have any significant impact on the
prices which can be found in Table 4.4, 4.5 and 4.6. Figure 4.6 present the solutions of the
quadratic equations correspond to (3.40), (3.41) and (3.42) for every x ∈ E and we found
α = 0.00205 is an appropriate choice in this case.
We now need to choose the size (2C+1) of the state-space for the process I. The integer C
is determined by the longest maturity that we are interested in, which in our case is 2 years. As
discussed before, we must make sure that the process I does not complete the full circle during
the time interval of length T (recall that the pricing algorithm based on Theorem 3.5.1 makes
the assumption that the process I is on a circle). In other words we have to choose C so that
the chain X accumulates much less than 2Cα of realized variance. In the example considered
here it is sufficient to take C = 120.
Table 4.4, 4.5 and 4.6 contain the prices of variance swap, volatility swap and call options
on the realized variance computed by our method and the Monte Carlo simulations. Table
4.7 contains the prices of variance swap and the logarithmic payoff for different maturities, as
given by (4.4). In [20] the performance of the log payoff as a hedge instrument for the variance
swap is studied in the presence of a single down-jump throughout the life of the contract. In
Equation 42 the authors show that, in this case, the log payoff is worth more than the variance
swap. Note that the values of the variance swaps in Table 4.7 dominate the values of the log
payoff, as given by our model. Since our underlying model is among other things an infinite
activity jump process with zero intensity for up-jumps, we would expect the value of the log
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payoff dominate the values of the variance swap. This seems to be disagreed with the analysis
in [20]. However this is because of the difference in our definitions of the quadratic variation,
[log(S)] (for our definition, see (3.1)). In [20], the quadratic variation is defined as
[log(S)]T := lim
n→∞
∑
tni ∈Πn,i≥1
(
Stni − Stni−1
Stni−1
)2
, (4.12)
where Πn = {tn0 , tn1 , ..., tnn}, n ∈ N, is a refining sequence of partitions of the interval [0, T ]. If
one carry out the same analysis as in [20] with Definition (3.1), it is easy to see that the variance
swap is worth more than the log payoff as presented in Table 4.7.
In Chapter 11 of [25] it is shown that for a compound Poisson process with intensity λ = 0.61
and normal jumps with mean −0.09 and variance 0.14, the difference between the current value
of the logarithmic payoff and the variance swap (both maturing in one year) equals 0.3% if both
prices are expressed in volatility terms (i.e. the difference between the square roots of the values
of the annualized derivatives). This should be compared to 0.22% which is the corresponding
difference in our model.
Maturity T = 0.5y n = 5,m = 36 MC√
1
T E0[ΣT ] 21.77% 21.77%
E0
[√
1
T ΣT
]
20.86% 20.83%
moneyness = 80% 1.96% 1.96%
moneyness = 100% 1.10% 1.13%
moneyness = 120% 0.60% 0.62%
time in s 40 100
Table 4.4: Prices of variance swaps, volatility swaps and call options on the realized variance
with 0.5 year maturity by our method and the Monte Carlo simulation with 100k paths. All
the prices are quoted in volatility terms.
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Maturity T = 1y n = 5,m = 36 MC√
1
T E0[ΣT ] 22.56% 22.56%
E0
[√
1
T ΣT
]
21.72% 21.70%
moneyness = 80% 2.06% 2.06%
moneyness = 100% 1.13% 1.15%
moneyness = 120% 0.60% 0.62%
time in s 40 200
Table 4.5: Prices of variance swaps, volatility swaps and call options on the realized variance
with 1 year maturity by our method and the Monte Carlo simulation with 100k paths. All the
prices are quoted in volatility terms.
Maturity T = 2y n = 5,m = 36 MC√
1
T E0[ΣT ] 23.56% 23.56%
E0
[√
1
T ΣT
]
22.60% 22.55%
moneyness = 80% 2.28% 2.29%
moneyness = 100% 1.33% 1.36%
moneyness = 120% 0.70% 0.73%
time in s 40 400
Table 4.6: Prices of variance swaps, volatility swaps and call options on the realized variance
with 2 years maturity by our method and the Monte Carlo simulation with 100k paths. All the
prices are quoted in volatility terms.
Maturity
√
1
T E0[ΣT ] − 2T E0
[
log
(
ST
S0
)]
Difference
0.5 21.77% 21.57% −0.20%
1 22.58% 22.36% −0.22%
2 23.56% 23.32% −0.24%
Table 4.7: Prices of variance swaps versus the logarithmic payoff by our method.
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Figure 4.1: Implied volatilities for out-of-the-money European options written on the SPX with maturities
between 1 month and 2 years. The maturities are presented in year fractions. For each market-specified maturity
the star > represent market-implied volatilities. The continuous curves graph the implied volatility of the model
as a function of strike. The relative value of SPX, with respect to the current level of spot, is plotted along the
line of abscisse.
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Figure 4.2: Implied probability density function for the SPX spot price with maturities between 1 month and
2 years. The value of the SPX plotted along the x-axis is a relative value (in percent) with respect to the current
level of spot.
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Figure 4.3: Delta, Gamma, and Vega profiles of call options on the SPX with maturities between 6 months
and 2 years, all struck at 100. We calculate the delta and gamma of a call option for all lattice points S using a
symmetric difference as described in Section 4.3.4 Notice that we are using the underlying index S and the strike
of the options on their relative scales with respect to the level at which the index was trading when the snapshot
of the market was taken. We are calculating the vega of a call option by bumping the current volatility regime,
repricing the option and plotting the difference from the original option value, for all points on the lattice. Notice
that vega and gamma profiles are very similar in shape but different in magnitude, which is consistent with the
general market view on the two Greeks.
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Figure 4.4: Implied forward volatility skews 1 month to 2 years from now. The x-axis is the moneyness of the
strike of the forward starting option. The y-axis contains the forward volatility values expressed in percentage,
as impled by the model.
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Figure 4.6: The solutions of the quadratic equation correspond to λ1(x), λn(x), λm(x) for all x ∈ Ω for
regime 0 and 1. The ‘min’ and ‘max’ in the legends denote the minimum and maximum of the two solutions
respectively. The region of the graphs where there is no solution represent that the corresponding intensity is
positive regardless of the choice of α. The rightmost column of Table 3.1 on page 75 summaries the conditions
on α for λ1(x), λn(x), λm(x) to be non-negative: for λ1 and λm, one would choose α to be larger than both ‘min’
and ‘max’ or smaller than both ‘min’ and ‘max’; for λn, one would choose α to be between ‘min’ and ‘max’.
The dotted line represents the choice of α = 0.00205.
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Chapter 5
Conclusions
We have presented a numerical method to approximate stochastic processes which consist of
local volatility, stochastic volatility and jumps by a continuous time Markov chain X. Our
method involves approximating the generator of a stochastic process by the generator L of a
Markov chain X, which turns out is nothing more than a square matrix if the state-space of the
chain is finite. Following Theorem 1.3 the probability kernel Pt of the chain can be expressed
as the matrix exponential of its generator. Therefore the problem of pricing European option
boils down to computing etL, where t is the maturity.
In Chapter 2 we showed how to construct a multi-dimensional continuous time Markov
chain and showed that it converges in distribution to a multi-dimensional diffusion process by
Theorem 2.2.
In Chapter 3 we presented an algorithm for pricing and hedging volatility derivatives
and derivatives on the realized variance in markets driven by Markov processes of dimension
one. The scheme is based on an order k approximation of the realized variance process by a
continuous-time Markov chain, where k is number of matched moments. We proved the weak
convergence of our scheme as k tends to infinity in Theorem 3.6.1 and demonstrated with nu-
merical examples that in practice it is sufficient to use k = 2 if the underlying Markov process
is continuous and k = 3 if the market model has jumps.
In Chapter 4 we introduced an approach for pricing derivatives that depend on pure real-
ized variance and derivatives that are sensitive to the implied volatility smile within the same
framework. The underlying model is a stochastic volatility model with jumps that has the
ability to switch between different CEV regimes and therefore exhibit different characteristics
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in different market scenarios. The structure of the model allows it to be calibrated to the
implied volatility surface with minimal explicit time-dependence. The stationary nature of the
model is best described by the implied forward smile behaviour. The model is the extended
with the algorithm described in Chapter 3 to capture the joint dynamics of the underlying
and its realized variance while retaining complete numerical solubility. Having obtained the
joint probability distribution function for the realized variance and the underlying process, we
outline the pricing algorithms for derivatives that are sensitive to the realized variance and the
implied volatility within the same model.
There are several natural open questions related to this thesis. First, it would be interesting
to understand the precise rate of convergence in Theorem 3.6.1 both from the theoretical point of
view and that of applications. The second question is to prove the convergence and convergence
rate of the approximating scheme when the limiting stochastic process S has jumps. The third
question is numerical in nature. As mentioned in the introduction, the algorithm described in
this paper can be adapted to the case when the process S is a component of a two dimensional
Markov process. The implementation of the algorithm in this case is hampered by the dimension
of the generator of the approximating Markov chain, which would in this case be approximately
2000 (as opposed to 70, as in the examples of Section 3.9). It would be interesting to understand
the precise structure of this large generator matrix and perhaps exploit it to obtain an efficient
algorithm for pricing volatility derivatives in the presence of stochastic volatility.
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