The area values of ROI were then fed to the ANN which is hypothesized to mimic the pattern recognition of a human observer. The simple but fast ANN built, could classify subjects with and without PD with an accuracy of 94%, sensitivity of 100% and specificity of 88%. Hence it can be inferred that the proposed system has the potential to be an effective way to aid the clinicians in the accurate diagnosis of PD.
INTRODUCTION
Parkinson's disease (PD) is characterized by degeneration of dopaminergic region in the substantia nigra of the brain, which results in loss of dopamine [1] . Dopamine is a neurotransmitter that assists in movement, coordination, cognition etc. [2] . In a PD patient, the nerve cells that are responsible in producing dopamine start to die. With time, more of these nerve cells die resulting into more loss of dopamine which in turn results in having lesser control over the voluntary actions of the body. Some of the symptoms of PD include Bradykinesia, tremor, freezing, postural deformity and instability etc. [3] . Parkinson's disease is most commonly detected using brain scans such as MRI, fMRI, SPECT, PET etc. [4] [5] . However functional neuroimaging such as PET and SPECT can detect Parkinson's disease at an early stage [6] . Single Photon Emission Computed Tomography (SPECT) images using 123 I-Ioflupane (also known as [123I]FP-CIT SPECT or DaT-SPECT image) can assess the distribution of the presynaptic dopamine transporter in the striatum region of the brain (putamen and caudate) which helps in detection of Parkinson's diseases [7] . The later the stage of the disease, the smaller is the size of putamen and caudate in the images.
Till today, in most clinics, these images are interpreted by clinicians; with added possibility of human error. In a study it was reported that the pooled accuracy of clinical diagnosis of Parkinson's disease is only 80.6% [8] . This motivated us to come up with a new and simple approach to detect Parkinson's disease at an early stage automatically using image processing and artificial neural network (ANN). In this paper, DaT-SPECT images were processed to detect the putamen and caudate region (dopamine rich region), which is the region of interest (ROI) for this study, and the area of these regions were found. Subjects with Parkinson's disease have smaller putamen and caudate region compared to subjects with no Parkinson's disease. To classify PD and healthy control, an artificial neural network (ANN) was used. ANN has an excellent ability to recognize patterns and extract meaning from that pattern when placed in an unknown similar situation from the information already provided to it [9] . In this study, area value of putamen and caudate of known subjects were fed to the ANN to train and create a prediction model. Once, the prediction model was created, the ANN could classify PD and healthy subjects considering the area of the putamen and caudate (ROI). Using 200 SPECT images, of which 150 were used for training and 50 were used for testing, we achieved an accuracy of 94%, with 100% sensitivity and 88% specificity. Adapting this technology in hospitals or diagnostic centers can increase accuracy in diagnosis of Parkinson's disease and save money and time. A cross check can also help to improve diagnosis in cases where some people are misdiagnosed to have some other disease despite having PD and also in scans without evidence of dopaminergic deficit (SWEDD) patients where the subject shows symptoms of PD without any loss of dopaminergic neurons.
For computer aided diagnosis of Parkinson's disease, Challa K.N.R. et al. have used four different machine learning classifiers namely Multilayer Perception, Bayesian Network, Random Forest and Boosted Logistic Regression and tested the collected dataset on each four of them to find out the accuracy and precision of each classifier. From the ROC curve it was concluded that Boosted Logistic Regression gave the highest performance [10] 
II. PROPOSED METHODOLOGY
The proposed system follows several steps. Firstly, the required data are collected from PPMI database [13] . Then the images are preprocessed, and the region of interest (ROI) of this work, left and right putamen and caudate, are segmented from the processed images. The area of ROI is calculated and is fed to the artificial neural network (ANN) for training it. Thus a prediction model is created and using this prediction model, ANN can classify if a test subject has PD or not, given the area of ROI of the test subject. The work flow is shown in Figure. 1. 
A. Segmentation of ROI (putamen and caudate) using image processing
The application of image processing can be crucial for the detection of Parkinson's disease. As said earlier, SPECT images of subjects with PD show smaller putamen and caudate region than healthy subjects; size of these regions from these images are required for differentiating PD subjects from healthy ones. In this section segmentation of caudate and putamen (ROI) is done and their areas are measured after being processed.
1) Image Pre-processing :
PPMI reconstructs the raw projection data and attenuates them. They also perform the spatial normalization for consistency in orientation (so that location in one subject's scan corresponds to another subject's scan). One additional step can be performed: a binary mask application, which reduces the number of voxels used in the subsequent analysis. Each scan consists of 91 axial slices from top to bottom of the head. We have selected slice in the range 39-42 (slice 40 in most cases) as the ROI is most visible in this range. The images are then only needed to be sharpened based on unsharp masking with standard deviation of the Gaussian lowpass filter with a value of 7 and strength of the sharpening effect has a value of 2 [14] .
2) ROI detection and area calculation : From the images, the caudate and putamen regions were segmented by measuring size of putamen and caudate on both the right and left side of the brain. Segmentation was done using adaptive thresholding [15] and sequential grass fire algorithm [16] . As the background of the images is not uniform with a large variation in intensity, the adaptive aka dynamic thresholding is applied with the value between 0.52 to 0.71 for binarization and edge detection. Each threshold value is the weighted mean of the local neighborhood minus an offset value. The result is segmented caudate and putamen in binary form. Next, for noise cancellation adaptive median filtering is used which erodes away small pixels which are out of the contour [17] . After segmentation, sequential grass fire algorithm is applied in order to detect boundary and connected pixels. It scans image from top left to bottom right following the theory of 4-connected neighbourhood. Each non-zero white pixel is counted until it reaches the last bottom right pixel. The computed number of all connected pixels is consider as the area of the region. Further, when any hand of 4-connected neighbour is not connected in a region, that is considered as the boundary pixel of the region and the pixel is replaced with a RGB color (like 255, 0, 0: red). Finally, boundaries of ROI are marked ( Figure 2 ) and values of surrounded area are stored in dataset for further analysis.
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B. Neural Network for Classifying Parkinson Disease
With the obtained data, i.e., the area of ROI (putamen and caudate of left and right hemisphere of the brain) we formed a prediction model using ANN to classify PD and normal. We used supervised training method, where the classification of training data is included in the dataset.
1) Data for Prediction Model :
A simple binary classifier can be represented as a function that maps input x (realvalued) vector to an output f(x). The function is shown below:
where w is the weight vector, w * x is dot product of ∑ (wi × xi), and b is the bias [18] . The bias b is like the constant c at the end of the linear equation y=mx + c (2) which is used for convenience of shaping the result for better representation of output. As the doctors of the real world diagnose Parkinson's disease on the basis of degeneration of putamen and caudate nucleuses of the dorsal striatum, the main data for this study was also the area of the putamen and caudate of left and right hemispheres of brain that is found after processing of the SPECT images. For easy representation and faster calculation, the data were scaled so that the area in pixels now ranged from 0-10 units. The scaling factor, s, of the data under this study is
2) Choosing activation function: In this work, neural network model was used which can simply be represented as
where,
Here z is the summation vector of all the decisions [19] . The value of y can be from -∞ to + ∞ whose boundary is set from 0 to 1 [20] . As an activation function, sigmoid function is used. This is what makes the neural network a simple neural network or a sigmoid perceptron. The sigmoid function [19] used is:
The sigmoid curve of Figure (3) shows that the function used to represent the prediction model z, can be any number in the domain R, and the number is large when there is chance of Parkinson's disease and small when chance is less. Sigmoid (z) returns number close to 1 for large number and a number close to 0 for small numbers. That's why sigmoid function is suitable for the classification purpose of this study. Another reason for using sigmoid function is the simplicity in finding its derivative which is necessary for the learning function. Derivative of sigmoid can be defined as [21] 
Sigmoid prepares the nonlinear model of classification and detection of PD.
3) Costing Function and Trainning :
The ANN was trained on a known dataset with classification included in the dataset in a form of supervised training. Here, learning is the determination of weights for each processing elements, and optimizing the weight based on the cost function [18] . The cost function determines the cost based on the difference between results found and desired result. The square of the error function was used to find the cost and weight needed for the network to work correctly. The cost function can be defined as: From the equation of cost function, cost of individual neurons are determined and used for reaching the guided output. By calculating the error for every input, the cost function is reduced. Figure 4 above shows, the lesser the cost function, the closer we are to our desired output. In Figure 5 , two results of test subjects that are classified as PD or healthy are shown. 
III. RESULTS
A. Results from image processing
After processing the images we obtained segmented ROI and their area value. Figure 6 and 7 are some sample images after detection of ROI (the left and right putamen and caudate regions) and their corresponding binary images. On the other hand, for healthy control subjects, the left and right area range of putamen and caudate regions varied from 8000-17000 pixels. Separately the left hemisphere size ranged from 7000-13000 pixels with very few exceptions and the right hemisphere region size ranged from 8000-17000 with few exceptions. This shows the very noticeable difference that arises due to the loss of dopamine transporter in putamen and caudate region in case of patients affected by PD. Figure 8 shows area range of ROI in subjects with and without PD. The tables below (Table 1-2) show some numeric examples of data obtained by processing SPECT images of subjects with and without PD. 
B. Results from artificial neural network
The table below (Table 3) represents some examples of the prediction value calculated by ANN. A prediction value closer to 1 suggests PD, and value closer to 0 suggests normal. Based on this prediction value, the subjects are allocated to their respective prediction region ( Figure 9 ). Figure 9 : Representation of test subjects placed in their respective region in prediction model by ANN; here red represents region of PD, blue represents region of healthy subjects and grey dot in each image represents the test subjects; (a) shows subject without PD and (b) shows subject with PD.
Out of 50 images of both PD and Non PD used to test the classification model 3 results were wrong. All the test images of PD patients could successfully be identified. 3 Controls were wrongly identified as PD.
C. Analysis
Based on the results obtained from ANN, true positive (TP), false positive (FP), true negative (TN) and false negative (FN) were determined. TP is the number of cases correctly identified as PD, FP is the number of cases incorrectly identified as PD, TN is the number of cases correctly identified as healthy and FN is the number of cases incorrectly identified as healthy 
Using the values from Table 4 , and equation 8-10 [22] respectively, accuracy is calculated to be 94%, sensitivity is 100% and specificity is 88%. Some other approaches to classify or diagnose Parkinson's disease were done by using different methods which includes classification using SVM based on Striatal binding ratio (SBR) feature, Partial least square approach followed by SVM, Principal Component Analysis, shape analysis etc. Table 5 below shows a summary of comparison with related works in terms of performance (accuracy, sensitivity and specificity). It should be considered that this is not a fair comparison as same data is not used in all these studies. Stage of Parkinson' disease, data size, and other dependent and independent factor can affect performance. Early diagnosis of Parkinson's disease is very important for the patient to reduce its impact. As earlier the detection can be done, the better chance a patient has of slowing down the loss of neurons. The diagnosis process requires taking into account the various features and symptoms of patient and all these data needs to be analyzed by experienced specialists. The prediction/classification model presented in this paper with the aid of artificial intelligence aims to make it easier for doctors to do precise diagnosis. The contributions of this study are as following-(i) this model obtained reliable accuracy in terms of classification using only one feature extracted from the images.
(ii) The sample size used was large enough and diverse (iii) Using image processing and artificial neural network separately, makes application of this model easier in real world situations, i.e., this approach takes very less processing power and its accuracy is reliable. It can be inferred from this proposed model that, area analysis and use of a simple artificial neural network is useful in developing prediction models that can help a doctor reduce the long process of diagnosis of PD and eradicate any human error.
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