Detection and quantification of breast cancer is a very critical step in mammograms and therefore, needs an accurate and standard technique for breast tumor segmentation. In the last four decades, a number of algorithms have been published in the literature. Each one has their own merits and demerits. The aim of this paper is to make a comparative analysis of the most promising methods, namely fuzzy c-means (FCM), kmeans (KM), marker controlled watershed segmentation (MCWS) and region growing (RG), for the detection and segmentation of masses in mammographic images on real data obtained from Metro Hospital. Robustness of the methods is demonstrated by validating their quantitative results with expert manual data. It is observed that the RG gives better results compared to three other methods.
INTRODUCTION
Cancer is one of the leading causes of human mortality in the world. The most common type of cancer in women is the breast cancer. Early detection and diagnosis leads to the successful treatment and thus play the key role in controlling the breast cancer deaths. Hence, it is essential for the women of age group 30-40 years to have regular screening every year. Currently, X-ray mammography is considered to be the most simple and reliable imaging method for the early detection of breast cancer [1] . Presence of masses or micro-calcification clusters on mammograms is considered to be preliminary indicators for early stage breast cancer. To determine the tumor area, in most of the hospitals, a radiologist performs the diagnosis of breast tumor manually on mammographic images. Visual examination of large volume of mammograms and shortage of experienced radiologists makes the process error prone and time consuming. Computer-aided diagnosis (CAD) system may help radiologist and doctors in reliable and precise diagnosis of breast cancer [2] . Numerous techniques have been developed and proposed as an emerging tool to segment masses from surrounding tissues in digital mammograms. Martins et al. [3] employed the K-means algorithm for mass detection on digitized mammograms and classified them into masses and non-masses through support vector machine using shape and texture descriptors. Dominguez et al. [4] applied three image segmentation methods, K-means, Fuzzy c-means and Possibilistic Fuzzy Cmeans, for the detection of microcalcification clusters and achieved the better segmentation results with Possibilistic Fuzzy C-means. Kannan et al. [5] proposed a kernel induced fuzzy c-means based hyper tangent function (KFCHF) algorithm for the segmentation of breast cancer from mammographic images. In this work, the objective function of standard fuzzy c-means was modified by replacing original Euclidean distance on feature space using new hyper tangent function and the objective function thus obtained was converged more rapidly. Malek et al. [6] employed seed based region growing and mathematical morphology for the segmentation of microcalcifications in mammograms. Zaheeruddin et al. [7] presented the mean based region growing segmentation (MRGS) and marker controlled watershed segmentation (MCWS) for the segmentation of breast tumor in mammograms. Through the literature survey it is observed that each of the above mentioned algorithms or their modified versions have been used somewhere else but each method on different data sets. Therefore, it is not possible to evaluate their performance directly without implementing all these four algorithms on common data sets. The region growing (RG) and marker controlled watershed segmentation (MCWS) are the region based methods and fuzzy C-means (FCM), K-means (KM) are clustering based methods. In the present work, four prominent methods for the image segmentation, namely, fuzzy C-means (FCM), K-means (KM), marker controlled watershed segmentation (MCWS), and region growing (RG) have been selected and an algorithm is developed for the detection of masses using these methods. This algorithm is tested using a number of mammographic images obtained from a diagnostic centre in New Delhi, India. The performance of these segmentation techniques are evaluated and analyzed.
DETECTION METHODOLOGY 2.1 Image Enhancement
Mammograms contain noise, uneven illumination and several other artifacts that must be eliminated prior to segmentation. It is very difficult to locate the suspicious tumor areas in mammograms due to minor intensity differences between normal breast regions and anatomical regions. Therefore, preprocessing of mammogram image is essential to eliminate the background noise and enlarge the intensity gap between object and its background. In this work, we have applied morphological open-close reconstruction filter [8] to enhance the contrast between mass site location and background. Mathematical morphology is an effective tool for dealing with various problems related to image analysis and computer vision [9] . Morphological operations, such as, erosion, dilation, opening and closing are used for analyzing and processing of geometric structures based on set theory. Traditional filters, such as opening and closing, is generally used for noise reduction but its use is not widespread in image processing applications because it causes blur effects that poses serious problems in correct segmentation of region of interest (ROI). Morphological reconstruction based opening and closing filter has been proven better in terms of shape preservation than conventional morphological opening and closing operators [10] . Reconstruction by dilation is a morphological procedure that is defined by their respective geodesic dilation operators in binary and gray scale images. 
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is defined as the maximum between h dilated by a structuring element b and g. The geodesic dilation and erosion of size n is obtained as:
The desired morphological reconstruction is obtained when ) (
means, until condition of stability is reached. Thus, reconstruction by dilation is denoted as
Similarly, reconstruction by erosion denoted as
On the basis of these operations, opening by reconstruction is defined as
Similarly, closing by reconstruction is defined as
Segmentation Methods
A number of segmentation methods have been proposed by the researchers in the literature to extract the region of interest from image. Following segmentation algorithms have been considered here for their performance analysis.
Fuzzy c-means (FCM) algorithm
FCM is the unsupervised pixel classification technique that aims at dividing image pixels into optimal number of clusters. It was first proposed by Dunn et al. [11] . In general, pixels in a cluster have high degree of similarity than those in different clusters. However, each pixels of image possesses certain degree of similarity with the pixels of every cluster. This degree of belonginess is represented by a fuzzy membership function. The FCM algorithm assigns each pixel to more than one cluster with different membership degrees.
Let X = (x 1 , x 2,..., x N ) represents an image with N pixels to be divided into c clusters, where x i denotes a multispectral data, then the clusters are formed by the iterative optimization of the following objective function [12 ] .
where, u ij is the fuzzy membership degree of pixel x j in the cluster i, v i is the cluster center of ith cluster, and p is a constant that controls the fuzziness of the resulting partitions. No theoretical basis exists for the selection of optimal value of p; usually its value is chosen to be 2. The FCM objective function is minimized when pixels in the proximity of cluster centroids are assigned high membership values, and low membership values are assigned to pixels far from the centroid of corresponding clusters. The membership grade matrix U is created for all pixels and clusters. The FCM algorithm can be described as follows:
1. Initialize the membership matrix
2. Compute the center v i of their respective fuzzy clusters using
3. Update the membership functions using
4. Repeat step 2 and 3 until the iteration convergence criterion is satisfied,
where,  is an iteration terminating threshold with a value between 0 and 1, and q is the iteration steps. This algorithm to
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K-means (KM) algorithm
K-means is known as one of the simplest unsupervised learning algorithms that are used to partition an image into Kclusters [4] . It is an iterative technique which follows a simple procedure to classify a given data set, W, in d-dimensional space, through a K-number of clusters (which are fixed a priori). The first step intends to define a single prototype for each cluster (K-prototypes for K-clusters). In the next step, each data point is associated to the cluster with the nearest prototype. These prototypes must be placed in a cunning way with a distance as maximum as possible to yield a different results. The space partition of input data is updated and then new values of K-prototypes are re-calculated every time a pixel (data point) is added to the cluster. The algorithm is iterated until no data point is exchanged between clusters. The objective of this algorithm is to minimize the objective function that represents the total intra-cluster variance. This objective function is given as [4] :
where, indicates the similarity between n data points (pixels) and their cluster prototypes. The algorithm is described by the following steps.
1) Select appropriate number of K-points as initial prototypes to initiate the algorithm.
2) Construct a new partition by assigning each data point to the nearest prototype.
3) Re-calculate the new values of K-prototypes by taking the average value of all the points linked with the cluster.
4)
Repeat steps 2 and 3 until the positions of the cluster prototypes no longer change. The result is that all the data points are grouped into final required number of clusters.
Marker controlled watershed (MCWS) segmentation
Watershed algorithm is considered as a powerful tool for image segmentation. It plays an important role in machine vision, video image segmentation and image analysis [13] . Basic idea of watershed algorithm is to view the gradient of gray scale image as a topographic surface, wherein the rain falling on the watershed line would be collected equally in catchments basins. The line that separates two catchment's basins is referred as watershed line as shown in Fig. 1 . Vincent and Soille [14] proposed the novel approach for finding the watershed lines by using the immersion simulation algorithm. Segmentation efficacy of the watershed transform is improved significantly, if foreground objects and background regions are marked already.
In order to compute the gradient magnitude image, linear filtering operations such as average filtering and simple arithmetic calculations are used. However, if watershed algorithm is directly applied on gradient magnitude image, there always occurs an over segmentation mainly due to the presence of large number of minima's in that image. Therefore, markers of desired size are computed before applying watershed transform on gradient magnitude image. The catchment basins possessing minimal value are not marked properly in the presence of noise. Hence, before applying the watershed algorithm, pre-processing step is employed to remove the noise and other kind of nonuniformity from the test image in order to mark only the desired catchment basins. These marked catchment basins produce the modified gradient image. Watershed transform is then applied on modified gradient image to yield the final watershed ridge lines. The resultant image is finally superimposed on the original image to display the overall segmentation result. 
Region growing (RG) algorithm
In image segmentation, a region that corresponds to an object is defined as the group of spatially connected pixels having some property in common (such as similar gray levels) [15] . Region growing method relies on the propagation of an initial seed point according to pre-defined homogeneity criterion [16] . All neighboring pixels that have similar properties as that of seed pixel are appended to it, thus iteratively increases the size of region. A neighboring pixel is said to be similar to seed pixel if it satisfies the homogeneity criterion. At each iteration, all those pixels that reside near the boundary of growing regions are examined. If the pixel is found to be most similar to a region based on the given criterion, then it gets added to that region. This process continues until all the pixels get assimilated [17] . If the gray level value of the neighboring pixel is within deviation range of given threshold, then, it is labeled as foreground otherwise as a background pixel. In this method, appropriate values of seed pixel (S f ) and threshold (T) are computed automatically using the Equation (15) and (16) respectively [7] . 
IMPLEMENTATION
The process flow diagram for the detection of the tumor region using the segmentation methods, as discussed above, is shown in fig. 2 . The proposed algorithms are simulated on MATLAB 7.0 on a personal computer with a processor speed of 1.8 GHz and 2GB memory. About 18 mammogram images are procured from a diagnostic centre of Metro hospital, Faridabad, NCR of New Delhi. Each mammogram was preprocessed with opening-closing morphological filtering technique. Structuring elements of different sizes were used to filter out the noise and other artifacts in mammograms. The pre-processing of one sample image is shown in fig. 3 . After pre-processing, each image is segmented using image segmentation algorithms discussed in section 2.
REGION OF INTEREST (ROI) SELECTION
In this work, after segmentation of region of interest, we compute area of all the tumors extracted by each method. To proceed towards area measurement, we first separate out ROI from the segmented image. Thereafter, separated ROI is converted into label matrix. Area of extracted region is then computed and compared with the area furnished by an expert radiologist. The segmentation result for one set of image using above segmentation methods are shown in fig.4 . After segmentation, the ROI is extracted and is shown in fig.5 .
RESULTS AND DISCUSSION
The simulation is done for a number of images and the tumor area is computed for each images. The results obtained from simulation are tabulated in table1. The relative error (RE) of each method for different tumor area is computed as:
where A is the tumor area measured by different approaches (ii) Number of false positive per image = Total number of false alarms / Total number of images.
Tumor area with relative error less than 50 percent is considered as detected 'true positives', otherwise as 'false positives'. Therefore, in true sense, sensitivity presents the tumor detection rate for each method considering only those tumors whose segmented area matches at least 50 percent of the area furnished by the expert radiologist. All the segmented objects other than tumor are also considered as false alarms. 
CONCLUSION
This paper analyzes the detection performance of four existing methods of image segmentation for tumor area extraction in digital mammograms. The result shows that segmentation performance of RG method is better as compared to the three other methods. Therefore, this method can assist the radiologists as a pre-reader in diagnosis of breast masses in mammograms by providing the results with high accuracy and detection rate. The visual segmentation and quantitative results shows that the RG method overcomes the sensitivity and accuracy limitations of the available methods. But, the major drawback of this method is its dependence on appropriate selection of threshold and seed pixel value which makes it more time consuming and complicated. But another point of view that makes it more useful is that the less accurate methods are considered similar to non-interactive methods in the domain of medical image analysis, and therefore pose hindrance to their widespread use in clinics. The collective efforts of radiologists and the proposed method as a pre-reader would result in accurate diagnosis. The quantitative evaluation of the segmentation results for FCM, KM, MCWS, and RG methods are summarized in Table 3 . 
