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EXPONENTIAL DECAY OF EIGENFUNCTIONS
IN A CONTINUOUS MULTI-PARTICLE ANDERSON MODEL
WITH SUB-EXPONENTIALLY DECAYING INTERACTION
VICTOR CHULAEVSKY
Abstract. This short note is a complement to our recent paper [2] where we estab-
lished strong dynamical localization for a class of multi-particle Anderson models
in a Euclidean space with an alloy-type random potential and a sub-exponentially
decaying interaction of infinite range. We show that the localized eigenfunctions at
low energies actually decay exponentially fast. This improves the results by Fauser
and Warzel who established sub-exponential decay of eigenfunctions in presence of
a sub-exponentially decaying interaction.
1. Introduction
1.1. The model and the main goal. We study a multi-particle Anderson model in
R
d with long-range interaction and subject to an external random potential of the so-
called alloy type. The Hamiltonian H(ω) = H(N)(ω) is a random Schro¨dinger operator
of the form
H(ω) = −
1
2
∆+U(x) +V(ω;x) (1.1)
acting in L2
(
(Rd)N
)
. To stress the dependence on the number of particles, n ≥ 1,
omitting a less important parameter d (= the dimension of the 1-particle configuration
space), we denote
X
N :=
(
R
d
)N
, ZN :=
(
Z
d
)N
→֒
(
R
d
)N
, N ≥ 1.
The points x = (x1, . . . , xN ) ∈ X
N represent the positions of the N quantum particles
evolving simultaneously in the physical space Rd. In (1.1), ∆ stands for the Laplacian
in (Rd)N (or, equivalently, in RNd). The interaction energy operator U acts as multi-
plication by a function x 7→ U(x). Finally, the potential energy V(ω;x) (unrelated to
the inter-particle interaction) is the operator of multiplication by a function
x 7→ V (x1;ω) + · · ·+ V (xN ;ω), (1.2)
where x ∈ Rd 7→ V (x;ω) is a random external field potential assumed to be of the form
V (x;ω) =
∑
a∈Zd
Va(ω)ϕ(x− a). (1.3)
Here and below Va, a ∈ Z
d →֒ Rd, are IID (independent and identically distributed)
real random variables on some probability space (Ω,F,P) and ϕ : Rd → R is usually
referred to as a scatterer (or “bump”) function.
More precise assumptions will be specified below.
For the motivation and bibliographical remarks, see [2], where it is shown that the
random Hamiltonian H(ω), satisfying the hypotheses (V) and (U) formulated below,
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features strong dynamical localization with eigenfunction correlators decaying at sub-
exponential rate (r 7→ e−νr
κ
, with some ν, κ > 0).
By the RAGE theorems, it follows from the results of [2] that with probability one,
H(ω) has pure point spectrum in an energy zone near the bottom of the spectrum, and
all respective eigenfunctions decay at a sub-exponential rate (perhaps, faster). In the
present paper, we complement these results by proving that in the localization zone,
the eigenfunctions actually decay exponentially fast at infinity, even if the interaction
potential U(r) decays at sub-exponential rate e−r
ζ
, with arbitrarily small ζ > 0. For
the model considered here, this improves the results by Fauser and Warzel [8] who
proved (prior to [2]) sub-exponential decay of eigenfunction correlators (hence, sub-
exponential decay of EFs), in a more general class of N -particle Hamiltonians with
alloy potentials and a sub-exponentially decaying interaction.
We work only with a particular class of alloy potentials, called in [2] flat tiling alloys,
for two reasons.
• This paper completes the results of [2], where we focused on strong dynamical
localization.
• The main strategy of proof of exponential localization used here relies essen-
tially on the fixed-energy Multi-Scale Analysis (MSA), and a relative simple,
”soft” derivation of the energy-interval bounds, required for spectral localiza-
tion with exponentially decaying eigenfunctions, is based on a special kind of
eigenvalue concentration (EVC) bound which has been proved so far only for
a limited class of multi-particle Anderson Hamiltonians.
On the other hand, the extension of the techniques of Ref. [4] (energy-interval multi-
particle MSA) to the continuous Anderson models with sub-exponentially decaying in-
teraction can be carried out for a much larger class of alloy potentials and under much
weaker assumptions on the regularity of the probability distribution of the scatterers’
amplitudes. Specifically, it suffices to assume log-Ho¨lder continuity of the marginal
probability distribution function; such models are known to be beyond the reach of the
Fractional Moment Method, even in the one-particle localization theory. Moreover,
the EVC bound proved recently by Klein and Nguyen [10] and based on the Unique
Continuation Principle for spectral projections (UCPSP; cf. [9]) applies to alloys even
without the complete covering condition (assumed in [8]), let alone the flat tiling condi-
tion (assumed both in [2] and in the present paper) which is, in a manner of speaking, a
”perfect complete covering” condition. However, the energy-interval MPMSA is more
complex than its fixed-energy counterpart, and for this reason it cannot be included
into the present manuscript. Compared to Ref. [4], the main modification required in
the case of an infinite-range interaction is encapsulated in an analog of Lemma A.1.
Recall that Fauser and Warzel [8] proved exponential decay of eigenfunctions (with
low-lying eigenvalues) in a multi-particle continuous alloy model with exponentially
decaying interaction, under the complete covering condition.
1.2. Basic geometric objects and notations.
We fix from the beginning an integer N∗ ≥ 2, which can be arbitrary large, and
work in Euclidean spaces of the form (Rd)N ∼= RNd, 1 ≤ N ≤ N∗. A configuration of
N ≥ 1 distinguishable particles in Rd is represented by (and in our paper, identified
with) a vector x = (x1, . . . , xN ) ∈ (R
d)N , where xj is the position of the j-th particle.
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Figure 1. Cubes, cells and boundaries. Here d = 1, N = 2, L = 5,
u = 0 = (0, 0), so the cube ΛNL (u) is the square of diameter 2L+1 = 11
in the max-norm, covered by (2L+1)2 squares of diameter 1 centered
at integer points in Z2 ∼= Z2. The 4 · 2L light gray squares cover the
boundary belt ΛoutL (0) = {y ∈ R
2 : |y| ∈ (L − 12 , L+
1
2 )}. The larger
dots represent the boundary ∂−BL(0) of the lattice cube BL(0) =
ΛL(0) ∩ Z
2, with |BL(0)| = (2L+ 1)
2 and diamBL(0) = 2L.
In general, boldface notations are reserved for ”multi-particle” objects (Hamiltonians,
resolvents, cubes, etc.).
Since we work with the alloy-type external random potentials, an important role is
played by the integer lattices Zd →֒ Rd and (Zd)N →֒ (Rd)N .
All Euclidean spaces will be endowed with the max-norm denoted by | · |, so that
|x| = maxi |xi|. We will consider Nd-dimensional cubes of integer edge length in
(Zd)N centered at lattice points u ∈ (Zd)N →֒ (Rd)N and with edges parallel to the
co-ordinate axes. The open cube of edge length 2L + 1 centered at u is denoted by
ΛL(u); in the max-norm it represents the open ball of radius L+
1
2 centered at u:
ΛL(u) = {x ∈ X
N : |x− u| < L+ 12}. (1.4)
The lattice counterpart for ΛL(u) is denoted by BL(u):
BL(u) = ΛL(u) ∩Z
N = {x ∈ ZN : |x− y| ≤ L}; u ∈ ZN .
BL(u) is the lattice ball of radius L (not L+
1
2 , as in the case of ΛL(u)), so by a slight
abuse of terminology, we often refer to L as the radius of both BL(u) and ΛL(u).
We call a cell a closed cube of diameter 1 centered at a lattice point u ∈ ZN :
C(u) = {y ∈ XN : |y − u| ≤ 12}.
The union of all cells C(u), u ∈ ZN , covers the entire Euclidean space XN . Moreover,
for any u ∈ ZN , denoting by A the closure of the set A ⊂ XN , we have
ΛL(u) =
⋃
y∈BL(u)
C(y).
The diameters appearing in our formulae are relative to the max-norm; the cardi-
nality of various sets A (usually finite) will be often denoted by |A|. We have
diamΛL(u) = 2L+ 1, diamBL(u) = 2L, |BL(u)| = (2L+ 1)
Nd ≤ (3L)Nd.
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Figure 2. Two examples of flat tiling in R2. See Remark 1.
The indicator function of a set A is denoted in general by 1A, but for the indicators
of the cells we use a shorter notation, χx := 1C(x).
The standard application of the Geometric Resolvent Inequality for the continuous
Schro¨dinger operators (cf. Sect. 3.1) involves the boundary belt of a cube ΛL(u):
ΛoutL (u) := ΛL(u) \ΛL−1(u) =
{
y : |y − x| ∈
(
L− 12 , L+
1
2
)}
. (1.5)
We also define the boundary ∂−BL(u) = {y ∈ BL(u) : |u − y| = L} of the lattice
counterpart of ΛL(u) in such a way that (cf. Fig. 1)
ΛoutL (u) ⊂
⋃
x∈∂BL(u)
C(x). (1.6)
1.3. Symmetrized norm-distance. The symmetrized norm-distance is much more
natural than the conventional norm-distance in the multi-particle configuration space,
even in a situation where, as in the present paper, the particles are considered distin-
guishable. The formal definition is as follows:
d
(N)
S (x,y) := min
π∈SN
|π(x) − y|,
where the elements of the symmetric group π ∈ SN act on x = (x1, . . . , xN ) by
permutations of the coordinates xj .
1.4. Interaction potential. We assume the following:
(U) U is generated by a 2-body potential U : R+ → R+, viz.
U(x) =
∑
1≤i<j≤N
U(|xi − xj |),
where
0 ≤ U(r) ≤ CUe
−rζ , (1.7)
for some ζ > 0, CU ∈ (0,∞). We stress that ζ > 0 can be arbitrarily small.
1.5. External random potential.
We assume the following conditions to be fulfilled.
(V) The external random potential is of alloy type,
V (x;ω) =
∑
a∈Z
V(a;ω)ϕa(x − a), (1.8)
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where V : Z × Ω → R is an IID random field on the lattice Z = Zd →֒ Rd, relative to
some probability space (Ω,F,P); the expectation will be denoted by E [ · ].
The scatterer (a.k.a. bump) functions ϕa have the following property which we call
flat tiling : diam supp ϕa ≤ r1 <∞ and for some Cϕ ∈ (0,+∞),∑
a∈Z
ϕa = Cϕ 1, (1.9)
up to a subset of zero Lebesgue measure in Rd.
The random scatterers amplitudes V(·;ω) are IID (independent and identically dis-
tributed) and admit a common probability density pV , which is compactly supported,
with supp pV = [0, cV ], cV > 0, and pV is strictly positive, bounded and has bounded
logarithmic derivative in the open interval (0, cV ):
∀ t ∈ (0, cV )
{
0 < p∗ ≤ pV (t) ≤ p
∗ < +∞,
0 ≤ p′V (t)/pV (t) ≤ C
∗ < +∞.
(1.10)
Remark 1. For brevity, we assume Cϕ = 1; this is inessential for the validity of the main
results. Note that the scatterers’ supports can overlap: for example, the indicators of
the cubes {y ∈ Rd : |y − x| ≤ n/2} of any integer diameter n ∈ N∗ form an n-fold flat
tiling.
1.6. The almost sure spectrum. The exact location of the a.s. spectrum of the N -
particle Hamiltonian HN (ω) in the entire Euclidean space (Rd)N can be easily found
with the help of the classical Weyl criterion. A minor modification1 of the argument
used in the proof of [10, Proposition A.1] leads to the following result.
Proposition 1.1. Under the assumptions (V) and (U), Σ(HN
XN
(ω)) = [0,+∞) with
probability 1.
1.7. Main result.
Theorem 2. Assume the conditions (V) and (U) and fix an integer N∗ ≥ 2. Consider
the random Hamiltonian HN (ω) = −∆ + gV(ω) +U(x) of the form (1.1), with g >
0. There exist E∗g > 0, m
∗
g > 0 such that for all N ∈ [1, N
∗], HN (ω) has pure
point spectrum in I∗g = [0, E
∗
g ], and all its eigenfunctions Ψj with eigenvalues in I
∗
g
decay exponentially fast at infinity, with rate ≥ m∗g. Specifically, for P-a.e. ω, every
eigenfunction Ψj(ω) (with eigenvalue in I
∗
g ) and some rj(ω) ∈ (0,+∞), for all x ∈ Z
N
with |x| ≥ rj(ω),
‖χxΨj‖ ≤ e
−m∗g |x|. (1.11)
Furthermore, E∗g ,m
∗
g → +∞ as g → +∞.
We focus essentially on the general case where g > 0 is not assumed to be large,
and omit g from the formulae; the main mechanism responsible for the onset of (multi-
particle) localization is the Lifshitz tails phenomenon, like in the one-particle localiza-
tion theory. The last assertion of the theorem will follow from Remark 5 on the initial
length scale estimate.
1As was pointed out in [2], we cannot apply directly the results of Ref. [10] which addresses the
models with a finite-range interaction, but in the proof of Proposition 1.1, this is a pure formality.
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2. EVC bounds
2.1. Strong Regularity of the Conditional Mean (SRCM). The key property of
the probability distribution of the random scatterers in the flat tiling model, resulting in
efficient EVC bounds and ultimately, in norm-bounds on the decay of EFCs established
in [2], can be formulated for a random field V : Z × Ω → R on a countable set Z and
relative to some probability space (Ω,F,P). Formally speaking, it does not presume
independence or any explicit decay of correlations of the random field in question.
Introduce the following notation. Given a finite set Q ⊂ Z, we set ξQ(ω) :=
|Q|−1
∑
x∈Q V (x;ω) (the sample, or empirical, mean) and ηx(ω) = V (x;ω) − ξQ(ω)
for x ∈ Q (the ”fluctuations” relative to the sample mean). Denote by FQ the sigma-
algebra generated by all the fluctuations ηx, x ∈ Q.
(SRCM): Given a random field V : Z × Ω → R on a countable set Z, there exist
C,A ∈ (0,+∞) such that for any finite subset Q ⊂ Z, any FQ-measurable random
variable µ and all s ∈ (0, 1], the following bound holds:
P
{
ξQ(ω) ∈ [µ(ω), µ(ω) + s]
∣∣FQ} ≤ C |Q|As. (2.1)
Proposition 2.1 (Cf. [3]). Under the assumption (V), the IID random field V :
Z × Ω→ R satisfies the property (SRCM) with A = 2.
In Ref. [2], we used a weaker form of (2.1), called there Regularity of Conditional
Mean (RCM). The main improvement concerns the exponent of s in the RHS: in [2] we
assumed an upper bound by C|Q|Asθ for some θ > 0. The optimal regularity exponent
θ = 1 is required for the proof of Theorem 7 deriving energy-interval estimates from
the results of the fixed-energy analysis in the continuous N -particle alloy model (the
situation with the discrete N -particle models is simpler; cf. [6]). In turn, Theorem 7
allows us to avoid a more tedious energy-interval MPMSA procedure.
2.2. Bounds for the flat tiling alloy model. We start with the one-volume EVC
bound, which is quite similar in form to the celebrated Wegner estimate [12]. The flat
tiling alloy model is a particular case of a much more general one, studied by Klein and
Nguyen [10], so we can simply quote their result; the nature of the interaction potential
is irrelevant here. The condition (SRCM) also leads to a Wegner-type estimate, but
with a non-optimal volume dependence.
Theorem 3 (Cf. [10, Theorem 2.2]). Let ΣI
∗
x,L be the spectrum Σ(HΛL(x)) ∩ I
∗, I∗ =
[0, E∗]. Then
P
{
dist
[
ΣI
∗
x,L, E
]
≤ s
}
≤ C1(N,E
∗, pV )L
Nd s. (2.2)
The estimate (2.2) suffices for the fixed-energy analysis, but the derivation of dy-
namical (cf. [2]) and spectral localization requires an EVC bound for pairs of local
Hamiltonians (two-volume bound). In a manner of speaking, this is an ”eigenvalue
comparison” – rather than ”eigenvalue concentration” – estimate. In the usual 1-
particle models satisfying the condition called Independence At Distance (IAD), the
”EV comparison” estimate for the pairs of spectra in two distant finite domains follows
easily from the Wegner-type estimates, but the situation is more complex with the
interactive models, particularly in a continuous configuration space.
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u x1
x2
y
ΛoutLk+1(u)
Figure 3. Boundary belts and the GRI. An example of a two-fold
application of the GRI, starting with the cubeΛLk(u), inside the larger
cube ΛLk+1(u). The goal is to assess ‖χyGΛLk (u)χu‖. The boundary
belt ΛoutLk (u) is covered by |∂
−BLk(u)| cells, including x1. The second
step starts at the cell C(x1) replacing C(u) used at the first step, and
arrives at the cells C(x2), with x2 ∈ ∂
−BLk(x1), covering Λ
out
Lk
(x1).
The short arrows represent the factors provided by the norms ‖ · ‖uprise,
accumulated along a descent from the most distant cubes of radius Lk
down to the central cell C(u). The geometrical procedure is analogous
to the one used in the discrete models (cf., e.g., [6, Appendix A]).
Theorem 4 (Cf. [2, Theorem 4]). Under the assumptions (V) and (U), for any fixed
N, d, E∗ and the PDF FV of the random scatterers, there exist some C,A ∈ (0,+∞)
such that for any pair of 4NL-distant cubes ΛL(x), ΛL(y) the following bound holds:
∀ s ∈ (0, 1] P
{
dist
[
ΣI
∗
x,L,Σ
I∗
y,L
]
≤ s
}
≤ CLA s. (2.3)
3. Fixed-energy analysis of the flat tiling alloy model
3.1. Decay of the GFs in cubes.
The main technical tool used here is the Geometric Resolvent Inequality, well-known
in the single-particle theory and applicable to the multi-particle Anderson Hamiltonians
as well, for the structure of the potential is irrelevant for this general analytic result.
It has been used in a number of works based on the Multi-Scale Analysis of Anderson-
type operators in continuous configuration spaces; a specific implementation of this
well-known technique used in the present paper is slightly different from the standard
one2. Specifically, when performing a scaling step Lk  Lk+1, we cover the cubes of
radius Lk+1 by the unit cells rather than by the central sub-cubes ΛLk/3(x) of the cubes
ΛLk(x). This makes the scaling scheme closer to the one used in the framework of the
2Cf., e.g., the book [11] covering the 1-particle models, or the paper [10] treating the interactive
Anderson models in Rd. The geometrical constructions used in [10] are required for the bootstrap
(MP)MSA deriving strong localization bounds from very weak initial hypotheses.
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discrete models and allows us to re-use, in the proof of the main analytic statement
(Lemma 3.5) an argument presented in our earlier works on discrete models (cf. [5,6]).
Introduce a notation that will be often used below:∥∥GΛL(u)∥∥uprise := ∥∥1ΛoutL (u)GΛL(u)χu∥∥, (3.1)
(here uprise symbolizes the decay from the center to the boundary of a cube),
Proposition 3.1 (Cf. [11, Lemma 2.5.4]). Let be given two cubes Λ = Λℓ(u), Λ
′ =
ΛL(v), such that
Λℓ(u) ⊂ ΛL−3(v) ⊂ ΛL(v). (3.2)
There exists a real number CGRI such that for any measurable sets A ⊂ ΛintL/3 and
B ⊂ Λ′ \Λ,
‖ 1BGΛ(E)1A ‖ ≤ C
GRI‖ 1BGΛ′(E)1Λout ‖ · ‖ 1Λout GΛ(E)1A ‖ (3.3)
Corollary 3.2. Consider the embedded cubes Λ = ΛLk(x) ⊂ Λ˜ = ΛLk+1(u) with
|x− u| ≤ Lk+1 − Lk − 3. For any cell C(y) ⊂ Λ
(out)
Lk
, one has
‖χyGΛ˜χu‖ ≤ C
GRI
∥∥GΛ∥∥uprise ‖χyGΛ˜ 1Λout ‖, (3.4)
and consequently (cf. (1.6)), denoting B = Λ ∩Z, one has
‖χyGΛ˜χu‖ ≤
∑
z∈∂B
CGRI
∥∥GΛ∥∥uprise ‖χyGΛ˜χz‖
≤ CGRI (3L)Nd
∥∥GΛ∥∥uprise max
z∈∂B
‖χyGΛ˜χz‖
(3.5)
In (3.5) and several formulae used below, (3L)Nd is a crude upper bound on the
cardinality |∂−BL(x)|.
As usual, we call any polynomially bounded solution to the equation HΨ = EΨ a
generalized eigenfunction with (generalized) eigenvalue E.
Proposition 3.3 (Cf. [11, Lemma 3.3.2]). For spectrally a.e. E ∈ Σ(H) there exists
a generalized eigenfunction Ψ, with eigenvalue E. Furthermore,
‖χxΨ‖ ≤
∥∥GΛL(x)(E)∥∥uprise‖ 1ΛoutL (x)Ψ‖. (3.6)
It follows from (3.6) that
‖χxΨ‖ ≤ CL
Nd
∥∥GΛL(E)∥∥uprise max
y∈∂−BL(x)
‖χyΨ‖. (3.7)
Definition 3.1. Let be given real numbers m > 0, E and integers k > 0, N ≥ 1.
A cube ΛNLk(u), as well as its lattice counterpart B
(N)
Lk
(u) = ΛNLk(u) ∩ Z
N , is called
(E,m)-non-singular ((E,mN )-NS) if
CGRI (3Lk)
Nd
∥∥GΛLkx(E)∥∥uprise ≤ e−mLk . (3.8)
ΛNLk+1(u), as well B
(N)
Lk+1
(u), is called (E, β)-NR if
dist
(
Σu,L, E
)
≥ e−L
β
(3.9)
ΛNLk+1(u) and B
(N)
Lk+1
(u) are called (E, β)-CNR if for all Lk ≤ ℓ ≤ Lk+1 − Lk.
dist
(
Σu,L, E
)
≥ e−L
β
k+1 . (3.10)
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3.2. Induction hypothesis. The goal of the scale induction is to prove recursively
the following property:
S(N, k): Given integers N∗ ≥ 3, L0 ≥ 1, α ≥ 2, the integer sequence {Lj :=
(L0)
αj , j ≥ 0}, the real numbers m∗ > 0, P ∗ > 0 and the sequences
mn := m
∗(1 + 3L−δ+β0 )
N∗−n, P (n, k) := 2kP ∗(2α)N
∗−n, 1 ≤ n ≤ N∗,
the following property is fulfilled for all 1 ≤ n ≤ N :
P
{
Λ
(n)
Lk
(x) is (E,mN )-S
}
≤ L
−P (n,k)
k . (3.11)
It is not difficult to see that the decay of the RHS is equivalent to e−c
′ ln1+c Lk with
c > 0; it is faster than any power law L 7→ L−P .
We summarize in the table below the assumptions on the key parameters.
τ > max
(
ζ−1, 1
)
N ∋ α > 2τ
0 < β < min
(
1
4
, ζ,
7
8α
)
K + 1 > 4α
mN = m
∗
(
1 + 3L−1+β0
)N∗−N
m∗ ≥ L
−1/2
0
P (N, k) = 2kP ∗ (4α)N
∗−N P ∗ > 4N∗dα
(3.12)
Observe that
∀N = 1, . . . , N∗ P (N) ≥ P ∗ > max
(
4Nd, 2Ndα
)
. (3.13)
3.3. Initial length scale (ILS) estimate. The assumption of non-negativity of the
interaction greatly simplifies the EVC analysis in the continuous multi-particle models
near the bottom of the spectrum (it is not required in the strong disorder regime,
|g| ≫ 1). The key observation here is that any non-negative interaction can only move
the EVs up, thus resulting automatically in stronger ILS estimates (in any interval
of the form (−∞, E∗]) for the interactive model at hand than with the interaction
switched off.
Proposition 3.4 (Cf. [4, Lemma 3.1]). Under the assumption (V), there exists an
interval I∗ = [0, E∗], with E∗ > 0, an integer L0 and a real number m
∗ > L
−1/2
0 such
that S(N, 0) holds true for all 1 ≤ N ≤ N∗.
Remark 5. The above ILS estimate does not require the amplitude of the random
potential to be large, for it is based on the Lifshitz tails argument, i.e., a large deviations
estimate. For the random potential of the form gV (x;ω) with g ≫ 1, one can prove
S(N, 0) with the help of a much simpler argument, in essence going back to Ref. [7], in
an energy interval of length growing as g → +∞, and with the ”mass”mN = mN (g)→
+∞.
3.4. Analytic scaling step. We assume that the main parameters satisfy the condi-
tions listed in the table (3.12), without repeating it every time again. In particular,
this concerns the exponent τ in the following
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Definition 3.2. A cube ΛNLk(u) is called weakly interactive (WI) if
diamΠu ≡ max
i6=j
|ui − uj| ≥ 3NL
τ
k,
and strongly interactive (SI), otherwise.
Definition 3.3. A cube ΛNLk+1(x) is called (E,mN ,K)-bad if it contains either a
weakly interactive (E,mN )-S cube of radius Lk or a collection of ≥ K + 1 pairwise
9NLτk-distant, (E,mN )-S, strongly interactive cubes of radius Lk. Otherwise, it is
called (E,mN ,K)-good.
The next (deterministic) statement is a standard result of the Multi-Scale Analysis,
essentially gong back to the work [7] and later adapted to the continuous Anderson
models. The nature of the potential, in particular, the presence of interaction, is
irrelevant in the proof. The reduction to the functions x 7→ ‖χxGΛχy‖ with x,y ∈ Z
N ,
described in Sect. 3.1, allows us to apply a variant of the method presented in [5], but
the claim can be also proved with the help of some other known techniques; cf., e.g.,
Ref. [10] or the book [11].
Lemma 3.5. Suppose that a cube ΛNLk+1(u) is (E,mN ,K)-good and (E, β)-NR. If L0
is large enough, then ΛNLk+1(u) is (E,mN )-NS.
Proof. Set Λ = ΛNLk+1(u), B = B
N
Lk+1−1
(u) and fix y ∈ ∂−B. Consider the function
fy : B→ R+ defined by
fy : z 7→
∥∥χzG(N)Λ (E)χy∥∥.
By assumption, there is a collection of balls B(uj , L
τ
k) ⊂ Λ, 1 ≤ j ≤ K
′, with 0 ≤
K ′ ≤ K, such that any ball B(v, Lk) with v ∈ B \ ∪
K′
j=1B(uj , 9NL
τ
k) is (E,mN )-NS.
Fix such a collection. Denote by Lr(u) = {z ∈ Z : |z− u| = r}, r ≥ 0 and set:
Ξ :=
{
x ∈ BLk+1−Lk−1(u) : Ld(u,x)(u) ∩ ∪
K′
j=1B9NLτk(uj) 6= ∅
}
.
Then any ball B(v, Lk) ⊂ B with v ∈ B \ Ξ is (E,mN )-NS, and Ξ is covered by a
family of ≤ K annuli with center u and total width ≤ K(2 · 9NLτk + 1) ≤ 19NKL
τ
k,
with L0 large enough. By Lemma A.2 from [2], fy is (Lk, q,Ξ)-dominated in B, in the
sense of [2, Definition A.1], with
− ln q = mN (1 + L
−1/8
k )Lk − L
β
k+1 − ln(C
N
Z L
Nd
k+1)
≥ mNLk +
(
mNL
7/8
k − 2L
αβ
k
)
≥ LkmN
(
1 + 12L
−1/8
k
)
,
where the last inequality follows from the assumptions αβ < 7/8 and mN ≥ m
∗ ≥ 1
listed in (3.12). By virtue of [2, Lemma A.1],
fy(u) ≤ q
(Lk+1−1)−19NKL
τ
k−1
Lk M(fy,B) ≤ q
Lk+1−20NKL
τ
k
Lk M(fy,B).
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One can see that, with α > 2τ , β < 1/4, mN ≥ L
−1/2
0 ≥ L
−1/2
k , and L0 is large enough,
− ln fy(u) ≥ − ln
{(
e−mN (1+
1
2L
−1/8
k )Lk
)Lk+1−20NKLτk
Lk eL
β
k+1
}
= mN
{(
1 + 12L
−1/8
k
)
Lk ·
Lk+1
(
1− 20NKL
−1+ τα
k+1
)
Lk
−
Lβk+1
mN
}
≥ mNLk+1
{(
1 + 14L
−1/8
k
)(
1− L
−1/2
k+1
)
− L
− 12−
1
4
k+1
}
≥ mNLk+1
{(
1 + 14L
−1/8
k
)(
1− L
−1/2
k+1
)
− L
−3/4
k+1
}
≥ Lk+1mN
(
1 + 2L
−1/8
k+1
)
≥ γ(mN , Lk+1)Lk+1 + ln
(
CZ,NL
Nd
k+1
)
.
Therefore, ΛLk+1(x) is (E,mN )-NS, with the same value of m
∗ figuring in mN =
m∗(1 + 3L−1+β0 )
N∗−N , i.e., m∗ ≥ L
−1/2
0 . This completes the proof. 
3.5. Probabilistic scaling step.
3.5.1. Weakly interactive cubes.
Lemma 3.6. For any weakly interactive cube ΛNLk(u) there is a factorization Λ
N
Lk
(u) =
Λn
′
Lk
(u′)×Λn
′′
Lk
(u′′) such that
dist
(
ΠΛn
′
Lk
(u′), ΠΛn
′′
Lk
(u′′)
)
> Lτ . (3.14)
Proof. Assuming diam(Πu) > 3NLτ , let us show that the projection ΠΛ(u, 3L/2)
is a disconnected subset of Z. Assume otherwise; then for any partition J ⊔ J c =
{1, . . . , N}, we have d(ΠJu,ΠJ cu) ≤ 2 ·
3Lτ
2 = 3L
τ . Then it is readily seen that
diam Πu ≤ (N − 1) · 3Lτ < 3NLτ , contrary to our hypothesis. Therefore, one has
d
(
ΠJΛ3Lτ/2(u),ΠJ cΛ3Lτ/2(u)
)
> 0, for some partition (J ,J c), hence
d
(
ΠJΛ3Lτ/2(u),ΠJ cΛ3Lτ/2(u)
)
>
1
2
Lτ +
1
2
Lτ = Lτ ,
as asserted. 
We will assume that one such factorization is associated with each WI cube (even if
it is not unique), and call it the canonical one. For the Hamiltonian in a WI cube we
have the following algebraic representation: with Λ′ = Λn
′
Lk
(u′), Λ′′ = Λn
′′
Lk
(u′′),
H = Hni +UΛ′,Λ′′
= HΛ′ ⊗ 1
(n′′)+ 1(n
′)⊗HΛ′′ +UΛ′,Λ′′
(3.15)
where, due to the assumption (U),
‖UΛ′,Λ′′‖ ≤ Ce
−Lτζk , with τζ > 1 by (3.12). (3.16)
Lemma 3.7. Assume the property S(N − 1, k). If L0 is large enough, then for any
WI cube ΛNLk(u)
P
{
ΛNLk(u) is (E,mN )-S
}
≤ L
− 32 P (N,k+1)
k (3.17)
and therefore,
P
{
ΛNLk+1(u) contains a WI (E,mN )-S ball of radius Lk
}
≤
1
4
L
−P (N,k+1)
k . (3.18)
See the proof in Appendix A.
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3.5.2. Strongly interactive cubes.
Lemma 3.8 (Cf. [2, Lemma 3.]). If two SI cubes ΛNL (x), Λ
N
L (y) are 9NL
τ -distant
and L > 2r1, then
ΠΛNL+r1(x) ∩ ΠΛ
N
L+r1(y) = ∅ (3.19)
and, consequently, the random operators HΛNL (x) and HΛNL (y) are independent.
3.5.3. The scale induction.
Theorem 6. Suppose that S(N, 0) holds true, and for all k ≥ 0, one has
P
{
ΛLk+1(u) is (E, β)-R
}
≤
1
4
L
−P (N,k)
k+1 .
If L0 is large enough, then S(N, k) holds true for all k ≥ 0.
Proof. It suffices to derive S(N, k + 1) from S(N, k). By Lemma 3.5, if ΛLk+1(u) is
(E,mN )-S, then either it is not (E, β)-CNR , or it is (E,mN ,K)-bad. Let
Pi := P
{
ΛLk+1(u) is (E,mN )-S
}
, i = k, k + 1,
Sk+1 := P
{
ΛLk+1(u) contains a WI, (E,mN )-S cube of radius Lk
}
,
Qk+1 := P
{
ΛLk+1(u) is (E, β)-R
}
≤
1
4
L
−P (n,k+1)
k+1 , (3.20)
(the last inequality is assumed, but its validity actually follows from Theorem 3).
Further, an (E,mN ,K)-bad cube ΛLk+1(u) must contain either a WI, (E,mN )-S cube
of radius Lk (with probability Sk+1 ≤
1
4L
−P (n,k+1)
k+1 by Lemma 3.7), or at least K + 1
pairwise 9NLτk-distant cubes ΛLk(vi), i = 1, . . . ,K + 1, which are (E,mN )-S. By
Lemma 3.8, the random operators HΛLk (vi)(ω) are independent, thus such an event
occurs with probability
≤ CL
(K+1)Nd
k+1 P
K+1
k ≤ CL
−(K+1)
[
P (N)−Ndα
]
k ≤
1
4
L
−2P (N,k)
k+1 =
1
4
L
−P (N,k+1)
k+1 ,
under the conditions P (N) > 4Ndα, K + 1 ≥ 4α given in the table (3.12). Therefore,
Pk+1 ≤ CL
(K+1)Nd
k+1 P
K+1
k + Sk+1 +Qk+1
≤
1
4
L
−P (n,k+1)
k+1 +
1
4
L
−P (n,k+1)
k+1 +
1
4
L
−P (n,k+1)
k+1 < L
−P (n,k+1)
k+1 .

4. Exponential spectral localization
4.1. Energy-interval MPMSA estimates. Introduce the following notation which
will be used in this subsection:
Fx(E) = Fx,L(E) := max
z∈∂−BL(x)
∥∥χyGΛL(x)χx∥∥ .
Theorem 7. Fix L ≥ 1 and assume that the following fixed-energy bound holds true
for some aL, qL > 0:
∀E ∈ I∗ P {Fx(E) ≥ aL} ≤ qL.
Assume also that the EVC bound of the form (2.3) holds true for a pair of cubes N -
particle cubes ΛL(x), ΛL(y). Then for any b > 0, one has
P {∃E ∈ I∗ : min(Fx(E),Fy(E)) ≥ aL} ≤ 2|I
∗|b−1qL + C
′′′L4Ndb. (4.1)
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In particular, under the assumption (V), the bound (4.1) holds true for any pair of
4NLk-distant cubes of radius Lk, owing to Theorem 4.
Proof. By the Chebychev inequality combined with the Fubini theorem, we have
P {Sb,x} ≤ b
−1
E
[ ∫
I
1{Fx(E)≥a} dE
]
= b−1
∫
I
E
[
1{Fx(E)≥a}
]
dE
= b−1
∫
I
P {Fx(E) ≥ a} dE ≤ b
−1|I|qL.
(4.2)
Similarly,
P {Sb,y} ≤ b
−1|I|qL. (4.3)
For any ω 6∈ Bb := Bb,x ∪ Bb,y, each of the sets
Ex(a) := {E ∈ I : Fx > a}, Ey(a) := {E ∈ I : Fy > a},
has Lebesgue measure bounded by b. The norm of the resolvent is a continuous function
of the energy E, on the complement to the spectrum, and the latter is discrete for any
finite volume Hamiltonian, thus the set {E ∈ (0, E∗) : Fx > a} is decomposed into
open sub-intervals; the same is true for Fy. Therefore,
Ex(a) = ∪
K′
i=1Jx,i,
∑K′
i=1 |Jx,i| ≤ b, K
′ ≤ +∞,
Ey(a) = ∪
K′′
j=1Jy,j,
∑K′′
j=1 |Jy,j| ≤ b, K
′′ ≤ +∞,
and
P
{
∃E ∈ I∗ : min
[
Fx(E),Fy(E)
]
> a
}
≤ P {Ex(a) ∩ Ey(a) 6= ∅}
≤
K′∑
i=1
K′′∑
j=1
P {Jx,i ∩ Jy,i 6= ∅} .
Denote ǫx,i := |Jx,i|, ǫy,i := |Jy,i|; then for any fixed pair (i, j), we have
P {Jx,i ∩ Jy,i 6= ∅} ≤ P
{
|ξ − µij | ≤ |n1 − n2|
−1(ǫx,i + ǫy,i)
}
≤ CLA (ǫx,i + ǫy,i) ,
by virtue of Proposition 2.1, thus
P
{
∃E ∈ I∗ : min
[
Fx(E),Fy(E)
]
> a
}
≤ CLA
K′∑
i=1
K′′∑
j=1
(ǫx,i + ǫy,i) ≤ CL
A · 2b.

4.2. Exponential decay of eigenfunctions. Proof of Theorem 2. In the next
statement, we keep the same notations for the Hamiltonian and the cubes as before,
but it can be easily seen that the result applies to a much larger class of Schro¨dinger
operators in a Euclidean space RD, D ≥ 1, with bounded measurable random potential
RD ∋ x 7→ W (x;ω). In our case, D = Nd, x is replaced by x, andW (x;ω) = V(x;ω)+
U(x). The constant a figuring in Lemma 4.1 can be set to 4N , owing to Theorem 4.
The main argument is not new, and we present it here only for completeness. Its
structure is very close to the one employed in a number of papers on the single-particle
MSA, thanks to the bound (4.4) established for all pairs of cubes which are aLk-distant
in the norm-distance, and not in the Hausdorff distance (cf. [4, 10]).
14 VICTOR CHULAEVSKY
Lemma 4.1. Consider the random Hamiltonian H(ω) and assume that for some a ∈
(0,+∞) and interval I∗ ⊂ R, for any k ≥ 0 and any pair of aLk-distant cubes ΛLk(x),
ΛLk(y), the following probabilistic bound holds true:
P {∃E ∈ I∗ : ΛLk(x) and ΛLk(y) are (E,mN )-S} ≤ L
−pk
k (4.4)
where limk pk = +∞. Then with probability one, every nontrivial polynomially bounded
solution Ψ to the equation H(ω)Ψ = EΨ with E ∈ I∗ decays exponentially fast at
infinity, with rate ≥ m∗ > 0. Specifically, for some r(Ψ) ∈ (0,+∞) and all x ∈ ZN
with |x| ≥ r(Ψ), one has
‖χxΨ‖ ≤ e
−m∗|x|. (4.5)
Proof. Fix a polynomially bounded solution Ψ which is not a.e. zero, so there exists
x̂ ∈ ZN such that ‖χx̂Ψ‖ > 0. Fix such a point x̂.
Furthermore, there exists an integer k0 ≥ 0 such that for all k ≥ k0, ΛLk(x̂) is
(E,mN )-S. Assume otherwise, then there are arbitrarily large cubes ΛLk(x̂) such that
‖χx̂Ψ‖ ≤ C1L
C2
k e
−mNLk −→
Lk→∞
0,
which contradicts our assumption that ‖χx̂Ψ‖ > 0.
We fix k0 and work only with k ≥ k0 and denote Ak := Λ2Lk+2(0) \ ΛaLk(0).
Introduce the event
Tk(Λ) := {∃E ∈ I
∗ : Λ contains two aLk-distant (E,mN )-S cubes }
By the assumed property (4.4),
P
{
Tk(Λ2Lk+2(0))
}
≤ |Λ2Lk+2(0)|
2 L−pkk ≤ CL
−pk+P
∗2Ndα2
k
≤ C′L
−pk/2
k .
The last RHS is summable in k ≥ k0, so by the Borel–Cantelli lemma, there is a subset
Ω˜ ⊂ Ω with P
{
Ω˜
}
= 1 such that for any ω ∈ Ω˜ there exists k1 ≥ k0 such that for
all k ≥ k1, the event Tk(Λ2Lk+(0)) does not occur. Since Ak ⊂ Λ2Lk+(0), and for all
k ≥ k1 ≥ k0, the cube ΛLk(0) is (E,mN )-S, all cubes ΛLk(y) ⊂ A (with k ≥ k1) are
(E,mN )-NS.
Fix ω ∈ Ω˜. Now the argument becomes deterministic.
Fix any x with |x| > aLk1 , and let k = k(|x|) ∈ N be such that |x| ∈ (2Lk+1, 2Lk+2].
Consider the cube Λ|x|−aLk(x) ⊂ Ak. It follows from the choice of k1 (≤ k) that
all cubes of radius Lk inside Λ|x|−aLk(x) are (E,mN )-NS. Therefore, by Proposi-
tion 3.3, using recursively the (E,mN )-NS property of the cubes of radius Lk inside
Λ|x|−4NLk(x) and taking into account that |x| > Lk+1 = L
α
k , we obtain:
− ln ‖χxΨ‖ ≥ γ(mN , Lk)(|x| − aLk)− C3 lnLk
≥ mN (1 + L
−1/8
k )|x|
(
1− 4NL1−αk − CL
−α
k lnLk
)
≥ mN |x|
(
1 +
1
2
L
−1/8
k
)(
1− 5NL−1k
)
(with α > 2)
≥ mN |x| ≥ m
∗|x|.
In other words, there exists r(Ψ) <∞ such that for all x ∈ ZN with |x| ≥ r(Ψ),
‖χxΨ‖ ≤ e
−m∗|x|. (4.6)

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Proof of Theorem 2. By Proposition 3.3, for spectrally a.e. E ∈ R there exists a gen-
eralized eigenfunction Ψ with (generalized) eigenvalue E. By Lemma 4.1, every gener-
alized eigenfunction Ψ with eigenvalue in I∗ is square-summable, hence the spectrum
of H(ω) in I∗ is pure point, and there is a countable family of L2-eigenfunctions Ψj(ω)
of H(ω) with eigenvalues in I∗. Now the claim follows from (4.6). 
Appendix A. Proof of Lemma 3.7
Lemma A.1. Fix β ∈ (0, 1], m∗ ≥ 1 and E ∈ R. Suppose that a WI ball B(N)(u, Lk)
is (E, β)-NR and satisfies the following two conditions:
∀λ′ ∈ I∗ ∩Σ
(
H
(N ′)
B′
)
B′′ is (E − λ′,mN ′)−NS, (A.1)
∀λ′′ ∈ I∗ ∩Σ
(
H
(N ′′)
B′′
)
B′ is (E − λ′′,mN ′′)−NS. (A.2)
If L0 is large enough then B
(N)(u, Lk) is (E,mN )-NS.
Proof. The operator HΛ′ has compact resolvent, thus its eigenvalues E
′
a ↑ +∞ as
a → +∞. Similarly, for the eigenvalues E′′a of HΛ′ we have E
′′
a ↑ +∞ as a → +∞.
The EVs of the operators appearing in our arguments are assumed to be numbered in
increasing order. We have the following identities:
GΛLk (u)(E) =
∑
a
P′Ψ′a ⊗GΛ
′′(E − E′a) =
∑
a
GΛ′(E − E
′′
a )⊗P
′′
Ψ′′a
, (A.3)
where Ψ′a are the eigenfunctions of H
(N ′)
B′ and Ψ
′′
a the eigenfunctions of H
(N ′′)
B′′ .
By the second resolvent identity, for any energy E which is not in the spectra of HniΛ
and HΛ, we have for their respective resolvents G
ni
Λ(E) and GΛ(E)
GΛ = G
ni
Λ −G
ni
ΛUΛ′,Λ′′GΛ
thus
‖χyGχy‖ ≤ ‖χyG
niχx‖+ ‖χyG
niUGχx‖
≤ ‖χyG
niχx‖+ ‖UΛ′,Λ′′‖‖G
ni
Λ‖‖GΛ‖.
We start with the last term in the RHS. Since Λ is weakly interactive, we have by
inequality (3.16) (cf. also Lemma 3.6), with τζ > 1 by (3.12),
‖UΛ′,Λ′′‖ ≤ Ce
−(3NLτk)
ζ
< C′e−cL
τζ
k < e−m˜Lk ,
where m˜ > 0 can be made arbitrarily large, provided L0 is large enough. It suffices to
have, e.g., m˜ > 3mN , which we assume below.
The assumed (E, β)-NR property gives ‖GΛ‖ ≤
1
2e
Lβk ; in terms of the spectrum ΣΛ
of HΛ, dist(E,ΣΛ) ≥ 2e
−Lβk . The min-max principle implies for the spectrum ΣniΛ of
HniΛ
dist(E,ΣniΛ) ≥ 2e
−Lβk − ‖UΛ′,Λ′′‖ ≥ e
−Lβk , (A.4)
so ‖GniΛ‖ ≤ e
Lβk . Finally, with m˜ > 3mN ,
‖UΛ′,Λ′′‖‖G
ni
Λ‖‖GΛ‖ ≤ Ce
−m˜Lk+2L
β
k ≤
1
2
e−mNLk .
It remains to assess the GF of the non-interacting Hamiltonian. Denote
a(η) = max{a : E′a ≤ E∗ + 2η},
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and set η = mN . It follows from the Weyl law that card{a : E
′′
a ≤ E∗ + 2η} ≤ L
C
k , for
some C = C(d,N) < +∞. The Combes-Thomas estimate (cf. [1, 11]) implies that
∑
a>a(η)
∥∥P′Ψ′a ⊗GΛ′′(E − E′a)∥∥uprise ≤ +∞∑
j=1
LCk e
−(2η+j)Lk ≤
1
2
e−ηLk ≤
1
2
e−2mNLk .
By assumption, for all a ≤ a(η),∥∥GΛ′′(E − E′a)∥∥uprise ≤ e−mN−1Lk ≤ e−2mNLk .
We conclude that
∑
a
∥∥χyP′Ψ′a ⊗GΛ′′(E − E′a)χy∥∥ ≤
 ∑
a≤a(η)
+
∑
a>a(η)
P′Ψ′a ⊗GΛ′′(E − E′a)
≤ LC
′
k e
−2mNLk +
1
2
e−2mNLk ≤ e−2mNLk .
(A.5)
Similarly, ∑
a
∥∥χyGΛ′(E − E′′a )⊗P′′Ψ′′aχy∥∥ ≤ e−2mNLk . (A.6)
Taking the sum over all y ∈ ∂−BLk(u), falling into one of the two categories (A.5)–
(A.6), we obtain for L0 large enough∥∥GΛLk (u)(E)∥∥uprise ≤ ConstLNdk e−2mNLk ≤ e−mNLk ,
which proves the assertion of the lemma. 
Proof of Lemma 3.7. Denote by S the event in the LHS of (3.17). LetΛ = Λ(N)(u, Lk)
and consider the canonical factorization Λ = Λ′ ×Λ′′. We have
P {S} < P { Λ is not (E, β)-NR}
+ P { Λ is (E, β)-NR and (E,mN )-S} .
(A.7)
By Theorem 3, the first term in the RHS of (A.7) is bounded by e−L
β
k+1, so we focus
on the second summand.
Let Σ′ = Σ
(
H
(N ′)
B′
)
∩ I∗, Σ′′ = Σ
(
H
(N ′′)
B′′
)
∩ I∗, and consider the events
S ′ = {ω : ∃λ′ ∈ Σ′, B′′ is (E − λ′,mN ′)−NS},
S ′′ = {ω : ∃λ′′ ∈ Σ′′, B′ is (E − λ′′,mN ′′)−NS}.
Notice that, although the spectra Σ′,Σ′′ ⊂ I∗ are random, their cardinalities are
bounded by those for the respective Laplacians, with the potential energy V + U
switched off, owing to the positivity of the latter. These cardinalities are polynomially
bounded in Lk, by the Weyl law.
Since Λ is WI, we have that ΠΛ′ ∩ΠΛ′′ = ∅, HΛ′′(ω) is independent of the sigma-
algebra F′ generated by the random scatterers affecting Λ′, while HΛ′(ω) is F
′-measu-
rable, and so are all the EVs λ′ ∈ Σ′.
Further, by non-negativity of H′, if E ≤ E∗, then E − λ′ ≤ E∗ for all λ′ ∈ Σ′.
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Replacing the quantity E − λ′, rendered nonrandom by conditioning on F′, with a
new nonrandom parameter E′ ≤ E∗, we have by induction in 1 ≤ n ≤ N − 1
P {S ′} = E [P {S ′ |F′′} ] ≤ sup
E′≤E∗
P
{
Λ′′ is (E′,m)-S
}
≤ C|Λ′′|L
−P (N−1,k)
k ≤ C
′ L
−4αP (N,k)+Nd
k ≤
1
3
L
−4P (N,k)+Ndα−1
k+1 .
(A.8)
Using the definition of P (N, k) in (3.12), we have
4P (N, k) = 4 · 2kP ∗(2α)N
∗−N = 2P (N, k + 1),
so
4P (N, k)−Ndα−1 = 2P (N, k + 1)−
1
2
Nd >
3
2
P (N, k + 1),
since P (N, k + 1) ≥ P ∗ > 4Nd (cf. (3.12)). Thus
P {S ′} ≤
1
3
L
− 32P (N,k+1)
k+1
(A.9)
and, similarly,
P {S ′′} ≤
1
3
L
− 32P (N,k)
k . (A.10)
Collecting (A.7)–(A.10), the assertion (3.17) follows.
For the second assertion (3.18), it suffices to apply a polynomial bound CLNdk+1 on
the number of cubes of size Lk with centers on the lattice Z
N in a cube of radius
Lk+1. 
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