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The main goal of this paper is to describe an architecture for solving large general hybrid
Bayesian networks (BNs) with deterministic conditionals for continuous variables using
local computation. In the presence of deterministic conditionals for continuous variables,
we have to deal with the non-existence of the joint density function for the continuous
variables. We represent deterministic conditional distributions for continuous variables
using Dirac delta functions. Using the properties of Dirac delta functions, we can deal with
a large class of deterministic functions. The architecture we develop is an extension of the
Shenoy–Shafer architecture for discrete BNs. We extend the deﬁnitions of potentials to
include conditional probability density functions and deterministic conditionals for contin-
uous variables. We keep track of the units of continuous potentials. Inference in hybrid BNs
is then done in the same way as in discrete BNs but by using discrete and continuous
potentials and the extended deﬁnitions of combination and marginalization. We describe
several small examples to illustrate our architecture. In addition, we solve exactly an
extended version of the crop problem that includes non-conditional linear Gaussian distri-
butions and non-linear deterministic functions.
Published by Elsevier Inc.1. Introduction
Bayesian networks (BNs) and inﬂuence diagrams (IDs) were invented in the mid 1980s (see e.g., [25,10]) to represent and
reason with large multivariate discrete probability models and decision problems, respectively. Several efﬁcient algorithms
exist to compute exact marginals of posterior distributions for discrete BNs (see e.g., [15,37]) and to solve discrete inﬂuence
diagrams exactly (see e.g., [24,30,33]).
The state of the art exact algorithm for mixtures of Gaussians hybrid BNs is Lauritzen–Jensen’s [16] algorithm imple-
mented with [20] lazy propagation technique. This requires the conditional distributions of continuous variables to be con-
ditional linear Gaussians, and that discrete variables do not have continuous parents. Marginals of multivariate normal
distributions can be found easily without the need for integration. The disadvantages are that in the inference process, con-
tinuous variables have to be marginalized before discrete ones. In some problems, this restriction can lead to large cliques
[18].
If a BN has discrete variables with continuous parents, Murphy [22] uses a variational approach to approximate the prod-
uct of the potentials associated with a discrete variable and its parents with a conditional linear Gaussian. Lerner [17] uses a
numerical integration technique called Gaussian quadrature to approximate non-conditional linear Gaussian distributions
with conditional linear Gaussians, and this same technique can be used to approximate the product of potentials associateder Inc.
, cully@ku.edu (J.C. West).
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[16] algorithm to solve the resulting mixtures of Gaussians BN.
Shenoy [35] proposes approximating non-conditional linear Gaussian distributions by mixtures of Gaussians using a non-
linear optimization technique, and using arc reversals to ensure discrete variables do not have continuous parents. The
resulting mixture of Gaussians BN is then solved using Lauritzen–Jensen’s [16] algorithm.
Moral et al. [21] proposes approximating probability density functions (PDFs) by mixtures of truncated exponentials
(MTE), which are easy to integrate in closed form. Since the family of mixtures of truncated exponentials are closed under
combination and marginalization, the Shenoy–Shafer [37] algorithm can be used to solve a MTE BN. Cobb and Shenoy [4] and
Cobb et al. [6] propose using a non-linear optimization technique for ﬁnding mixtures of truncated exponentials approxima-
tion for the many commonly used distributions. Cobb and Shenoy [2,3] extend this approach to BNs with linear and non-
linear deterministic variables. In the latter case, they approximate non-linear deterministic functions by piecewise linear
ones. Rumi and Salmeron [28] describe approximate probability propagation with MTE approximations that have only
two exponential terms in each piece. Romero et al. [27] describe learning MTE potentials from data, and Langseth et al.
[14] investigate the use of MTE approximations where the coefﬁcients are restricted to integers.
Shenoy and West [39] have proposed mixtures of polynomials, in the same spirit as MTEs, as a solution to the integration
problem. Shenoy [36] proposes relaxing the hypercube condition of MOP functions, which enables easy representation of
two and three-dimensional CLG conditionals by MOP functions. The family of MOP functions is closed under transformations
needed for multi-dimensional linear and quotient deterministic functions.
For Bayesian decision problems, Kenley [12] (see also [32]) describes the representation and solution of Gaussian IDs that
include continuous chance variables with conditional linear Gaussian distributions. Poland [26] extends Gaussian IDs to mix-
ture of Gaussians IDs. Thus, continuous chance variables can have any distributions, and these are approximated by mixtures
of Gaussians. Cobb and Shenoy [5] extendMTE BNs to MTE IDs for the special case where all decision variables are discrete. Li
and Shenoy [19] have proposed an architecture that is an extension of the architecture described in this paper for solving
hybrid inﬂuence diagrams with deterministic variables.
In this paper, we describe a generalization of the Shenoy–Shafer architecture for discrete BNs so that it applies to hybrid
BNs with deterministic conditionals for continuous variables. The functions associated with deterministic conditionals do
not have to be linear (as in the CLG case) or even invertible. We use Dirac delta functions to represent such functions.
We keep track of the units of continuous potentials. This enables us, e.g., to describe the units of the normalization constant,
which are often referred to as ‘‘probability’’ of evidence. Finally, we illustrate our architecture using several small examples,
and by solving a modiﬁed version of the crop problem initially introduced by Murphy [22].
An outline of the remainder of the paper is as follows. In Section 2, we deﬁne Dirac delta functions and describe some of
their properties. In Section 3, we describe our architecture for making inferences in hybrid BNs with deterministic variables.
This is the main contribution of this paper. In Section 4, we describe four small examples of hybrid BNs with deterministic
variables to illustrate our deﬁnitions and our architecture. In Section 5, we describe and solve a modiﬁcation of the crop
problem, initially described by Murphy [22], and subsequently modiﬁed by a number of authors. Finally, in Section 6, we
end with a summary and discussion.2. Dirac delta functions
In this section, we deﬁne Dirac delta functions. We use Dirac delta functions to represent deterministic conditionals asso-
ciated with some continuous variables in BNs. Dirac delta functions are also used to represent observations of continuous
variables.
d : R! Rþ is called a Dirac delta function if d(x) = 0 if x– 0, and R dðxÞdx ¼ 1. Whenever the limits of integration of an inte-
gral are not speciﬁed, the entire range (1,1) is to be understood. The values of d are assumed to be in units of density. d is
not a proper function since the value of the function at 0 does not exist (i.e., is not ﬁnite). It can be regarded as a limit of a
certain sequence of functions (such as, e.g., the Gaussian density function with mean 0 and variance r2 in the limit as r? 0).
However, it can be used as if it were a proper function for practically all our purposes without getting incorrect results. It was
ﬁrst deﬁned by Dirac [7].
As deﬁned above, the value d(0) is undeﬁned, i.e.,1, in units of density. We argue that we can interpret the value d(0) as
probability 1. Consider the normal PDF with mean 0 and variance r2. Its moment generating function (MGF) isMðtÞ ¼ er2t2=2.
In the limit as r? 0, M(t) = 1. Now, M(t) = 1 is the MGF of the distribution X = 0 with probability 1. Therefore, we can inter-
pret the value d(0) (in units of density) as probability 1 at the location x = 0.
Some basic properties of the Dirac delta functions that are useful in uncertain reasoning are described in the Appendix.
Properties (i)–(iv) are useful in integrating potentials containing Dirac delta functions. Property (v) deﬁnes the Heaviside
function, which is related to the Dirac delta function. Properties (vi)–(x) are useful in representing deterministic conditionals
by Dirac delta functions.
Consider a simple Bayesian network consisting of two continuous variables X and Ywith X as a parent of Y. Suppose X has
PDF fX(x), and suppose the conditional PDF for Y given X = x is given by fYjx(y). Then, it follows from probability theory that the
marginal for Y can be found by ﬁrst multiplying the two PDFs to yield the joint PDF of X and Y, and then integrating X from
the joint. Thus, if fY(y) denotes the marginal of Y,
Fig. 1. A Bayesian network with two deterministic variables.
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Z
fXðxÞfY jxðyÞdx: ð2:1ÞNow suppose that Y has a deterministic conditional given by the equation Y = g(X), i.e., given X = x, Y = g(x) with probability 1.
In this case, there does not exist a joint PDF for X and Y. However, property (vi) of Dirac delta functions tells us that we can
represent the conditional for Yjx by the Dirac delta function d(y  g(x)), and we can ﬁnd the marginal for Y in the usual way
using (2.1), i.e.,fY ðyÞ ¼
Z
fXðxÞdðy gðxÞÞdx: ð2:2ÞThe result in Eq. (2.2) is valid regardless of the nature of the function g. However, the integration in (2.2) is possible only if
the function g is differentiable and the real roots of the equation y  g(x) = 0 in x can be computed in terms of y. This includes
a wide family of functions including non-invertible ones, such as e.g., Y = X2.
We can extend the result in Eq. (2.2) for deterministic conditionals with several parents. For example, consider a Bayesian
network with three continuous variables X1, X2, and Y, such that X2 has X1 as a parent and Y has X1 and X2 as parents. Suppose
the PDF of X1 is given by fX1 ðx1Þ, the conditional PDF of X2 given x1 is given by fX2 jx1 ðx2Þ, and Y has a deterministic conditional
given by Y = g(X1,X2). Then, we can represent the deterministic conditional for Y by the Dirac delta function d(y  g(x1,x2)),
and property (ix) tells us that we can ﬁnd the marginal PDF of Y as follows:fY ðyÞ ¼
Z Z
fX1 ðx1ÞfX2 jx1 ðx2Þdðy gðx1; x2ÞÞdx2 dx1 ð2:3ÞFinally, consider the Bayesian network consisting of four continuous variables as shown in Fig. 1. The continuous poten-
tials associated with deterministic conditionals for variables Y and Z are d(y  g(x1,x2)) and d(z  h(x1,x2)), respectively. Prop-
erty (x) tells that the joint PDF of Y and Z, denoted by fY,Z(y,z), can be computed as follows:fY ;Zðy; zÞ ¼
Z Z
fX1 ðx1ÞfX2 jx1 ðx2Þdðy gðx1; x2ÞÞdðz hðx1; x2ÞÞdx2 dx1: ð2:4ÞIn general, if Y is a continuous variable with a deterministic conditional Y = g(X1, . . . ,Xn), where {X1, . . . ,Xn} are the contin-
uous parents of Y, then such a deterministic conditional is represented by the continuous potential w(x,y) = d(y  g(x)) for all
x 2X{X1, . . . ,Xn} and y 2XY. If Y is a continuous variable with continuous parents {X1, . . . ,Xn} and discrete parents {A1, . . . ,Am}
and has a deterministic conditional Y = gi(X1, . . . ,Xn} if (A1, . . . ,Am) = ai, for i = 1, . . . , jX{A1,. . .,Am}j, then such a deterministic con-
ditional is represented by the continuous potential w(x,ai,y) = d(y  gi(x)) for all x 2 XfX1 ;...;Xng, ai 2 XfA1 ;...;Amg and y 2XY.3. An architecture for computing marginals
In this section, we will describe an extended Shenoy–Shafer architecture for representing and solving hybrid BNs with
deterministic variables. The Shenoy–Shafer architecture [37] was initially proposed for computing marginals in discrete
Bayesian networks. It was extended by Moral et al. [21] to include continuous variables for propagation of mixtures of trun-
cated exponentials. Cobb and Shenoy [2] extended it further to include linear deterministic variables. Cinicioglu and Shenoy
[1] extended it further to include linear and non-linear deterministic functions to deﬁne arc reversals. They propose the use
of Dirac delta functions for representing conditionals of deterministic variables.3.1. Variables and states
We are concerned with a ﬁnite set V of variables. Each variable X 2 V is associated with a setXX of its possible states. IfXX
is a ﬁnite set or countably inﬁnite, we say X is discrete, otherwise X is continuous. We will assume that the state space of con-
tinuous variables is the set of real numbers (or some measurable subset of it), and that the state space of discrete variables is
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that X; ¼ frg.
In a BN, each variable has a conditional distribution function for each state of its parents. A conditional distribution func-
tion associated with a variable is said to be deterministic if the variances (for each state of its parents) are all zeros. Deter-
ministic conditionals for discrete variables pose no computational problems as the joint probability mass function for all
discrete variables exists. However, deterministic conditionals for continuous variables pose a computational challenge, as
the joint density function for all continuous variables does not exist. Henceforth, when we speak of deterministic condition-
als, we are referring to continuous variables, and to avoid convoluted language, we will loosely refer to a continuous variable
with a deterministic conditional as a deterministic variable. In a BN, discrete variables are denoted by rectangular-shaped
nodes, continuous variables by oval-shaped nodes, and deterministic variables by oval-shaped nodes with a double border.
3.2. Projection of states
If x 2Xr, y 2Xs, and r \ s = ;, then (x,y) 2Xr[s. Thus, ðx;rÞ ¼ x. Suppose x 2Xr, and suppose s # r. Then the projection of
x to s, denoted by x;s, is the state of s obtained from x by dropping states of rns. Thus, (w,x,y,z);{W,X} = (w,x), where w 2XW
and x 2XX. If s = r, then x;s = x. If s = ;, then x#s ¼ r.
3.3. Discrete potentials
In a BN, the conditional probability function associated with each variable is represented by functions called potentials. If
A is discrete, it is associated with conditional probability mass functions, one for each state of its parents. The conditional
probability mass functions are represented by functions called discrete potentials. Formally, suppose r # V. A discrete poten-
tial a for r is a function a:Xr? [0,1] such that its values are in units of probability, which are dimension-less numbers in the
interval [0,1]. By dimension-less, we mean they do not have physical units (such as, e.g., feet/meters, pounds/grams, seconds,
or some combination of these).
Although the domain of the function a is Xr, for simplicity, we will refer to r as the domain of a. Thus, the domain of a
potential representing the conditional probability function associated with some variable X in a BN is always the set
{X} [ pa(X), where pa(X) denotes the set of parents of X in the BN graph.
For an example of a discrete potential, suppose b is a discrete potential for {B,P}, where B is a discrete variable with states
{b,nb} and P is a continuous variable, such that bðb; pÞ ¼ 11þe6:5þp, and bðnb; pÞ ¼ e
6:5þp
1þe6:5þp. The values of b are in units of
probability.
Another example of a discrete potential is the identity discrete potential for the empty set, denoted by id, such that
idðrÞ ¼ 1. The sole value 1 of id is in units of probability.
3.4. Continuous potentials
If X is a continuous variable in a BN, it is associated with a conditional distribution that is represented by a function called
a continuous potential. Formally, suppose x # V. Then, a continuous potential n for x is a function n : Xx ! Pþ such that its
values are in units of density.
For example, if Z is a continuous variable with the standard normal distribution, then the values of the continuous poten-
tial for Z; fðzÞ ¼ 1=
ﬃﬃﬃﬃﬃﬃ
2p
p 
ez2=2, are in units of density. More precisely, the values f(z) are in units of probability/unit of Z,
which is denoted by (unit Z)1.
For another example, suppose X is a deterministic variable with parents A and Z, where A is discrete with states a and na,
and Z is continuous. Suppose the deterministic function deﬁning X is as follows: X = 1 if A = a, and X = Z if A = na. Then, this
conditional is represented by a continuous potential n for {A,Z,X} such that n(a,z,x) = d(x  1), and n(na,z,x) = d(x  z). The
values of n are in units of (unit X)1.
For yet another example, consider a continuous variable X with a mixed distribution: a probability of 0.5 at X = 1, and a
probability density of 0.5 f(x), where f(x) is a PDF. This mixed distribution can be represented by a continuous potential n for
{X} as follows: n(x) = 0.5d(x  1) + 0.5f(x). Notice that the values of n are in units of (unit X)1, and thatR
nðxÞdx ¼ 0:5 R dðx 1Þdxþ 0:5 R f ðxÞdx ¼ 0:5þ 0:5 ¼ 1 (in units of probability), so that it is a proper distribution function.
Consider the BN in Fig. 2. A is discrete (with two states, a1 and a2), Z and X are continuous and X has a deterministic con-
ditional. Let a denote the discrete potential for {A}. Then a(a1) = 0.5, a(a2) = 0.5. Let f denote the continuous potential for {Z}
in (unit Z)1. Then f(z) = f(z). Let n denote the continuous potential for {A,Z,X} in (unit X)1. Then n(a1,z,x) = d(x  z), and
n(a2,z,x) = d(x  1). This BN will be analyzed further in Example 4.3 in Section 4.
3.5. Combination of potentials
Suppose a is a discrete or continuous potential for some subset a of variables and b is a discrete or continuous potential
for b. Then the combination of a and b, denoted by a  b, is the potential for a [ b obtained from a and b by pointwise mul-
tiplication, i.e.,
Fig. 2. A hybrid BN with a discrete, a continuous and a deterministic variable.
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The units of a  b are the product of the units of a and b. Thus, if a and b are both discrete potentials, then a  b is a dis-
crete potential (since the product of two probabilities is a probability). In all other cases, a  b is a continuous potential
(since the product of probability and density or the product of two densities are densities).
Since combination is pointwise multiplication, and multiplication is commutative, combination of potentials (discrete or
continuous) is commutative (a  b = b  a) and associative ((a  b)  c = a  (b  c)).
3.6. Marginalization of potentials
The deﬁnition of marginalization depends on whether the variable being marginalized is discrete or continuous. We mar-
ginalize discrete variables by addition and continuous variables by integration. Integration of potentials containing Dirac del-
ta functions is done using properties of Dirac delta functions (see properties (i)–(iv) in the Appendix). Also, after
marginalization of a continuous variable, the nature of a potential could change from continuous to discrete.
Suppose a is a discrete or continuous potential for a, and suppose X is a discrete variable in a. Then the marginal of a by
deleting X, denoted by aX, is the potential for an{X} obtained from a by addition over the states of X, i.e.,aXðyÞ ¼ Rfaðx; yÞjx 2 XXg for all y 2 XanfXg: ð3:2Þ
The nature of aX depends on the nature of a. If a is discrete, then aX is discrete, and if a is continuous, then aX is con-
tinuous. This follows from Eq. (3.2) since marginalization is addition, and sums of probabilities are probabilities and sums of
densities are densities.
Suppose a is a continuous potential for a, and suppose X is a continuous variable in a. Then the marginal of a by deleting X
is obtained by integration over the state space of X, i.e.,aXðyÞ ¼
Z
aðx; yÞdx for all y 2 XanfXg: ð3:3ÞIn this case, the nature of aX is slightly more complex. First, before wemarginalize a variable X, we combine all potentials
that include X in their domains. Since X is continuous, there is always a conditional for X, which is a continuous potential
whose domain contains X (in units of density). Since the product of probability and density is density, the potential a that
includes the conditional for Xwill always be a continuous potential. Second, if the units of a are (unit X)1, then aX will be in
units of probability since integrating awith respect to X is tantamount to multiplying the units of a by unit X. However, if the
units of a include other units such as, e.g. (unit X)1(unit Y)1, then aX will be in units of (unit Y)1, and, thus, units of den-
sity. For example, if n(x) = fX(x) is the PDF of X in units of (unit X)1, and w(x,y) = fYjx(y) is the conditional PDF of Y given X = x
in units of (unit Y)1, then nX = id (identity discrete potential for the empty set), wY is the identity discrete potential for {X},
i.e.,wY(x) = 1 (in units of probability) for all x, whereas (n  w)X is a density potential for {Y} in units of (unit Y)1. The same
is true if we have deterministic conditionals represented by Dirac delta functions. Thus ifw(x,y) = d(y  g(x)) is the determin-
istic conditional of Y given x, then the values ofw are in units of (unit Y)1. As before,wY is the identity discrete potential for
{X} (from property (ii) of Dirac delta functions,
R
dðy gðxÞÞdy ¼ 1), and (n  w)X is a density potential for {Y} in units of
(unit Y)1.
If a contains Dirac delta functions, then we have to use properties of Dirac delta functions (described in the Appendix) in
doing the integration. The two most important properties are the sampling property (properties (i) and (ii)) and the re-scal-
ing property (property (iv)). For example, if we consider y  x2 as a function of x, then by using the rescaling property we
have:dðy x2Þ ¼ 1
2
ﬃﬃﬃ
y
p d x ﬃﬃﬃypð Þ þ d xþ ﬃﬃﬃypð Þð Þ if yP 0
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fXðxÞdðy x2Þdx ¼ 12 ﬃﬃﬃyp
Z
fXðxÞ d x
ﬃﬃﬃ
y
pð Þ þ d xþ ﬃﬃﬃypð Þð Þdx; if yP 0;
¼ 1
2
ﬃﬃﬃ
y
p fX
ﬃﬃﬃ
y
pð Þ þ fX 
ﬃﬃﬃ
y
pð Þð Þ; if yP 0:The Dirac delta function is implemented in Mathematica and Maple, so the properties (i)–(iv) described in the Appen-
dix can be implemented on a computer. However, not all deterministic functions can be handled using Dirac delta functions.
Some limitations are as follows. First, it must be possible to ﬁnd the real zeroes of the function in closed form as a function of
other variables. Second, to enable the computation of the derivative in the rescaling property, the function must be differ-
entiable, and the value of the derivative at the real zeroes of the function must be non-zero. Thus, Dirac delta functions can
be used, e.g., with linear functions (W = X + Y), products (W = X  Y), and quotients (W = X/Y). However, they cannot be used,
e.g., with functions such as W =max{X,Y}.
If we marginalize a discrete or continuous potential by deleting two (or more) variables from its domain, then the order in
which the variables are deleted does not matter, i.e., (aA)B = (aB)A = a{A,B}.
If a is a discrete or continuous potential for a, b is a discrete or continuous potential for b, A 2 a, and A R b, then
(a  b)A = aA  b. This is a key property of combination and marginalization that allows local computation [37]. We will
refer to this property as local computation.3.7. Normalization of potentials
The Shenoy–Shafer [37] architecture requires only the combination and marginalization operations. However, at the end
of the propagation, we need to normalize the potentials, and this involves division by a constant.
Suppose n is a discrete or continuous potential for {X} representing the un-normalized posterior marginal for X. To nor-
malize n, we divide all values of n by the constant nXðrÞ, i.e., if n0 denotes the normalized potential for {X}, thenn0ðxÞ ¼ nðxÞ=nXðrÞ; for all x 2 XX : ð3:4ÞIf n is a discrete potential (in units of probability), and X is a discrete variable, then nXðrÞ is in units of probability, and the
normalized potential n
0
is a discrete potential for {X}. If n is a continuous potential, say in units of (unit X)1, and X is a dis-
crete variable, then nXðrÞ is in units of (unit X)1, and consequently, the normalized potential n0 is a discrete potential for {X}
(since the units of the values of n
0
are now dimension-less, i.e., units of probability). Finally, if n is a continuous potential, say
in units of (unit X)1, and X is a continuous variable, then nXðrÞ is in units of probability, and consequently, n0 is a contin-
uous potential for {X} in units of (unit X)1.
Depending on the units of nXðrÞ, it represents either the probability of the evidence if nXðrÞ is in units of probability, or
it represents the density of the evidence if nXðrÞ is in units of density. One advantage of keeping track of the units of con-
tinuous potentials is that it allows us to determine the units of the normalization constant, whether it is probability or den-
sity. Thus, for methods that are based on analysis of the normalization constant (see, e.g., [23], it is crucial to distinguish
between probability and density of evidence.3.8. Solving hybrid Bayesian networks
We have all the deﬁnitions needed to solve hybrid BNs with deterministic variables. The solution algorithm is essentially
the same as described in [37,34], i.e., we use the Shenoy–Shafer architecture to propagate the potentials in a binary join tree.
A major issue in solving hybrid Bayesian networks is marginalizing continuous variables, which involves integration. In
general, there is no guarantee that we can always ﬁnd the result of integration in closed form. One solution is to approximate
all PDFs by MTE functions [21]. The family of MTE functions is closed under combination, marginalization, and transforma-
tions needed for one-dimensional linear deterministic functions. For one-dimensional non-linear deterministic functions,
Cobb and Shenoy [3] propose such functions by piecewise linear ones.
Another solution is to approximate all PDFs by mixtures of polynomials [39,36]. The family of mixture of polynomials
functions are closed under combination, marginalization, and transformations needed for multi-dimensional linear and quo-
tient deterministic functions. Like MTEs, non-linear deterministic functions can be approximated by piecewise linear
functions.
In this paper, the focus is on the architecture for making inferences in hybrid Bayesian networks without concerning our-
selves explicitly with the problem of integration. Of course, to be useful in practice, we need to address also the problem of
integration. By combining the research on MTE and mixture of polynomials functions with the architecture described here,
we can now solve hybrid Bayesian networks that were not solvable before.
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In this section, we will illustrate our framework and deﬁnitions using several small illustrative examples. For each con-
tinuous potential, we keep track of its units.
4.1. Example 1: mixture distribution
Consider a hybrid BN with a discrete variable and a continuous variable as shown in Fig. 3. A is discrete and Z is contin-
uous. What is the prior marginal distribution of Z? Suppose we observe Z = c (where c is such that the marginal density of Z at
c is positive). What is the posterior marginal distribution of A?
Let a denote the discrete potential for A (in units of probability), f1 denote the continuous potential for {A,Z} in units of
(unit Z)1. Then,aða1Þ ¼ 0:4;
aða2Þ ¼ 0:6;
f1ða1; zÞ ¼ f1ðzÞ; ðunit ZÞ1;
f1ða2; zÞ ¼ f2ðzÞ; ðunit ZÞ1:To ﬁnd the prior marginal distribution of Z, we ﬁrst combine a and f1, and then marginalize A from the combination.ðða f1ÞAÞðzÞ ¼ 0:4f 1ðzÞ þ 0:6f 2ðzÞ; ðunit ZÞ1:
Thus, Z has a mixture PDF weighted by the probabilities of A. Let fZ(z) denote 0.4 f1(z) + 0.6 f2(z). Let f2 denote the observation
potential for Z. We assume the constant c is such that fZ(c) = 0.4 f1(c) + 0.6 f2(c) > 0, i.e., either f1(c) > 0 or f2(c) > 0 or both. To
ﬁnd the posterior marginal for A, ﬁrst we combine f1 and f2, next we marginalize Z from the combination, and ﬁnally we
combine the result with a.ððf1  f2ÞZ  aÞÞða1Þ ¼ 0:4f 1ðcÞ; ðunit ZÞ1;
ððf1  f2ÞZ  aÞÞða2Þ ¼ 0:6f 2ðcÞ; ðunit ZÞ1:The normalization constant is 0.4 f1(c) + 0.6 f2(c) = fZ(c), in (unit Z)1, representing density of evidence. After normalization,
the posterior marginal distribution of A is 0.4 f1(c)/(0.4 f1(c) + 0.6 f2(c)) at a1, and 0.6 f2(c)/(0.4 f1(c) + 0.6 f2(c)) at a2, both in
units of probability.
4.2. Example 2: transformation of variables
Consider a BN with continuous variable Y and deterministic variable Z as shown in Fig. 4. Notice that the function deﬁning
the deterministic variable is not invertible. What is the prior marginal distribution of Z? If we observe Z = c, what is the pos-
terior marginal distribution of Y?
Let w denote the continuous potential for {Y} (in (unit Y)1) and let f1 denote the deterministic conditional for Y (in (unit
Z)1). Then,wðyÞ ¼ fYðyÞ; ðunit YÞ1;
f1ðy; zÞ ¼ dðz y2Þ; ðunit ZÞ1:Fig. 3. A hybrid BN with a discrete and a continuous variable.
Fig. 4. A continuous BN with a deterministic variable with a non-invertible function.
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The result is as follows.ððw f1ÞYÞðzÞ ¼
1
2
ﬃﬃ
z
p
 
fY
ﬃﬃ
z
p þ fY  ﬃﬃzp   for z > 0; ðunit ZÞ1 ð4:1Þ
The result in 4.1 follows from properties (iv) and (ii) of Dirac delta functions. Let fZ(z) denote 12 ﬃﬃzp
 
fY
ﬃﬃ
z
p þ fY  ﬃﬃzp  . Now
suppose we observe Z = c, where c is a constant such that fZ(c) > 0, i.e., c > 0 and fY
ﬃﬃ
c
p 
> 0 or fY 
ﬃﬃ
c
p 
> 0 or both. This obser-
vation is represented by the continuous potential for Z, f2(z) = d(z  c), (unit Z)1. Then, the un-normalized posterior marginal
distribution of Y is computed as follows:ðf1  f2ÞZðyÞ ¼
Z
dðz y2Þdðz cÞÞdz ¼ dðy2  cÞ; ðunit ZÞ1;
ðw ðf1  f2ÞZÞðyÞ ¼
fY
ﬃﬃ
c
p 
d y ﬃﬃcp þ fY  ﬃﬃcp d yþ ﬃﬃcp 
2
ﬃﬃ
c
p ; ðunit YÞ1ðunit ZÞ1:The normalization constant is fY
ﬃﬃ
c
p þ fY  ﬃﬃcp  = 2 ﬃﬃcp  ¼ fZðcÞ is in units of (unit Z)1. Therefore the normalized posterior
distribution of Y is fY
ﬃﬃ
c
p 
d y ﬃﬃcp þ fY  ﬃﬃcp d yþ ﬃﬃcp  = fY ﬃﬃcp þ fY  ﬃﬃcp  , in units of (unit Y)1. This can be inter-
preted as follows: Y ¼ ﬃﬃcp with probability fY ﬃﬃcp = fY ﬃﬃcp þ fY  ﬃﬃcp  , and Y ¼  ﬃﬃcp with probability
fY 
ﬃﬃ
c
p 
= fY
ﬃﬃ
c
p þ fY  ﬃﬃcp  .
4.3. Example 3: mixed distributions
Consider the hybrid BN shown in Fig. 2 with three variables. A is discrete with state space XA = {a1,a2}, Z and X are con-
tinuous, and the conditional associated with X is deterministic. What is the prior marginal distribution of X? Suppose we
observe X = 1. What is the posterior marginal distribution of A?
Let a denote the discrete potential for {A} (in units of probability), f the continuous potential for Z (in units of (unit Z)1),
and n1 the conditional for X (in units of (unit X)1). Then:aða1Þ ¼ 0:5;
aða2Þ ¼ 0:5;
fðzÞ ¼ fZðzÞ; ðunit ZÞ1;
n1ða1; z; xÞ ¼ dðx zÞ; ðunit XÞ1;
n1ða2; z; xÞ ¼ dðx 1Þ; ðunit XÞ1:The prior marginal distribution of X is given by (a  f  n1){A, Z} = ((a  n1)A  f)Z.ððða n1ÞA  fÞZÞðxÞ ¼ 0:5f ZðxÞ þ 0:5dðx 1Þ; ðunit XÞ1The normalization constant is 1 (in units of probability). Thus the prior marginal distribution of X is mixed with PDF 0.5 fZ(x)
and a probability of 0.5 at X = 1.
Let n2 denote the observation X = 1. Thus, n2(x) = d(x  1), (unit X)1. The un-normalized posterior marginal of A is given by
(a  f  n1  n2){Z,X} = a  (f  (n1  n2)X)Z.ða ðf ðn1  n2ÞXÞZÞða1Þ ¼ 0:5f Zð1Þ; ðunit XÞ1;
ða ðf ðn1  n2ÞXÞZÞða2Þ ¼ 0:5dð0Þ; ðunit XÞ1:The normalization constant is 0.5(fZ(1) + d(0)), (unit X)1. Thus, after normalization, the posterior probability of a1 is 0, and
the posterior probability of a2 is 1, both in units of probability. The normalization constant can be interpreted as 0.5 in units
of probability.
4.4. Example 4: discrete variable with continuous parents
Consider the hybrid BN consisting of continuous variables X and Y, a discrete variable A and a deterministic conditional
associated with X as shown in Fig. 5. A is an indicator variable with states {a1,a2} such that A = a1 if 0 < Y 6 0.5, and A = a2 if
0.5 < Y < 1. What is the prior marginal distribution of X? If we observe X = 0.25, what is the posterior marginal distribution of
Y? of A?
Letw denote the continuous potential for {Y}, a the discrete potential for {Y,A} and n1 the continuous potential for {Y,A,X}.
w(y) = fY(y), (unit Y)1, where fY(y) = 1 if 0 < y < 1,=0 otherwise;
a(a1, y) = H(y)  H(y  0.5), where H() is the Heaviside function (deﬁned in property (v) of Dirac Delta functions in the
Appendix),
Fig. 5. A hybrid BN with a continuous, a discrete, and a deterministic variable.
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n1ða1; y; xÞ ¼ dðx yÞ; ðunit XÞ1;
n1ða2; y; xÞ ¼ dðxþ yÞ; ðunit XÞ1:To ﬁnd the marginal distribution of X, ﬁrst we combine a and n1 and marginalize A from the combination, next we combine
the result with w and marginalize Y from the combination.ððða n1ÞAÞ  wÞYðxÞ ¼ HðxÞ  Hðx 0:5Þ þ Hðx 0:5Þ  Hðx 1Þ; ðunit XÞ1: ð4:2Þ
Thus, the prior marginal distribution of X in 4.2 is uniform in the interval (1,0.5) [ (0,0.5). Let n2 be the continuous po-
tential denoting the observation that X = 0.25. Thus, n2 = d(x  0.25), (unit X)1. The un-normalized posterior marginal of Y is
given by (n1  (n2  a)){A,X})  w.ðððn1  ðn2  aÞÞfA;XgÞ  wÞðyÞ ¼ fYð0:25Þdðy 0:25Þ; ðunit XÞ1ðunit YÞ1: ð4:3Þ
The normalization constant is fY(0.25) in units of (unit X)1. The normalized posterior marginal for Y is d(y  0.25), (unit Y)1,
i.e., Y = 0.25 with probability 1. The un-normalized posterior distribution of A is given by ((n1  (n2  a))X  w)Y.ðððn1  ðn2  aÞÞX  wÞYða1Þ ¼ fYð0:25Þ; ðunit YÞ1;
ðððn1  ðn2  aÞÞXÞ  wÞY ða2Þ ¼ 0; ðunit YÞ1:The normalization constant is fY(0.25), (unit Y)1, the same as that for the marginal of Y. After normalization the posterior
probability of a1 is 1, and the posterior probability of a2 is 0.
5. The extended crop problem
In this section, we describe a modiﬁcation of the crop problem initially described by Murphy [22], and extended by Lerner
[17]. Here we extend it further to include deterministic variables and we describe its exact solution using the extended She-
noy–Shafer framework described in Section 3.
The hybrid Bayesian network of the extended crop network is shown in Fig. 6. Policy (Po) is a discrete variable and de-
scribes the nature of the policy in place, liberal (l) or conservative (c). Rain (R) is discrete and has three states: drought
(d), average (a), or ﬂooding (f). Subsidy (S), with states subsidy (s) or no subsidy (ns), is a discrete variable whose conditional
distribution depends on Policy and Rain. Crop (C) is a continuous variable that denotes the size of the crop yield (in million
bushels (mB)). It is dependent on Rain, and anything other than average lowers expected yield. Price (Pr) (in $/B) is a contin-
uous variable, and is dependent on Subsidy and Crop. For a given state of the variable Subsidy, the expected value of Price
decreases as the yield increases. Similarly for a given crop yield, the price will be lower if there is a subsidy. Buy (B) is a dis-
crete variable with states buy (b) and not buy (nb) whose conditional distribution depends on Price, and denotes whether a
prospective buyer will buy the entire crop yield or not. It depends on Price, and as the price increases, the probability that the
crop will be bought decreases. Revenue1 (R1) is a deterministic variable, and it denotes the portion of revenue (in m$ the
farmer will receive from selling the crop. It depends on Buy, Price and Crop. Revenue1 = CropPrice if Buy = b, Revenue1 = 0 if
Buy = nb. Revenue2 (R2) is also a deterministic variable, and represents the portion of revenue (in m$ the farmer will receive
due to the subsidy, if any. Revenue2 = 2 if Subsidy = s, Revenue2 = 0 if Subsidy = ns. Revenue3 (R3) is another deterministic var-
iable, and Revenue3 = Revenue1 + Revenue2 (in m$).
Letp denote the discrete potential for Policy, q denote the discrete potential for Rain, r denote the discrete potential for
Subsidy, v denote the continuous potential for Crop (in mB1), / denote the continuous potential for Price (in ($/B)1), and b
denote the discrete potential for Buy. The details of these potentials are shown in Table 1. To avoid problems with integrating
density functions, we have assumed beta densities for crop and price instead of the normal distribution. Suppose X is a con-
tinuous variable, m > 0, n > 0, and a < b. We say X  Beta[m,n] on [a,b] if the PDF of X is as follows:
Fig. 6. The hybrid BN for the extended crop problem.
Table 1
The discrete and density potentials for the variables in the extended crop problem.
Policy p
Liberal (l) 0.5
Conservative (c) 0.5
Rain q
Drought (d) 0.35
Average (a) 0.60
Flood (f) 0.05
r l c
Subsidy d a f d a f
Subsidy (s) 0.4 0.95 0.5 0.3 0.95 0.2
No subsidy (ns) 0.6 0.05 0.5 0.7 0.05 0.8
CropjRain v (in (mB)1)
Drought (d) Beta[2,2] over the range (1.5,4.5)
Average (a) Beta[2,2] over the range (2,8)
Flooding (f) Beta[2,2] over the range (0.5,3.5)
Pricej(Subsidy,Crop = c) u (in ($/B)1)
Subsidy (s) Beta[2,2] over the range (8.5  c,11.5  c)
No subsidy (ns) Beta[2,2] over the range (10.5  c,13.5  c)
BuyjPrice = p b
Buy (b) =1 + 0.001212 p  0.01202 p2 if 0 6 p 6 6.5
=0.001212 (13  p) + 0.01202 (13  p)2 if 6.5 < p 6 13
=0 if p > 13
Not buy (nb) 1  b(b,p)
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x a
b a
 m1
1 x a
b a
 n1
if a 6 x 6 b; ð5:1Þwhere b(m,n) is a constant such that
R
fXðxÞdx ¼ 1. The function b is called Euler’s beta function, and is deﬁned as follows. If
m > 0, and n > 0, thenbðm;nÞ ¼
Z 1
0
tm1ð1 tÞn1dt:Notice that if a = 0, and b = 1, then the PDF in 5.1 reduces to the standard Beta[m,n] on [0,1] PDF.
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s2ðs; r2Þ ¼ dðr2  2Þ; s2ðns; r2Þ ¼ dðr2Þ; in ðm$Þ1;
s3ðr1; r2; r3Þ ¼ dðr3  r1  r2Þ; ðm$Þ1:Wewill describe the computation of the marginal for R3. Suppose we delete R2 ﬁrst. R2 is in the domain of s2 and s3. Let s4
denote the Dirac potential ðs2  s3ÞR2 ðin ðm$Þ1Þ. Then,s4ðs; r1; r3Þ ¼
Z
dðr2  2Þdðr3  r1  r2Þdr2 ¼ dðr3  r1  2Þ;
s4ðns; r1; r3Þ ¼
Z
dðr2Þdðr3  r1  r2Þdr2 ¼ dðr3  r1Þ; ðm$Þ1:Next, suppose we delete R1 next. R1 is in the domain of s1 and s4. Let s5 denote the Dirac potential ðs1  s4ÞR1 ðin ðm$Þ1Þ.
Then,s5ðs; b;p; c; r3Þ ¼
Z
dðr1  pcÞdðr3  r1  2Þdr1 ¼ dðr3  pc  2Þ;
s5ðs;nb;p; c; r3Þ ¼
Z
dðr1Þdðr3  r1  2Þdr1 ¼ dðr3  2Þ;
s5ðns; b;p; c; r3Þ ¼
Z
dðr1  pcÞdðr3  r1Þdr1 ¼ dðr3  pcÞ;
s5ðns;nb; p; c; r3Þ ¼
Z
dðr1Þdðr3  r1Þdr1 ¼ dðr3Þ:Next, suppose we delete Po next. Po is in the domain of p and r. Let r2 denote the discrete potential (p  r)Po. Then, r2 is
shown in Table 2.
Next, we delete Rain (R). R is in the domain of q, r2 and v. Let v2 denote the continuous potential (q  r2  v)R (in
(mB)1). Then,v2ðs; cÞ ¼ 0:1225vðd; cÞ þ 0:57vða; cÞ þ 0:0175vðf ; cÞ;
v2ðns; cÞ ¼ 0:2275vðd; cÞ þ 0:03vða; cÞ þ 0:0325vðf ; cÞ:Next, we delete Price (Pr). Pr is in the domain of u, b and s5. Let s6 denote (u  b  s5)Pr (in (m$)1). Then,s6ðs; b; c; r3Þ ¼
Z
uðs; c; pÞbðb;pÞdðr3  pc  2Þdp;
s6ðs;nb; c; r3Þ ¼ dðr3  2Þ
Z
uðs; c;pÞbðnb; pÞdp;
s6ðns; b; c; r3Þ ¼
Z
uðns; c;pÞbðb; pÞdðr3  pcÞdp;
s6ðns;nb; c; r3Þ ¼ dðr3Þ
Z
uðns; c;pÞbðnb; pÞdp:Next, we delete Crop (C). C is in the domain of s6 and v2. Let s7 denote (s6  v2)C (in (m$)1). Then,s7ðs; b; r3Þ ¼
Z
s6ðs; b; c; r3Þv2ðs; cÞdc;
s7ðs;nb; r3Þ ¼
Z
s6ðs;nb; c; r3Þv2ðs; cÞdc;
s7ðns; b; r3Þ ¼
Z
s6ðns; b; c; r3Þv2ðns; cÞdc;
s7ðns;nb; r3Þ ¼
Z
s6ðns; nb; c; r3Þv2ðns; cÞdc:Table 2
The details of discrete potential r2.
r2 d a f
s 0.35 0.95 0.35
ns 0.65 0.05 0.65
Fig. 7. The PDF portion of the mixed distribution of marginal for R3.
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s8ðns; r3Þ ¼ s7ðns; b; r3Þ þ s7ðns;nb; r3Þ:Finally, we delete Subsidy (S). S is in the domain of s8. Let s9 denote sS8 ðin ðm$Þ1Þ. Then,s9ðr3Þ ¼ s8ðs; r3Þ þ s8ðns; r3Þ:
s9 represents the marginal distribution for R3. An implementation in Mathematica shows that s9 is as follows:s9ðr3Þ ¼ 0:228dðr3Þ þ 0:263dðr3  2Þ þ 0:509f ðr3Þ ðinðm$Þ1Þ;
where f(r3) is a PDF as shown in Fig. 7. Thus the marginal distribution of R3 is a mixed distribution with probability masses of
0.228 at R3 = 0, 0.263 at R3 = 2, and a weighted density function 0.509 f(r3).6. Summary and discussion
We have described an extension of the Shenoy–Shafer architecture for discrete BNs so it applies to hybrid BNs with deter-
ministic variables. We use Dirac delta functions to represent deterministic conditionals of continuous variables. We use dis-
crete and continuous potentials, and we keep track of the units of continuous potentials. Marginalization of discrete
variables is done using addition and marginalization of continuous variables is done using integration. We illustrate our
architecture by solving some small examples of hybrid BNs. We also solve exactly a modiﬁed version of the extended crop
problem that has non-conditional linear Gaussian conditionals, and non-linear functions for deterministic variables.
The extended architecture described in this paper is different from the architectures described by Moral et al. [21] and by
Cobb and Shenoy [2,3]. Moral et al. [21] do not consider deterministic conditionals. Also, they use a restriction operation to
incorporate observations of continuous variables. In our framework, this operation is unnecessary. We represent observa-
tions of continuous variables by Dirac delta functions, and the restriction operation is equivalent to marginalization of
the observed continuous variable. Cobb and Shenoy [2] use an equation potential to represent linear deterministic condition-
als. This framework is unable to directly represent non-linear deterministic conditionals. Cinicioglu and Shenoy [1] introduce
Dirac delta functions to represent deterministic conditionals. But the framework in [1] is designed for describing arc rever-
sals rather than inference. While arc reversals can be used for making inferences in hybrid BNs (see, e.g., [31] for the case of
discrete BNs), it is not as computationally efﬁcient as using the extended architecture described in this paper.
We have ignored the computational problem of integrating density potentials. In many cases, e.g., Gaussian density func-
tions, there does not exist a closed form solution of the integral of the Gaussian density functions.
One way around this problem is to use mixtures of truncated exponentials (MTEs) to approximate density functions
[21,6]. MTEs are easy to integrate and are closed under combination and marginalization. They are also closed under trans-
formations needed for a one-dimensional linear deterministic functions [2], but not non-linear ones. One solution for non-
linear functions of a single variable is to approximate them by piecewise linear functions [3]. However, many issues remain
unsolved. For example, the family of MTE functions is not closed under transformations needed by linear deterministic func-
tions involving two or more continuous parent variables [36]. Also, ﬁnding an MTE approximation of a high-dimensional
conditional (with two or more continuous parent variables) is not easy.
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mials (MOP) [39,36]. MOP functions are closed under a bigger class of functions for deterministic variables (including linear
and quotient functions) thanMTE functions. In the extended crop problem discussed in the previous section, we have a prod-
uct function for one of the deterministic variables, and we can compute a closed form solution for the marginal (although it is
not a mixture of polynomials function). The use of MTE and MOP functions for inference in hybrid BNs needs further
investigation.
The use of Dirac delta functions for representing deterministic functions is practical only for differentiable functions. If the
function is not differentiable, then there does not always exist a closed form solution for the integral of such Dirac delta func-
tions. For example, if Z =max{X,Y}, then we are unable to compute the marginal of Z even if the densities of X and Y are easily
integrable, i.e., there is no closed form solution for the integral:fZðzÞ ¼
Z Z
fXðxÞfY jxðyÞdðzmaxfx; ygÞdydx;where fZ(z) denotes the marginal PDF of Z, fX(x) denotes the PDF of X and fYjx(y) denotes the conditional PDF of Y given x.
However, we can convert the max deterministic function to a differentiable one as follows: Z = X if XP Y, and Z = Y if
X < Y. We introduce a discrete variable, say A, with two states, a and na, with X and Y as parents, where a denotes that
XP Y and make A a parent of Z. This hybrid BN can then be solved using the extended Shenoy–Shafer architecture. A solution
of this problem for the case where X and Y are independent with normal distributions is described in [39].Acknowledgments
We are grateful to Barry Cobb for many discussions, to the reviewers of ECSQARU-09, and to the two reviewers of this
journal. A short version of this paper appeared as [38].Appendix A. Properties of the dirac delta function
Some properties of d are as follows [7–9,11,29,13]. We attempt to justify most of the properties. These justiﬁcations
should not be viewed as formal mathematical proofs, but rather as examples of the use of Dirac delta functions that lead
to correct conclusions.
(i) (Sampling) If f(x) is any function, f(x) d(x) = f(0) d(x). If f(x) is continuous in the neighborhood of 0, thenR
f ðxÞdðxÞdx ¼ f ð0Þ R dðxÞdx ¼ f ð0Þ. The range of integration need not be from 1 to1, but cover any domain contain-
ing 0.
(ii) (Change of Origin)
R
dðx aÞdx ¼ 1, and f(x) d(x  a) = f(a) d(x  a). If f(x) is any function which is continuous in the
neighborhood of a, then
R
f ðxÞdðx aÞdx ¼ f ðaÞ.
(iii)
R
dðx hðu;vÞÞdðy gðv ;w; xÞÞdx ¼ dðy gðv;w;hðu;vÞÞÞ. This follows from property (ii) of Dirac delta functions if we
regard d(y  g(v,w,x)) as a function of x.
(iv) (Rescaling) If g(x) has real (non-complex) zeros at a1, . . . ,an and is differentiable at these points, and g
0
(ai)– 0 for
i = 1, . . . ,n, then d(g(x)) = Ri d(x  ai)/jg0(ai)j. In particular, if g(x) has only one real zero at a0, and g0(a0)– 0, then
d(g(x)) = d(x  a0)/jg0(a0)j.
(v) Consider the Heaviside function H(x) = 0 if x < 0, H(x) = 1 if xP 0. Then, d(x) can be regarded as the ‘‘generalized’’ deriv-
ative of H(x) with respect to x, i.e., (d/dx)H(x) = d(x). H(x) can be regarded as the limit of certain differentiable functions
(such as, e.g., the cumulative distribution functions (CDF) of the Gaussian random variable with mean 0 and variance
r2 in the limit as r? 0). Then, the generalized derivative of H(x) is the limit of the derivative of these functions.
(vi) Suppose continuous variable X has PDF fX(x) and Y = g(X). Then Y has PDF fYðyÞ ¼
R
fXðxÞdðy gðxÞÞdx. The function g
does not have to be invertible. To show the validity of this formula, let FY(y) denote the cumulative distribution func-
tion of Y. Then, FYðyÞ ¼ PðgðXÞ 6 yÞ ¼
R
fXðxÞHðy gðxÞÞdx, where H() is the Heaviside function deﬁned in (vii). Then,
fYðyÞ ¼ ðd=dyÞðFYðyÞÞ ¼
R
fXðxÞðd=dyÞðHðy gðxÞÞÞdx ¼
R
fXðxÞdðy gðxÞÞdx.
(vii) Suppose continuous variable X has PDF fX(x) and Y = g(X), where g is invertible and differentiable on XX. Then the PDF
of Y is fY ðyÞ ¼
R
fXðxÞdðy gðxÞÞdx ¼ jðd=dyÞðg1ðyÞÞj
R
fXðxÞdðx g1ðyÞÞdx ¼ jðd=dyÞðg1ðyÞÞjfXðg1ðyÞÞ.
(viii) The deﬁnition of d can be extended to Rn, the n-dimensional Euclidean space. Thus, if x 2 Rn, d(x) = 0 if x – 0, andR
. . .
R
dðxÞdx ¼ 1, where dx = dx1. . .dxn. Thus, e.g.,
R
. . .
R
f ðxÞdðx x0Þdx ¼ f ðx0Þ.
(ix) Suppose X1, . . . ,Xn are continuous variables with joint PDF fX(x). Then, the deterministic variable Y = g(X1, . . . ,Xn) has
PDF fYðyÞ ¼
R
. . .
R
fXðxÞdðy gðxÞÞdx. The function g does not have to be invertible.
(x) Suppose X1, . . . ,Xn are continuous variables with joint PDF fX(x). Then the joint PDF of deterministic variables
Y = g(X1, . . . ,Xn) and Z = h(X1, . . . ,Xn) is given by fY;Zðy; zÞ ¼
R
. . .
R
fXðxÞdðy gðxÞÞdðz hðxÞÞdx. The functions g and h
do not have to be invertible.
818 P.P. Shenoy, J.C. West / International Journal of Approximate Reasoning 52 (2011) 805–818References
[1] E.N. Cinicioglu, P.P. Shenoy, Arc reversals in hybrid Bayesian networks with deterministic variables, International Journal of Approximate Reasoning 50
(5) (2009) 763–777.
[2] B.R. Cobb, P.P. Shenoy, Hybrid Bayesian networks with linear deterministic variables, in: F. Bacchus, T. Jaakkola (Eds.), Uncertainty in Artiﬁcial
Intelligence: Proceedings of the Twenty-First Conference (UAI-05), AUAI Publishers, Corvallis, OR, 2005, pp. 136–144.
[3] B.R. Cobb, P.P. Shenoy, Nonlinear deterministic relationships in Bayesian networks, in: L. Godo (Ed.), Symbolic and Quantitative Approaches to
Reasoning with Uncertainty (ECSQARU-05), Springer-Verlag, Berlin, 2005, pp. 27–38.
[4] B.R. Cobb, P.P. Shenoy, Inference in hybrid Bayesian networks with mixtures of truncated exponentials, International Journal of Approximate Reasoning
41 (3) (2006) 257–286.
[5] B.R. Cobb, P.P. Shenoy, Decision making with hybrid inﬂuence diagrams using mixtures of truncated exponentials, European Journal of Operational
Research 186 (1) (2008) 261–275.
[6] B.R. Cobb, P.P. Shenoy, R. Rumi, Approximating probability density functions in hybrid Bayesian networks with mixtures of truncated exponentials,
Statistics and Computing 16 (3) (2006) : 293–308.
[7] P.A.M. Dirac, The physical interpretation of the quantum dynamics, Proceedings of the Royal Society of London, series A 113 (765) (1927) 621–641.
[8] P.A.M. Dirac, The Principles of Quantum Mechanics, 4th ed., Oxford University Press, London, 1958.
[9] R.F. Hoskins, Generalised Functions, Ellis Horwood, 1979.
[10] R.A. Howard, J.E. Matheson, Inﬂuence diagrams, in: R.A. Howard, J.E. Matheson (Eds.), The Principles and Applications of Decision Analysis, Vol. 2,
Strategic Decisions Group, Menlo Park, CA, 1984, pp. 719–762.
[11] R.P. Kanwal, Generalized Functions: Theory and Technique, 2nd ed., Birkhäuser, Boston, 1998.
[12] C.R. Kenley, Inﬂuence diagram models with continuous variables, PhD dissertation, Department of Engineering-Economic Systems, Stanford
University, Stanford, CA, 1986.
[13] A.I. Khuri, Applications of Dirac’s delta function in statistics, International Journal of Mathematical Education in Science and Technology 32 (2) (2004)
185–195.
[14] H. Langseth, T.D. Nielsen, R. Rumi, A. Salmeron, Parameter estimation and model selection for mixtures of truncated exponentials, International Journal
of Approximate Reasoning 51 (5) (2010) 485–498.
[15] S.L. Lauritzen, D.J. Spiegelhalter, Local computations with probabilities on graphical structures and their application to expert systems (with
discussion), Journal of Royal Statistical Society, Series B 50 (2) (1988) : 157–224.
[16] S.L. Lauritzen, F. Jensen, Stable local computation with conditional Gaussian distributions, Statistics and Computing 11 (2001) 191–203.
[17] U.N. Lerner, Hybrid Bayesian networks for reasoning about complex systems, PhD thesis, Department of Computer Science, Stanford University, 2002.
[18] U.N. Lerner, R. Parr, Inference in hybrid networks: theoretical limits and practical algorithms, in: J. Breese, D. Koller (Eds.), Uncertainty in Artiﬁcial
Intelligence: Proceedings of the Seventeenth Conference (UAI-01), Morgan Kaufmann, San Francisco, CA, 2001, pp. 310–318.
[19] Y. Li, P.P. Shenoy, Solving hybrid inﬂuence diagrams with deterministic variables, in: P. Grünwald, P. Spirtes (Eds.), Uncertainty in Artiﬁcial
Intelligence: Proceedings of the Twenty-sixth Conference, AUAI Press, Corvallis, OR, 2010, pp. 322–331.
[20] A.L. Madsen, Belief update in CLG Bayesian networks with lazy propagation, International Journal of Approximate Reasoning 49 (2) (2008) 503–521.
[21] S. Moral, R. Rumi, A. Salmeron, Mixtures of truncated exponentials in hybrid Bayesian networks, in: P. Besnard, S. Benferhat (Eds.), Symbolic and
Quantitative Approaches to Reasoning under Uncertainty ECSQARU-2001, Vol. 2143, Springer-Verlag, Berlin, 2001, pp. 156–167.
[22] K. Murphy, A variational approximation for Bayesian networks with discrete and continuous latent variables, in: K.B. Laskey, H. Prade (Eds.),
Uncertainty in Artiﬁcial Intelligence: Proceedings of the Fifteenth Conference (UAI-99), Morgan Kaufmann, San Francisco, CA, 1999, pp. 457–466.
[23] T.D. Nielsen, F.V. Jensen, On-line alert systems for production plants: a conﬂict based approach, International Journal of Approximate Reasoning 45 (2)
(2007) 255–270.
[24] S.M. Olmsted, On representing and solving decision problems, PhD dissertation, Department of Engineering-Economic Systems, Stanford University,
Stanford, CA, 1983.
[25] J. Pearl, Fusion, propagation and structuring in belief networks, Artiﬁcial Intelligence 29 (1986) 241–288.
[26] W.B. Poland III, Decision analysis with continuous and discrete variables: A mixture distribution approach, PhD dissertation, Department of
Engineering-Economic Systems, Stanford University, Stanford, CA, 1994.
[27] V. Romero, R. Rumi, A. Salmeron, Learning hybrid Bayesian networks using mixtures of truncated exponentials, International Journal of Approximate
Reasoning 42 (1–2) (2007) 54–68.
[28] R. Rumi, A. Salmeron, Approximate probability propagation with mixtures of truncated exponentials, International Journal of Approximate Reasoning
45 (2) (2007) 191–200.
[29] A.I. Saichev, W.A. Woyczyn´ski, Distributions in the Physical and Engineering Sciences, Vol. 1, Birkhäuser, Boston, 1997.
[30] R.D. Shachter, Evaluating inﬂuence diagrams, Operations Research 34 (6) (1986) 871–882.
[31] R.D. Shachter, Probabilistic inference and inﬂuence diagrams, Operations Research 36 (4) (1988) 589–604.
[32] R.D. Shachter, C.R. Kenley, Gaussian inﬂuence diagrams, Management Science 35 (5) (1989) 527–550.
[33] P.P. Shenoy, Valuation-based systems for Bayesian decision analysis, Operations Research 40 (3) (1992) 463–484.
[34] P.P. Shenoy, Binary join trees for computing marginals in the Shenoy–Shafer architecture, International Journal of Approximate Reasoning 17 (2–3)
(1997) 239–263.
[35] P.P. Shenoy, Inference in hybrid Bayesian networks using mixtures of Gaussians, in: R. Dechter, T. Richardson (Eds.), Uncertainty in Artiﬁcial
Intelligence: Proceedings of the Twenty-Second Conference (UAI-06), AUAI Press, Corvallis, OR, 2006, pp. 428–436.
[36] P.P. Shenoy, Some issues in using mixtures of polynomials for inference in hybrid Bayesian networks, Working Paper No. 323, School of Business,
University of Kansas, Lawrence, KS, 2010.
[37] P.P. Shenoy, G. Shafer, Axioms for probability and belief-function propagation, in: R.D. Shachter, T.S. Levitt, J.F. Lemmer, L.N. Kanal (Eds.), Uncertainty
in Artiﬁcial Intelligence (UAI-88), Vol. 4, North-Holland, Amsterdam, 1990, pp. 169–198.
[38] P.P. Shenoy, J.C. West, Inference in hybrid Bayesian networks with deterministic variables, in: C. Sossai, G. Chemello (Eds.), Symbolic and Quantitative
Approaches to Reasoning under Uncertainty–10th ECSQARU, Lecture Notes in Artiﬁcial Intelligence, Vol. 5590, Springer-Verlag, Berlin, 2009, pp. 46–
58.
[39] P.P. Shenoy, and J.C. West, Inference in hybrid Bayesian networks using mixtures of polynomials, International Journal of Approximate, in press, 2011,
<http://www.ku.edu/home/pshenoy/Papers/IJAR11b.pdf>.
