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The notion of a (1, x) adjacency matrix is introduced, together with methods for 
dealing with it. It is shown that in many instances this adjacency matrix is superior 
to the usual (0, 1) adjacency matrix, and will distinguish cospectral pairs, when 
the latter will not. In those cases in which the (1, x) adjacency matrix fares no 
better than the (0, 1) adjacency matrix, a good deal can be said about the matrices 
by which the cospectral pairs are similar. 
Two undirected graphs are said to be isomorphic if between their nodes 
there exists a one-to-one correspondence in which a pair of nodes is adjacent 
in one graph if and only if the corresponding pair of nodes is adjacent in 
the other graph. If, under some numbering of the nodes, A and B are the 
symmetric 0, 1 adjacency matrices of the two graphs, then the graphs are 
isomorphic if and only if A and B are congruent via some permutation 
matrix P: 
B = PTAP. 
Thus, a necessary condition for isomorphism is that A and I3 be similar. 
Since they are symmetric, this is equivalent to saying that A and B have the 
same set of eigenvalues, counting multiplicity. Unfortunately, however, this 
condition is not also sufficient for isomorphism. There exist pairs of adjacency 
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matrices A and B, each with the same set of eigenvalues, such that the 
underlying graphs are not isomorphic. Such pairs of graphs are called 
cospectral, and several examples are given in [l, 2, 51. 
It is our view, however, that to some extent these examples are algebraic 
accidents due to the interpretation of the formal symbols 0 and 1 as real 
numbers. If, instead of 0 and 1, we use the formal symbols y and X, then we 
may interpret y and x as whatever pair of distinct real numbers we like 
and all combinatorial information is preserved. Since either x or y must be 
nonzero and since two graphs are isomorphic if and only if their complements 
are isomorphic, we may as well assume y = 1 and allow x to range over all 
reals other than 1. We then have new 1, x adjacency matrices A, and B, where 
A, = (x - 1)A + J and B, = (x - 1)B + J, 
and J is the matrix each of whose entries is a 1. (Thus, the 1, x adjacency 
matrix has an x in the i, j position if nodes i and j are adjacent and a 1 if they 
are not.) Since the isomorphism of the original two graphs is equivalent to 
the permutation congruence of A, and B, (interpreting x as a formal symbol), 
A, and B, must have the same set of eigenvalues for all values of x. Thus, the 
respective characteristic polynomial9 pAa and pB,(X), whose coefficients 
are polynomials in x, must be identically the same in x. Furthermore, 
though it appears computationally troublesome, the occurrence (or non- 
occurrence) of this latter condition is, in principle, easily determined. 
THEOREM 1. There exists a computable value 
number of nodes n, such that pA,(X) and pBz(h) are 
and only if PAXo@) = P~,~@). 
x0, depending only on the 
identically the same in x if 
Proof. Let p&I) = ~~I, q%4 hi and let pB,(X) = Cy=, 4$)(x) hi. Then 
pA, and pE, are not identical if and only if there exists an index i such that 
di(x) - 42)(x) - q:‘(x) 
is not identically 0. Now, di is an integral polynomial of degree at most n - i 
whose largest coefficient is bounded by a function f (n, i) only of n and i 
(for example, 2(T)(n - i)tn-l)j2 follows from the Hadamard determinantal 
bound). Since 1 plus the largest of the absolute values of the coefficients is an 
upper bound for the largest zero of a polynomial, any number x,, greater than 
will yield pATO # pB, (A) unless PA, and pB, are identical. 
0 
n 
Essentially the same type of polynomial has recently also been associated with a 
[13]. There such a polynomial is called the idiosyncratic polynomial of a graph. 
graph 
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Conjecture. We suspect that x,, = 212 + 1 will actually satisfy the condi- 
tions of Theorem 1. 
Since two polynomials are the same precisely when they have the same set 
of roots (counting multiplicities), the utility of Theorem 1 is that, once x0 is 
chosen and the spectra of AZ0 and &, have been computed, the two spectra 
will have been found either to differ (in which case the two underlying graphs 
will be known to be nonisomorphic) or to coincide (in which case the graphs 
may or may not be isomorphic, but no more enlightening necessary condi- 
tions are to be gained from choices of x in the 1, x adjacency matrix). Since 
the spectrum of a symmetric matrix may be determined in O(n3) operations, 
Theorem 1 implies that the identity of PA, and pB, may be checked in O(n3) 
time. 
The test embodied in Theorem 1, when applied to the seven cospectral 
pairs of [5], distinguishes six of them. The undistinguished pair is given in 
Fig. 1, and we have shown using [8] that 
A’ - 7h6 - 11(x - 1)(x + 1) h5 - (x - 1)2(1ox - 11) h4 
+ 16(x - l)“(x + 2) h3 + 8(x - 1)4(2x + 1) h2 - 8(x - 1)5h 
FIGURE I 
is the characteristic polynomial of its 1, x adjacency matrix. The two graphs 
are, of course, not isomorphic since the left one has degree sequence 1, 3, 3, 
3, 4, 4, 4(while the right has degree sequence 2, 2, 2, 4, 4, 4, 4.2 According to 
the results of [5], this is the smallest such example. Under a particular 
numbering of the nodes the two 1, x adjacency matrices in this case are 
similar via the fixed orthogonal matrix 
2 0 0 0 
s=* 
OJOT I 1 OTJO’ OOTJ 
2 This phenomenon is explained 
spectral, as noted in the corollary. 
by the fact that their complements happen to be co- 
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where 
J= (: ;] and T= [-i -11: 
B, = ST&S. Although S, of course, is not a permutation matrix, it does have 
certain characteristics in common with the permutation matrices other than 
orthogonality. Each row and column sum is 1, and the sum of the squares 
of the entries in each row and column is also 1. If S were nonnegative also, 
then under these conditions it would have to be a permutation matrix. 
However, since the row and column sums of S are 1, S is a “generalized” 
convex combination of permutation matrices, i.e., 
k 
c a!i = 1, 
i=l 
in which the CQ are not constrained to be nonnegative. (This is a straight- 
forward extension of Birkhoff’s theorem which states that the doubly stochas- 
tic matrices comprise the convex hull of the permutation matrices.) 
The above characteristics are not confined to this particular example. 
THEOREM 2 The matrices A, and B, have identically the same characteristic 
polynomials if and only tf they are similar via a fixed orthogonal matrix S each 
of whose row and column sums is 1. Furthermore, in order to conclude the 
existence of such an S, it is enough to know only that there are two distinct 
values of x (both diflerent from 1) such that the characteristic polynomials of 
A, and B, are the same. 
Proof. If such a matrix S exists, it is immediate that pA, and pB, are 
identical since A, and B, are similar for all x. The existence of such an S may 
be concluded from the identity of pA, and pB, by a continuity-compactness 
argument. However, we shall prove algebraically the stronger statement 
given in the second sentence of the theorem. It seems not to be directly 
provable by a compactness argument, and an algebraic approach may reveal 
interesting generalizations. 
We suppose only that there are two distinct values x, and xZ , neither of 
which is 1, such that 
A,, is similar to B,, , i= 1,2. 
Since Azi and Bzi are symmetric, this is equivalent to the two characteristic 
polynomials being the same, and the similarity may be achieved by an 
orthogonal matrix (which, a priori, depends on i). Thus A + (l/(X, - 1))J 
is orthogonally similar to B + (l/(xi - l))J, i = 1, 2. If W is an orthogonal 
matrix which diagonalizes J, it then follows that WTA W + yiEI1 is ortho- 
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gonally similar to VB W + y&, , where E,, is the n x n matrix whose 
only nonzero entry is a 1 in the 1, 1 position and yi = l/(xi - l), i = 1, 2. 
Thus y1 # yz . Replace JP’A W and IVBW by A^ and 8. We then have that 
.zI + A^ + y,E,, and .zlr + B + y&‘,, are orthogonally similar, i = 1, 2, 
for any complex number z. Since 
det(z1+ A^ + y&,) = det(z1 + B + y&), 
for i = 1, 2, we have upon expanding by minors along the first row that 
det(z1 + A) + yi det(zZ + A”),,, = det(z1 + 8) + yi det(z1+ 8),,, , 
where 1, 1 denotes the submatrix obtained 
first column . Since y, and yz are distinct this 
by deleting 
implies that 
the first row and 
and that 
det(z1+ A) = det(z1+ 8) 
det(zI + &,, = det(zl + fi),,, . 
It follows from the latter that A;,, and 8,,, are orthogonally similar and 
we may assume (after suitable similarities of the form (i “,> have been per- 
formed) that 
where h, ,..., h, are the distinct eigenvalues of A,,, (and also of &J and 
1 + n1 + **I + nk = n. 
We note first that 8,, = 6,, , since tr(A) = tr(@. Next, let 
1 -u 
A4 = Lo II ’ 
1 -iY IV = Lo 11 ’ 
pk 1 z + A, ““’ z + h, - 
A straightforward calculation then shows that 
det(z1 + 2 + y&,) = det M(zI + A^ + yiEll) 
k 
CXjCXj 
’ = z + yi + 41 - c ____ 
j=l Z + )(j 
fi (Z + Xj)ni , 
j=l 
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and 
det(zZ + B + y&J = det N(zZ + B + yiE,,) 
= 
i 
Z + Yi + dll - i .-!TPf- 
1 
fi (z + hj)nj, 
j=l z + Ai j=l 
i = 1, 2. We may then conclude that 
and hence that ajajT = pjpjT, j = l,..., k, since A1 ,..., )\k are distinct. Finally 
choose V, ,..., vk orthogonal so that 
pj = ajvj 7 j = I,..., k, 
and let V = 1 @ VI @ --- @ vk . Then 
VT@ + y,&v- = B + Yi& , 
i = 1, 2. Since y1 # yz we may conclude that VT&V = E,, and that 
WVTW*JWVWT = J. It is a straightforward verification that the choice 
S = WVWT completes the proof. 
Remark. It should be noted that, if an S with row and column sums 1 
and an x # 1 are found for which A, and B, are similar, then pA, and pB, 
must be identical (because of the form of A, and B,) and (assuming it is 
orthogonal) S is a matrix of the sort guaranteed by the theorem. Thus an S 
might be found by making a particular choice of x (say the x,, of Theorem 1) 
and attempting to find a similarity (an O(n3) process). 
Remark. The orthogonal matrices with row and column sums 1 (as in 
Theorem 2) form a class worthy of further independent study. Their precise 
relation with cospectral graphs (in the 1, x sense of this paper) would be of 
interest. 
If A is the symmetric 0, 1 adjacency matrix of a graph, then (J - Z) - A 
is the adjacency matrix of its complement. Continuation of the same line of 
argument as above yields, for example, another method of determining 
when pAz(h) and pB,(X) are identical. 
COROLLARY. 
equivalent : 
Zf two graphs G and H are cospectral, then the following are 
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(i) their complements G’ and H’ are cospectral; 
(ii) the characteristic polynomials PA, and pB, are identical in x where 
A, and B, are the 1, x adjacency matrices of G and H, respectively; 
(iii) B = UTA U where U is orthogonal and has all row and column sums 1 
(UJ = JU = J) and A and B are the usual 0, 1 adjacency matrices of G and H; 
and 
(iv) there are two distinct values of x, diflerent from 1, such that 
PA@@) = PBS@)- 
Of course, if there is an isomorphism between the two graphs in question, 
then the isomorphism must carry nodes of a given degree into nodes of the 
same degree. This suggests that if ZA and zB are diagonal matrices for which 
the ith diagonal entry is a number zd which depends only on the degree of 
the ith node in its respective graph, then 
A, + zA and 4 + zB 
must be permutation congruent, and, therefore, similar. For example, the 
diagonals of ZA and zB might be taken to be the row sum vectors of A and B, 
respectively. This implies a yet more stringent test for cospectral pairs, and 
indeed the seven-node pair mentioned above fails this test. Thus each of the 
seven cospectral pairs of [5] is revealed to be nonisomorphic by simple linear 
algebraic tests. Unfortunately, however, there do exist cospectral pairs which 
are not distinguished just by consideration of the 1, x adjacency matrix with 
modified diagonal. A pair of nonisomorphic graphs (each on 25 nodes) 
provided by Mathon [9] has identical characteristic polynomials in the 1, x 
adjacency matrices, and since each node is of degree 12, simple modification 
of the diagonal is of no assistance. Interestingly enough, this is a pair for 
which the Corneil-Gotlieb combinatorial graph isomorphism algorithm 
fails [3, 41. See also [6, 11, 121. 
The comments of this note have utilized only the most basic information 
about the two underlying graphs. If it is known that certain sets of nodes or 
sets of edges must be matched with corresponding sets in the other graph, 
then finer specifications of variables might give more demanding conditions 
for isomorphism. 
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