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Abstract. This paper is to investigate the dependence of the principal spectrum points of nonlocal
dispersal operators on underlying parameters and to consider its applications. In particular, we study
the effects of the spatial inhomogeneity, the dispersal rate, and the dispersal distance on the existence of
the principal eigenvalues, the magnitude of the principal spectrum points, and the asymptotic behavior
of the principal spectrum points of nonlocal dispersal operators with Dirichlet type, Neumann type, and
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1 Introduction
The current paper is devoted to the study of principal spectrum of the following three eigenvalue problems
associated to nonlocal dispersal operators,
ν1
[∫
D
k(y − x)u(y)dy − u(x)
]
+ a1(x)u = λu(x), x ∈ D¯, (1.1)
where D ⊂ RN is a smooth bounded domain,
ν2
∫
D
k(y − x)[u(y)− u(x)]dy + a2(x)u(x) = λu(x), x ∈ D¯, (1.2)
where D ⊂ RN is as in (1.1), and{
ν3[
∫
RN
k(y − x)u(y)dy − u(x)] + a3(x)u(x) = λu(x), x ∈ RN ,
u(x+ pjej) = u(x), x ∈ RN ,
(1.3)
where pj > 0, ej = (δj1, δj2, · · · , δjN ) with δjk = 1 if j = k and δjk = 0 if j 6= k, and a3(x+pjej) = a3(x),
j = 1, 2, · · · , N . In (1.1), (1.2), and (1.3), k(·) is a nonnegative C1 function with compact support,
k(0) > 0, and
∫
RN
k(z)dz = 1.
Observe that the nonlocal dispersal operators in (1.1), (1.2), and (1.3), that is, u(x) 7→
∫
D
k(y −
x)u(y)dy − u(x), u(x) 7→
∫
D
k(y − x)[u(y) − u(x)]dy, and u(x) 7→
∫
RN
k(y − x)u(y)dy − u(x), can be
viewed as u(x) 7→
∫
RN
k(y − x)[u(y) − u(x)]dy with Dirichlet type boundary condition
∫
RN\D k(y −
x)u(y)dy = 0 for x ∈ D¯, u(x) 7→
∫
RN
k(y − x)[u(y) − u(x)]dy with Neumann type boundary condition∫
RN\D
k(y − x)[u(y) − u(x)]dy = 0 for x ∈ D¯, and u(x) 7→
∫
RN
k(y − x)[u(y) − u(x)]dy with periodic
boundary condition u(x+ pjej) = u(x) for x ∈ RN , respectively.
Observe also that the eigenvalue problems (1.1), (1.2), and (1.3) can be viewed as the nonlocal
counterparts of the following eigenvalue problems associated to random dispersal operators,{
ν1∆u(x) + a1(x)u(x) = λu(x), x ∈ D,
u(x) = 0, x ∈ ∂D,
(1.4)
{
ν2∆u(x) + a2(x)u(x) = λu(x), x ∈ D,
∂u
∂n
(x) = 0, x ∈ ∂D,
(1.5)
and {
ν3∆u(x) + a3(x)u(x) = λu(x), x ∈ RN ,
u(x+ pjej) = u(x), x ∈ RN ,
(1.6)
respectively. In [33], the authors of the current paper will explore the relations between (1.1) and (1.4)
(resp. (1.2) and (1.5), (1.3) and (1.6)) and prove that the principal eigenvalues of (1.4), (1.5), and (1.6)
can be approximated by the principal spectrum points of (1.1), (1.2), and (1.3) with properly rescaled
kernels, respectively (see Definition 2.1 for the definition of principal spectrum points of (1.1), (1.2), and
(1.3)).
The nonlocal dispersal operator u(x) 7→
∫
RN
k(y − x)[u(y)− u(x)]dy with Dirichlet type or Neumann
type or periodic boundary condition and the random dispersal operator u(x) 7→ ∆u(x) with Dirichlet or
Neumann or periodic boundary condition are widely used to model diffusive systems in applied sciences.
In particular, the random dispersal operator u(x) 7→ ∆u(x) with proper boundary condition is usually
adopted when the organisms in a diffusive system move randomly between the adjacent spatial locations.
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Nonlocal dispersal operator such as u(x) 7→
∫
RN
k(y−x)[u(y)−u(x)]dy is applied when diffusive systems
exhibit long range internal interactions (see [15], [17], [21]). Here if there is δ > 0 such that supp(k(·)) ⊂
B(0, δ) := {z ∈ RN | ‖z‖ < δ} and for any 0 < δ˜ < δ, supp(k(·)) ∩
(
B(0, δ) \ B(0, δ˜)
)
6= ∅, δ is called
the dispersal distance of the nonlocal dispersal operator u(x) 7→
∫
RN
k(y − x)[u(y)− u(x)]dy. As a basic
technical tool for the study of nonlinear evolution equations with random and nonlocal dispersals, it is of
great importance to investigate aspects of spectral theory for random and nonlocal dispersal operators.
The eigenvalue problems (1.4), (1.5), and (1.6), and in particular, their associated principal eigen-
value problems, are well understood. For example, it is known that the largest real part, denoted by
λR,1(ν1, a1), of the spectrum set of (1.4) is an isolated algebraically simple eigenvalue of (1.4) with a
positive eigenfunction, and for any other λ in the spectrum set of (1.4), Reλ < λR,1(ν1, a1) (λR,1(ν1, a1)
is called the principal eigenvalue of (1.4)). Similar properties hold for the largest real parts, denoted by
λR,2(ν2, a2) and λR,ν3(ν3, a3), of the spectrum sets of (1.5) and (1.6).
The principal eigenvalue problems (1.1), (1.2), and (1.3) have also been studied recently by many peo-
ple (see [9], [16], [20], [23], [34], [33], and references therein). Let λ˜1(ν1, a1) (resp. λ˜2(ν2, a2), λ˜3(ν3, a3))
be the largest real part of the spectrum set of (1.1) (resp. (1.2), (1.3)). λ˜1(ν1, a1) (resp. λ˜2(ν2, a2),
λ˜3(ν3, a3)) is called the principal spectrum point of (1.1) (resp. (1.2), (1.3)). λ˜1(ν1, a1) (resp. λ˜2(ν2, a2),
λ˜3(ν3, a3)) is also called the principal eigenvalue of (1.1) (resp. (1.2), (1.3)) if it is an isolated alge-
braically simple eigenvalue of (1.1) (resp. (1.2), (1.3)) with a positive eigenfunction (see Definition 2.1
for detail). It is known that a nonlocal dispersal operator may not have a principal eigenvalue (see [9], [34]
for examples), which reveals some essential difference between nonlocal and random dispersal operators.
Some sufficient conditions are provided in [9], [23], and [34] for the existence of principal eigenvalues of
(1.1), (1.2), and (1.3) (the conditions in [9] apply to (1.1) and (1.2), the conditions in [23] apply to (1.1),
and the conditions in [34] apply to (1.3)). Such sufficient conditions have been found important in the
study of nonlinear evolution equations with nonlocal dispersals (see [9], [18], [20], [23], [24], [25], [34],
[35], [36]). However, the understanding is still little to many interesting questions regarding the principal
spectrum points/principal eigenvalues of nonlocal dispersal operators, including the dependence of prin-
cipal spectrum points or principal eigenvalues (if exist) of nonlocal dispersal operators on the underlying
parameters.
The objective of the current paper is to investigate the dependence of the principal spectrum points
of nonlocal dispersal operators on the underlying parameters. In particular, we study the effects of
the spatial inhomogeneity, the dispersal rate, and the dispersal distance on the existence of principal
eigenvalues, on the magnitude of the principal spectrum points, and on the asymptotic behavior of the
principal spectrum points of nonlocal dispersal operators with different types of boundary conditions in
a unified way. Among others, we obtain the following:
• criteria for λ˜1(ν1, a1) (resp. λ˜2(ν2, a2), λ˜3(ν3, a3)) to be the principal eigenvalue of (1.1) (resp. (1.2),
(1.3)) (see Theorem 2.1 (1), (2), Theorem 2.2 (3), and Theorem 2.3 (3) for detail);
• lower bounds of λ˜i(νi, ai) in terms of aˆi, where aˆi is the spacial average of ai(x) (i = 2, 3) (see Theorem
2.1 (4) for detail);
• monotonicity of λ˜i(νi, ai) with respect to ai(x) and νi (i = 1, 2, 3) (see Theorem 2.1 (5) and Theorem
2.2 (1) for detail);
• limits of λ˜i(νi, ai) as νi → 0 and νi →∞ (i = 1, 2, 3) (see Theorem 2.2 (4), (5) for detail);
• limits of λ˜i(νi, ai, δ) as δ → 0 and δ →∞ in the case k(z) =
1
δN
k˜( z
δ
) and k˜(z) ≥ 0, supp(k˜) = B(0, 1),∫
RN
k˜(z)dz = 1, where λ˜i(νi, ai, δ) = λ˜(νi, ai) (i = 1, 2, 3) (see Theorem 2.3 (1), (2) for detail).
3
We also investigate the applications of principal spectrum point properties of nonlocal dispersal operators
to the asymptotic dynamics of the following two species competition system,{
ut = ν[
∫
D
k(y − x)u(t, y)dy − u(t, x)] + uf(x, u+ v), x ∈ D¯,
vt = ν
∫
D
k(y − x)[u(t, y)− u(t, x)]dy + vf(x, u+ v), x ∈ D¯,
(1.7)
whereD and k(·) are as in (1.1) with k(−z) = k(z) and f(·, ·) is a C1 function satisfying that λ˜1(ν, f(·, 0)) >
0, f(x,w) < 0 for w ≫ 1, and ∂2f(x,w) < 0 for w > 0. (1.7) models the population dynamics of two
competing species with the same local population dynamics (i.e. the same growth rate function f(·, ·)),
the same dispersal rate (i.e. ν), but one species adopts nonlocal dispersal with Dirichlet type boundary
condition and the other adopts nonlocal dispersal with Neumann type boundary condition, where u(t, x)
and v(t, x) are the population densities of two species at time t and space location x. We show
• the species diffusing nonlocally with Neumann type boundary condition drives the species diffusing
nonlocally with Dirichlet type boundary condition extinct (see Theorem 2.4 for detail).
Nonlocal evolution equations have been attracting more and more attentions due to the presence of
nonlocal interactions in many diffusive systems in applied sciences. The reader is referred to [1], [2], [4],
[5], [6], [7], [8], [10], [11], [16], [22], [23], [24], [26], [28], [30], [32], etc. for the study of various aspects of
nonlocal dispersal equations.
The rest of this paper is organized as follows. In section 2, we introduce some standing notations,
definitions, and state the main results of the paper (i.e. Theorems 2.1-2.4). In section 3, we present some
preliminary materials to be used in the proofs of the main theorems in later sections. We investigate
the effects of spatial variation on the principal spectrum points of nonlocal dispersal operators and prove
Theorem 2.1 in section 4. In section 5, we consider the effects of dispersal rate on the principal spectrum
points of nonlocal dispersal operators and prove Theorem 2.2. In section 6, we explore the effects of
dispersal distance on the principal spectrum points of nonlocal dispersal operators and prove Theorem
2.3. In the last section, we consider the asymptotic dynamics of (1.7) by applying some of the principal
spectrum point properties of nonlocal dispersal operators and prove Theorem 2.4.
2 Notations, Definitions and Main Results
Let
Xi = C(D¯) (2.1)
with norm ‖u‖Xi = maxx∈D¯ |u(x)| for i = 1, 2,
X+i = {u ∈ Xi |u(x) ≥ 0, x ∈ D¯}, i = 1, 2, (2.2)
and
X++i = Int(X
+
i ) = {u ∈ X
+
i |u(x) > 0, x ∈ D¯}, i = 1, 2. (2.3)
Let
X3 = {u ∈ C(R
N ,R) |u(x+ pjej) = u(x), x ∈ R
N , j = 1, 2, · · · , N} (2.4)
with norm ‖u‖X3 = maxx∈RN |u(x)|,
X+3 = {u ∈ X3 |u(x) ≥ 0, x ∈ R
N}, (2.5)
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and
X++3 = Int(X
+
3 ) = {u ∈ X
+
3 |u(x) > 0, x ∈ R
N}. (2.6)
Let
Ki : Xi → Xi, (Kiu)(x) =
∫
D
k(y − x)u(y)dy ∀u ∈ Xi, i = 1, 2, (2.7)
and
K3 : X3 → X3, (K3u)(x) =
∫
RN
k(y − x)u(y)dy ∀u ∈ X3. (2.8)
Observe that X2 = X1 and K2 = K1. The introduction of X2 and K2 is for convenience. Throughout
the paper, I denotes the identity map in the space under consideration.
Let 

h1(x) = −ν1 + a1(x),
h2(x) = −ν2
∫
D
k(y − x)dy + a2(x),
h3(x) = −ν3 + a3(x).
(2.9)
So, we have
hi(·)I : Xi → Xi, (hi(·)Iu)(x) = hi(x)u(x) ∀u ∈ Xi, i = 1, 2, 3, (2.10)
where ai ∈ Xi, i = 1, 2, 3. And ai(·)I has the same meaning as in (2.10) with hi(·) being replaced by
ai(·).
In the following, for (1.3), we put
D = [0, p1]× [0, p2]× · · · × [0, pN ]. (2.11)
For given ai ∈ Xi, let
aˆi =
1
|D|
∫
D
ai(x)dx, i = 1, 2, 3, (2.12)
where |D| is the Lebesgue measure of D. Let
ai,max = max
x∈D¯
ai(x), ai,min = min
x∈D¯
ai(x),
and
hi,max = max
x∈D¯
hi(x), hi,min = min
x∈D¯
hi(x).
Let σ(νiKi + hi(·)I) be the spectrum of νiKi + hi(·)I for i = 1, 2, 3 and
λ˜i(νi, ai) = sup{Reµ |µ ∈ σ(νiKi + hi(·)I)}, i = 1, 2, 3. (2.13)
Definition 2.1. Let 1 ≤ i ≤ 3 be given.
(1) λ˜i(νi, ai) defined in (2.13) is called the principal spectrum point of νiKi + hi(·)I.
(2) A real number λi(νi, ai) ∈ R is called the principal eigenvalue of νiKi + hi(·)I if it is an isolated
algebraically simple eigenvalue of νiKi + hi(·)I with a positive eigenfunction and for any µ ∈
σ(νiKi + hi(·)I) \ {λi(νi, ai)}, Reµ < λi(νi, ai).
Observe that λ˜i(νi, ai) ∈ σ(νiKi + hi(·)I) (see Proposition 3.3). Observe also that if λi(νi, ai) exists
(1 ≤ i ≤ 3), then
λi(νi, ai) = λ˜i(νi, ai).
Consider (1.7). By general semigroup theory, for any (u0, v0) ∈ X1 ×X2, (1.7) has a unique (local)
solution (u(t, x;u0, v0), v(t, x;u0, v0)) with (u(0, x;u0, v0), v(0, x;u0, v0)) = (u0(x), v0(x)).
The main results of the current paper are stated in the following four theorems.
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Theorem 2.1 (Effects of spatial variation). (1) (Existence of principal eigenvalues) For given 1 ≤ i ≤
2, λi(νi, ai) exists if ai,max − ai,min < νi infx∈D¯
∫
D
k(y − x)dy.
(2) (Existence of principal eigenvalues) For given 1 ≤ i ≤ 2, λi(νi, ai) exists if hi(·) is in C
N (D¯), there
is some x0 ∈ Int(D) satisfying that hi(x0) = hi,max, and the partial derivatives of hi(x) up to order
N − 1 at x0 are zero.
(3) (Upper bounds) For given 1 ≤ i ≤ 3 and ci ∈ R, sup{λ˜i(νi, ai) | ai ∈ Xi, aˆi = ci} =∞.
(4) (Lower bounds) Assume that k(·) is symmetric with respect to 0 (i.e. k(−z) = k(z)) and i = 2.
For given ci ∈ R,
inf{λ˜i(νi, ai) | ai ∈ Xi, aˆi = ci} = λi(νi, ci)(= ci)
(hence λ˜i(νi, ai) ≥ λ˜i(νi, aˆi)). If the principal eigenvalue of νiKi + hi(·)I exists, then ”=” holds if
and only if ai(·) is a constant function, that is ai(·) ≡ aˆi.
(5) (Monotonicity) For given a1i , a
2
i ∈ Xi, if a
1
i (x) ≤ a
2
i (x), then λ˜i(a
1
i , νi) ≤ λ˜i(a
2
i , νi) (i = 1, 2, 3).
Remark 2.1. (1) For the case i = 3, similar result to Theorem 2.1(1) is proved in [34]. To be more
precise, it is proved in [34] that if a3,max − a3,min < ν3, then λ3(ν3, a3) exists.
(2) For the case i = 3, similar result to Theorem 2.1(2) is also proved in [34]. Actually it is proved in
[34] that if a3(·) is CN and there is x0 ∈ RN such that a3(x0) = a3,max and the partial derivatives
of a3(x) up to order N − 1 at x0 are zero, then λ3(ν3, a3) exists.
(3) For one space dimensional random dispersal operators, for given ci ∈ R, sup{λR,i(νi, ai) | ai ∈
X++i , aˆi = ci} < ∞ (see Remark 4.1 for detail). Theorem 2.1(3) hence reflects some difference
between random dispersal operators and nonlocal dispersal operators.
(4) Similar result to Theorem 2.1(4) holds for i = 3. To be more precise, it is proved in [36] that for
any given c3 ∈ R,
inf{λ˜3(ν3, a3) | a3 ∈ X3, aˆ3 = c3} = λ3(ν3, c3)(= c3).
But Theorem 2.1(4) may not hold for the case i = 1 (see Remark 4.1 for detail).
Theorem 2.2 (Effects of dispersal rate). Assume that 1 ≤ i ≤ 3 and k(·) is symmetric with respect to 0.
(1) (Monotonicity) Assume ai(·) 6≡ constant. If ν1i < ν
2
i , then λ˜i(ν
1
i , ai) > λ˜i(ν
2
i , ai).
(2) (Existence of principal eigenvalue) If i = 1 or 3 and λi(νi, ai) exists for some νi > 0, then λi(ν˜i, ai)
exists for all ν˜i > νi.
(3) (Existence of principal eigenvalue) There is ν0i > 0 such that the principal eigenvalue λi(νi, ai) of
νiKi + hi(·)I exists for νi > ν0i .
(4) (Limits as the dispersal rate goes to 0) limνi→0+ λ˜i(νi, ai) = ai,max.
(5) (Limits as the dispersal rate goes to∞) limνi→∞ λ˜i(νi, ai) = −∞ for i = 1 and limνi→∞ λ˜i(νi, ai) =
aˆi for i = 2 and 3.
Remark 2.2. (1) It is open whether Theorem 2.2 (2) holds for the case i = 2.
(2) Theorem 2.2 (3) and (4) still hold if k(·) is not symmetric.
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For given δ > 0 and k˜(·) : RN → R+ satisfying that supp(k˜) = B(0, 1) := {z ∈ RN | ‖z‖ < 1} and∫
RN
k˜(z)dz = 1, let
kδ(z) =
1
δN
k˜
(z
δ
)
. (2.14)
When k(z) = kδ(z), to indicate the dependence of λ˜i(νi, ai) on δ, put
λ˜i(νi, ai, δ) = λ˜i(νi, ai).
Theorem 2.3 (Effects of dispersal distance). Suppose that k(z) = kδ(z), where kδ(z) is defined as in
(2.14) and k˜(z) = k˜(−z). Let 1 ≤ i ≤ 3.
(1) (Limits as dispersal distance goes to 0) limδ→0 λ˜i(νi, ai, δ) = ai,max.
(2) (Limits as dispersal distance goes to∞) limδ→∞ λ˜1(ν1, a1, δ) = −ν1+a1,max, limδ→∞ λ˜2(ν2, a2, δ) =
a2,max, and limδ→∞ λ˜3(ν3, a3, δ) = λ¯3(ν3, a3), where
λ¯3(ν3, a3) = max{Reλ |λ ∈ σ(ν3I¯ + h3(·)I)},
and
I¯u =
1
|D|
∫
D
u(x)dx.
(3) (Existence of principal eigenvalue) There is δ0 > 0 such that the principal eigenvalue λi(νi, ai) of
νiKi + hi(·)I exists for 0 < δ < δ0.
Remark 2.3. (1) For i = 1 or 3, Theorem 2.3 (1) is actually proved in [23, Theorem 2.6].
(2) For i = 1 or 3, Theorem 2.3 (3) is proved in [23] (see also [34] for the case i = 3).
Corollary 2.1 (Criteria for the existence of principal eigenvalues). Let 1 ≤ i ≤ 3 be given.
(1) λi(νi, ai) exists provided that maxx∈D¯ ai(x) −minx∈D¯ ai(x) < νi infx∈D¯
∫
D
k(y − x)dy in the case
i = 1, 2 and maxx∈D¯ ai(x) −minx∈D¯ ai(x) < νi in the case i = 3.
(2) λi(νi, ai) exists provided that hi(·) is in CN (D¯), there is some x0 ∈ Int(D) satisfying that hi(x0) =
hi,max, and the partial derivatives of hi(x) up to order N − 1 at x0 are zero.
(3) There is ν0i > 0 such that the principal eigenvalue λi(νi, ai) of νiKi + hi(·)I exists for νi > ν
0
i .
(4) Suppose that k(z) = kδ(z), where kδ(z) is defined as in (2.14) and k˜(·) is symmetric with respect
to 0. Then there is δ0 > 0 such that the principal eigenvalue λi(νi, ai) of νiKi + hi(·)I exists for
0 < δ < δ0.
Proof. (1) and (2) are Theorem 2.1(1) and (2), respectively.
(3) is Theorem 2.2(3).
(4) is Theorem 2.3(3).
Theorem 2.4. (1) There are u∗(·) ∈ X++1 and v
∗(·) ∈ X++2 such that (u
∗(·), 0) and (0, v∗(·)) are
stationary solutions of (1.7). Moreover, for any (u0, v0) ∈ X
+
1 ×X
+
2 with u0 6= 0 and v0 = 0 (resp.
u0 = 0 and v0 6= 0), (u(t, ·;u0, v0), v(t, ·;u0, v0)) → (u∗(·), 0) (resp. (u(t, ·;u0, v0), v(t, ·;u0, v0)) →
(0, v∗(·))) as t→∞.
(2) For any (u0, v0) ∈ (X
+
1 \ {0})× (X
+
2 \ {0}), limt→∞(u(t, ·;u0, v0), v(t, ·;u0, v0)) = (0, v
∗(·)).
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3 Preliminary
In this section, we present some preliminary materials to be used in the proofs of the main results in later
sections.
3.1 Basic properties of solutions of nonlocal dispersal evolution equations
In this subsection, we first present some basic properties of the solutions to the following evolution
equations associated to the eigenvalue problems (1.1), (1.2), and (1.3),
∂tu(t, x) = ν1
[∫
D
k(y − x)u(t, y)dy − u(t, x)
]
+ a1(x)u(t, x), x ∈ D¯, (3.1)
∂tu(t, x) = ν2
∫
D
k(y − x)[u(t, y)− u(t, x)]dy + a2(x)u(t, x), x ∈ D¯, (3.2)
and {
∂tu(t, x) = ν3[
∫
RN
k(y − x)u(t, y)dy − u(t, x)] + a3(x)u(t, x), x ∈ RN ,
u(t, x+ pjej) = u(t, x), x ∈ RN ,
(3.3)
respectively.
By general semigroup theory, for any given u0 ∈ X1 (resp. u0 ∈ X2, u0 ∈ X3), (3.1) (resp. (3.2),
(3.3)) has a unique solution u1(t, ·;u0, ν1, a1) ∈ X1 (resp. u2(t, ·;u0, ν2, a2) ∈ X2, u3(t, ·;u0, ν3, a3) ∈ X3)
with ui(0, x;u0, νi, ai) = u0(x) (i = 1, 2, 3). As mentioned before, by general semigroup theory, for
any given (u0, v0) ∈ X1 × X2, (1.7) also has a unique (local) solution (u(t, ·;u0, v0), v(t, ·;u0, v0)) with
(u(0, x;u0, v0), v(0, x;u0, v0)) = (u0(x), v0(x)).
For given u1, u2 ∈ Xi, we define
u1 ≤ u2, if u2 − u1 ∈ X+i ,
and
u1 ≪ u2, if u2 − u1 ∈ X++i .
Definition 3.1. A continuous function u(t, x) on [0, τ)× D¯ is called a super-solution (or sub-solution)
of (3.1) if for any x ∈ D¯, u(t, x) is differentiable on [0, τ) and satisfies that
∂tu(t, x) ≥ (or ≤)ν1
[ ∫
D
k(y − x)u(t, y)dy − u(t, x)
]
+ a1(x)u(t, x)
for t ∈ [0, τ).
Super-solutions and sub-solutions of (3.2) and (3.3) are defined in an analogous way.
Proposition 3.1 (Comparison principle).
(1) If u1(t, x) and u2(t, x) are bounded sub- and super-solution of (3.1) (resp. (3.2), (3.3)) on [0, τ),
respectively, and u1(0, ·) ≤ u2(0, ·), then u1(t, ·) ≤ u2(t, ·) for t ∈ [0, τ).
(2) For given 1 ≤ i ≤ 3, if u1, u2 ∈ Xi, u1 ≤ u2 and u1 6≡ u2, then ui(t, ·;u1, νi, ai)≪ ui(t, ·;u2, νi, ai)
for all t > 0.
(3) For given 1 ≤ i ≤ 3, u0 ∈ X
+
i , and a
1
i , a
2
i ∈ Xi, if a
1
i ≤ a
2
i , then ui(t, ·;u0, νi, a
1
i ) ≤ ui(t, ·;u0, νi, a
2
i )
for t ≥ 0.
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Proof. (1) It follows from the arguments in [34, Proposition 2.1].
(2) It follows from the arguments in [34, Proposition 2.2].
(3) We consider the case i = 1. Other cases can be proved similarly.
Note that u1(t, x; ν1, a
2
1) is a supersolution of (3.1) with a1(·) being replaced by a
1
1(·). Then by (1),
u1(t, ·;u0, ν1, a
1
1) ≤ u1(t, ·;u0, ν1, a
2
1) ∀ t ≥ 0.
Next, we consider (1.7) and present some basic properties for solutions of the two species competition
system.
For given (u1, v1), (u2, v2) ∈ X1 ×X2, we define
(u1, v1) ≤1 (u
2, v2), if u1(x) ≤ u2(x), v1(x) ≤ v2(x),
and
(u1, v1) ≤2 (u
2, v2), if u1(x) ≤ u2(x), v1(x) ≥ v2(x).
Let T > 0 and (u(t,x), v(t,x)) ∈ C([0, T )×D¯,R2) with (u(t, ·), v(t, ·)) ∈ X+1 ×X
+
2 . Then (u(t,x), v(t,x))
is called a super-solution (sub-solution) of (1.7) on [0, T ) if{
∂tu(t, x) ≥ (≤)ν[
∫
D
k(y − x)u(t, y)dy − u(t, x)] + u(t, x)f(x, u(t, x) + v(t, x)), x ∈ D¯,
∂tv(t, x) ≤ (≥)ν
∫
D
k(y − x)[v(t, y) − v(t, x)]dy + v(t, x)f(x, u(t, x) + v(t, x)), x ∈ D¯,
for t ∈ [0, T ).
Proposition 3.2. (1) If (0, 0)≤1 (u0,v0), then (0, 0)≤1 (u(t, ·;u0,v0), v(t,·;u0,v0)) for all t > 0 at which
(u(t, ·;u0, v0), v(t, ·;u0, v0)) exists.
(2) If (0, 0)≤1 (ui,vi), for i = 1, 2, (u1(0, ·), v1(0, ·)) ≤2 (u2(0, ·), v2(0, ·)), and (u1(t,x), v1(t,x)) and
(u2(t, x), v2(t,x)) are a sub-solution and a super-solution of (1.7) on [0, T ) respectively, then (u1(t, ·), v1(t, ·)) ≤2
(u2(t, ·), v2(t, ·)) for t ∈ (0, T ).
(3) If (0, 0)≤1 (ui,vi), for i = 1, 2 and (u1, v1) ≤2 (u2, v2), then
(u(t, ·;u1, v1), v(t, ·;u1, v1)) ≤2 (u(t, ·;u2, v2), v(t, ·;u2, v2))
for all t>0 at which both (u(t, ·;u1, v1), v(t, ·;u1, v1)) and (u(t, ·;u2, v2), v(t, ·;u2, v2)) exist.
(4) Let (u0, v0) ∈ X
+
1 ×X
+
2 , then (u(t, ·;u0, v0), v(t, ·;u0, v0)) exists for all t > 0.
Proof. It follows from the arguments in Proposition 3.1 in [18].
3.2 Basic properties of principal spectrum points of nonlocal dispersal oper-
ators
In this subsection, we prove some basic properties of principal spectrum points/principal eigenvalues of
nonlocal dispersal operators.
First of all, we derive some properties of the principal spectrum points of nonlocal dispersal operators
by using the spectral radius of the solution operators of the associated evolution equations. To this end,
define Φi(t; νi, ai) : Xi → Xi by
Φi(t; νi, ai)u0 = ui(t, ·;u0, νi, ai), u0 ∈ Xi, i = 1, 2, 3. (3.4)
Let r(Φi(t; νi, ai)) be the spectral radius of Φi(t; νi, ai). We have the following propositions.
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Proposition 3.3. Let 1 ≤ i ≤ 3 be given.
(1) For given t > 0, eλ˜i(νi,ai)t = r(Φi(t; νi, ai)).
(2) λ˜i(νi, ai) ∈ σ(νiKi + hi(·)I).
Proof. Observe that νiKi + hi(·)I : Xi → Xi is a bounded linear operator. Then by spectral mapping
theorem,
eσ(νiKi+hi(·)I)t = σ(Φi(t; νi, ai)) \ {0} ∀ t > 0. (3.5)
By Proposition 3.1,
Φi(t; νi, ai)X
+
i ⊂ X
+
i ∀ t > 0. (3.6)
Hence Φi(t; νi, ai) is a positive operator onXi. Then by [29, Proposition 4.1.1], r(Φi(t; νi, ai) ∈ σ(Φi(t; νi, ai))
for any t > 0. By (3.5),
eλ˜i(νi,ai)t = r(Φi(t; νi, ai)) ∀ t > 0,
and hence λ˜i(νi, ai) ∈ σ(νiKi + hi(·)I).
Proposition 3.4. (1) λ˜1(ν1, 0) < 0.
(2) λ˜2(ν2, 0) = 0.
(3) λ˜3(ν3, 0) = 0.
Proof. (1) Let u0(x) ≡ 1. Observe that∫
D
k(y − x)u0(y)dy − u0(x) ≤ 0,
and there is x0 ∈ D such that ∫
D
k(y − x0)u0(y)dy − u0(x) < 0.
By Proposition 3.1(2),
0≪ Φ1(t; ν1, 0)u0 ≪ u0 ∀ t > 0,
and then
‖Φ1(t; ν1, 0)u0‖ < 1 ∀ t > 0.
Note that for any u˜0 ∈ X1 with ‖u˜0‖ ≤ 1, by Proposition 3.1(2) again,
‖Φ1(t; ν1, 0)u˜0‖ ≤ ‖Φ1(t; ν1, 0)u0‖ < 1 ∀ t > 0.
This implies that
r(Φ1(t; ν1, 0)) < 1 ∀ t > 0,
and then λ˜1(ν1, 0) < 0.
(2) Let u0(·) ≡ 1. Observe that
Φ2(t; ν2, 0)u0 = u0 ∀ t ≥ 0,
and
‖Φ2(t; ν2, 0)u˜0‖ ≤ ‖Φ2(t; ν2, 0)u0‖ = 1
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for all t ≥ 0 and u˜0 ∈ X2 with ‖u˜0‖ ≤ 1. It then follows that
r(Φ2(t; ν2, 0)) = 1 ∀ t ≥ 0,
and then λ˜2(ν2, 0) = 0.
(3) It can be proved by the similar arguments as in (2).
Next, we prove some properties of principal spectrum points of nonlocal dispersal operators by using
the spectral radius of the induced nonlocal operators U iai,νi,αi and V
i
ai,νi,αi
(i = 1, 2, 3), where αi >
maxx∈D hi(x) (i = 1, 2, 3),
(U iai,νi,αiu)(x) =
∫
D
νik(y − x)u(y)
αi − hi(y)
dy, i = 1, 2, (3.7)
(U3a3,ν3,α3u)(x) =
∫
RN
ν3k(y − x)u(y)
α3 − h3(y)
dy, (3.8)
and
(V iai,νi,αiu)(x) =
νi
∫
D
k(y − x)u(y)dy
αi − hi(x)
=
νi(Kiu)(x)
αi − hi(x)
, i = 1, 2, (3.9)
(V 3a3,ν3,α3u)(x) =
ν3
∫
RN
k(y − x)u(y)dy
α3 − h3(x)
=
ν3(K3u)(x)
α3 − h3(x)
. (3.10)
Observe that U iai,νi,αi and V
i
ai,νi,αi
are positive and compact operators on Xi (i = 1, 2, 3). Moreover,
there is n ≥ 1 such that (
U iai,νi,αi
)n
(X+i \ {0}) ⊂ X
++
i , i = 1, 2, 3,
and (
V iai,νi,αi
)n
(X+i \ {0}) ⊂ X
++
i , i = 1, 2, 3.
Then by Krein-Rutman Theorem,
r(U iai,νi,αi) ∈ σ(U
i
ai,νi,αi
), r(V iai,νi,αi) ∈ σ(V
i
ai,νi,αi
), (3.11)
and r(U iai,νi,αi) and r(V
i
ai,νi,αi
) are isolated algebraically simple eigenvalues of U iai,νi,αi and V
i
ai,νi,αi
with
positive eigenfunctions, respectively.
Proposition 3.5. (1) αi > hi,max is an eigenvalue of νiKi + hi(·)I with φ(x) being an eigenfunction
iff 1 is an eigenvalue of U iai,νi,αi with ψ(x) = (αi − hi(x))φ(x) being an eigenfunction.
(2) αi > hi,max is an eigenvalue of νiKi+hi(·)I with φ(x) being an eigenfunction iff 1 is an eigenvalue
of V iai,νi,αi with φ(x) being an eigenfunction.
Proof. It follows directly from the definitions of U iai,νi,αi and V
i
ai,νi,αi
.
Proposition 3.6. Let 1 ≤ i ≤ 3 be given.
(a) r(U iai,νi,αi) is continuous in αi(> hi,max), strictly decreases as αi increases, and r(U
i
ai,νi,αi
)→ 0 as
αi →∞.
(b) r(V iai,νi,αi) is continuous in αi(> hi,max), strictly decreases as αi increases, and r(V
i
ai,νi,αi
)→ 0 as
αi →∞.
11
Proof. We prove (a) in the case i = 1. The other cases can be proved similarly.
First, note that r(U1a1,ν1,α1) is an isolated algebraically simple eigenvalue of U
1
a1,ν1,α1
. It then follows
from the perturbation theory of the spectrum of bounded operators that r(U1a1,ν1,α1) is continuous in
α1(> h1,max).
Next, we prove that r(U1a1,ν1,α1) is strictly decreasing as α1 increases. To this end, fix any α1 > h1,max.
Let φ1(·) be a positive eigenfunction of U1a1,ν1,α1 corresponding to the eigenvalue r(U
1
a1,ν1,α1
). Note that
for any given α˜1 > α1, there is δ1 > 0 such that
α˜1 − α1
α1 − h1(x)
> δ1 ∀ x ∈ D¯.
This implies that
(
U1a1,ν1,α˜1φ1
)
(x) =
∫
D
ν1k(y − x)φ1(y)
α˜1 − h1(y)
dy
=
∫
D
ν1k(y − x)φ1(y)
α1 − h1(y)
·
1
1 + α˜1−α1
α1−h1(y)
dy
≤
1
1 + δ1
∫
D
ν1k(y − x)φ1(y)
α1 − h1(y)
dy
=
r(U1a1,ν1,α1)
1 + δ1
φ1(x) ∀ x ∈ D¯.
It then follows that
r(U1a1,ν1,α˜1) ≤
r(U1a1,ν1,α1)
1 + δ1
< r(U1a1,ν1,α1),
and hence r(U1a1,ν1,α1) is strictly decreasing as α1 increases.
Finally, we prove that r(U1a1,ν1,α1) → 0 as α1 → ∞. Note that for any ǫ > 0, there is α
∗
1 > 0 such
that for α1 > α
∗
1, ∫
D
ν1k(y − x)
α1 − h1(y)
dy < ǫ ∀ x ∈ D¯.
This implies that
‖U1a1,ν1,α1‖ < ǫ ∀ α1 > α
∗
1.
Hence r(U1a1,ν1,α1)→ 0 as α1 →∞.
Proposition 3.7. Let 1 ≤ i ≤ 3 be given.
(a) If there is αi > hi,max such that r(U
i
ai,νi,αi
) > 1, then λ˜i(νi, ai) > hi,max.
(b) If there is αi > hi,max such that r(V
i
ai,νi,αi
) > 1, then λ˜i(νi, ai) > hi,max.
Proof. We prove (b). (a) can be proved similarly.
Fix 1 ≤ i ≤ 3. Suppose that there is αi > hi,max such that r(V iai,νi,αi) > 1. Then By Proposition 3.6,
there is α0 > hi,max such that
r(V iai,νi,α0) = 1. (3.12)
By Proposition 3.5, α0 ∈ σ(νiKi + hi(·)I). This implies that λ˜i(νi, ai) ≥ α0 > hi,max.
Proposition 3.8 (Necessary and sufficient condition). For given 1 ≤ i ≤ 3, λi(νi, ai) exists if and only
if λ˜i(νi, ai) > hi,max.
12
Proof. For 1 ≤ i ≤ 3, νiKi is a compact operator. Hence νiKi + hi(·)I can be viewed as compact
perturbation of the operator hi(·)I. Clearly, the essential spectrum σess(hiI) of hi(·)I is given by
σess(hiI) = [hi,min, hi,max].
Since the essential spectrum is invariant under compact perturbations (see [13]), we have
σess(νiKi + hiI) = [hi,min, hi,max],
where σess(νiKi + hiI) is the essential spectrum of νiKi + hi(·)I. Let
σdisc(νiKi + hiI) = σ(νiKi + hiI)\σess(νiKi + hiI).
Note that if λ ∈ σdisc(νiKi + hiI), then it is an isolated eigenvalue of finite multiplicity.
On the one hand, if λ˜i(νi, ai) > hi,max(x), then λ˜i(νi, ai) ∈ σdisc(νiKi + hiI). By Proposition 3.5,
1 ∈ σ
(
U i
ai,νi,λ˜i(νi,ai)
)
. Hence
r
(
U i
ai,νi,λ˜i(νi,ai)
)
≥ 1.
By Proposition 3.6, there is
˜˜
λ ≥ λ˜i(νi, ai) such that
r
(
U i
ai,νi,
˜˜
λ
)
= 1.
This together with Proposition 3.5 implies that
˜˜
λ is an isolated algebraically simple eigenvalue of νiKi +
hi(·)I with a positive eigenfunction. By Definition 2.1 (2), λi(νi, ai) exists.
On the other hand, if λi(νi, ai) exists, then λ˜i(νi, ai) = λi(νi, ai) ∈ σdisc(νiKi + hiI). This implies
that λ˜i(νi, ai) > hi,max(x).
Finally, we present some variational characterization of the principal spectrum points of nonlocal
dispersal operators when the kernel function is symmetric. In the rest of this subsection, we assume that
k(·) is symmetric with respect to 0. Recall
K3 : X3 → X3, (K3u)(x) =
∫
RN
k(y − x)u(y)dy ∀ u ∈ X3.
For given a ∈ X3, let
kˆ(z) =
∑
j1,j2,··· ,jN∈Z
k(z + (j1p1, j2p2, · · · , jNpN)), (3.13)
where p1, p2, · · · pN are periods of a(x). Then kˆ(·) is also symmetric with respect to 0 and
(K3u)(x) =
∫
D
kˆ(y − x)u(y)dy ∀ u ∈ X3, (3.14)
where D = [0, p1]× [0, p2]× · · · × [0, pN ] (see (2.11)).
Proposition 3.9. Assume that k(·) is symmetric with respect to 0. Then
λ˜i(νi, ai) = sup
u∈L2(D),‖u‖
L2(D)=1
∫
D
[νi(Kiu)(x)u(x) + hi(x)u
2(x)]dx (i = 1, 2, 3).
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Proof. First of all, note that νiKi + hi(·)I is also a bounded operator on L2(D) and νiKi is a compact
operator on L2(D), where Ki is defined as in (3.14) when i = 3. Let σ(νiKi+hiI, L2(D)) be the spectrum
of νiKi + hi(·)I considered on L2(D) and
λ˜(νi, ai, L
2(D)) = sup{Reλ |λ ∈ σ(νiKi + hiI, L
2(D))}.
Then we also have
λ˜(νi, ai, L
2(D)) ∈ σ(νiKi + hiI, L
2(D)),
[hi,min, hi,max] ⊂ σ(νiKi + hiI, L
2(D)),
and
λ˜(νi, ai, L
2(D)) ≥ hi,max.
Moreover, if λ˜i(νi, ai) > hi,max (resp. λ˜i(νi, ai, L
2(D)) > hi,max), then λ˜i(νi, ai) (resp. λ˜i(νi, ai, L
2(D)))
is an eigenvalue of νiKi + hiI considered on L2(D) (resp. C(D¯)) and hence λ˜i(νi, ai, L2(D)) ≥ λ˜i(νi, ai)
(resp. λ˜i(νi, ai) ≥ λ˜i(νi, ai, L2(D))). We then must have
λ˜i(νi, ai) = λ˜i(νi, ai, L
2(D)).
Assume now that k(·) is symmetric with respect to 0, that is, k(−z) = k(z) for any z ∈ RN . Then for
any u, v ∈ L2(D), in the case i = 1, 2,∫
D
(Kiu)(x)v(x)dx =
∫
D
∫
D
k(y − x)u(y)v(x)dydx
=
∫
D
∫
D
k(x− y)u(x)v(y)dxdy
=
∫
D
∫
D
k(y − x)v(y)u(x)dydx
=
∫
D
(Kiv)(x)u(x)dx
and in the case i = 3, ∫
D
(K3u)(x)v(x)dx =
∫
D
∫
D
kˆ(y − x)u(y)v(x)dydx
=
∫
D
∫
D
kˆ(x− y)u(x)v(y)dxdy
=
∫
D
∫
D
kˆ(y − x)v(y)u(x)dydx
=
∫
D
(K3v)(x)u(x)dx.
Therefore Ki : L2(D)→ L2(D) is self-adjoint. By classical variational formula (see [12]), we have
λ˜i(νi, ai, L
2(D)) = sup
u∈L2(D),‖u‖
L2(D)=1
∫
D
[νi(Kiu)(x)u(x) + hi(x)u
2(x)]dx.
The proposition then follows.
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3.3 A technical lemma
In this subsection, we provide a useful technical lemma.
Lemma 3.1. Let 1 ≤ i ≤ 3 and ai ∈ Xi be given. For any ǫ > 0, there is aǫi ∈ Xi such that
‖ai − a
ǫ
i‖ < ǫ,
hǫi(x) = −νi+a
ǫ
i(x) for i = 1 or 3 and h
ǫ
i(x) = −νi
∫
D
k(y−x)dy+aǫi(x) for i = 2 is in C
N , and satisfies
the following vanishing condition: there is x0 ∈ Int(D) such that hǫi(x0) = maxx∈D¯ h
ǫ
i(x) and the partial
derivatives of hǫi(x) up to order N − 1 at x0 are zero.
Proof. We prove the case i = 2. Other cases can be proved similarly.
First, let x˜0 ∈ D¯ be such that
h2(x˜0) = max
x∈D¯
h2(x).
For any ǫ > 0, there is x˜ǫ ∈ Int(D) such that
h2(x˜0)− h2(x˜ǫ) <
ǫ
3
. (3.15)
Let σ˜ > 0 be such that
B(x˜ǫ, σ˜) ⋐ D,
where B(x˜ǫ, σ˜) denotes the open ball with center x˜ǫ and radius σ˜.
Note that there is ξ(·) ∈ C(D¯) such that 0 ≤ ξ(x) ≤ 1, ξ(x˜ǫ) = 1, and supp(ξ) ⊂ B(x˜ǫ, σ˜).
h2,ǫ(x) = h2(x) +
ǫ
3
ξ(x). (3.16)
Then h2,ǫ(·) is continuous on D and h2,ǫ(·) attains its maximum in Int(D).
Let D˜ ⊂ RN be such that D ⋐ D˜. Note that h2,ǫ(·) can be continuously extended to D˜. Without loss
of generality, we may then assume that h2,ǫ(·) is a continuous function on D˜ and there is x0 ∈ Int(D) such
that h2,ǫ(x0) = supx∈D˜ h2,ǫ(x). Observe that there is σ > 0 and h¯2,ǫ(·) ∈ C(D˜) such that B(x0, σ) ⋐ D,
0 ≤ h¯2,ǫ(x) − h2,ǫ(x) ≤
ǫ
3
∀x ∈ D˜, (3.17)
and
h¯2,ǫ(x) = h2,ǫ(x0) ∀x ∈ B(x0, σ).
Let
η(x) =


C exp( 1‖x‖2−1 ) if ‖x‖ < 1,
0 if ‖x‖ ≥ 1,
where C > 0 is such that
∫
RN
η(x)dx = 1. For given δ > 0, set
ηδ(x) =
1
δN
η(
x
δ
).
Let
h2,ǫ,δ(x) =
∫
D˜
ηδ(y − x)h¯2,ǫ(y)dy.
By [14, Theorem 6, Appendix C], h2,ǫ,δ(·) is in C
∞(D˜) and when 0 < δ ≪ 1,
|h2,ǫ,δ(x)− h¯2,ǫ(x)| <
ǫ
3
∀x ∈ D¯. (3.18)
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It is not difficulty to see that for 0 < δ ≪ 1,
h2,ǫ,δ(x) ≤ h¯2,ǫ(x0) ∀x ∈ B(x0, σ),
and
h2,ǫ,δ(x) = h¯2,ǫ(x0) ∀x ∈ B(x0, σ/2).
Fix 0 < δ ≪ 1. Let
hǫ2(x) = h2,ǫ,δ(x).
Then hǫ2(·) attains its maximum at some x0 ∈ Int(D), and the partial derivatives of h
ǫ
2(·) up to order
N − 1 at x0 are zero. Let
aǫ2(x) = h
ǫ
2(x) + ν2
∫
D
k(y − x)dy ∀x ∈ D¯.
Then aǫ2 ∈ X2, −ν2
∫
D
k(y − x)dy + aǫ2(x) = h
ǫ
2(x), and
‖a2 − a
ǫ
2‖ = ‖h
ǫ
2 − h2‖ ≤ ‖h
ǫ
2 − h¯2,ǫ‖+ ‖h¯2,ǫ − h2,ǫ‖+ ‖h2,ǫ − h2‖ < ǫ.
The lemma is thus proved.
4 Effects of Spatial Variations and the Proof of Theorem 2.1
In this section, we investigate the effects of spatial variations on the principal spectrum points/principal
eigenvalues of nonlocal dispersal operators and prove Theorem 2.1.
First of all, for given 1 ≤ i ≤ 3 and ci ∈ R, let
Xi(ci) = {ai ∈ Xi | aˆi = ci}
(see (2.12) for the definition of aˆi). For given x0 ∈ RN and σ > 0, let
B(x0, σ) = {y ∈ R
N | ‖y − x0‖ < σ}.
Proof of Theorem 2.1. (1) We first prove the case i = 1. Let x0 ∈ D¯ be such that
h1(x0) = h1,max.
Note that there is ǫ0 > 0 such that
0 ≤ a1(x0)− a1(x) < ν1 inf
x∈D¯
∫
D
k(y − x)dy − ǫ0 ≤ ν1
∫
D
k(y − x)dy − ǫ0 ∀ x ∈ D¯.
For any 0 < ǫ < ǫ0, put
λǫ = h1(x0) + ǫ(= −ν1 + a1(x0) + ǫ).
Then
ν1
∫
D
k(y − x)dy
λǫ − h1(x)
=
ν1
∫
D
k(y − x)dy
a1(x0)− a1(x) + ǫ
≥
ν1
∫
D
k(y − x)dy
ν1
∫
D
k(y − x)dy + ǫ− ǫ0
> 1 ∀x ∈ D¯.
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This implies
r(V 1a1,ν1,λǫ) > 1 ∀ 0 < ǫ≪ 1.
Then by Proposition 3.7 (b), λ˜1(ν1, a1) > h1,max. By Proposition 3.8, λ1(ν1, a1) exists.
We now prove the case i = 2. Similarly, let x0 ∈ D¯ be such that
h2(x0) = h2,max.
Note that there is ǫ0 > 0 such that
0 ≤ a2(x0)− a2(x) < ν2 inf
x∈D¯
∫
D
k(y − x)dy − ǫ0 ≤ ν2
∫
D
k(y − x0)dy − ǫ0.
For any 0 < ǫ < ǫ0, put
λǫ = h2(x0) + ǫ(= −ν2
∫
D
k(y − x0)dy + a2(x0) + ǫ).
Then
ν2
∫
D
k(y − x)dy
λǫ − h2(x)
=
ν2
∫
D
k(y − x)dy
a2(x0)− ν2
∫
D
k(y − x0)dy + ν2
∫
D
k(y − x)dy − a2(x) + ǫ
≥
ν2
∫
D
k(y − x)dy
ν2
∫
D
k(y − x)dy + ǫ− ǫ0
> 1 ∀x ∈ D¯.
This again implies that
r(V 2a2,ν2,λǫ) > 1 ∀ 0 < ǫ≪ 1.
Then by Proposition 3.7 (b), λ˜2(ν2, a2) > h2,max. By Proposition 3.8, λ2(ν2, a2) exists.
(2) It can be proved by the similar arguments as in [34, Theorem B(2)]. For the completeness, we
provide a proof in the following.
Let x0 ∈ Int(D) be such that hi(x0) = hi,max and the partial derivatives of hi(x) up to order N − 1
at x0 are zero. Then there is M > 0 such that
hi(x0)− hi(y) ≤M ||x0 − y||
N ∀ y ∈ D.
Fix σ > 0 such that B(x0, 2σ) ⊂ D and B(0, 2σ) ⋐ supp(k(·)). Let v∗ ∈ X
+
i be such that
v∗(x) =
{
1 ∀ x ∈ B(x0, σ),
0 ∀ x ∈ D\B(x0, 2σ).
Clearly, for every x ∈ D\B(x0, 2σ) and γ > 1, we have
(U iai,νi,hi(x0)+ǫv
∗)(x) ≥ γv∗(x) = 0 ∀ ǫ > 0. (4.1)
Note that there is M˜ > 0 such that for any x ∈ B(x0, 2σ),
k(y − x) ≥ M˜ ∀ y ∈ B(x0, σ).
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It then follows that for x ∈ B(x0, 2σ)
(U iai,νi,hi(x0)+ǫv
∗)(x) =
∫
D
νik(y − x)v∗(y)
hi(x0) + ǫ − hi(y)
dy
≥
∫
B(x0,σ)
νik(y − x)
M ||x0 − y||N + ǫ
dy
≥
∫
B(x0,σ)
νiM˜
M ||x0 − y||N + ǫ
dy.
Notice that
∫
B(x0,σ)
M˜
M||x0−y||N
dy =∞. This implies that for 0 < ǫ≪ 1, there is γ > 1 such that
(U iai,νi,hi(x0)+ǫv
∗)(x) > γv∗(x) ∀ x ∈ B(x0, 2σ). (4.2)
By (4.1) and (4.2),
U iai,νi,hi(x0)+ǫv
∗(x) ≥ γv∗(x) ∀ x ∈ D.
Hence, r(U i
ai,νi,hi(x0)+ǫ
) > 1. By Proposition 3.7(a), λ˜i(νi, ai) > hi(x0) = hi,max. By Proposition 3.8,
the principle eigenvalue λi(νi, ai) exists.
(3) Recall that λ˜i(νi, a˜) = sup{Reµ|µ ∈ σ(νiKi + h˜i(·)I)} with h˜i(x) = −νi + a˜(x) for i = 1, 3 and
h˜i(x) = −ν2
∫
D
k(y − x)dy + a˜(x) for i = 2. By the arguments of Proposition 3.8,
σess(νiKi + h˜iI) = [min
x∈D¯
h˜i(x),max
x∈D¯
h˜i(x)].
Note that
sup
a˜∈Xi(ci)
(max
x∈D¯
a˜(x)) =∞.
Then
sup
a˜∈Xi(ci)
λ˜i(νi, a˜) ≥ sup
a˜∈Xi(ci)
(max
x∈D
h˜i(x)) ≥ −νi + sup
a˜∈Xi(ci)
(max
x∈D
a˜(x)) =∞.
(4) We first assume that the principal eigenvalue λ2(ν2, a2) exists. Suppose that u2(x) is a strictly
positive principal eigenfunction with respect to the eigenvalue λ2(ν2, a2). We divide both sides of (1.2)
by u2(x) and integrate with respect to x over D to obtain∫
D
[
ν2[
∫
D
k(y − x)(u2(y)− u2(x))dy] + a2(x)u2(x)
u2(x)
]
dx =
∫
D
λ2(ν2, a2)dx,
or
λ2(ν2, a2) =
ν2
|D|
∫
D
∫
D
k(y − x)
u2(y)− u2(x)
u2(x)
dydx+
1
|D|
∫
D
a2(x)dx
=
ν2
|D|
∫
D
∫
D
k(y − x)
u2(y)− u2(x)
u2(x)
dydx+ aˆ2.
By the symmetry of k(·),∫
D
∫
D
k(y − x)
u2(y)− u2(x)
u2(x)
dydx
=
1
2
∫ ∫
D×D
k(y − x)
u2(y)− u2(x)
u2(x)
dydx+
1
2
∫ ∫
D×D
k(y − x)
u2(y)− u2(x)
u2(x)
dydx
=
1
2
∫ ∫
D×D
k(y − x)
u2(y)− u2(x)
u2(x)
dydx+
1
2
∫ ∫
D×D
k(y − x)
u2(x)− u2(y)
u2(y)
dydx
=
1
2
∫ ∫
D×D
k(y − x)
(u2(y)− u2(x))2
u2(x)u2(y)
dydx
≥ 0. (4.3)
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So,
inf{λ2(ν2, a2)|a2 ∈ X2, aˆ2 = c2} ≥ aˆ2 = c2.
And clearly, λ2(ν2, aˆ2) = aˆ2. Together, we get
inf{λ2(ν2, a2)|a2 ∈ X2, aˆ2 = c2} = λ2(ν2, aˆ2) = c2.
Second, by Lemma 3.1, for any ǫ > 0, there is aǫ2 ∈ X2 ∩ C
N , such that
‖a2 − a
ǫ
2‖ < ǫ,
and hǫ2(·) ∈ C
N (= −ν2
∫
D
k(y − x)dy + aǫ2) satisfies the vanishing condition in Theorem 2.1 (2). So, the
principal eigenvalue λ2(ν2, a
ǫ
2) exists and λ˜2(ν2, a
ǫ
2) = λ2(ν2, a
ǫ
2). By the above arguments,
λ˜2(ν2, a
ǫ
2) = λ2(ν2, a
ǫ
2) ≥ λ2(ν2, aˆ
ǫ
2) = aˆ
ǫ
2. (4.4)
We claim that
lim
ǫ→0
λ˜2(ν2, a
ǫ
2) = λ˜2(ν2, a2).
In fact, ‖aǫ2 − a2‖ ≤ ǫ, that is
a2(x) − ǫ ≤ a
ǫ
2(x) ≤ a2(x) + ǫ ∀ x ∈ D¯.
Note that Φ2(t; ν2, a2 + ǫ)u0 = e
ǫtΦ2(t; ν2, a2)u0, where Φ2(t; ν2, a2)u0 is the solution of (3.2) with the
initial value u0(·). Similarly, we have Φ2(t; ν2, a2 − ǫ)u0 = e−ǫtΦ2(t; ν2, a2)u0. So
r(Φ2(t; ν2, a2 ± ǫ)) = e
±ǫtr(Φ2(t; ν2, a2)).
Hence
λ˜2(ν2, a2 ± ǫ) = λ˜2(ν2, a2)± ǫ. (4.5)
By Proposition 3.1, we have
Φ2(t; ν2, a2 − ǫ)u0 ≤ Φ2(t; ν2, a
ǫ
2)u0 ≤ Φ2(t; ν2, a2 + ǫ)u0.
Hence
r(Φ2(t; ν2, a2 − ǫ)) ≤ r(Φ2(t; ν2, a
ǫ
2)) ≤ r(Φ2(t; ν2, a2 + ǫ)).
By(4.5),
λ˜2(ν2, a2 − ǫ) ≤ λ˜2(ν2, a
ǫ
2) ≤ λ˜2(ν2, a2 + ǫ).
Taking the limit of (4.4) as ǫ→ 0, we have
λ˜2(ν2, a2) ≥ aˆ2
So, inf{λ˜2(ν2, a2)|a2 ∈ X2, aˆ2 = c2} = λ2(ν2, c2)(= c2).
When the principal eigenvalue exists, it is not difficult to prove that the ” = ” holds if and only if
a2(·) ≡ c2. In fact, suppose that λ2(ν2, a2) exists and u2(·) is a corresponding positive eigenfunction.
By (4.3), λ2(ν2, a2) = aˆ2(= c2) iff u2(x) = u2(y) for all x, y ∈ D¯. Hence λ2(ν2, a2) = aˆ2(= c2) iff
u2(·) ≡constant, which implies that a2(x) = λ2(ν2, a2) = aˆ2.
(5) Suppose that a1i , a
2
i ∈ Xi and a
1
i ≤ a
2
i . By Proposition 3.1, for any u0 ∈ X
+
i and t ≥ 0,
Φi(t; νi, a
1
i )u0 ≤ Φi(t; νi, a
2
i )u0.
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This implies that
r(Φi(t; νi, a
1
i )) ≤ r(Φi(t; νi, a
2
i )).
By Proposition 3.3, we have
λ˜i(νi, a
1
i ) ≤ λ˜i(νi, a
2
i ).
Remark 4.1. (1) Theorem 2.1 (3) is not true in the random dispersal case when the space dimension is
one. In fact, for 1 ≤ i ≤ 3, we have λR,i ≤ ci + ci2L2 for any ai(·) ∈ X
++
i , aˆi = ci and D = (0, L). For
the periodic boundary case, see Lemma 4.1 in [27]. The proof of Neumann or Dirichlet boundary case is
similar to that of the periodic boundary case.
We give a proof for the Neumann boundary case. Let ψ(x) be the eigenvalue function of the operator
∆ + a2(·)I defined on C2([0, L]) with Neumann boundary condition. So ψ(x) > 0 and we have{
ψ′′(x) + a2(x)ψ(x) = λR,2ψ(x), x ∈ (0, L),
∂ψ
∂n
(x) = 0, x = 0 or L.
Multiplying this by ψ(x) and integrating it from 0 to L, we have
−
∫ L
0
ψ′2(x)dx +
∫ L
0
a2(x)ψ
2(x)dx = λR,2
∫ L
0
ψ2(x)dx.
Hence
λR,2 =
−
∫ L
0
ψ′2(x)dx +
∫ L
0
a2(x)ψ
2(x)dx∫ L
0 ψ
2(x)dx
.
Take x1, x2 ∈ [0, L), we have
ψ2(x2)− ψ
2(x1) =
∫ x2
x1
2ψ(x)ψ′(x)dx.
Hence, for any positive number k > 0,
ψ2(x2)− ψ
2(x1) ≤
1
k
∫ L
0
ψ′2(x)dx + k
∫ L
0
ψ2(x)dx.
Multiplying the above inequality by a2(x2) and integrating it with respect to x1 ∈ [0, L) and x2 ∈ [0, L),
we get
L
∫ L
0
a2(x2)ψ
2(x2)dx2 − c2L
∫ L
0
ψ2(x1)dx1 ≤ c2L
2
(
1
k
∫ L
0
ψ′2(x)dx + k
∫ L
0
ψ2(x)dx
)
.
This is equivalent to
L
∫ L
0
a2(x)ψ
2(x)dx − c2L
∫ L
0
ψ2(x)dx ≤ c2L
2
(
1
k
∫ L
0
ψ′2(x)dx + k
∫ L
0
ψ2(x)dx
)
.
Letting k = c2L, we obtain
−
∫ L
0
ψ′2(x)dx +
∫ L
0
a2(x)ψ
2(x)dx ≤ (c2 + c
2
2L
2)
∫ L
0
ψ2(x)dx.
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So, we have
λR,2 ≤ c2 + c
2
2L
2.
(2) Theorem 2.1 (4) may not be true for the Dirichlet type boundary condition. That is, λ˜1(ν1, a1) ≥
λ1(ν1, aˆ1) may not be true, where a1 ∈ X1.
In the random dispersal case, There is an example in [33] which shows that the principal eigenvalue
λR,1(ν1, a1) of (1.4) is smaller than the principal eigenvalue λR,1(ν1, c1) of (1.4) with a1(x) being replaced
by c1(= aˆ1). It is prove in [19] that
λ˜1(ν1, a1, δ)→ λR,1(ν1, a1)
as δ → 0. So, for any 0 < δ ≪ 1, λ˜1(ν1, a1, δ) is close to λR,1(ν1, a1), and λ˜1(ν1, c1, δ) is close to
λR,1(ν1, c1). Hence λ˜1(ν1, a1, δ) can be smaller than λ˜1(ν1, c1, δ) = λ1(ν1, c1, δ) for δ ≪ 1.
(3) Theorem 2.1 (4) holds for periodic case (see [36]). When λi(νi, ai) does not exist (i = 2, 3), we may
have λ˜i(νi, ai) = aˆi, but ai(·) is not a constant function. For example, let X3= {u(x)∈C(RN ,R)|u(x +
ej) = u(x)), x ∈ RN , j = 1, 2, · · · , N}, and q ∈ X3 with
q(x) =
{
e
‖x‖2
‖x‖2−σ2 if ‖x‖ < σ,
0 if σ ≤ ‖x‖ ≤ 12 .
Then K3+h3(·)I with k(z) = kδ(z) has no principal eigenvalue for M > 1, 0 < σ ≪ 1, δ ≫ 1 and h3(x) =
−1 +Mq(x) where x ∈ RN and N ≥ 3 (see [34]). Hence λ˜3 = maxx∈D¯ h3(x) = −1 +M maxx∈D¯ q(x) =
−1 +M . Choosing M = 11−qˆ , we have Mqˆ = −1 +M , that is aˆ3 = λ˜3, but a3(x) = Mq(x) is not a
constant function.
5 Effects of Dispersal Rates and the Proof of Theorem 2.2
In this section, we investigate the effects of the dispersal rates on the principal spectrum points and the
existence of principal eigenvalues of nonlocal dispersal operators and prove Theorem 2.2.
Proof of Theorem 2.2. (1) Assume that k(·) is symmetric. Observe that for any u(·) ∈ L2(D),∫ ∫
D×D
k(y − x)u(x)u(y)dydx −
∫
D
u2(x)dx
≤
∫
D
∫
D
k(y − x)u(y)u(x)dydx −
∫
D
∫
D
k(y − x)dyu2(x)dx
=
∫
D
∫
D
k(y − x)(u(y) − u(x))u(x)dydx
=
1
2
∫ ∫
D×D
k(y − x)(u(y)− u(x))u(x)dydx +
1
2
∫ ∫
D×D
k(y − x)(u(y) − u(x))u(x)dydx
=
1
2
∫ ∫
D×D
k(y − x)(u(y)− u(x))u(x)dydx +
1
2
∫ ∫
D×D
k(y − x)(u(x) − u(y))u(y)dydx
= −
1
2
∫ ∫
D×D
k(y − x)(u(y)− u(x))2dydx
≤ 0.
Then (1) follows from the following facts: ∀ νi > 0,
λ˜i(νi, ai) = sup
u∈L2(D),||u||
L2(D)=1
[
νi
(∫
D
∫
D
k(y − x)u(y)u(x)dydx −
∫
D
u2(x)dx
)
+
∫
D
ai(x)u
2(x)dx
]
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in the case i = 1,
λ˜i(νi, ai) = sup
u∈L2(D),||u||
L2(D)=1
[
−
νi
2
∫ ∫
D×D
k(y − x)(u(y) − u(x))2dydx+
∫
D
ai(x)u
2(x)dx
]
in the case i = 2, and
λ˜i(νi, ai) = sup
u∈L2(D),||u||
L2(D)=1
[
νi
(∫
D
∫
D
kˆ(y − x)u(y)u(x)dydx −
∫
D
u2(x)dx
)
+
∫
D
ai(x)u
2(x)dx
]
in the case i = 3 (see (3.14)).
(2) We prove the case i = 1. The case i = 3 can be proved similarly.
Without loss of generality, assume a1(x) > 0 for x ∈ D¯. Assume that ν1 > 0 is such that λ1(ν1, a1)
exists and ν˜1 > ν1. By proposition 3.8, λ1(ν1, a1) > maxx∈D¯ h1(x), that is,
λ1(ν1, a1) > max
x∈D¯
(−ν1 + a1(x)).
Let φ1(·) be a positive principal eigenfunction with ||φ1||L2(D) = 1. Then
λ1(ν1, a1) = ν1
∫ ∫
D×D
k(y − x)φ1(y)φ1(x)dydx − ν1 +
∫
D
a1(x)φ
2
1(x)dx > max
x∈D¯
(−ν1 + a1(x)).
By Proposition 3.9,
λ˜1(ν˜1, a1) ≥ ν˜1
∫ ∫
D×D
k(y − x)φ1(y)φ1(x)dydx − ν˜1 +
∫
D
a1(x)φ
2
1(x)dx
= λ1(ν1, a1) + (ν˜1 − ν1)
∫ ∫
D×D
k(y − x)φ1(y)φ1(x)dydx + ν1 − ν˜1
> max
x∈D¯
(−ν1 + a1(x)) + ν1 − ν˜1 + (ν˜1 − ν1)
∫ ∫
D×D
k(y − x)φ1(y)φ1(x)dydx
> max
x∈D¯
(−ν˜1 + a1(x)).
By proposition 3.8 again, λ1(ν˜1, a1) exists.
(3) It follows from Theorem 2.1(1) and can also be proved as follows.
To show λi(νi, ai) exists, we only need to show λ˜i(νi, ai) > maxx∈D¯ hi(x), where hi(x) = −νi + ai(x)
for i = 1 and 3 and hi(x) = −νi
∫
D
k(y − x)dy + ai(x) for i = 2. In the case i = 2 or 3, λ˜i(νi, ai) ≥ aˆi by
theorem 2.1(4). This implies that
λ˜i(νi, ai) > hi,max ∀ νi ≫ 1.
In the case i = 1, note that λ1(1, 0) exists and
−1 < λ1(1, 0) < 0.
This implies that λ1(1,
a1
ν1
) exists for ν1 ≫ 1 and then λ1(ν1, a1) exists for ν1 ≫ 1.
(4) On the one hand, we have
λ˜i(νi, ai) ≥ hi,max ≥ −νi + ai,max.
On the other hand, for any λ > ai,max, λI − ai(·)I has bounded inverse. This implies that
ai,max + ǫ > λ˜i(νi, ai) ∀ 0 < νi ≪ 1.
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Therefore,
lim
νi→0
λ˜i(νi, ai) = ai,max.
(5) We prove the cases i = 1 and i = 2. The case i = 3 can be proved by the similar arguments as in
the case i = 2.
First of all, we prove the case i = 1. By Proposition 3.4,
λ˜1(1, 0) < 0.
Observe that
λ˜1(ν1, a1) = ν1λ˜1
(
1,
a1
ν1
)
and λ˜1
(
1,
a1
ν1
)
→ λ˜1(1, 0)
as ν1 →∞. It then follows that
λ˜1(ν1, a1) ≤
ν1
2
λ˜1(1, 0) ∀ ν1 ≫ 1.
This implies that
lim
ν1→∞
λ˜1(ν1, a1) = −∞.
Second of all, we prove the case i = 2. By (3), λ2(ν2, a2) exists for ν2 ≫ 1. In the following,
we assume ν2 ≫ 1 such that λ2(ν2, a2) exists. Let φ2,ν2(x) be a positive principal eigenfunction with∫
D
φ22,ν2(x)dx = 1.
Note that
aˆ2 ≤ λ2(ν2, a2) ≤ a2,max,
and
ν2
∫
D
∫
D
k(y − x)(φ2,ν2 (y)− φ2,ν2(x))φ2,ν2 (x)dydx +
∫
D
a2(x)φ
2
2,ν2 (x)dx = λ2(ν2, a2).
This implies that
ν2
2
∫
D
∫
D
k(y − x)(φ2,ν2 (y)− φ2,ν2(x))
2dydx =
∫
D
a2(x)φ
2
2,ν2 (x)dx − λ2(ν2, a2) ≤ a2,max − aˆ2,
and then ∫
D
∫
D
k(y − x)(φ2,ν2 (y)− φ2,ν2(x))
2dydx ≤
2(a2,max − aˆ2)
ν2
. (5.1)
Let ψ2,ν2(x) = φ2,ν2(x) − φˆ2,ν2 . Then
ν2
∫
D
∫
D
k(y − x)(φ2,ν2 (y)− φ2,ν2 (x))dydx +
∫
D
a2(x)φ2,ν2 (x)dx =
∫
D
a2(x)(ψ2,ν2 (x) + φˆ2,ν2)dx,
and hence
λ2(ν2, a2)
∫
D
φ2,ν2(x)dx = φˆ2,ν2
∫
D
a2(x)dx +
∫
D
a2(x)ψ2,ν2 (x)dx.
This implies that
λ2(ν2, a2)φˆ2,ν2 = aˆ2φˆ2,ν2 +
1
|D|
∫
D
a2(x)ψ2,ν2(x)dx. (5.2)
To show λ2(ν2, a2)→ aˆ2 as ν2 →∞, we first show that
∫
D
a2(x)ψ2,ν2 (x)dx→ 0 as ν2 →∞.
Note that λ˜2(1, 0) = 0 and λ˜2(1, 0) is the principal eigenvalue of K2 + b0(·)I with φ(·) ≡ 1 being a
principal eigenfunction, where
b0(x) = −
∫
D
k(y − x)dy.
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Moreover, λ˜2(1, 0) is also an isolated algebraically simple eigenvalue of K2 + b0(·)I on L2(D).
Note also that∫
D
(
(−K2 − b0I)u
)
(x)u(x)dx =
1
2
∫
D
∫
D
k(y − x)(u(y)− u(x))2dydx ≥ 0 (5.3)
for any u(·) ∈ L2(D) and −K2 − b0(·)I is a self-adjoint operator on L2(D). Then there is a bounded
linear operator A : L2(D)→ L2(D) such that∫
D
(
(−K2 − b0I)u
)
(x)u(x)dx =
∫
D
(Au)(x)(Au)(x)dx ∀ u ∈ L2(D). (5.4)
Let
E1 = span{φ(·)},
and
E2 = {u(·) ∈ L
2(D) |
∫
D
u(x)dx = 0}.
Then
L2(D) = E1 ⊕ E2
and (
K2 + b0(·)I
)
(E2) ⊂ E2.
Moreover, (K2 + b0(·)I)|E2 is invertible. We claim that there is C > 0 such that∫
D
(Au)(x)(Au)(x)dx ≥ C
∫
D
u2(x)dx ∀ u ∈ E2. (5.5)
For otherwise, there is un ∈ E2 with
∫
D
u2n(x)dx = 1 such that∫
D
(Aun)(x)(Aun)(x)dx→ 0
as n→∞. It then follows that 0 ∈ σ((K2 + b0(·)I)|E2 ), a contradiction. Hence (5.5) holds.
By (5.3), (5.4) and (5.5), for any ν2 ≫ 1,∫
D
ψ22,ν2(x)dx ≤
1
2C
∫
D
∫
D
k(y − x)(ψ2,ν2 (y)− ψ2,ν2(x))
2dydx. (5.6)
Observe that∫
D
∫
D
k(y − x)(φ2,ν2 (y)− φ2,ν2(x))
2dydx =
∫
D
∫
D
k(y − x)(ψ2,ν2(y)− ψ2,ν2(x))
2dydx.
This together with (5.1) and (5.6) implies that∫
D
ψ22,ν2(x)dx→ 0 as ν2 →∞,
and then ∫
D
a2(x)ψ2,ν2 (x)dx→ 0 as ν2 →∞.
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Second, assume λ2(ν2, a2) 6→ aˆ2 as ν2 → ∞. By (5.2), we must have φˆ2,ν2,n → 0 for some sequence
ν2,n →∞. This and (5.1) implies that∫
D
φ22,ν2,n(x)dx ≤ C0
∫
D
∫
D
k(y − x)φ22,ν2,n(x)dydx
= C0
∫
D
∫
D
k(y − x)(φ22,ν2,n(x) − φ2,ν2,n(x)φ2,ν2,n(y))dydx
+ C0
∫
D
∫
D
k(y − x)φ2,ν2,n (y)φ2,ν2,n(x)dydx
≤
C0
2
∫
D
∫
D
k(y − x)(φ2,ν2,n(y)− φ2,ν2,n(x))
2dydx+ |D|2C0Mφˆ2,ν2,n φˆ2,ν2,n
≤
C0(a2,max − aˆ2)
ν2
+ |D|2C0Mφˆ2,ν2,n φˆ2,ν2,n
where C0 = (minx∈D¯
∫
D
k(y − x)dy)−1 and M = supx,y∈D¯ k(y − x). That is∫
D
φ22,ν2,n(x)dx→ 0 as ν2,n →∞.
This is a contradiction. Therefore
λ2(ν2, a2)→ aˆ2
as ν2 →∞.
6 Effects of Dispersal Distance and the Proof of Theorem 2.3
In this section, we investigate the effects of the dispersal distance on the principal spectrum points and
the existence of principal eigenvalues and prove Theorem 2.3.
Proof of Theorem 2.3. (1) As mentioned in Remark 2.3, the cases i = 1 and 3 are proved in [23, Theorem
2.6]. The case i = 2 can be proved by the similar arguments as in [23, Theorem 2.6]. For completeness,
we provide a proof for the case i = 2 in the following.
By Proposition 3.9,
λ˜i(νi, ai, δ) = sup
u∈L2(D),‖u‖
L2(D)=1
∫
D
[
νi
∫
D
kδ(y − x)(u(y) − u(x))dy + ai(x)u(x)
]
u(x)dx.
On the one hand,
λ˜i(νi, ai, δ)= sup
u∈L2(D),‖u‖
L2(D)=1
[
−
νi
2
∫
D
∫
D
kδ(y − x)(u(y) − u(x))
2dydx+
∫
D
∫
D
ai(x)u
2(x)dx
]
≤ ai,max.
On the other hand, assume that x0 ∈ D¯ is such that ai(x0) = ai,max. Then for any 0 < ǫ < 1, there are
σ∗0 > 0 and x
∗
0 ∈ IntD such that B(x
∗
0, σ
∗
0) ⊂ D¯ and
ai(x0)− ai(x) < ǫ/2 for x ∈ B(x
∗
0, σ
∗
0).
Let u0(·) be a smooth function with supp(u0(·)) ∩D ⊂ B(x∗0, σ
∗
0) and ‖u0‖L2(D) = 1. Then
λ˜i(νi, ai, δ) ≥
∫
D
(
νi
∫
D
kδ(y − x)(u0(y)− u0(x))dy + ai(x)u0(x)
)
u0(x)dx
≥ νi
∫
D
(∫
D
kδ(y − x)(u0(y)− u0(x))dy
)
u0(x)dx +
(
ai,max −
ǫ
2
)
.
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Note that ∫
D
kδ(y − x)(u0(y)− u0(x))dy → 0 ∀x ∈ Int(D)
as δ → 0. And ∣∣∣∣
∫
D
kδ(y − x)(u0(y)− u0(x))dy
∣∣∣∣ ≤ 2max
y∈D¯
|u0(y)| ∀x ∈ D.
Hence, there exists δ0 > 0, such that for any δ < δ0, we have∣∣∣∣νi
∫
D
(∫
D
kδ(y − x)(u0(y)− u0(x))dy
)
u0(x)dx
∣∣∣∣ ≤ ǫ2
It then follows that
ai,max ≥ λ˜i(νi, ai, δ) ≥ ai,max − ǫ
This implies that λ˜i(νi, ai, δ)→ ai,max as δ → 0.
(2) First, for i = 1, ∣∣∣∣
∫
D
kδ(y − x)u(y)dy
∣∣∣∣ ≤ ‖u‖
∫
D
kδ(y − x)dy → 0
as δ →∞ uniformly in u ∈ X1 with ‖u‖ ≤ 1. Therefore,
λ˜1(ν1, a1, δ)→ sup{Reλ|λ ∈ σ((−ν1 + a1(·))I)} = −ν1 + a1,max
as δ →∞.
For i = 2, ∣∣∣∣
∫
D
kδ(y − x)(u(y)− u(x))dy
∣∣∣∣ ≤ 2‖u‖
∫
D
kδ(y − x)dy → 0
as δ →∞ uniformly in u ∈ X2 with ‖u‖ ≤ 1. Hence
λ˜2(ν2, a2, δ)→ sup{Reλ|λ ∈ σ(a2(·)I)} = a2,max
as δ →∞.
For i = 3, recall that
λ¯3(ν3, a3) = sup{Reλ |λ ∈ σ(ν2I¯ + h3(·)I)},
where
I¯u =
1
p1p2 · · · pN
∫ p1
0
∫ p2
0
· · ·
∫ pN
0
u(x)dx.
We first assume that a3(·) satisfies the conditions in Remark 2.1 (2). Then by similar arguments as in
Theorem 2.1 (2), λ¯3(ν3, a3) is the principal eigenvalue of ν3I¯+h3(·)I. Let φ3(·) be the positive principal
eigenfunction of ν3I¯ + h3(·)I with φˆ3 =
1
|D|
∫
D
φ3(x)dx = 1. We then have λ¯3(ν3, a3) > h3,max and
1
|D|
∫
D
ν3ψ3(x)
λ¯3(ν3, a3) + ν3 − a3(x)
dx = 1, (6.1)
where
ψ3(x) = (λ¯3(ν3, a3) + ν3 − a3(x))φ3(x).
Fix 0 < ǫ < λ¯3(ν3, a3)− hi,max. Then
1
|D|
∫
D
ν3ψ3(x)
λ¯3(ν3, a3)− ǫ+ ν3 − a3(x)
dx > 1. (6.2)
26
Observe that for any k = (k1, k2, · · · , kN ) ∈ ZN \ {0},
∫
RN
k˜(z) cos
( N∑
i=1
kipixi + δ
N∑
i=1
kipizi
)
dz → 0,
and ∫
RN
k˜(z) sin
( N∑
i=1
kipixi + δ
N∑
i=1
kipizi
)
dz → 0
as δ →∞. This implies that for any a ∈ X3,∫
RN
k˜(z)a(x+ δz)dz → aˆ
as δ →∞ and then∫
RN
ν3kδ(y − x)ψ3(y)
λ¯3(ν3, a3)− ǫ+ ν3 − a3(y)
dy =
∫
RN
ν3k˜(z)ψ3(x+ δz)
λ¯3(ν3, a3)− ǫ + ν3 − a3(x + δz)
dz
→
1
|D|
∫
D
ν3ψ3(x)
λ¯3(ν3, a3)− ǫ+ ν3 − a3(x)
dx
as δ →∞ uniformly in x ∈ RN . This together with (6.2) implies that∫
RN
ν3kδ(y − x)ψ3(y)
λ¯3(ν3, a3)− ǫ + ν3 − a3(y)
dy > 1 ∀ x ∈ RN , δ ≫ 1.
It then follows that
λ˜3(ν3, a3, δ) > λ¯3(ν3, a3)− ǫ > hi,max ∀ δ ≫ 1 (6.3)
and λ3(ν3, a3, δ) exists for δ ≫ 1.
Now for any ǫ > 0, by (6.1),
1
|D|
∫
D
ν3ψ3(x)
λ¯3(ν3, a3) + ǫ+ ν3 − a3(x)
dx < 1. (6.4)
Then by the similar arguments in the above,
λ˜3(ν3, a3, δ) < λ¯3(ν3, a3) + ǫ ∀ δ ≫ 1. (6.5)
By (6.3) and (6.5),
λ˜3(ν3, a3, δ)→ λ¯3(ν3, a3) as δ →∞.
Now for general a3 ∈ X3, and for any ǫ > 0, there is a3,ǫ ∈ X3 such that
‖a3 − a3,ǫ‖ < ǫ ∀x ∈ R
N ,
and a3,ǫ(·) satisfies the conditions in Remark 2.1 (2). By Theorem 2.1 (5),
λ˜3(ν3, a3,ǫ, δ)− ǫ ≤ λ˜3(ν3, a3, δ) ≤ λ˜3(ν3, a3,ǫ, δ) + ǫ.
By the above arguments,
λ¯3(ν3, a3)− 3ǫ ≤ λ¯3(ν3, a3,ǫ)− 2ǫ ≤ λ˜3(ν3, a3, δ) ≤ λ¯3(ν3, a3,ǫ) + 2ǫ ≤ λ¯3(ν3, a3) + 3ǫ ∀ δ ≫ 1.
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We hence also have
λ˜3(ν3, a3, δ)→ λ¯3(ν3, a3) as δ →∞.
(3) By (1), for any ǫ > 0,
λ˜i(νi, ai, δ) > ai,max − ǫ ∀ 0 < δ ≪ 1.
This implies that there is δ0 > 0 such that
λ˜i(νi, ai, δ) > hi,max ∀ 0 < δ < δ0.
Then by Proposition 3.9, λi(νi, ai) exists for 0 < δ < δ0.
7 Asymptotic Dynamics of Two Species Competition System
In this section, we consider the asymptotic dynamics of the two species competition system (1.7) and
prove Theorem 2.4 by applying some of the principal spectrum properties developed in previous sections.
Throughout this section, we assume that k(−z) = k(z), λ˜1(ν, f(·, 0)) > 0, f(x,w) < 0 for w ≫ 1, and
∂2f(x,w) < 0 for w ≥ 0.
We first present two lemmas.
Lemma 7.1. For any given ν > 0 and a ∈ X1(= X2),
λ˜1(ν, a) ≤ λ˜2(ν, a)
and if λ1(ν, a) exists, then
λ˜1(ν, a)(= λ1(ν, a)) < λ˜2(ν, a)
Proof. First, assume that λ1(ν, a) exists. Let φ(·) be the positive principal eigenfunction of νK1 − νI +
a(·)I with ‖φ‖ = 1. Then
Φ1(t; ν, a)φ = e
λ1(ν,a)tφ, and Φ2(t; ν, a)φ = e
λ˜2(ν,a)tφ ∀ t > 0.
By Proposition 3.1,
Φ2(t; ν, a)φ≫ Φ1(t; ν, a)φ ∀ t > 0.
This implies that
λ˜2(ν, a) > λ1(ν, a).
In general, by Lemma 3.1 and Theorem 2.1 (2), for any ǫ > 0, there is aǫ ∈ X1 such that λ1(ν, aǫ)
exists and
aǫ(x) − ǫ ≤ a(x) ≤ aǫ(x) + ǫ.
By the above arguments,
λ˜2(ν, aǫ) > λ1(ν, aǫ).
Observe that
λ˜2(ν, a) ≥ λ˜2(ν, aǫ)− ǫ and λ1(ν, aǫ) ≥ λ˜1(ν, a)− ǫ.
Hence
λ˜2(ν, a) ≥ λ˜1(ν, a)− 2ǫ.
Letting ǫ→ 0, we have
λ˜2(ν, a) ≥ λ˜1(ν, a).
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Consider
ut = ν
[∫
D
k(y − x)u(t, y)dy − u(t, x)
]
+ u(t, x)g(x, u(t, x)), x ∈ D¯ (7.1)
and
vt = ν
∫
D
k(y − x)[v(t, y) − v(t, x)]dy + v(t, x)g(x, v(t, x)), x ∈ D¯, (7.2)
where g is a C1 function, g(x,w) < 0 for w≫ 1, and ∂2g(x,w) < 0 for w ≥ 0.
Lemma 7.2. (1) If λ1(ν, g(·, 0)) > 0, then there is u∗ ∈ X
++
1 such that u = u
∗ is a stationary solution
of (7.1) and for any solution u(t, x) of (7.1) with u(0, ·) ∈ X+1 \ {0}, u(t, ·)→ u
∗(·) in X1.
(2) If λ2(ν, g(·, 0)) > 0, then there is v∗ ∈ X
++
2 such that v = v
∗ is a stationary solution of (7.2) and
for any solution v(t, x) of (7.2) with v(0, ·) ∈ X+2 \ {0}, v(t, ·)→ v
∗(·) in X2.
Proof. It follows from [31, Theorem E].
Proof of Theorem 2.4. (1) By λ˜1(ν, f(·, 0)) > 0 and Lemma 7.1, we have λ˜2(ν, f(·, 0)) > 0. Then by
Lemma 7.2, there are u∗ ∈ X++1 and v
∗ ∈ X++2 such that (u
∗, 0) and (0, v∗) are stationary solutions
of (1.7). Moreover, for any (u0, v0) ∈ X
+
1 × X
+
2 with u0 6= 0 and v0 = 0 (resp. u0 = 0 and v0 6= 0),
(u(t, ·;u0, v0), v(t, ·;u0, v0))→ (u∗(·), 0) (resp. (u(t, ·;u0, v0), v(t, ·;u0, v0))→ (0, v∗(·))) as t→∞.
(2) Observe that
ν
[∫
D
k(y − x)u∗(y)dy − u∗(x)
]
+ f(x, u∗(x))u∗(x) = 0, x ∈ D¯. (7.3)
This implies that λ1(ν, f(·, u∗(·))) exists and λ1(ν, f(·, u∗(·))) = 0. By Lemma 7.1, we have
λ˜2(ν, f(·, u
∗(·))) > 0.
By Lemma 3.1, there are ǫ > 0 and a ∈ X1 such that λ2(ν, a) exists,
a(x) ≤ f(x, u∗(x)) − ǫ, λ2(ν, a) > 0,
and
λ˜2(ν, f(·, u
∗(·) + ǫ)) > 0.
Let φ(·) be the positive eigenfunction of νK2−νb(·)I+a(·)I with ‖φ‖ = 1, where b(x) =
∫
D
k(y−x)dy.
Let
uδ(x) = u
∗(x) + δ2 and vδ(x) = δφ(x).
Then
0 = ν
[∫
D
k(y − x)u∗(y)dy − u∗(x)
]
+ u∗(x)f(x, u∗(x))
= ν
[∫
D
k(y − x)uδ(y)dy − uδ(x)
]
+ uδ(x)f(x, uδ(x) + vδ(x))
+ νδ2
(
1−
∫
D
k(y − x)dy
)
− δ2f(x, u∗(x))
+ uδ [f(x, u
∗(x))− f(x, uδ(x) + vδ(x))]
≥ ν
[∫
D
k(y − x)uδ(y)dy − uδ(x)
]
+ uδ(x)f(x, uδ(x) + vδ(x))
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for 0 < δ ≪ 1, and
0 ≤ λ2(ν, a)vδ(x)
= ν
∫
D
k(y − x)[vδ(y)− vδ(x)]dy + a(x)vδ(x)
≤ ν
∫
D
k(y − x)[vδ(y)− vδ(x)]dy + [f(x, u
∗(x))− ǫ]vδ(x)
= ν
∫
D
k(y − x)[vδ(y)− vδ(x)]dy + vδ(x)f(x, uδ(x) + vδ(x))
+ vδ(x) [f(x, u
∗(x)) − f(x, uδ(x) + vδ(x)) − ǫ]
≤ ν
∫
D
k(y − x)[vδ(y)− vδ(x)]dy + vδ(x)f(x, uδ(x) + vδ(x))
for 0 < δ ≪ 1. It then follows that for 0 < δ ≪ 1, (uδ(x), vδ(x)) is a super-solution of (1.7). By
Proposition 3.2,
(u(t2, ·;uδ, vδ), v(t2, ·;uδ, vδ)) ≤2 (u(t1, ·;uδ, vδ), v(t1, ·;uδ, vδ)) ∀ 0 < t1 < t2. (7.4)
Let
(u∗∗δ (x), v
∗∗
δ (x)) = lim
t→∞
(u(t, x;uδ, vδ), v(t, x;uδ, vδ)) ∀ x ∈ D¯
(this pointwise limit exists because of (7.4)).
We claim that (u∗∗δ (·), v
∗∗
δ (·)) = (0, v
∗(·)). Observe that u∗∗δ (·) and v
∗∗
δ (·) are semi-continuous and
(u∗∗δ (·), v
∗∗
δ (·)) satisfies that{
ν[
∫
D
k(y − x)u∗∗δ (y)dy − u
∗∗
δ (x)] + u
∗∗
δ (x)f(x, u
∗∗
δ (x) + v
∗∗
δ (x)) = 0, x ∈ D¯,
ν
∫
D
k(y − x)[v∗∗δ (y)− v
∗∗
δ (x)]dy + v
∗∗
δ (x)f(x, u
∗∗
δ (x) + v
∗∗
δ (x)) = 0, x ∈ D¯
(7.5)
(see the arguments in [18, Theorem A]). Multiplying the first equation in (7.5) by v∗∗δ (x), second equation
by u∗∗δ (x), and integrating over D, we have∫
D
u∗∗δ (x)v
∗∗
δ (x)dx =
∫
D
(∫
D
k(y − x)dy
)
u∗∗δ (x)v
∗∗
δ (x)dx.
This together with v∗∗δ (x) ≥ δφ(x) > 0 implies that[
1−
∫
D
k(y − x)dy
]
u∗∗δ (x) = 0 ∀ x ∈ D¯.
Note that
∫
D
k(y − x)dy < 1 for x near ∂D. This together with the first equation in (7.5) implies that
u∗∗δ (x) = 0 for all x ∈ D¯. We then must have v
∗∗
δ (x) = v
∗(x) for all x ∈ D¯. Moreover, by (7.4) and Dini’s
theorem,
lim
t→∞
(u(t, ·;uδ, vδ), v(t, ·;uδ, vδ)) = (0, v
∗(·)) in X1 ×X2. (7.6)
Now, for any (u0, v0) ∈ (X
+
1 \ {0})× (X
+
2 \ {0}), there is M0 > 0 such that
(u0, v0) ≤2 (M, 0).
Then by Proposition 3.2,
(u(t, ·;u0, v0), v(t, ·;u0, v0)) ≤2 (u(t, ·;M, 0), v(t, ·;M, 0)) ∀ t > 0.
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Since (u(t, ·;M, 0), v(t, ·;M, 0))→ (u∗(·), 0) in X1 ×X2 for 0 < δ ≪ 1, there is T > 0 such that
(u(t, ·;u0, v0), v(t, ·;u0, v0)) ≤2 (uδ(·), 0) ∀ t ≥ T.
Then v(t, ·;u0, v0) satisfies
vt(t, x) ≥ ν
∫
D
k(y − x)[v(t, y) − v(t, x)]dy + v(t, x)f(x, u∗(x) + ǫ+ v(t, x))
for t ≥ T . Note that λ˜2(ν, f(·, u
∗(·) + ǫ)) > 0. By Lemma 7.2, for 0 < δ ≪ 1, there is T˜ ≥ T such that
v(t, ·;u0, v0) ≥ vδ(·) ∀ t ≥ 0.
We then have
(u(t+ T˜ , ·;u0, v0), v(t+ T˜ , ·;u0, v0)) ≤2 (u(t, ·;uδ, vδ), v(t, ·;uδ, vδ)) ∀ t ≥ 0.
By (7.6),
lim
t→∞
(u(t, ·;u0, v0), v(t, ·;u0, v0)) = (0, v
∗(·)).
The theorem is thus proved.
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