Introduction to the Issue on Advanced Signal
Processing for Brain Networks N ETWORK models of the brain have become an important tool of modern neurosciences to study fundamental organizational principles of brain structure & function. Their connectivity is captured by the so-called connectome, the complete set of structural and functional links of the network. Advancing current methodology remains an important need in the field; e.g., increasing large-scale models; incorporating multimodal information in multiplex graph models; dealing with dynamical aspects of network models; and matching data-driven and theoretical models.
These challenges form multiple opportunities to develop and adapt emerging signal processing theories and methods at the interface of graph theory, machine learning, applied statistics, simulation, and so on, to play a key role in analysis and modeling and to bring our understanding of brain networks to the next level for key applications in cognitive and clinical neurosciences, including brain-computer interfaces.
We were impressed by the more than 50 high-quality submissions that we received for this special issue. After an extensive peer-review process, 16 excellent papers were selected for inclusion in this issue.
The issue begins with a review article by Silva et al. on the rich field of blind source separation and the applications to unimodal and multimodal neuroimaging data. Different BSS models are revisited and classified according to their underlying assumptions about the sources' mixtures, linearity of mapping, statistical relationships, and so on.
The first series of papers is dedicated to processing of functional magnetic resonance imaging (fMRI) data. The construction of functional networks typically relies upon conventional pairwise Pearson correlation measures between regional timecourses. Ahmad et al. propose a Bayesian approach to connectivity estimation, which has the advantage of providing built-in estimates of the uncertainty of connectivity estimates. Because the fMRI BOLD signal is inherently noisy and inter-individual differences are significant, this type of approach offers a principled way of overcoming the shortcomings of point estimates. In order to analyse brain networks with a combination of clustering models and component decompositions, Hinrich et al. extend archetypal analysis to multi-subject fMRI data. Both spatial and temporal archetypal analyses are explored, which lead to brain parcellations and temporal dynamics of functional networks, respectively. Liu et al. formulate a novel sparse regression that simultaneously models both stationary (i.e., measured over the whole resting-state session) and dynamic (i.e., using sliding-window approach) functional connectivity components of a neural system. An accelerated gradient method is applied to determine the most relevant stationary and dynamic components. They demonstrate the utility of their method in identifying abnormalities in functional connectivity in Parkinsonian patients. A potential limitation of their approach is the directed nature of the inferred connectivity measurements. inference is an essential step to assess brain networks, Zhan et al. enhance the original network-based statistic with various nodal parcellation atlases and test statistics. They demonstrate the use of this novel extension in identifying differentially expressed functional subnetworks in individuals with mild cognitive impairment and Alzheimer's disease. In particular, the authors identify a parametric decrease in resting-state functional connectivity between these two cohorts and a healthy control group. In work by Huang et al., graph signal processing is developed by considering fMRI activity timecourses on the backbone of a functional-connectivity network. Using the spectral approach, they generalize several signal-processing operations such as filtering and total-variation regularization. Multimodal brain network mapping methods that combine different imaging modalities and resolutions have gained significant interest in recent years. Rahim et al. propose a regularized regression model for region-to-voxel functional connectivity estimation in which the connectivity estimates for each voxel are weighted according to a prior on metabolic activity. This prior is inferred from fluorodeoxyglucose positron emission tomography (FDG-PET) and assumes that functional connectivity is coupled with metabolic activity. The correctness of this assumption remains to be validated. Using their multimodal approach, the authors were able to discriminate between patients with Alzheimer's disease and healthy controls with accuracies that ranged between 70-80%.
Finally, Hu et al. explore white-matter structural connectivity to investigate the spread of brain pathology in neurological disorders; i.e., brain networks provide conduits for pathology to spread with disease progression to unaffected grey matter regions. In particular, they develop a brain network diffusion model to predict the spatial progression of grey matter atrophy in Alzheimer's disease. The connections in the diffusion model are estimated with automated fibre tractography. The authors specifically focus on using their model to identify the "sources" of atrophy, which is achieved with sparse regularization on the source distribution and solution of the inverse problem with gradient descent. Further work is needed to assess the utility of the diffusion model in longitudinal data.
The second series of papers considers the extraction and analysis of brain networks from electrophysiology data. Andalibi et al. present algorithms for the computation of a particular functional connectivity analysis based on the Cox method and achieve a speed up by a factor of 100 when parallelized on Graphical Processing Units (GPUs). They validate their method on neuronal recordings, which also opens up exciting possibilities for other applications such as in time-variant analyses of connectivity serving as biomarkers of disorders and cognitive aging. Mishne et al. go a step further and explore the hidden connectivity patterns at multiple time scales. They accomplished extraction of neuronal activity patterns by applying a hierarchical coupled geometry analysis, which provides local to global representations through a novel multiscale metric. Weichwald et al. describe MERLiN (Mixture Effect Recovery in Linear Networks), a significant extension of linear mediation analysis with which they construct causal variables from observed, multivariate non-causal variables as a manifold optimization problem. They demonstrate the utility of their approach with EEG data, describe its potential extension to other modalities, and provide their software on Github. Malladi et al. apply the concepts of functional and causal connectivity to a concrete clinical setting, that is the identification of the seizure onset zone. Their approach is based on directed information, which allows the construction of a causal graph between electrocorticographic (ECoG) brain data of patients and the subsequent successful estimation of the seizure onset zone. Gonuguntla et al. develop a novel framework for the classification of subject and task specific functional networks. As functional connectivity can vary over time, computational analysis of functional connectivity may be very time consuming. Higashi et al. address the problem of improving classification accuracy in Brain Computer Interfaces using event-related potentials. By using a new supervised multi-linear discriminant analysis (MLDA) and carefully regularizing the parameter subspaces with constraints that incorporate measures of brain function connectivity they show that it is possible to improve single-trial classification accuracy against a broad range of alternate MLDA approaches. Monajemi et al. couple brain connectivity from EEG with gait measures for Parkinson disease patients with different levels of movement tremor. They apply a novel adaptive multi-task diffusion approach to estimate an underlying model between gait and EEG signals by coupling EEG connectivity measures with distributed learning strategies over adaptive networks. Finally, Wang et al. propose to use a vector autoregressive model in source space for analysis of EEG data. This is a workable and interpretable approach for low-dimensional analysis of directed functional connectivity in resting-state EEG, and is applied here to show interesting relationship with regions implicated in fMRI resting-state networks.
We hope that this Issue will be stimulating and inspiring to readers. We thank the reviewers for their time and effort in carefully reviewing submissions to ensure a special issue of the highest quality. We also thank the JSTSP Editorial Board and staff for their assistance and guidance throughout this process.
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