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The immune system is able to identify foreign pathogens via different pathways. In the case of viral
infection, recognition of the viral RNA is a crucial step, and many efforts have been made to understand
which features of viral RNA are detected by the immune system. The biased viral RNA composition,
measured as host–virus nucleotidic divergence, or CpG enrichment, has been proposed as salient signal.
Peculiar structural features of these RNA could also be related to the immune system activation. Here, we
gather multiple datasets and proceed to a meta-analysis to uncover the best predictors of immune
system activation by viral RNA. “A” nucleotide content and Minimum Folding Energy are good predictors,
and are more easily generalized than more complex indicators suggested previously. As RNA composition
and structure are highly correlated, we suggest further experiments on synthetic sequences to identify
the viral RNA sensing mechanisms by immune system receptors.
& 2015 Elsevier Inc. All rights reserved.Introduction
Part of the efﬁcacy of the immune system relies on its ability
to speciﬁcally detect the presence of foreign pathogens during
the early stages of infection. In mammals, this function is per-
formed by a subset of cellular receptors called Pattern Recognition
Receptors (PRRs). These PRRs have the ability to sense microbial
structures absent from the host, classically deﬁned as Pathogen-
Associated Molecular Patterns (PAMP, Iwasaki, 2012). In the case of
infection by RNA viruses, RNA may be the ﬁrst and only microbial
PAMP produced throughout the larger part of the replication cycle.
Thus, a thorough detection of foreign RNA upon viral entry is
critical for eliciting an efﬁcient antiviral response.
In the past two decades, an intensive research effort has been
deployed to identify viral RNA features that were speciﬁcally
detected by the innate immune system. This led to the char-
acterization of several RNA PAMP and the receptors they activate.
This is the case of RNA molecules bearing a 50triphosphate group,
a structure found in the genomic RNA or in replication inter-
mediates of many viral families. This 50PPP moiety can activate
various PRR such as RIG-I, PKR or IFIT-1 and IFIT-5 (Hornung et al.,
2006; Pichlmair et al., 2006; Rao Nallagatla, 2007; Pichlmair et al.,
2011). Additionally, the absence of methylation residues on foreign
RNAs was also shown to activate other PRR such as MDA5 (Züst et(M. Bailly-Bechet).al., 2011) or IFITs (Dafﬁs et al., 2010). Finally, RNA secondary
folding that form double stranded RNA molecule can activate
different receptors such as MDA5, PKR, and RNA helicases of the
DEAD box family (reviewed in Vabret et al., 2014).
Several recent studies have demonstrated a link between the
activation of innate immune system and properties intrinsic to
viral RNA sequences. Following the early work from S. Karlin on
dinucleotide abundances and genomic signatures (Karlin and
Burge, 1995; Karlin, 1998; Karlin et al., 1994), Greenbaum et al. ﬁrst
demonstrated that in inﬂuenza genomes, CpG motifs in an A/U-
rich RNA have immunostimulatory properties (Greenbaum et al.,
2009; Jimenez-Baranda et al., 2011). This sequence motif is
underrepresented in both ssRNA viruses and host innate immune
gene mRNA, and its frequency in inﬂuenza virus genomes decr-
eased over decades of human adaptation and reﬂects viral tran-
sitions from avian to human hosts (Greenbaum et al., 2008). This
motif was shown to induce type I interferon (IFN-I) secretion in a
speciﬁc subset of immune cells through recognition by the innate
sensor Toll-like receptor 7 (Jimenez-Baranda et al., 2011). This
work has recently led to a statistical physics modelling of dinu-
cleotide content evolution in RNA viral genomes as an equilibrium
between entropic and selective forces (Greenbaum et al., 2014).
The group of P. Simmonds also studied the impact of modifying
CpG and UpA dinucleotide frequencies in viral genomes. They
produced mutants of the picornavirus echovirus 7, by increasing
CpG and UpA genome frequencies, and showed that these mutants
displayed impaired replication kinetics compared to the wild-type
(wt) virus. The use of kinase inhibitors suggested that this
M. Kondili et al. / Virology 488 (2016) 169–178170inhibition occurred through a yet undescribed pattern recognition
receptors that respond to RNA composition (Atkinson et al., 2014).
The same group also analyzed the Minimum Folding Energy Dif-
ference (MFED) of RNA viral sequences, which is deﬁned as the
excess or lack of folding of the viral RNA sequence when compared
to the expectation due to its di-nucleotidic composition (Davis et
al., 2008). They identiﬁed large secondary structures called GORS
(Globally Ordered RNA Structure), observed in many RNA virus
families. They measured an inverse correlation between the pre-
sence of these GORS and the ability of an RNA sequence to activate
the innate immune system (Witteveldt et al., 2014). Our group
focused on nucleotide composition of viral sequences. Most RNA
virus families show important sequence bias compared to human
transcriptome, including in their nucleotide ratio (van der Kuyl
and Berkhout, 2012), dinucleotide frequency (Greenbaum et al.,
2008) and codon usage bias (Jenkins and Holmes, 2003; Belalov
and Lukashev, 2013). These sequence biases are speciﬁc to each
viral family and nucleotide composition analysis can be used to
determine the origin of viral sequence inside the same viral order
(Kapoor et al., 2010). Therefore, we hypothesized that speciﬁc
properties associated to viral nucleotide composition could be
recognized by dedicated PRR as patterns absents from host RNAs.
Following this rationale, we have shown that RNA sequences
derived from lentiviral genomes induced an IFN-I response, and
the extent of this response correlated to the nucleotide divergence
of the RNA sequence, deﬁned by the chi-square distance between
host and virus nucleotidic frequencies (Vabret et al., 2012). We
also demonstrated that a synthetic virus with a reduced nucleotide
divergence and the same replicative capacity is less immunosti-
mulatory (Vabret et al., 2014).
Altogether, these approaches have put forward relations betw-
een sequence-speciﬁc RNA characteristics and immune system
activation. The immune system may not be able to distinguish
all of these characteristics at the molecular level, but only able
to detect some of them, the others being spuriously found in
experiments because they are correlated to the meaningful ones.
In this report we gather different datasets where both viral RNA
sequences and interferon activation measurements were available.
We then perform a meta-analysis in order to characterize the
compositional or structural RNA features that can best be used as
predictors of the host innate immune system activation.Results
Meta-analysis on wt viral sequences
To uncover the more reliable predictor of interferon activation
among those which have been put forward by previous experi-
ments, we performed a joint analysis of available experimental
data. As experimental setups may vary and experimental mea-
surements cannot be directly compared, we chose to work with
experiments spanning at least 10 viral sequences, to be able to get
information from the relative activation values in each experi-
ment. We then worked with a set of viral sequences coming from
3 publications: two from Vabret et al. (2012, 2014), and one from P.
Simmonds group (Witteveldt et al., 2014). These publications
respectively study interferon production in response to stimula-
tion by HIV-1 or SIVmac239 sequences (“HIV 2012” and “SIV 2014”
datasets), and two wide-spectrum sets of RNA viruses (“Vabret
2014” and “Witteveldt 2014” virus datasets). The “Full” dataset
combines them for a total of 107 wt viral sequences with experi-
mentally measured interferon activation values, that were nor-
malized between datasets before comparison. For each sequence
we computed various compositional predictors – base content,
nucleotidic and dinucleotidic divergence, dinucleotidicenrichment ratio for CpG and UpA dinucleotides –, and structural
predictors: MFE, MFED, as well as the percentage of unpaired
bases in the folded RNA. To be comparable, MFE and MFED were
averaged on 300 bp subsequences, and should then be considered
as per nucleotide measurements, independent of the considered
RNA length.
We ﬁrst investigated the performance of each predictor on each
dataset separately. Results are shown in Fig. 1 and Table 1. There is
a wide range of variability in activation values (y-axis of Fig. 1),
except in the “Witteveldt 2014” dataset, where we observed
a threshold between sequences showing a low activation level
and four highly activating ones: Bunyamwera, Sindbis, Sendai
and Hepatitis A viruses. Then, any predictor should reﬂect this
threshold in order to strongly correlate with activation values;
note however that using Spearman correlations we obtain the
same qualitative and quantitative results (e.g. Supp. Table S1).
Table 1 indicates that data coming from “Witteveldt 2014” and
“Vabret 2014” datasets show higher correlations with structural
indicators and A content, while “SIV 2014” data systematically gets
a lower correlation level with interferon production. “HIV 2012”
data offer no such simple description, with nucleotidic divergence,
dinucleotidic divergence and MFE being the best predictors, but
MFED not being strongly correlated to activation. Note that for the
HIV and SIV datasets, experimental SHAPE values measuring local
levels of RNA folding are available (Watts et al., 2009; Pollom et al.,
2013); we tested for the correlation between these SHAPE values
and interferon activation (Table 1, last line), but resulting corre-
lations are non-signiﬁcant. In conclusion, different datasets call for
different best predictors, emphasizing the need for a more global
analysis of these experiments.
To gather power in our study we hypothesized that, if the same
factors are activators of the immune system in the 4 datasets, we
could test those factors on the “Full” dataset (Table 1). This approach
led to MFE as the best structural predictor. As for compositional
indicators, A content, nucleotidic divergence and dinucleotidic
divergence are relatively close, with a R correlation value slightly
smaller than for MFE. We see that the correlations observed on the
“Full” dataset are smaller than those observed on individual data-
sets: this indicates that the normalization procedure we used to
study at once multiple datasets may not be sufﬁcient to make them
perfectly comparable, and that the real average activation levels (or
variability in them) may be different between datasets.
Lentiviruses genome have a highly biased nucleotide compo-
sition, with up to 40% of their sequence composed of A-nucleotide
(Berkhout et al., 2002; van der Kuyl and Berkhout, 2012). This bias
has been explained by dNTP pool imbalance during reverse tran-
scription and by the antiviral activity of the cellular Apobec 3G
(A3G) cytidine deaminase, which mutates G to A in HIV provirus
(Deforche et al., 2007). Concerned that this bias, combined to the
number of lentiviruses sequences, could alter the conclusion of our
results in the Full dataset, we also tested all predictors on a
reduced dataset composed only of Wittelveldt 2014 and Vabret
2014 data (Supp. Table S2). This did not change our overall con-
clusions but improved the prediction ability of CpG, highlighting
its potential importance, particularly in unbiased genomes.
To understand how the different predictors correlate with each
other in the “Full” dataset, we proceeded to a principal component
analysis on them (Fig. 2). This technique projects a set of variables
on a two-dimensional space, such that predictors being correlated
positively (resp. negatively) appear as arrows sharing a common
direction, and being in the same (resp. opposite) sense. Uncorre-
lated predictors’ arrows are orthogonal. The projection of these
data on two dimensions conserves more than 70% of the global
variability, a value high enough to draw meaningful conclusions.
Most predictors correlate with the ﬁrst axis of the projection. G
and U content do not, which is interesting, as those parameters
Fig. 1. Relation between compositional or structural predictors and interferon activation in the “Full” dataset. x-axis is the predictor, y-axis is the normalized interferon
production. Point type indicates data origin as shown in box A.
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Table 1
Pearson correlation coefﬁcients R and corresponding p values of association between predictors and interferon activation. Cases with a p value smaller than 0.01 are in bold.
Predictors Datasets
HIV 2012 SIV 2014 Witteveldt 2014 Vabret 2014 Full
R¼ 0:644 R¼0.359 R¼0.423 R¼0.489 R¼ 0:456
Nucl. Div. po1:3 105 po2:3 102 po0:08 po0:13 po7:9 107
R¼ 0:577 R¼0.368 R¼ 0:631 R¼ 0:894 R¼ 0:462
A po1:6 104 po2 102 po5 103 po2:1 104 po5:4 107
R¼ 0:432 R¼ 0:178 R¼ 0:427 R¼ 0:929 R¼ 0:310
CpG po6:8 103 po0:28 po0:078 po3:5 105 po1:2 103
R¼0.229 R¼ 0:404 R¼0.447 R¼ 0:188 R¼0.238
UpA po0:17 po9:7 103 po0:063 po0:58 po1:4 102
R¼ 0:651 R¼0.374 R¼0.352 R¼0.247 R¼ 0:425
Din. Div. po9:5 106 po1:8 102 po0:15 po0:47 po5 106
R¼ 0:615 R¼0.327 R¼0.588 R¼ 0:856 R¼ 0:497
MFE po4 105 po4 102 po1:1 102 po7:7 104 po5:3 108
R¼ 0:306 R¼ 0:097 R¼ 0:625 R¼ 0:774 R¼ 0:296
MFED po0:062 po0:56 po5:6 103 po5:2 103 po2 103
R¼ 0:441 R¼0.383 R¼0.516 R¼ 0:848 R¼ 0:421
% Unpaired po5:6 103 po1:5 102 po2:9 102 po9:8 104 po6:2 106
R¼ 0:320 R¼0.258 NA NA NA
SHAPE po0:061 po0:14 NA NA NA
Fig. 2. Principal component analysis of the “Full” dataset. All predictors’ variables
were used for the analysis. Normalized interferon activation (Act) was projected on
this space afterwards and is indicated in italic. Point type indicates data origin. The
three overlapping arrow labels on the right are dinucleotidic divergence, nucleo-
tidic divergence and MFE.
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suspected to be related to the immune system activation. Indeed,
projection of the interferon activation data on this plane, as a
supplementary variable, shows that this activation mainly corre-
lates with the ﬁrst axis. As expected, A content, nucleotidic
divergence, dinucleotidic divergence and MFE correlate positively
with activation, while MFED and CpG enrichment ratio correlate
negatively with interferon production.
Looking at the same data in a more quantitativeway, we sawmany
signiﬁcant correlations between those predictors (Table 2). The high-
est level of correlation (R¼0.97) is observed between nucleotidic and
dinucleotidic divergence, indicating that little information is gained onthe “Full” dataset by looking at nucleic frequencies of higher order. The
second higher correlation (R¼0.92) is observed between A content
and MFE, two of the best predictors uncovered in the previous ana-
lyses. Moreover, many other couples do correlate above the R¼0.7
level, showing that there may well be a confusion about the biological
causes of interferon activation: an experiment could detect a predictor
as signiﬁcantly related to the immune system activation while it
would only be of proxy for another one. For example, all predictors
except for U content have an absolute correlation coefﬁcient higher
than 0.47 with MFE, making this predictor a good “summary candi-
date” for all of them.
Activation changes in wt/synthetic sequence pairs
A content and MFE are good predictors of the interferon activation
inwt sequences, but are very highly correlated. This correlation makes
sense as an A-rich RNA will make more A–U pairs while folding,
lowering its MFE; moreover, we can see in Table 2 that higher A
content also results in less Watson-Crick base pairs in the folded RNA.
This global property makes it difﬁcult to distinguish between A con-
tent and MFE on the basis of our previous analyses. We then decided
to analyze three other datasets, coming from the same papers, but
made of close pairs of sequences, one wt and the other a synthetic
sequence derived from the wt. By comparing the impact of relatively
small sequence modiﬁcations that affect either the A content, or the
MFE, we wanted to get a more precise insight on the biological impact
of sequence composition and structure on interferon production.
We ﬁrst re-analyzed data from Fig. 5D of Witteveldt et al. (2014),
which is a set of three wt/synthetic pairs of sequences from the MNV
and HCV viruses. The methodology used to create synthetic sequences
kept the nucleotidic and dinucleotidic composition constant. Then,
differences in interferon production can only be attributed to differ-
ences in structural characteristics, MFE and MFED. For the two ﬁrst
pairs – noted US for unstructured in the original paper, as these
sequences have a lower MFED than the wt – the activation is 3–5
times stronger in the synthetic sequences, while MFE is stronger and
MFED is reduced (Table 3). These results point towards an effective
role of RNA structural features in immune system activation. The last
synthetic sequence, MNV-RS, has been designed to have the same
Table 2
Pearson correlation coefﬁcients R between all predictors used in this study, on the “Full” dataset. Lines separate compositional and structural predictors. The highest
correlation between compositional and structural indicators is shown in bold.
Predictors A C G U Div CpG UpA Din. Div MFE MFED %Unpaired
A 1.00
C 0.88 1.00
G 0.64 0.51 1.00
U 0.08 0.21 0.49 1.00
Div 0.71 0.62 0.59 0.08 1.00
CpG 0.79 0.80 0.46 0.04 0.57 1.00
UpA 0.50 0.49 0.23 0.08 0.44 0.43 1.00
Din. Div 0.63 0.54 0.52 0.06 0.97 0.51 0.52 1.00
MFE 0.92 0.85 0.73 0.13 0.68 0.70 0.47 0.61 1.00
MFED 0.35 0.38 0.18 0.02 0.28 0.27 0.29 0.29 0.60 1.00
% Unpaired 0.85 0.65 0.49 0.27 0.67 0.57 0.46 0.61 0.85 0.50 1.00
Table 3
Structural values MFE and MFED of the 5 HCV and MNV sequences from Fig. 5D of
Witteveldt et al. (2014). wt stands for wild-type and US for unstructured, i.e.
sequences with the same nucleotidic, di-nucleotidic and coding content than wt,
but with randomly permuted nucleotides. Note that indeed MFED of the US
sequences is close to 0, which is expected from this design procedure. RS sequence
stands for re-stabilized, indicating that the sequence was selected after a speciﬁc
nucleotide permutation keeping a MFED value close to the native one. Note that
indeed MFED of RS sequence is close to MFED of the wt.
Predictors Sequences
HCVwt HCV-US MNVwt MNV-US MNV-RS
MFE 121.90 112.07 114.72 108.00 114.37
MFED 0.068 0.0146 0.096 0.036 0.10
Table 4
Pearson correlation coefﬁcients R and corresponding p values of association
between the differences in predictors inside each sequence pair and the relative
differences in interferon activation, in the “Viral Pairs” dataset.
Stat. Predictors
ΔA nucl. Δ Nucl. Div. Δ Din. Div. ΔMFE ΔMFED
R 0.831 0.135 0.018 0.788 0.662
p o2:9 103 o0:71 o0:96 o6:9 103 o3:8 102
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show a very strong increase in interferon production. Then, mod-
iﬁcations of the wt sequence with no measurable inﬂuence on
nucleotidic content nor on structural indicators have a signiﬁcant
effect on immune system activation. These results, which mirror those
primarily obtained byWitteveldt et al. (2014), could be a consequence
of experimental inaccuracy; apart from that possibility, they indicate
that there are cases where MFE or A content may not be used to
predict interferon production. It is a possibility that the design of the
MNV-RS sequence has modiﬁed other characteristics of the viral RNA,
that are not directly related to nucleic content or folding properties.
Another dataset we could study is composed of 10 viral sequ-
ences pairs, with one wt sequence and one codon-usage optimized
sequence, in multiple RNA viruses from Vabret et al. (2014). We
measured differences in interferon activation between both sequences
inside each pair, and compared it to difference in the predictors.
Corresponding results are shown in Table 4 and Fig. 3. ΔMFE is a
better predictor than ΔMFED, and ΔA is in between; moreover,
graphs B and C are very similar in Fig. 3, showing that the correlation
between A content and MFE seem to apply on these data.
However, here, an increase in both nucleotidic and dinucleoti-
dic divergence does not signiﬁcantly correlate with the increase in
interferon production. This is intriguing, as a decrease of nucleo-
tidic divergence of SIVmac239 results in a synthetic sequence(SIVopt1) which has been experimentally shown to be less acti-
vator of the innate immune system, in biologically realistic con-
ditions (Vabret et al., 2014, Fig. 5B). Then, we decided to study in
more detail the couple of sequences SIVmac239/SIVopt1. These
sequences differ at 73 positions in the segment 3645–5001, inside
the pol sequence. Characteristics of both wt and synthetic
sequences are summed up in Table 5. Again, the decrease in
interferon activation in the synthetic sequence is concordant with
a decrease both in A nucleotidic frequency, and in MFE. However,
here the MFED decreases with decreasing activation, which is not
in agreement with the previous predictions and the experimental
results from Witteveldt et al. (2014).
We could proceed further on this couple of sequences, as the RNA
structure of the SIVmac239 genome is known (Pollom et al., 2013).
This allows for a numerical study of the structural consequences of the
changes between wt and synthetic sequences, in a more precise way
than estimating MFE and MFED. By folding separately and incre-
mentally the known folding domains of SIVmac239, we were able to
predict the most probable structure of SIVopt1. Then, we compared
the respective foldings of SIVopt1 and SIVmac239. The main result is
that the full-length MFE of SIVopt1 is slightly higher (387.5 vs
390, less than 1% increase) than the MFE of SIVmac239, and both
structures (Figs. S1 and S2) are qualitatively similar. Note that these
values are not numerically comparable with our previous MFE values
based on averages of 300 bp segments, but that their computation
requires the knowledge of the global RNA fold. So the 73 modiﬁca-
tions in the SIVmac239 pol sequence have almost no consequence on
the RNA structure of this subpart of the SIVmac239 RNA, despite the
differences observed when using the standard way of measuring
sequences MFE and MFED. However, experiments have shown a sig-
niﬁcant decrease of interferon production in SIVopt1, pointing towards
a sensing mechanism based here on nucleotide composition. In par-
ticular the A content has been reduced by 4.2% in this synthetic
sequence, a relative diminution of more than 10% relative to the wt.
All the predictors we studied until now are large-scale RNA
sequence characteristics. However, short and local PAMP may activate
the immune system. The three last datasets, composed of close
sequence pairs with different levels of immune system activation,
could be used to investigate the presence of short immune activator
patterns on the RNA sequence. This approach could detect, e.g., CpG in
an A/U context as described by Greenbaum et al. (2009). If such
patterns are recognized by the innate immune system, they should be
among those disrupted or formed by substitutions inside each
sequence pair, and then should be detected by a statistical approach.
These patterns, unless necessary for host infection, should progres-
sively disappear through evolution; but we nonetheless expect that in
pairs of close sequences, those containing more activator patterns
would be experimentally characterized by a higher immune system
activation.
Fig. 3. Relation between the intra-pairs differences in the 5 genomic indicators and differences in interferon production, in the “Viral Pairs” dataset. Genomic indicators are
on the x-axis, interferon production is on the y-axis. Interferon differences were not normalized here as all data come from the same experiment. Note that the peculiar point
with a positive Δ Interferon production is HCVcore, a viral sequence with a very high wt GC content. See Vabret et al. (2014) for more precisions.
Table 5
Compositional and structural predictors value for SIVmac239 and SIVopt1 pol
segment.
Sequences Predictors
A nucl. Nucl. Div. Din. Div. MFE MFED
SIVmac239, pos 3645 to
5001
0.391 0.113 0.289 56.1 0.00137
SIVopt1, pos 3645 to 5001 0.349 0.051 0.141 65.5 0.0169
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vating sequence of the pair, and clustered them to get consensus
patterns. This allowed us to deﬁne 5 consensus patterns: AAAGA,
ACAUU, AAAUG, CAAUA and UGGGAA. Then, we counted all occ-
urrences of those consensus patterns, allowing for one error,
in all sequence pairs. Results are shown in Fig. 4. There is no
single consensus pattern systematically more frequent in the more
activating sequence. However, the cases where the consensus
activator pattern is less present in the more activating sequence
(e.g. ACAUU in HCV E1E2 pair, or AAAGA in MNV-RS/wt) alwaysshow small occurrence numbers for the pattern, both for the wt
and modiﬁed sequence. These small numbers indicate that any
methodological change in counting the pattern occurrences, such
as allowing for less errors or changing the consensus threshold,
may affect the results.
Then, it cannot be excluded that one of those patterns is indeed
detected by the immune system, and that experimental or meth-
odological inaccuracies prevent uncovering it more precisely.
However, all those patterns are A/U rich (minimum 50%) but do
not contain any CpG motif, preventing us to relate our results to
those of Greenbaum et al. (2009).Discussion
Several intrinsic sequence properties have been shown to be
responsible for innate immune activation by RNA molecules. This is
the case of nucleotide ratio, dinucleotide frequencies or global viral
RNA structures (Atkinson et al., 2014; Vabret et al., 2012; Jimenez-
Baranda et al., 2011; Witteveldt et al., 2014). In this study, we bene-
ﬁted from similar experimental methods performed by independent
investigators to compare these properties in their capacity to correlate
Fig. 4. Occurrences of the ﬁve patterns found as putatively linked to interferon activation in the combined “Viral Pairs”, SIVmac239/SIVopt1 and MNV/HCV pairs datasets.
Occurrence number is on the x-axis, and sequence names are indicated on the y-axis: name before the “/” symbol is the less activating sequence of the pair, name after is the
more activating one. On the graph, black points stand for the more activating sequence, white ones for the less activating one. All occurrence counts have been computed
with a 1 error tolerance in the pattern.
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on sequence composition, A content is the best correlate and should
then be used instead of the nucleotidic divergence proposed in Vabret
et al. (2012). Concerning structural predictors, MFE is consistently
more accurate than MFED. Moreover, it is easier and faster to com-
pute, and we recommend using it instead of MFED.
A complete understanding of the cellular mechanisms that
govern differential recognition of microbial RNA in response to its
sequences is still missing. In this context, determining whether
structural or compositional determinants better predicts the
innate immune activation is critical in order to deﬁne the
mechanisms involved. By nature, RNA secondary structure and
nucleotide composition are highly entangled. In the datasets used
in this study, MFE and A-content are very highly correlated
(Table 2). Analysis of the MNV-RS sequence from Witteveldt et al.
(2014) indicates that immune system level of activation can vary
even when modiﬁcations of the wt sequence keep both MFE and
nucleotidic content constant. Other results from the same work
show that an increase in MFE, which means less structured RNAs,
can increase the immune response. However comparison of the
folding structures of SIVopt1 and SIVmac239 shows that with a
quasi-constant MFE and a qualitatively identical fold, a decrease in
A content is linked to a decrease in interferon production. There-
fore, two sensing mechanisms, based on RNA composition and
structure, may be necessary to explain these data.
Recently, a paper devoted to speciﬁc molecular mechanisms of
viral RNA recognition completed our understanding of composi-
tional vs structural predictors. The work by Chiang et al. (2015)
designed two synthetic RNA containing 50PPP moieties (labeled
M5 and M8) that have enhanced abilities to induce IFN-β through
the RIG-I pathway. We computed both A content and MFE of these
sequences relative to the WT sequence they were derived from.M5 has a slightly higher A content than the WT RNA (30.8% vs
29.2%), and a lower MFE per nucleotide, i.e. is more stable. M8 had
a much higher A content (37.2%) and is also more stable than the
WT sequence. The authors hypothesized that the structural sta-
bility of the M8 sequence induced a higher half-life of the RNA and
that sequence modiﬁcations improved the ability of RNA to bind to
RIG-I and to induce its oligomerization. Yet, they do not discuss
the higher A content as a possible source of immunostimulation.
The fact that higher structural stability can also increase RNA
half-life in the cell (Kohlway et al., 2013) emphasizes the impor-
tance of carefully designing experimental systems in order to
discriminate the innate immune stimulation by RNA from its other
functions in the cell. Speciﬁc RNA sequences can modulate its
interaction with the host translation machinery or the RNA quality
control and degradation pathways (Abernathy and Glaunsinger,
2015). This has been suggested to explain the difference in folding
free energy between avian and human inﬂuenza virus RNAs
(Brower-Sinning et al., 2009). Viral RNA sequences can also pro-
vide a molecular signature that is recognized during virus repli-
cation (van der Kuyl and Berkhout, 2012), for example to monitor
RNA packaging (Sebla et al., 2015). Finally, in relevant species,
speciﬁc sequence modiﬁcation can result from the viral escape to
RNA interference and cellular intrinsic immunity (Kemp and Imler,
2009).
Our understanding of how the immune system distinguishes
between viral and self-RNAs will continue to improve over time.
Designing robust experimental systems that allow us to discriminate
the role of each RNA feature on innate immune activation remains one
of its challenge.
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Data sources
Datasets where both viral RNA sequences and interferon activation
values for at least 10 RNA viruses were available were selected for the
study. The “HIV 2012” dataset is composed of 38 RNAs 500 bp long,
overlapping and spanning the complete HIV-1 hxb2 clone genome
sequence (accession number K03455), from Vabret et al. (2012). The
“SIV 2014” dataset is composed of 40 RNAs 500 bp long, overlapping
and spanning the complete SIVmac239 clone genome sequence
(accession number M33262), from Vabret et al. (2014). The “Witte-
veldt 2014” dataset contains all 18 RNA sequences studied in Witte-
veldt et al. (2014). The “Vabret 2014” dataset contains 11 RNA
sequences of wild-type viruses from Fig. 1 of Vabret et al. (2014).
Dataset called “Full” is the aggregation of the 4 previously described
datasets. In each of those four datasets, interferon activation values
were normalized to have 0 mean and 1 variance, to make data
comparable.
The “Viral Pairs” dataset is composed of 10 pairs of viral
sequences (wt and codon optimized) from Vabret et al. (2014),
Fig. 1 (HIV-1 Gag sequences were removed due to the lack of
corresponding interferon activation value). Wild-type sequences
are identical to those of the “Vabret 2014” dataset. Accession
numbers and nucleotidic composition of all sequences in these
datasets are given in Supp. File 1. Both wt partial sequences of
Murine Norovirus (MNV) and Hepatitis C virus (HCV), and the
corresponding synthetic sequences (HCV-US, MNV-US, MNV-RS)
from Witteveldt et al. (2014), Fig. 5D, were graciously provided by
the authors. HCV sequences are Hepatitis C Virus sequences
(Genbank ID AJ238799, pos. 6529 to 7635); MNV are Murine
Norovirus 3 sequences from the pt7-MNV3 clone (Genbank ID
JQ658375, pos. 1147 to 2467). The optimized, synthetic genome
sequence of the SIVmac239 genome called SIVopt1 (accession
number KJ152770) is from Vabret et al. (2014). The only part used
in the computations (Table 5) is the optimized subpart of the
genome, from positions 3645 to 5001 of the wt sequence.
Predictors computation
Nucleotidic divergence was computed according to Vabret et al.
(2012), using the following formula:
Nucl: Divðhost; virusÞ ¼
X
bA fA;C;G;Ug
ðf vðbÞ f hðbÞÞ2
f hðbÞ2
;
with fv(b) and fh(b) being the respective virus and host frequencies
of nucleotide b. As all immune system activation experiments
were done in human cells, host frequencies were set to the human
genome nucleotidic frequencies.
Dinucleotidic divergence, the equivalent of the previous mea-
sure for dinucleotide content, was computed using the same
rationale:





ðf vðijÞ f hðijÞÞ2
f hðijÞ2
;
with i and j being the ﬁrst and second base of the dinucleotide, fv
and fh respectively standing for viral and human frequencies.
Dinucleotidic enrichment ratio for CpG and UpA dinucleotides
was computed as
DinuclðijÞ ¼ f vðijÞ
f vðiÞf vðjÞ
;
with the same notations as in previous formula.
Minimum Folding Energy (MFE) of each RNA was computed
using RNAfold (Lorenz et al., 2011) with default parameters, asfollows: each RNA was cut in 300 bp long subsequences over-
lapping by 275 bp, the last subsequence being slightly longer
(between 300 and 324 bp). The best folding and corresponding
MFE was computed for each subsequence. Then, MFE was com-
puted as the average of the MFE of all the RNA subsequences, the
last subsequence MFE being normalized by the corresponding
length factor. Tests were made with cuts shorter than 300 bp with
no inﬂuence on our results.
The typical percentage of unpaired nucleotides in each folded
RNA was computed by averaging values measured on the optimal
folds predicted by RNAfold, on the set of RNA subsequences 300 bp
long and overlapping by 275 bp, for each sequence under study.
Minimum Folding Energy Difference (MFED) was computed in
a similar way to Witteveldt et al. (2014). Each RNA was decom-
posed in subsequences 300 pb long and overlapping by 275 bp, as
previously; for each subsequence, 100 random sequences of the
same length and same dinucleotidic composition were generated
with uShufﬂe (Jiang et al., 2008), and their MFE was comp-





withMFE designing the MFE of the real sequence and MFEh irand the
average MFE of the 100 corresponding random sequences. MFE
being negative, a positive MFED indicates an excess of structure in
the real sequence relative to the randomized ones, and vice versa.
For the “SIV 2014” and “HIV 2012” datasets, SHAPE experi-
mental probabilities of interaction per nucleotide are available
(Watts et al., 2009; Pollom et al., 2013). Sequences from these
experiments were aligned respectively with the HIV hxb2 and
SIVmac239 genomes used in Vabret et al. (2012, 2014), and the
average value of the SHAPE parameter was computed for each of
our 500 bp RNA sequences who was aligned on its full length.
All correlations between predictors and interferon production
were computed as Pearson correlations. Principal components
analysis (centered and normalized) was performed on the “Full”
dataset, using as variables all 4 nucleotide frequencies, UpA and
CpG enrichment ratio, nucleotidic and dinucleotidic divergences,
MFE and MFED, and the percentage of unpaired nucleotides in the
folded RNA. Normalized interferon activation was then projected
on the resulting space as a supplementary variable. Analyses were
made with R (R Core Team, 2014) using package ade4 (Dray and
Dufour, 2007).
SIVopt1 and SIVmac239 folding
To fold the SIVopt1 and SIVmac239 sequences, limits of folding
domains were downloaded from Dataset 1 of Supp. Mat. of Pollom
et al. (2013). To maintain folding domain integrity, the sequences
compared were larger than the interval inside which SIVop1
was optimized, and ranged from position 3497 to 5467, in the
SIVMM239 sequence reference (accession number M33262), cor-
responding to positions 2979 to 4949 in Pollom et al. (2013).
Folding domains were ranked by increasing size. Each domain was
folded separately using RNAfold with default parameters, having
as an input constraint the folding obtained for all its nested
domains. Finally, the full 1791 bp sequence was folded, with the
constraint of all the pre-computed domains foldings. This was
done separately on the SIVopt1 and SIVmac239 sequence, with the
same domain boundaries.
Short activator patterns
Short activator patterns on the RNA sequence were identiﬁed
as follows. The 14 available pairs of sequences composed of a wt
M. Kondili et al. / Virology 488 (2016) 169–178 177sequence and a synthetic one (i.e. the 10 pairs from the “Viral
Pairs” dataset, the SIVopt1 optimized segment vs SIVmac239 wt
segment, and the 3 MNV/HCV pairs from Witteveldt et al. (2014))
were used. In each pair, the number of occurrences of each pattern
was computed using RISO (Carvalho et al., 2006), with patterns
deﬁned as follows:
 4 to 5 letter word with no error,
 6 to 8 letters word with at most one error.
For the 14 pairs, the differences in pattern occurrence between the
more activating sequence and the less activating one, as reported
in the corresponding publications, was computed. Then, patterns
being strictly less frequent in the less activating sequence than in
the more activating one in at least 11 pairs out of 14 were selected.
These patterns were aligned using ClustalW (Larkin et al., 2007)
and clustered using the hclust R package (R Core Team, 2014).
Groups of approximately equal number of patterns were formed
based on visual analysis of the clustering tree, and for each of them
a consensus pattern was built with a threshold of 40% presence at
each position. One group with an undeﬁned consensus sequence
(with more than one nucleotide below the 40% threshold) was
removed from further analysis.Acknowledgments
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