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Abstract—Submodularity is a discrete domain functional prop-
erty that can be interpreted as mimicking the role of the well-
known convexity/concavity properties in the continuous domain.
Submodular functions exhibit strong structure that lead to
efficient optimization algorithms with provable near-optimality
guarantees. These characteristics, namely, efficiency and provable
performance bounds, are of particular interest for signal process-
ing (SP) and machine learning (ML) practitioners as a variety
of discrete optimization problems are encountered in a wide
range of applications. Conventionally, two general approaches
exist to solve discrete problems: (i) relaxation into the continuous
domain to obtain an approximate solution, or (ii) development of
a tailored algorithm that applies directly in the discrete domain.
In both approaches, worst-case performance guarantees are often
hard to establish. Furthermore, they are often complex, thus not
practical for large-scale problems. In this paper, we show how
certain scenarios lend themselves to exploiting submodularity
so as to construct scalable solutions with provable worst-case
performance guarantees. We introduce a variety of submodular-
friendly applications, and elucidate the relation of submodularity
to convexity and concavity which enables efficient optimization.
With a mixture of theory and practice, we present different
flavors of submodularity accompanying illustrative real-world
case studies from modern SP and ML. In all cases, optimization
algorithms are presented, along with hints on how optimality
guarantees can be established.
I. INTRODUCTION
A. Discrete Optimization
Discrete optimization is a notoriously challenging problem
which occurs in countless engineering applications and partic-
ularly, in SP and ML. Discrete optimization usually involves
finding a solution in some finite or countably infinite set
of potential solutions that maximizes/minimizes an objective
function. A counter-intuitive phenomenon is that discrete
problems are sometimes more difficult than their continuous
counterparts. This phenomenon was perfectly illustrated by
Welsh [1]: “mathematical generalization often lays bare the
important bits of information about the problem at hand”.
In general, discrete optimization problems are tackled in
two common ways: (i) building a continuous relaxation or(ii) working out a tailored algorithm. The first relaxes the
original problem to a continuous one so as to apply tools from
continuous optimization. The continuous solution is then made
discrete by a rounding technique to obtain an approximate fea-
sible solution for the original problem. The second approach
is to develop a customized algorithm to directly use in the
discrete domain. Beyond the fact that we often need creative
endeavor to design these algorithms, both approaches have
the following shortcomings: (i) for most of the problems, it is
hard to have a gap bound between the approximate and optimal
solutions, i.e., approximation guarantees; and (ii) although the
proposed algorithms are usually solvable in polynomial time,
they are not necessarily scalable.
B. Submodularity: A Useful Property for Optimization
In this paper, we depict a family of optimization scenarios
and seek solutions that circumvent the above fundamental
limitations. While it is challenging to find optimality bounds
and provide low complexity methods that will address all
discrete optimization scenarios, in this paper we highlight a
particular structure that is relevant to a surprisingly large class
of problems. Submodularity is a functional property which
has recently gained significant attention. The submodularity
property enables striking algorithm-friendly features and is
observed in a good number of application scenarios. In fact,
due to specific connections with convexity, exact minimization
of submodular functions can be done efficiently, while greedy
algorithms can be shown to obtain near-optimality guarantees
in submodular maximization problems thanks to relations
with concavity. These benefits have drawn attention in many
different contexts [2]–[4]. Sample applications include sensor
selection [5], detection [6], resource allocation [7], active
learning [8], interpretability of neural networks [9], and ad-
versarial attacks [10], to name a few.
This paper takes an illustrative approach to explain the
concept of submodularity and its promise in modern SP
and ML applications. The relation of submodularity with the
celebrated properties of convexity/concavity is introduced to
motivate the algorithmic landscape for optimizing submodular
functions. Starting with basic structures, we give a presentation
of different aspects of submodular functions and cover current
extensions of submodularity. Also, to clarify the importance
of submodularity in the context of SP and ML, various
applications are showcased as examples and their connections
to different aspects of submodularity are highlighted.
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2Fig. 1: Illustration of submodularity for the sensing coverage problem. The figure depicts
an example of adding the same sensor (i.e., the red circle) to a large subset (left subfigure)
and a smaller subset (right subfigure), where the selected subsets of sensors are shown
by the blue circles. The amount of added coverage is larger in the right subfigure.
II. SUBMODULARITY ESSENTIALS
In this section, we explain the mathematical formulation of
submodularity through an illustrative example.
A. Motivating Example: Sensing Coverage Problem
We illustrate the concept of submodularity through the so-
called sensing coverage problem. Assume there exists a set
of candidate locations of sensors–called the ground set–with
effective areas that determine the area around each sensor from
where fruitful field measurements can be obtained (see Fig.
1). Since these sensors are costly, we should optimize the
deployment locations in order to maximize their effectiveness.
Therefore, the optimization problem turns into a coverage
problem where the objective function is to maximize the
covered area of the sensing field subject to a limited number of
selected sensors. Here, we investigate one important property
of this objective function.
Fig. 1 depicts two sample subsets of the ground set (i.e.,
the blue circles) where the sensors in the smaller subset are
all included in the larger one. We have added the same sensor
(i.e., the red circle) to both subsets. As shown in Fig. 1, the
new covered area due to the newly added sensor is smaller for
the larger subset. We often call this phenomenon diminishing
returns or decreasing gain. For this specific example, this
property implies that the new covered area added due to the
addition of a new sensor may decrease when the size of the
original subset increases. As will be seen next, this example
carries the essential intuition behind submodularity.
B. Submodular Set Functions
A set function f ∶ 2N → R defined over a ground set N is
submodular if for every A ⊆ B ⊆ N and e ∈ N /B it holds
that
f(e∣A) ⩾ f(e∣B), (1)
where f(e∣S) = f(S ∪ {e}) − f(S) is defined as the discrete
derivative (or marginal gain) of the set function f at S with
respect to e. Although there are several equivalent definitions
of submodularity, we stick to the definition in (1) as it naturally
displays the diminishing returns property of submodular set
functions. Moreover, a function f is supermodular if −f is
submodular, and a function is modular if it is both submodular
and supermodular.
Fig. 2: Illustration of decreasing derivatives in both concave and submodular functions.
The left and right subfigures depict a concave function in the continuous domain and a
submodular function in the discrete domain, respectively.
Besides submodularity, another common property of some
set functions is monotonicity. A set function f ∶ 2N → R
is monotone if for every A ⊆ B ⊆ N , f(A) ⩽ f(B). This
property is exhibited by many commonly encountered set
functions in practice. For instance in the earlier example,
coverage is monotone in the number of sensors.
Note that while there is a substantial body of literature
which addresses submodular functions with non-monotone
behavior [11], in this paper, we mainly consider normalized
monotone submodular functions for ease of exposition. Here,
a normalized set function implies f(∅) = 0.
In the following sections, we present crucial properties
linked with submodularity and extensions which find appli-
cations in both SP and ML.
III. DIMINISHING RETURNS AND CONCAVITY:
MAXIMIZATION
In this section, we focus on the link between submodularity
and concavity which can be leveraged for designing algorithms
for the maximization of submodular functions.
The definition (1) exhibits the notion of diminishing
marginal gains which naturally leads to considering submod-
ularity as a discrete analog of concavity. As depicted in the
left subfigure of Fig. 2, the derivative of a concave function
does not increase by increasing the input variable. Although
less explicit, a similar characteristic appears in submodular
functions. In the right subfigure of Fig. 2, a hypercube is shown
where each vertex corresponds to a subset of the ground set
and a line connects two vertices if one subset contains the
other. Here, the arrows represent the direction from the smaller
to the larger subset. Similar to the concavity in the continuous
domain, moving along an arrow, the discrete derivative does
not increase.
A. Greedy Maximization of Submodular Functions
Consider now the problem of submodular function maxi-
mization, which can be written in its most general form as
maxS⊆N f(S) s.t. some constraints on S, (2)
where f(⋅) is a submodular function and the common valid
constraints are cardinality, knapsack, multi-partition, and ma-
troid (more details are given later). Problem (2) appears in
many applications, for example, consider the previous sensing
coverage problem [c.f. Fig. 1]. In that setting, our goal is to
deploy up to K sensors, i.e., ∣S ∣ ⩽ K, such that the coverage
3area, i.e., f(S), is maximized. Finding the optimal solution
of such a problem is NP-hard [12]. Therefore, it is reasonable
to look for efficient algorithms that achieve a near-optimal
solution.
Greedy algorithm: A simple approach for solving the
problem of normalized monotone submodular function maxi-
mization under a cardinality constraint is the greedy algorithm,
which starts with an empty subset S, and in each iteration adds
the element e that maximizes the marginal gain f(e∣S), i.e.,S ← S ∪ {arg max
e∈N∖S f(e∣S)}. (3)
This simple algorithm is guaranteed to achieve the optimal
solution with a factor of 1−1/e [12]. It is also known that one
cannot achieve a better approximation guarantee under natu-
ral computational theoretic assumptions. Although obtaining
this performance guarantee with such a simple algorithm is
surprising, yet there exists a good explanation. The definition
(1) is based on diminishing returns. Simply put, when we add
elements to a set, the elements that are added in the beginning
are more important than the elements that are included later.
Now, a greedy algorithm only optimizes over the next element
and does not consider later elements. As such, it gives the
largest weight to the next element. This observation intuitively
explains that the basis of a greedy algorithm is matched with
the concept of submodularity and this is the main reason for
achieving a noticeable performance by employing such an
algorithm with a low computational complexity.
B. Submodularity and Concavity
A way to establish a connection between submodularity
and concavity is achieved through the so-called multi-linear
extension [13]. For a set function f ∶ 2N → R, its multi-linear
extension FM ∶ [0,1]N → R with ∣N ∣ = N is defined by
FM(x) = E{f(X )} = ∑S⊆N f(S)∏i∈S xi ∏j∈N∖S(1 − xj), (4)
with X being a random set where elements appear inde-
pendently with probabilities xi. It is proved that if f(⋅) is
submodular, then FM(⋅) is concave along positive directions.
Namely, if x ⩽ y, then ∇FM(x) ⩾ ∇FM(y), where the
inequality should be considered element-wise [13], and ∇
stands for the gradient operation.
Using the restricted concavity of the multi-linear extension,
the continuous version of the greedy algorithm [cf. (3)], the so-
called continuous greedy, can be shown to solve certain types
of constrained maximization problems near-optimally [14].
IV. CONSTRAINED SUBMODULAR MAXIMIZATION
In many applications, the elements of the ground set may
have non-uniform costs, e.g., some sensors might be more
expensive to deploy than others, and the problem may be
constrained on a budget that the total cost cannot exceed or
certain structure has to be enforced in the solution set. For
example, consider a set of heterogeneous sensors (such as
acoustic, optical, and radar), which provide a given sensing
coverage and have different operative/deployment costs. We
aim to deploy a number of these sensors to maximize the total
coverage while meeting a budget requirement. Such a problem
is called a knapsack problem and appears often in SP and ML
applications. This problem can be formulated as
maxS⊆N f(S) s.t. ∑e∈S ce ⩽ B, (5)
where ce is the cost of element e ∈ N and B is a given budget,
determining the maximum sum-cost of elements in S .
Cost-Weighted Greedy Algorithm: The optimization
problem (5) is well-solved with a modified version of the
greedy algorithm which takes the cost into account. This
algorithm greedily generates a solution substituting the update
selection rule (3) by
S ← S ∪ {arg max
e ∈J
f(e∣S)
ce
}, (6)
where J = {e∣e ∈ N /S, ce ⩽ B−cS}. Next to this set, another
greedy set is constructed using the rule (3). It is shown that
constructing both sets and selecting the best one, provides a( 1−1/e
2
)-approximation guarantee [15]. A later study showed
that a more involved version of this procedure achieves a(1 − 1/√e)-approximation guarantee [16]. Further, if partial
enumeration of all feasible sets of cardinality one or two is
performed, a version of the cost-weighted greedy algorithm
leads to a (1 − 1/e)-approximation guarantee [17].
Although knapsack-type constraints are pervasive, they only
model weights (or cost) associated to elements of the ground
set. Fortunately, there exist other structures that are able to
capture more complex and practical constraints while allowing
for near-optimal maximization of submodular functions. In the
following, we introduce them, along with their corresponding
greedy algorithms.
A. Matroids: Useful Combinatorial Structures
The matroid is a useful combinatorial structure which
generalizes the concept of linear independence in linear al-
gebra to set theory. Matroids and submodular functions are
closely related. Specifically, each matroid corresponds to a
submodular rank function.
A matroid is defined as a pair (N ,I) in which N is a finite
set and I ⊆ 2N comprises any subset of N which satisfies the
following properties:
● A ⊆ B ⊆ N and B ∈ I implies A ∈ I.● A,B ∈ I and ∣B∣ > ∣A∣ implies that ∃e ∈ B /A such thatA ∪ {e} ∈ I.
Based on the above definition, the sets in I are called
independent.
Examples of matroids: In the following, we list some
examples of commonly encountered matroids in signal pro-
cessing and machine learning applications.
● Graphic matroid: Consider a graph G = (V,E) with a
vertex set V and an edge set E and let I(G) be the set
of all edge subsets that do not contain a cycle of G; that
is, the elements of the independent sets are the forests of
the graph. Then, (E ,I(G)) forms a matroid.● Uniform matroid: Another common example of a matroid
is given by a cardinality constraint, i.e., ∣S ∣ ≤ K. The
4related matroid is constructed by considering as indepen-
dent sets all the subsets of N with at most k elements,
i.e., I = {S ⊂ N ∶ ∣S ∣ ≤ k}. This matroid is referred as
the uniform matroid of rank k, UkN .● Partition matroid: Given a collection of I disjoint sets,{Ci ⊂ N}Ii=1, and integers {bi}Ii=1 such that 0 ≤ bi ≤∣Ci∣, ∀i ∈ {1, . . . , I}. Then, the independent sets of a
partition matroid are given by I = {S ⊆ N ∶ ∣S ∩ Ci∣ ≤
bi, ∀i 1 ≤ i ≤ I}.
Matroid-Aware Greedy Algorithm: Given the matroid(N ,I), the constrained submodular maximization problem
maxS∈I f(S) can be near-optimally solved by constructing a
solution using the ruleS ← S ∪ { arg max
e ∉S ∶S∪{e} ∈I f(e∣S)}, (7)
until there is no more candidate element which can be added
to form a feasible solution. It is shown that the matroid-aware
greedy method can achieve a 1/2 near-optimality guarantee
[12].
The (1 − 1/e)-approximation guarantee can be achieved
if the continuous greedy algorithm in [14] is used instead.
This method constructs a solution by appropriately rounding
the solution of a continuous relaxation, using the multi-linear
extension, of the original problem.
In the following, we present an application that makes use
of matroids to model commonly encountered constraints.
B. Resource Selection for Parameter Estimation in MIMO
Radars
The application of multiple-input multiple-output (MIMO)
radar systems becomes pervasive due to their enormous ad-
vantages over conventional radars. Such large-scale MIMO
systems are, however, very expensive to implement in practice,
due to the high increase in hardware cost regarding the deploy-
ment of multiple sensors, the power consumption for multi-
pulse transmissions, and the processing complexity. To reduce
the aforementioned costs and at the same time guaranteeing a
given estimation accuracy level, it is meaningful to select only
a limited set of transmitters, pulses, and receivers (shown in
the MIMO radar configuration of Fig. 4) that are the most
informative for the parameter estimation task. Such a problem
is known as resource selection in the literature. In [5], the
problem of resource selection in a MIMO radar is formulated
as maximizing a submodular function subject to a partition
matroid (P ∪R,I) whose independent sets are defined asI = {S ∶ ∣S ∩P ∣ ≤KP , ∣S ∩R∣ ≤KR}, (8)
where P and R are the ground sets of all transmitted pulses
and receivers, respectively. The variables KP and KR stand
for cardinality of the selected sets of pulses and receivers.
To illustrate this application, we consider a simulation
scenario with four receivers, four transmitters, and four pulses
per transmitter. To evaluate the performance of the greedy
selection algorithm in comparison with the convex method and
the optimum MSE obtained through an exhaustive search, the
estimation MSE is plotted in Fig. 3 as a function of the number
of selected transmitted pulses. The results are presented for
two cases where one and three receivers should be selected.
As shown in Fig. 3, the estimation accuracy of the greedy
algorithm is very close to the optimal value. Furthermore, its
performance is the same or better than its convex counterpart,
while having a much lower complexity.
8 9 10 11 12 13 14 15 16
Number of Selected Transmitted Pulses
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
M
SE
10-3
Greedy (One Receiver Selected)
Convex Relaxation (One Receiver Selected)
Exhaustive Search (One Receiver Selected)
Greedy (Three Receivers Selected)
Convex Relaxation (Three Receivers Selected)
Exhaustive Search (Three Receivers Selected)
Fig. 3: The MSE as a function of the selected transmitted pulses for two different cases
with one and three selected receivers. Figure courtesy of [5].
Fig. 4: The configuration of a MIMO radar system.
The key to the problem is the objective function which
should be related to the estimation accuracy. Since mean-
square error (MSE) is neither convex nor submodular and
makes the optimization task difficult, in [5], a surrogate objec-
tive function is incorporated which measures the orthogonality
between vectors of a frame. This measure has been shown to
be an appropriate submodular proxy for the MSE in nonlinear
estimation problems.
C. Multi-way Partitions
In addition to matroids, multiway-partitions are amenable
structures for submodular optimization. Multiway-partitioning
arises in a diverse range of combinatorial optimization prob-
lems in areas including communications and signal processing.
This problem is defined as partitioning a given set S into k
disjoint subsets S1, . . . ,Sk, Si⋂Sj = ∅, ⋃ki=1 Si = S such
5that ∑ki=1 fi(Si) is maximized, where the fi’s are arbitrary
submodular functions.
Multiway Greedy Partition Algorithm: To solve the
multiway-partitioning problem, a greedy algorithm can be
used, which allocates each element e to the best sub-
set at that point, i.e., Sj∗ ← Sj∗ ⋃{e} where j∗ =
arg maxj fj(Sj ⋃{e}). If all of the involved functions in the
multiway-partitioning problem are non-negative, monotone,
and submodular, then the greedy algorithm provides a 1/2-
approximation guarantee [12].
In the following, we illustrate this problem via a resource
allocation application.
D. Water Filling-Based Resource Allocation
Consider an orthogonal frequency-division multiple access
(OFDMA) communication system with a set of n orthogonal
subcarriers, denoted by C. The considered problem is to allo-
cate a disjoint subset of C to each user so as to maximize the
sum-rate criterion [7]. Denoting the set of allocated subcarriers
to user i by Ai ⊆ C, the resource allocation problem can be
formulated as the following partitioning problem [7]:
maxA1,A2,...,Am
m∑
i=1Ri(Ai),
s.t.
m⋃
i=1Ai = C, Ai ∩Aj = ∅, (9)
where
Ri(Ai) = max∑j∈Ai Pi,j≤Pi
Pi,j≥0
∑
j∈Ai log(1 + Pi,jNi,j ) , (10)
with Pi the sum-power constraint for user i, Pi,j the power
allotted by user i to subcarrier j, and Ni,j the corresponding
channel noise level. The rate (10) has a similar form as the
waterfilling function [7], and thus the power for each user can
be allocated locally via a waterfilling algorithm. Furthermore,
it is proved that the waterfilling function is submodular [7]
(since a sum of submodular functions is a submodular function
[4], the objective function in (9) is submodular) and thus a
greedy algorithm can be employed to efficiently solve the
subcarrier allocation problem with a theoretical guarantee [12].
For the presented application, an illustrative example is
given in Fig. 5 to demonstrate how a greedy resource allo-
cation algorithm works. As shown in Fig. 5, starting from the
first subcarrier and going through them one by one, at each
step, the subcarrier is allocated to the user with the maximum
marginal gain and power is reallocated afterward for the new
set of subcarriers based on the waterfilling algorithm.
V. APPROXIMATE (WEAK) SUBMODULARITY
When the cost function f is not submodular, greedy algo-
rithms can still be useful, yet they do not necessarily provide
any theoretical guarantees. Fortunately, for cases where f is
close to submodular, it can be shown that greedy algorithms
degrade gracefully [18].
To measure how far a function f is from being submodu-
lar, the concept of weak submodularity has been introduced
Fig. 5: An example of an uplink OFDMA subcarrier and power allocation problem with
two users and five subcarriers. We consider 8 watt for the sum-power constraint of each
user and both users are assumed to experience the same noise variance in each subcarrier.
The top left subfigure depicts the noise variance of different subcarriers. Starting from
the first channel and allocating the channels one by one, subfigures 2 to 6 present the
procedure of subcarrier allocation to users, where red/blue bars represent the allocated
power by the first/second user to each subcarrier, respectively.
in [18]. This notion of approximate submodularity is linked
with other notions such as -submodularity (see, e.g., [19])
and to properties such as the restricted strong convexity [20].
Mathematically, weak submodularity is defined through the
submodularity ratio, γ, as follows: A monotone non-negative
set function f ∶ 2N → R+ is called γ-weakly submodular for
an integer r if
γ ≤ γr ∶= minL,S⊆N ∶∣L∣,∣S/L∣≤r∑j∈S/L f({j}∣L)f(S ∣L) , (11)
where 0/0 is defined as 1. This definition generalizes sub-
modularity by relaxing the diminishing returns property. It can
be easily shown that a function f is submodular if and only
if γr ≥ 1 for all r. Whenever γ is bounded away from 0,
the greedy algorithm guarantees a solution with a (1 − e−γ)–
approximation guarantee under a cardinality constraint of size
r, which is the best achievable performance as shown in [21].
To explore other variants and guarantees for greedy maxi-
mization of approximately submodular functions, we refer the
readers to [18].
A. Subset Selection for Regression
To show how the approximate submodularity framework
can be useful in practice, we consider the problem of subset
selection for regression [18], [20]. That is, given a set of n
regressors, select a subset of k regressors that best predict
the variables of interest. The applications of this problem
range from feature selection to sparse learning in both signal
processing and machine learning. The advantage of using the
natural combinatorial formulation of the problem, based on
weak submodularity, over traditional convex relaxations [22]
is that it provides a direct control over the sparsity level k,
and avoids the tuning of regularization parameters.
Consider a set of observation variables x = [x1, . . . , xn]⊺,
and a predictor variable z. Further, let [C]i,j = Cov(xi, xj)
6and [b]i = Cov(xi, z) be the covariances among the observa-
tions and between the predictor and observation, respectively.
Then, the square multiple correlation with respect to a subset
of variables S is given by
R2z,S ∶= b⊺SC−1S bS , (12)
where the subscript indicates either that only the entries or
row and column indices in S are retained. Hence, given both
C and b, and k, the subset selection problem is posed as the
maximization of R2z,S ∶ ∣S ∣ ⩽ k. This setting is similar to that
of [6], where the approximate submodularity of the signal-
to-noise ratio (same functional form as (12)) is leveraged in
sensor selection for detection of signals under Gaussian noise.
Using the approximate submodularity, it can be shown
that celebrated greedy algorithms such as forward regres-
sion (FR) and orthogonal matching pursuit (OMP) obtain
near-optimality guarantees for this family of problems. For
these two algorithms, their submodularity ratios are given
by γFS = λ(4C,2k) and γOMP = λ(C,2k)2, respectively.
Here, λ(C, k) ∶= minS∶∣S∣=k λmin(CS), where λmin(A) is the
minimum eigenvalue of the matrix A.
To illustrate this application, a comparison of these two
algorithms is conducted against the optimal solution (OPT),
the oblivious greedy algorithm (OBL), and the Lasso (L1) al-
gorithm. The theoretical results [cf. the submodularity ratios],
predict that FS should outperform OMP in most of the cases.
In Fig. 6, the R2z,S values for the selected subsets by different
methods for sizes k ∈ {2, . . . ,8} is shown for two different
data sets.
VI. (WEAKLY) ADAPTIVE SUBMODULARITY
Several problems in SP and ML require taking decisions in a
sequence such as terrain exploration or movie recommendation
based on user’s feedback. The difficulty of such problems
lie not only in the size of the search space but also in the
partial knowledge of the process, i.e., decisions are taken
under uncertainty of the future. As tackling these problems
without considering any further structure is either challenging
or intractable, the concept of submodularity has been extended
to this setting to find tractable methods with strong theoretical
guarantees [8].
To model adaptability, we can make use of a (directed)
graph G = (V,E) whose vertices relate to the elements of
the ground set, i.e., there is a bijection between the vertices of
G and the elements of the set N ; and its weighted (directed)
edges capture the probabilities of selecting one of the elements
after the other (if this information is available). Adaptability
arises when nodes (or edges) are allowed to have states. That
is, their properties, e.g., cost, signals on the nodes (edges),
etc., can change as a selection procedure (creation of a subset
of elements) progresses [23].
For instance, let us consider recommending websites to a
user. Here the set N represents websites and the graph G (and
its weights) can be constructed based on the traffic (cross-
references) between these websites. Further, each website is
assumed to have, at any given time, one of the states Q ∶={unvisited,visited}. Finally, a function h ∶ 2∣V ∣ ×Q∣V ∣ ↦ R+
is selected to measure user satisfaction, e.g., affinity of visited
websites with dynamic user preferences. Here, adaptability is
required as at each new recommendation the states of the
websites change.
To extend submodularity notions to the adaptive setting, the
conditional marginal gain of a set A ⊆ N , with respect to the
function h, is defined as
∆(A∣ψ) = E[h(dom(ψ) ∪A, φ) − h(dom(ψ), φ)∣ψ], (13)
where ψ denotes a partial realization, i.e., a mapping disclosing
the states of a subset of nodes (edges), and the expectation is
taken over all the full realizations φ, i.e., complete disclosure
of node (edges) states, such that dom(ψ) ⊆ dom(φ). Here
dom(ψ) denotes the list of items whose state is known. Using
the above definition, a set function h is weakly adaptive set
submodular with parameter γ if for all sets A ⊆ V we have
γ ≤ ∑e∈A∆(e∣ψ)
∆(A∣ψ′) ∀ψ ⊆ ψ′, (14)
where ψ ⊆ ψ′ iff dom(ψ) ⊆ dom(ψ′) and they are equal in
the domain of ψ.
This notion is a natural extension of the submodularity ratio
[cf. (11)] to the adaptive setting. Notice that instead of only
conditioning on sets, conditioning on realizations is needed to
account for element states. Note that an edge function can be
defined in a similar way to h.
Under this setting, it has been shown that an adaptive
version of the greedy algorithm [23], the adaptive sequence
greedy (ASG) method, returns a set σASG, such that
favg(σASG) ≥ γ
2din + γ favg(σ∗), (15)
where favg(σ) ∶= E[h(E(σ), φ)]; din is the largest in-degree
of the input graph G; and σ∗ is the set obtaining the highest
expected value [c.f. favg(⋅)].
A. Wikipedia Link Search
To illustrate an application of adaptive sequence submod-
ularity, we present the problem of adaptive article sequence
recommendation. Here, a user is surfing Wikipedia towards
some target article. And given her history of previously visited
links, we aim to guide her to the target article. As the order
in which she visits the articles is critical, a set of articles does
not suffice as an answer, and an ordered sequence is needed.
Under this setting, the sequence value is encoded through
the weights of a directed graph G = (V,E), where each
element of the ground set is represented by a vertex in V .
The probability of moving from the ith link to the jth link is
captured by the weight wij of the corresponding directed edge.
As a result, a sequence of elements σ ∶= {σ1, . . . , σi, σi+1, . . .},
i.e., an ordered set of elements, induces a set of edgesE(σ) ∶= {(σi, σj)∣(σi, σj) ∈ E , i ≤ j}. In addition, each node is
assumed to have two states: 1 if the user visits a page and 0 if
the user does not want to visit it. This last feature, plus the fact
that the decision must be made based on the current page that
the user is visiting, is what makes adaptability necessary. For
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Fig. 6: Regression results for two different datasets. (a) Boston Housing dataset R2z,S . (b) World Bank dataset R2z,S . Figure courtesy of [18]
this problem, the probabilistic coverage utility function [23],
i.e.,
h(E(σ)) = ∑
j∈V[1 − ∏(i,j)∈E(σ)(1 −wij)], (16)
is used to guide the selection problem.
A comparison of the ASG method with deep learning based
alternatives is shown in Fig. 7. The results report the relevance
of the final output page to the true target page, i.e., a higher
relevance is related to a lower score. Notice that the ASG
method outperforms the deep-learning alternatives as under
this setting, we suffer from data scarcity. Also, ASG comes
with provable guarantees on its performance and does not
require hyperparameter tuning nor retraining. These are in
contrast with deep learning approaches which do not have
theoretical guarantees, require parameter tuning and, when the
ground set is changed, they need to be retrained.
VII. DISTRIBUTED SUBMODULAR MAXIMIZATION
As explained so far, although submodularity enables us to
employ conceptually low complexity algorithms with theoreti-
cal approximation bounds, classical approaches of submodular
optimization require access to the full dataset which is im-
practical in large-scale problems. MapReduce is a fruitful pro-
gramming model for reliable and efficient parallel processing
which has been shown a promising approach in order to design
parallel submodular optimization algorithms particularly to
form a small representative subset from a large dataset [24],
[25].
In a distributed setting, we assume m machines are given
to carry out the submodular optimization problem with two
considerations: (i) the optimality of the returned solution,
and (ii) communication complexity, i.e., the number of syn-
chronizations among machines. One can imagine that without
any constraint on the number of synchronizations, we can
technically perform a centralized scenario. Consequently, the
following three questions arise to tackle distributed optimiza-
tion: (i) how to distribute items among machines, (ii) what
algorithms to run across different machines in a parallel
fashion, and (iii) how to merge/synchronize the results of
different machines [24].
A two-round parallel protocol which provides efficient re-
sponses to these three questions is proposed in [24]. Here,
we briefly explain the algorithm and result for a monotone
submodular function with a cardinality constraint (For more
general cases, see [24]). In the initialization phase, the dataset
is arbitrarily partitioned into m sets, one set for each machine.
Next, in the first round, given K as the cardinality constraint,
each machine executes a greedy algorithm over its own set
to achieve a subset with K elements. Then, in the second
round, m subsets obtained in all machines are shared with a
central node to form a super set with mK elements. Running
a standard greedy algorithm over this super set leads to a new
subset with K elements. Finally, among the m+1 subsets with
K elements, the one which maximizes the utility function is
selected. It is shown that this algorithm provides a (1−1/e)√
min(m,K) -
approximation guarantee [26]. Fig. 8 depicts an illustration
of the two-round algorithm in [24]. Active set selection in
Gaussian processes and large-scale exemplar based clustering
are two instances of applications where the size of the datasets
often requires a distributed method for a given submodular
maximization problem [24].
VIII. SUBMODULARITY AND CONVEXITY: MINIMIZATION
Up to this point, we have only discussed maximization
of submodular functions. In this section, we highlight an
interesting connection between submodular set functions and
convexity that allows the efficient minimization of submodular
set functions.
A. A Convex Extension of Submodular Functions
Consider a set function f ∶ 2N → R with ∣N ∣ = N . Associate
every element of the set 2N to a vertex of the hypercube{0,1}N . That is, each S ⊆ N corresponds uniquely to a binary
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Fig. 8: Illustration of the distributed two-round algorithm. V is the ground set and
V1,⋯, Vm are the initial partitions distributed among different machines with m being
the number of machines. Moreover, Agc1 ,⋯,Agcm are the greedy solutions obtained
locally on machines in the first round where the one with the maximum utility is denoted
as Agcmax. Then, in the second round, m subsets obtained in all machines are shared
with a central node to form a super set B with mK elements, i.e., B = Agc1 ∪⋯∪Agcm .
Furthermore, running a standard greedy algorithm over the super set B leads to Agc
B
.
Finally, the maximum of Agcmax and A
gc
B
is returned as the solution. Figure courtesy
of [24].
vector of length N where the nth entry is 1 if n ∈ S and 0
otherwise.
A set function f can be extended from the discrete domain
(vertices of the hypercube) to the continuous domain (the com-
plete hypercube) through the Lova´sz extension. The Lova´sz
extension FL ∶ RN → R, is defined as follows: given a vector
x ∈ [0,1]N and a scalar θ ∈ [0,1], define Tθ = {e ∈ N ∣xe ⩾ θ},
where xe is the eth entry of x. Then, FL(x) is obtained through
the following equation [27]:
FL(x) = E
θ∈[0,1]{f(Tθ)}. (17)
Fig. 9 illustrates an example of how the hypercube is formed
and is divided into six parts corresponding to the six possible
orderings of the input vector for the Lova´sz extension.
The Lova´sz extension of a submodular function has two
main properties [27]: First, it is convex; and second, its
minimizer resides at the vertices of the hypercube. Hence,
convex optimization can be employed to find efficiently a
feasible minimizer of the original discrete problem.
We note that, in both Lova´sz and multi-linear extensions, the
distribution defining the continuous function at x is indepen-
dent of the set function f(⋅). Also, these extensions are similar
in the sense that both are obtained by taking the expectation
of the function however with respect to different probability
measures.
B. Unconstrained Submodular Minimization
Consider an unconstrained submodular minimization prob-
lem, i.e., minS⊆N f(S). If f is extended to FL, the continuous
function is convex and exact (i.e., we can recover an optimal
set of the original problem from an optimal solution of the
extended problem). Therefore, solving minx∈[0,1]N FL(x) by
a subgradient method, we can retrieve the optimal solution for
the original discrete problem.
Alternatively, using the dual formulation of the continuous
problem, we can obtain a minimum norm problem which can
be solved by the Frank-Wolfe algorithm [28]. This algorithm,
also known as the conditional gradient method, is an iterative
first-order method that considers a linear approximation of
the objective function and moves towards its minimizer. The
Frank-Wolfe algorithm is a projection-free method and it is
well-known for keeping the sparsity of the candidate solution.
These aspects make this algorithm attractive for sparse and
large scale constrained optimization problems, for instance, in
optimizing over atomic domains [29].
C. Hardness of Constrained Submodular Minimization
Although there exist polynomial-time algorithms for min-
imizing any unconstrained submodular function, constrained
submodular minimization becomes challenging to approximate
under simple constraints. For instance, in [30], it is shown
that for problems such as submodular load balancing (given
a monotone submodular function f and a positive integer
M , find a partition of N into M sets, N1,⋯,NM , so as
to minimize max
m
f(Nm)) and Submodular Sparsest Cut
(given a set of unordered pairs {{xm, ym}∣xm, ym ∈ N}, each
with a demand pm > 0, find a subset S ⊆ N minimizing
f(S)∑m∶∣S∩{xm,ym}∣=1 pm ), the approximation guarantees cannot be
better than O(√ N
lnN
) where N is the size of the ground set.
Therefore, even though polynomial-time algorithms are
available for the minimization of submodular functions, we
must be aware of the following issues: (i) high computational
9Fig. 9: From subsets to vertices in the hypercube for a sample ground set N = {1,2,3} with N = 3. Each subset has a corresponding vertex in the hypercube. The left subfigure
depicts how the hypercube is created. The right subfigure presents the 6 possible orderings of the input vector for the Lova´sz extension [3].
complexity of algorithms to minimize unconstrained problems,
i.e., the polynomial orders are typically larger than 3, making
exact minimization challenging for large-scale problems; and(ii) dealing with constraints makes the problem extremely
hard.
IX. OPTIMIZATION OF GENERAL SET FUNCTIONS
At this point, readers may wonder: Is it possible to develop
a suitable greedy algorithm for any arbitrary set function?
Unfortunately, the answer is no, in general. However, using the
fact that any set function can be expressed as a difference of
two submodular set functions [31], greedy algorithms inspired
by optimization methods for the difference of two convex
functions [32] can be developed.
The maximization of any set function f ∶ 2N → R, defined
over a ground set N , can be expressed as the difference of
two submodular set functions g ∶ 2N → R and h ∶ 2N → R:
maxS⊆N f (S) ≡ maxS⊆N [g (S) − h (S)] . (18)
This formulation allows for drawing parallels with convex
optimization techniques and to devise a greedy algorithm to
approximate the solution. Specifically when h(S) is modular,
a recent result shows that we can get a (1−1/e)g(opt)−h(opt)
approximation guarantee [21].
A. SupSub Procedure
Similar to maximizing the difference of convex functions,
we can consider an approach that approximates the solu-
tion of the original problem by a sequence of submodular
maximization problems. Recall that in the convex-concave
procedure [32], the concave function is approximated at every
step by its first-order Taylor expansion.
Following this idea, the problem of maximizing the dif-
ference of submodular set functions is cast as the sequential
maximization of submodular functions. This is done by sub-
stituting the second submodular set function in (18) with its
modular upper bound in each iteration [33]. A number of tight
modular upper bounds J hS are suggested in [12], e.g.,J hS (X ) = h(S) − ∑
e ∈S/X h ({e}∣S/{e}) + ∑e ∈X /S h ({e}∣∅).
(19)
This method, called supermodular-submodular (SupSub)
procedure, starts with an empty set S0 and in each iteration
k tries to solve the following problem (specialized for a K-
cardinality constraint):Sk+1 = arg maxS⊆N , ∣S∣=K g(S) −J hSk(S) (20)
until a convergence condition is satisfied.
Notice that to solve the maximization problem at each step
of this algorithm, which is NP-hard in general, the greedy
heuristic can be used to obtain a near-optimal solution. De-
spite that near-optimality guarantees are not available for the
SupSub procedure, similar to the convex-concave procedure,
this method is guaranteed to converge to a local minima [33].
B. Feature Selection for Classification
We consider the binary classification problem as a non-
submodular example to which the SupSub procedure can be
applied. Note that exploiting more features does not necessar-
ily reduce the classification error, however, we should find
a way to select the most informative features for a given
dataset as quickly as possible. Thus, a greedy feature selection
procedure can be considered as an attractive solution.
Consider the binary classification problem, modeled as a
binary hypothesis test given by⎧⎪⎪⎨⎪⎪⎩
H0 ∶ yS ∼ N (θ0,S ,Σ0,S)H1 ∶ yS ∼ N (θ1,S ,Σ1,S) (21)
where S ⊆ N is the subset of selected features from the ground
set N = {1, . . . ,N}. The mean vectors of the selected data
under H0 and H1 are denoted by θ0,S and θ1,S , and the
second-order statistics by Σ0,S and Σ1,S , respectively.
We consider the Kullback-Leibler (KL) divergence,K(H1∣∣H0), as the performance measure for the classification
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task, which is a distance measuring how far the two hypothesesH0 and H1 are. Unfortunately, the KL divergence is not
submodular. To solve this problem, the KL divergence was
decomposed in [6] as a difference of two submodular set func-
tions, which means the SupSub procedure can be employed.
Now, let us assess the performance of the greedy method
for feature selection. In this example, we consider two classes
described by a Gaussian distribution with second-order statis-
tics Σ0 and Σ1, and mean vectors θ0 and θ1, respectively.
Here, the covariance matrices are assumed to be Toeplitz
matrices (common structure in signal processing problems).
The total number of features is 50, and the trained classifier
is the quadratic discriminant classifier (QDC). In Fig. 10,
the classification soft error for different feature selection
methods is depicted versus the cardinality of the selected
feature set. The feature selection method in the PRTools
Toolbox is considered here as a baseline [6]. As shown in this
figure, the method based on the SupSub procedure provides a
desirable performance superior to the PRTools baseline result.
Furthermore, the KL greedy, i.e., directly applying the greedy
heuristic to the KL function, outperforms the other methods in
most cases. However, it can get stuck sometimes and has no
near-optimality guarantees (for further discussions, see [6]).
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Fig. 10: Classification soft error when using QDC for a Gaussian binary classification
problem. Figure courtesy of [6].
X. SUBMODULARITY AND CONTINUOUS DOMAIN
OPTIMIZATION
As discussed in previous sections, submodularity is a useful
property of functions defined in a discrete domain which
admits a guaranteed approximate optimization with efficient
algorithms. The readers may expect that an extension of sub-
modularity to the continuous domain provides similar benefits
for continuous optimization problems.
In this regard, in [34], the notion of continuous submodular-
ity is defined on subsets of RN so that a function f ∶ X → R,
where X =∏Ni=1Xi with each Xi is an interval, is continuous
submodular iff for all (x,y) ∈ X ×X ,
f(x) + f(y) ≥ f(x ∨ y) + f(x ∧ y) (22)
where ∨ and ∧ stand for the coordinate-wise maximum
and minimum operators, respectively. When f(⋅) is twice-
differentiable, this function is submodular iff all non-diagonal
elements of its Hessian are non-positive [34].
The class of continuous submodular functions covers a
subset of both convex and concave functions. As an example,
a function of the form fi,j(xi − xj) for a convex fi,j is both
submodular and convex; or an indefinite quadratic function of
the form f(x) = 1
2
xTAx+bTx+ c with all non-diagonal ele-
ments of A non-positive is a submodular but non-convex/non-
concave function.
Analogues to the discrete domain, the diminishing returns
(DR) property is generalized to functions defined over X
(see [35]). It is clear that for set functions, the DR property
is equivalent to submodularity, however, for general contin-
uous domain functions, submodularity does not necessarily
imply the DR property. In other words, the DR property
is stronger than submodularity in general. If a continuous
submodular function is coordinate-wise concave, it satisfies
the DR property [35], which defines a subclass of submodular
functions called DR-submodular. Being twice-differentiable,
DR-submodularity is equivalent to the non-positivity of all
Hessian entries.
One can exploit the well-known gradient ascent algorithm to
maximize a continuous submodular function, which achieves
a 1/2-approximation guarantee [36]. To gain a superior guar-
antee, in [35], a variant of the Frank-Wolfe algorithm for
maximizing a monotone DR-submodular continuous function
under down-closed convex constraints has been proposed, pro-
viding a (1− 1/e)-approximation guarantee. Recently in [37],
a stochastic continuous greedy algorithm has been developed,
achieving a (1 − 1/e)-approximation guarantee, which deals
with maximizing a similar optimization problem subject to
a general convex body constraint. Maximizing non-monotone
continuous DR-submodular functions has also been studied
in [35], [38], [39]. Furthermore, the problem of submodular
continuous function minimization has been considered in [34],
which proved that efficient techniques from convex optimiza-
tion can be employed for this task.
A. Non-Convex/Non-Concave Quadratic Function Maximiza-
tion
Non-convex/non-concave quadratic programming under
general convex constraints arises in various applications, in-
cluding price optimization, scheduling, graph theory, and free
boundary problems, to name a few. A special class of such
problems is submodular quadratic programming which can
be tractably optimized. In this example, a monotone DR-
submodular quadratic program is generated under the positive
polytope constraint P = {x ∈ RN ∣Ax ≤ b,0 ≤ x ≤ 1},
where A has uniformly distributed entries in the interval[0,1], b = b1 and N = 100. In Fig. 11, the value of the
objective function obtained by the Frank-Wolfe variant [35] is
compared, as a function of b, with that of the random and
empirically tuned projected gradient method [36] for three
different step sizes. It is noteworthy that the Frank-Wolfe
variant provides provable performance guarantees without any
11
Fig. 11: The objective function value as a function of different values of the upper-bound
b. Figure courtesy of [35].
tuning requirement, while the performance of the projected
gradient is sensitive to parameter tuning.
XI. CONCLUSION AND RESEARCH TRENDS
In this paper, we explained the concept of submodularity,
provided the intuition of how it works, and illustrated some
properties. The connection with the convexity in the continu-
ous domain was discussed and the minimization problem was
briefly explained. Also, the concavity aspect of submodularity
was demonstrated along with low computational complexity
algorithms to maximize submodular functions where the cor-
responding theorems that guarantee a near-optimal solution
were presented. Moreover, several applications in SP and ML
have been covered to transfer the flavor of submodularity to
practice. However, it should be pointed out that there is a vast
literature on submodularity with a wide variety of applications
that were not covered in this paper for the sake of conciseness.
Continuous submodularity is one of the ongoing research
directions that finds applications in robust resource allocation
[40]. Online submodular optimization is another research trend
that opens up opportunities for many applications such as
experimental design [41]. Finally, it is worth mentioning that
submodular optimization is an active research area that is
growing fast not only through proposing new algorithms and
theories but also via introducing new applications.
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