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Abstract
We study an extension of optimal transport techniques to stationary Markov chains
from a computational perspective. In this context, naively applying optimal trans-
port to the stationary distributions of the Markov chains of interest would not
capture the Markovian dynamics. Instead, we study a new problem, called the
optimal transition coupling problem, in which the optimal transport problem is
constrained to the set of stationary Markovian couplings satisfying a certain tran-
sition matrix condition. After drawing a connection between this problem and
Markov decision processes, we prove that solutions can be obtained via the policy
iteration algorithm. For settings with large state spaces, we also define a regular-
ized problem, propose a faster, approximate algorithm, and provide bounds on the
computational complexity of each iteration. Finally, we validate our theoretical
results empirically, demonstrating that the approximate algorithm exhibits faster
overall runtime with low error in a simulation study.
1 Introduction
The application and computation of optimal transport plans has recently received a great deal of
attention within the machine learning community. Recent applications of optimal transport include a
variety of problems in generative modeling [2, 20, 34, 25, 11] and supervised learning [18, 24, 28].
In this paper, we study the optimal transport (OT) problem in the case where the objects of interest
are stationary Markov chains. In particular, we provide algorithms for computing solutions to a
constrained form of the OT problem by combining existing ideas from computational OT with
techniques from Markov decision processes.
The principled extension of computational OT techniques to distributions capturing stochastic struc-
ture, for example processes with serial dependence, is an important problem in computational OT.
Indeed, several recent applications of OT, including modeling the growth of cell populations over time
[35] and embedding natural language [42], fit naturally into the framework of dependent processes.
Furthermore, such extensions of OT open the door to applications in climate science, finance, epidemi-
ology and other fields where observations possess temporal structure. The case of stationary Markov
chains considered in this paper constitutes a step towards rigorous extensions of computational OT to
dependent processes.
Main contributions (1) We propose the optimal transport problem for stationary Markov chains
(OTC) in terms of transition couplings. (2) We recast the OTC problem for Markov chains as a
multichain, average-cost Markov decision process. (3) We prove that the standard policy iteration
algorithm converges to a global solution of this problem. (4) We leverage regularization techniques
for computational optimal transport to derive a faster, approximate algorithm. (5) We provide initial
validation for our theoretical results through a simulation study.
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Notation Let R` be the non-negative reals and ∆n “ tu P Rn`|
řn
i“1 ui “ 1u denote the
probability simplex in Rn. Given a metric space U , letMpUq denote the set of Borel probability
measures on U . For a vector u P Rn, let }u}8 “ maxi |ui| and }u}1 “ ři |ui|. Occasionally we
will treat matrices in Rnˆn as vectors in Rn2 .
2 Constraining the optimal transport problem
The optimal transport problem is defined in terms of couplings. Given probability measures µ P
MpUq and ν P MpVq defined on metric spaces U and V , a coupling of µ and ν is defined as a
probability measure pi PMpU ˆ Vq such that pipAˆ Vq “ µpAq and pipU ˆBq “ νpBq for every
measurable A Ă U and B Ă V . Letting Πpµ, νq denote the set of couplings of µ and ν, the optimal
transport problem with respect to a cost function c˜ : U ˆ V Ñ R is defined as
minimize
ż
c˜ dpi subject to pi P Πpµ, νq. (1)
As stated, the problem (1) makes no particular assumptions about what the measures µ and ν describe.
In most existing applications, µ and ν represent static quantities such as images or measurements of
gene expression. However, in other application areas, the measures µ and ν may represent dependent
processes. For example, µ and ν may correspond to sequences of words, the symptoms of a patient
over time, or daily high temperatures. In these cases, additional care is needed in order to study (1).
As a step toward computational OT for general dependent processes, we consider the case when µ and
ν represent stationary Markov chains X “ pX0, X1, ...q and Y “ pY0, Y1, ...q taking values in finite
spaces X and Y , respectively. Unlike general processes, which may exhibit infinitely long-range
dependence, stationary Markov chains have a relatively simple dependence structure and are thus
especially conducive to computation. Without loss of generality, we assume that X and Y both
contain d points. Let P,Q P Rdˆd` be the respective transition matrices, and let p, q P ∆d be the
respective stationary distributions, of the chains X and Y . For a review of basic Markov chain theory,
we refer the reader to [26]. We also suppose that a non-negative cost function c : X ˆ Y Ñ R` has
been specified. We remark that this setting mirrors that of standard OT, where a cost or metric is
defined a priori on the sample space.
One may naively apply the standard formulation of the optimal transport problem in this setting, by
taking U “ X , V “ Y , c˜px, yq “ cpx, yq, and considering the optimal coupling of the stationary
distributions p and q. Note that this marginal approach does not capture the dependence structure ofX
and Y , and can lead to misleading conclusions. Consider for example the case when X “ Y “ t0, 1u,
cpx, yq “ δpx ‰ yq,
P “
„ 0 1
0 1{2 1{2
1 1{2 1{2

, and Q “
„ 0 1
0 0 1
1 1 0

.
Even though X is iid and Y is deterministic, their optimal transport distance is zero since p “ q.
Furthermore, the optimal coupling only specifies a distribution on X ˆY : it does not provide a means
of generating a joint process having X and Y as marginals. We seek a variation of (1) that captures
and preserves the stochastic structure (stationarity, Markovity) of X and Y .
As an alternative to the marginal approach, one may consider instead the full measures P PMpXNq
and Q PMpYNq of the processes X and Y . In particular, P is the unique probability measure on XN
such that for any cylinder set raji s :“ tx P XN : xk “ ak, i ď k ď ju,
Ppraji sq :“ ppaiq
jź
k“i`1
P pak´1, akq,
andQ is defined similarly in terms of q andQ. Then one may let U “ XN, V “ YN, x “ px0, x1, ...q,
y “ py0, y1, ...q, c˜px,yq “ cpx0, y0q and couple P and Q, obtaining a probability measure on the
joint sequence space pX ˆ YqN. However, such a coupling need not be stationary or Markovian. In
order to capture the dynamics of X and Y , we might restrict the feasible set to couplings of P and
Q that have the same dependence structure as X and Y , namely the family ΠM pP,Qq of stationary
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Markovian couplings. While this is a natural choice, the minimum expected cost over this set may
violate the triangle inequality even when the cost is a metric [14, 15]. Moreover, the family ΠM pP,Qq
is not characterized by a simple set of constraints [7]. For the sake of computational tractability,
we require a subset of ΠM pP,Qq which admits a sufficiently simple, computationally tractable
representation. To alleviate these issues, we further constrain the set of couplings to the subset of
ΠM pP,Qq whose transition distributions are couplings of those of X and Y . Note that, to reduce
notation when considering vectors and matrices indexed by elements of X ˆ Y , we will indicate only
the cardinality of the index set and adopt an indexing convention whereby a vector u P Rd2 is indexed
as upx, yq and a matrix R P Rd2ˆd2 is indexed as Rppx, yq, px1, y1qq for px, yq, px1, y1q P X ˆ Y .
Note further that we regard vectors of the form Rppx, yq, ¨q as row vectors.
Definition 2.1. A paired chain in ΠM pP,Qq with transition matrix R is called a transition coupling
of X and Y if, for every px, yq P X ˆ Y , Rppx, yq, ¨q P ΠpP px, ¨q, Qpy, ¨qq. We denote the set of
transition couplings of X and Y by ΠTCpP,Qq and, abusing notation slightly, the set of transition
matrices satisfying the condition above by ΠpP,Qq.
The couplings defined in Definition 2.1 are referred to as “Markovian couplings” in the literature [26]
and have been used, for example, to study diffusions [3–5]. We refer to such couplings as “transition
couplings” in order to distinguish them from elements of ΠM pP,Qq. Note that ΠTCpP,Qq ‰ H
since it contains the independent coupling, that is, the distribution obtained by coupling X and Y
independently.
A key advantage of considering ΠTCpP,Qq over ΠM pP,Qq is that the constraints defining this set
are linear and thus computationally tractable. In the case that X and Y are irreducible, this set of
transition matrices actually characterizes the set of transition couplings.
Proposition 2.1. Let X and Y be irreducible stationary Markov chains with transition matrices P
and Q, respectively. Then any stationary Markov chain with a transition matrix contained in ΠpP,Qq
is a transition coupling of X and Y .
For brevity, we will also use “transition couplings” to refer to elements of ΠpP,Qq. Defining
c˜ : pX ˆ YqN Ñ R` such that c˜px,yq “ cpx0, y0q, we define the optimal transition coupling (OTC)
problem by
minimize
ż
c˜ dpi subject to pi P ΠTCpP,Qq. (2)
As shown in Appendix G, the minimum in (2) is achieved by an element of ΠTCpP,Qq under our
assumptions. Problem (2) involves the minimization of a linear objective over the non-convex set
ΠTCpP,Qq and thus poses a significant computational challenge. However, Proposition 2.1 allows
us to optimize instead over the convex polyhedron ΠpP,Qq. Informally, (2) can be restated as
the minimization of EcpX 10, Y 10q over R P ΠpP,Qq, where pX 1, Y 1q is a stationary Markov chain
generated by R. However, this reformulation of (2) has a non-convex objective, so some care is
needed in order to obtain global solutions.
2.1 Related Work
Stationary couplings of stationary processes, known as a joinings, were first studied in [19]. Distances
between processes based on joinings have been proposed in the ergodic theory literature [31, 21],
but have been explored primarily as a theoretical tool: no tractable algorithms have been proposed
for computing such distances exactly. In the context of Markov chains, coupling methods have been
widely used as a tool to establish rates of convergence [22, 27]. Optimal Markovian couplings of
Markov processes are studied in [14, 15, 17, 16]. Despite the theoretical progress, little work has
been done to develop tractable algorithms for computing optimal couplings of Markov chains. In
[29, 43, 39] the authors consider a different, computationally simpler, form of the optimal transition
coupling problem studied here, in which one minimizes the expected cost of the next step. We also
remark that the optimal transition coupling problem appears in an unpublished manuscript of Aldous
and Diaconis.
Other work has considered modifications of the Wasserstein distance for time series. The work [8]
studies the Wasserstein-Fourier distance, which is the Wasserstein distance between normalized power
spectral densities, while [30] suggest using the optimal transport cost between the k-block empirical
measures constructed from observed samples. For general observed sequences, [40] consider only
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couplings that do not disturb the ordering of the two sequences too much, as quantified by the inverse
difference moment. In contrast to these approaches, we seek a more direct modification of the optimal
transport problem itself that best captures the Markovian dynamics.
3 Connection to Markov decision processes
In the remainder of the paper, we focus on developing tractable algorithms for solving the OTC
problem (2). We begin by making a connection between the OTC problem and Markov decision
processes (MDP), which allows us to build upon existing techniques and algorithms in the MDP
literature.
A Markov decision process is characterized by a 4-tuple pS,A,P, c1q consisting of a state space
S, an action space A “ ŤsAs, a set of transition distributions P “ tpp¨|s, aq : s P S, a P Au,
and a cost function c1 : S ˆ A Ñ R. At each time step the process occupies a state s P S and an
agent chooses an action a P As; the process then moves to a new state according to the distribution
pp¨|s, aq, incurring a cost c1ps, aq. Informally, the goal of the agent is to choose actions in order to
incur minimum average cost. The behavior of an agent is described by a family γ “ tγsp¨q : s P Su
of distributions γsp¨q PMpAsq on the set of admissible actions, which is known as a policy. An
agent following policy γ chooses her next action according to γsp¨q whenever the system is in state s,
independently of her previous actions.
It is easy to see that, in conjunction with the transition distributions P , every policy γ induces a
stationary Markov chain on the state space S of the MDP. In the average-cost MDP problem the
goal is to identify a policy for which the induced Markov chain minimizes the limiting average cost,
namely a policy γ minimizing
cγpsq :“ lim
TÑ8
1
T
Tÿ
t“1
Eγ
„
c1pst, atq
ˇˇˇˇ
s0 “ s

, (3)
for each s P S . Note that the expectation in (3) is taken with respect to the Markov chain induced by
γ, and that the limit exists by the ergodic theorem. In general, the limiting average cost cγpsq will
depend on the initial state s, but if γ induces an ergodic chain then the average cost will be constant.
If all policies induce ergodic Markov chains, the MDP is referred to as “unichain”; otherwise the
MDP is classified as “multichain”. We refer the reader to [33] for more details on MDP’s.
The OTC problem (2) may readily be recast as an MDP. In detail, let the state space S “ X ˆ Y .
Furthermore, letting s “ px, yq denote an element of S, define the set of admissible actions in s as
As “ ΠpP px, ¨q, Qpy, ¨qq, the transition distributions pp¨|s, rsq :“ rsp¨q for rs P As, and the cost
function c1ps, rsq “ cpx, yq. Note that the cost function c1 is independent of the action rs. We refer
to this MDP as TC-MDP.
Any policy γ for TC-MDP specifies distributions over ΠpP px, ¨q, Qpy, ¨qq for each px, yq P X ˆ Y
and thus corresponds to a single distribution over ΠpP,Qq that governs the random actions of the
agent. In TC-MDP it suffices to consider only deterministic policies γ, namely those such that for each
state s “ px, yq the distribution γsp¨q is a point mass at unique element of As “ ΠpP px, ¨q, Qpy, ¨qq.
Proposition 3.1. Let γ be a policy for TC-MDP. Then there exists a deterministic policy γ˜ such that
cγpsq “ cγ˜psq for every s P S.
As such, optimization over deterministic policies and over ΠpP,Qq are equivalent. Going forward,
we refer to R P ΠpP,Qq directly instead of the equivalent deterministic policy γ˜ in our notation. We
briefly note that, even when X and Y are ergodic, the same may not be true of the stationary Markov
chain induced by a transition coupling matrix R P ΠpP,Qq (see Appendix H). Specifically, a single
element of ΠpP,Qqmay have multiple stationary distributions and thus give rise to multiple stationary
Markov chains depending on the initial state s P S. Thus TC-MDP is classified as multichain.
Finally, supposing that X and Y are irreducible, note the equivalence of the objective functions in
TC-MDP and (2): For every R P ΠpP,Qq and s P S , let pisR PMppX ˆ YqNq denote the measure of
the stationary Markov chain generated by R with stationary distribution arising from the initial state
s. Note that by Proposition 2.1, pisR P ΠTCpP,Qq. Then for every s P S,
cRpsq “ lim
TÑ8
1
T
Tÿ
t“1
ÿ
st
Rtps, stqcpstq “
ż
c˜ dpisR.
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If R˚ P ΠpP,Qq is optimal in TC-MDP, then cR˚psq “ minRPΠpP,Qq cRpsq for every s P S . Letting
s˚ P argminsPS cR˚psq, pis˚R˚ is thus an optimal transition coupling of X and Y . So any solution to
TC-MDP necessarily yields a solution to (2).
4 Policy iteration for optimal transition couplings
Now that we have shown that the OTC problem can be viewed as an MDP, we can leverage existing
algorithms for MDP’s to obtain solutions. To this end, we propose to use the policy iteration
algorithm [23] because of its favorable convergence properties and ease of implementation. To
facilitate our discussion, in what follows, we regard the cost function c and limiting average cost
cR as vectors in Rd
2
` . For each R P ΠpP,Qq, standard results [33] guarantee that the limit R :“
limTÑ8 1{T řT´1t“0 Rt exists. When R is aperiodic and irreducible, the Perron-Frobenius theorem
implies that R “ limTÑ8RT and the rows of R are equal to the stationary distributions of R.
Algorithm 1: ExactOTC
R0 Ð P bQ, nÐ 0
while not converged do
/* Policy Evaluation */
pgn, hnq Ð ExactPEpRnq
/* Policy Improvement */
Rn`1 Ð ExactPIpgn, hn, Rn,ΠpP,Qqq
nÐ n` 1
return Rn
The policy iteration algorithm repeatedly eval-
uates and improves policies. For a given policy
R P ΠpP,Qq the evaluation step computes the
average cost (gain) vector g “ Rc and the total
extra cost (bias) vector h “ ř8t“0Rtpc´ gq. In
practice, g and h may be obtained by solving
a linear system of equations rather than evalu-
ating infinite sums (see Algorithm 2). The pol-
icy improvement step selects a new transition
coupling matrix R1 that minimizes R1 g or R1 h
element-wise (see Algorithm 3). In particular, one may select R1 such that for each px, yq the row
r “ R1ppx, yq, ¨q minimizes rg or rh over r P ΠpP px, ¨q, Qpy, ¨qq . Once a fixed point in the evalua-
tion and improvement process is reached, the procedure terminates. The resulting policy iteration
algorithm will be referred to as ExactOTC (see Algorithm 1). We initialize Algorithm 1 to the
independent transition coupling P bQ, which satisfies P bQppx, yq, px1, y1qq “ P px, x1qQpy, y1q.
Algorithm 2: ExactPE
Data: R
Solve for pg, h, wq such that«
I ´R 0 0
I I ´R 0
0 I I ´R
ff«
g
h
w
ff
“
«
0
c
0
ff
return pg, hq
Algorithm 3: ExactPI
Data: g, h,Rold,Π
/* Elementwise arg-min */
R1 Ð argminRPΠRg
if R1g ““ Roldg then
R1 Ð argminRPΠRh
if R1h ““ Roldh then
return Rold
else
return R1
else
return R1
For finite state and action spaces, policy iteration is known to yield an optimal policy for the average-
cost MDP in a finite number of steps [33]. While policy iteration may fail to converge for general
compact action spaces [10, 36, 33], as is the case for TC-MDP, we may exploit the polyhedral
structure of ΠpP,Qq to establish the following convergence result.
Theorem 4.1. Algorithm 1 converges to a solution pg˚, h˚, R˚q of TC-MDP in a finite number of
iterations. Moreover, if X and Y are irreducible, R˚ is an optimal transition coupling of X and Y .
Recall from the discussion in Section 3 that a solution to TC-MDP necessarily yields a solution to
(1). Thus Theorem 4.1 ensures that a solution to the OTC problem can be obtained from Algorithm 1
in a finite number of iteration. A proof of this result can be found in Appendix D.
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5 Fast approximate policy iteration
The simplicity of Algorithm 1 along with Theorem 4.1 make it an appealing method for solving the
OTC problem when d is small. However, each call to Algorithm 2 involves solving a system of 3d2
linear equations, requiring a total of Opd6q operations. Furthermore, each call to Algorithm 3 entails
solving d2 linear programs each with Opdq constraints, which can be accomplished in a total time of
Opd5 log dq. For even moderate d, this may be too slow for practical use. A similar dependence on
the dimension of each coupling is observed in exact OT algorithms, such as the Network Simplex
Algorithm [32]. To alleviate the poor scaling with d, one may use entropic regularization, whereby a
negative entropy term is added to the OT objective. Cuturi [9] showed that solutions to the regularized
OT problem may be obtained efficiently via Sinkhorn’s algorithm [38]. More recently, [1] proved that
Sinkhorn’s algorithm yields an approximation of the OT cost with error bounded by ε in near-linear
time with respect to the dimension of the couplings under consideration. This represents the state of
the art in terms of dependence on dimension for arbitrary discrete measures. Analogously, one may
hope that a similar dependence on the size of elements of ΠpP,Qq may be achievable for each policy
iteration when solving the OTC problem.
In this section, we explore the extension of entropic regularization techniques to the OTC problem
and provide an approximate algorithm that runs in O˜pd4q time per iteration, where O˜p¨q hides poly-
logarithmic factors. This complexity is nearly-linear in the dimension d4 of the transition couplings.
Mirroring the derivation of entropic OT, we first introduce a constrained OTC problem in which
we consider transition couplings that are close to the independent transition coupling. We show
that this type of constraint induces beneficial regularity properties among the transition couplings in
the constrained set. We also propose a truncation-based approximation of the ExactPE algorithm,
which we call ApproxPE. Using the regularity of the constrained set, we show that one can obtain
approximations of the gain and bias from ApproxPE with error bounded by ε in O˜pd4 log ε´1q time.
Furthermore, we propose an entropy-regularized approximation to the ExactPI algorithm, called
ApproxPI. We perform a new analysis of the Sinkhorn algorithm to show that ApproxPI yields
an improved transition coupling with error bounded by ε in O˜pd4ε´4q time. Combining these two
algorithms, we obtain the FastEntropicOTC algorithm, which runs in O˜pd4ε´4q time per iteration.
Finally, we provide empirical support for our theoretical results through a simulation study. We find
that the improved efficiency at each iteration of FastEntropicOTC leads to a much faster runtime in
practice as compared to ExactOTC. Our experiments also show that FastEntropicOTC yields an
expected cost that closely approximates the unregularized OTC cost.
5.1 Constrained Optimal Transition Coupling Problem
We begin by defining a constrained set of transition couplings. Let Kp¨}¨q be the Kullback-Leibler
(KL) divergence, where for any u, v P ∆d2 with u ! v, Kpu}vq “ řs upsq logpupsq{vpsqq (letting
0 logp0{0q “ 0). Then for every η ą 0 and px, yq P X ˆ Y , define the set
ΠηpP px, ¨q, Qpy, ¨qq “
 
r P ΠpP px, ¨q, Qpy, ¨qq : K`r}P bQppx, yq, ¨q˘ ď η( ,
and the subset of transition coupling matrices ΠηpP,Qq “ tR P ΠpP,Qq : Rppx, yq, ¨q P
ΠηpP px, ¨q, Qpy, ¨qq, @px, yq P X ˆ Yu. Thus, elements of ΠηpP,Qq have rows that are close
in KL-divergence to the rows of the independent transition coupling P b Q. When P and Q are
aperiodic and irreducible, we find that P b Q is as well. We prove that, for appropriate η, the
proximity of each element in ΠηpP,Qq to P b Q in KL-divergence is enough to establish two
beneficial regularity properties for the entire set.
Proposition 5.1. Let P and Q be aperiodic and irreducible. Then for η small enough, every
R P ΠηpP,Qq is aperiodic and irreducible and thus has a unique stationary distribution λR P ∆d2 .
Moreover, there exist constants M ă 8 and α P p0, 1q such that for any t ě 1,
max
RPΠηpP,Qq
max
sPXˆY }R
tps, ¨q ´ λR}1 ďMαt.
We give an explicit choice of η in the proof of Proposition 5.1. Now, let ΠηTCpP,Qq be the set of
transition couplings with transition matrices in ΠηpP,Qq and define the constrained OTC problem,
minimize
ż
c˜ dpi subject to pi P ΠηTCpP,Qq. (4)
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For completeness, we prove that a solution to (4) exists in Appendix G. Since the function R ÞÑ
KpRps, ¨q}P bQps, ¨qq is uniformly bounded over R P ΠpP,Qq for each s P X ˆ Y , (4) coincides
with the unconstrained OTC problem for large enough η. As such, we expect that, for large η, a
solution to (4) will be close in some sense to a solution of (2). While we do not provide a proof of
this fact, we give some empirical evidence that this is the case in Section 6. Finally, note that (4)
corresponds to an MDP in the same way that (2) does but with a constrained set of policies. In the rest
of the section, we seek fast approximations of Algorithms 2 and 3 for this constrained MDP. From
now on, we assume that P and Q are aperiodic and irreducible and fix η ą 0 such that Proposition
5.1 holds.
5.2 Fast Approximate Policy Evaluation
Algorithm 4: ApproxPE
Data: R, L, T
g˜ Ð p1{d2pRLcqJ1q1
h˜Ð řTt“0Rtpc´ g˜q
return pg˜, h˜q
Next, we propose a fast approximation of Algorithm 2. By our choice
of η and Proposition 5.1, all elements of ΠηpP,Qq are aperiodic and
irreducible. Thus, the gain vector is constant and may be written as
g “ g01 for a scalar g0. Fixing R P ΠηpP,Qq and L, T ě 1, we
approximate the gain g by g˜ :“ p1{d2pRLcqJ1q1 and the bias vector
h as h˜ :“ řTt“0Rtpc ´ g˜q. The resulting algorithm, which we refer
to as ApproxPE, is detailed in Algorithm 4. Note that g˜ and h˜ can be
computed in OpLd4q and OpTd4q time, respectively. Since g and h are equal to the limits of g˜ and
h˜ as L, T Ñ 8, we expect that larger L and T will yield better approximations. One must ensure
that the L and T that are required for a good approximation do not grow too quickly with d. Using
Proposition 5.1, we show that this is the case.
Proposition 5.2. Let P and Q be aperiodic and irreducible transition matrices, R P ΠηpP,Qq
and ε ą 0. Furthermore, let g P Rd2 and h P Rd2 be the gain and bias of R, respectively. Then
for appropriate choice of L and T , ApproxPEpR,L, T q yields pg˜, h˜q such that }g˜ ´ g}8 ď ε and
}h˜´ h}1 ď ε in O˜pd4 log ε´1q time.
In particular, ApproxPE does approximate ExactPE in time scaling like O˜pd4q. Explicit choices of
L and T are given in the proof of Proposition 5.2, which may be found in Appendix F.
5.3 Entropic Policy Improvement
Next we describe a means of approximating Algorithm 3. Note that since the gain vector for any
element of ΠηpP,Qq is constant, we need only improve policies with respect to the bias vector.
For the constrained MDP, exact policy improvement can be performed by calling ExactPI with
Π “ ΠηpP,Qq. However, no computation time is saved by doing this. Instead, we settle for an
algorithm that yields approximately improved transition couplings with better efficiency. To find
such an approximation, we reconsider the linear optimization problems that comprise the policy
improvement step. Namely, for each s “ px, yq P X ˆ Y ,
minimize
ÿ
s1
rps1qhps1q subject to r P ΠηpP px, ¨q, Qpy, ¨qq. (5)
Recognizing that (5) is in fact a constrained OT problem, it is equivalent to
minimize
ÿ
s1
rps1qhps1q ` 1
ξs
ÿ
s1
rps1q log rps1q subject to r P ΠpP px, ¨q, Qpy, ¨qq, (6)
Algorithm 5: ApproxPI
Data: h, pξsq, ε
for s “ px, yq P X ˆ Y do
Rps, ¨q Ð
ApproxOTpP px, ¨qJ, Qpy, ¨qJ, h, ξs, εq
return R
for some ξs ă 8 depending on η and h
[12]. Problem (6) is an instance of an entropy-
regularized OT problem. In order to solve
(6), we use the ApproxOT algorithm of [1],
detailed in Appendix F. Using ApproxOT in-
stead of solving (6) exactly, we obtain the
ApproxPI algorithm detailed in Algorithm 5.
It was shown in [1] that ApproxOT yields an
approximation of the OT cost in near-linear time with respect to the size of the couplings of interest.
However, in order to control the the approximation error of ApproxPI, we rely on a different analysis
7
Figure 1: A comparison of total runtimes between ExactOTC and FastEntropicOTC and approxi-
mation errors for a range of d and ξ. Error bars show the maximum and minimum values over five
simulations.
showing that one can obtain an approximation of the regularized optimal coupling in near-linear time.
To the best of our knowledge, this result does not exist in the literature, so we provide a proof in
Appendix F. Using this result, we show the following complexity bound.
Proposition 5.3. Let P and Q be aperiodic and irreducible, h P Rd2 and ε ą 0. Then there exist
finite constants pξsq such that ApproxPIph, pξsq, εq returns Rˆ P ΠpP,Qq with maxs }Rˆps, ¨q ´
R˚ps, ¨q}1 ď ε for some R˚ P argminR1PΠηpP,QqR1h in O˜pd4ε´4q time.
To summarize, this result states that ApproxPI approximates ExactPI in O˜pd4q time rather than
O˜pd5q as previously discussed. In practice, further speedups are possible by utilizing the fact that the
d2 entropic OT problems to be solved are decoupled and thus may be computed in parallel.
5.4 FastEntropicPIA
Algorithm 6: FastEntropicOTC
Data: L, T, pξsq, ε
nÐ 0
while n ““ 0 or g˜n`1 ă g˜n do
/* Policy Evaluation */
pg˜n, h˜nq Ð ApproxPEpRn, L, T q
/* Policy Improvement */
Rn`1 Ð ApproxPIph˜n, pξsq, εq
nÐ n` 1
return Rn`1
Finally, using Algorithms 4 and 5, we define
the FastEntropicOTC algorithm, detailed in Al-
gorithm 6. Essentially, FastEntropicOTC is
defined by taking ExactOTC for ΠηpP,Qq and
replacing ExactPE and ExactPI by their ap-
proximations, ApproxPE and ApproxPI. In prac-
tice, ApproxPI returns transition couplings in the
relative interior of ΠpP,Qq, so the iterates of
FastEntropicOTC are not restricted to the finite
set of extreme points of ΠpP,Qq. Thus, conver-
gence for Algorithm 6 must be assessed differently
than in Algorithm 1. In our simulations we found
that the element-wise inequality g˜n`1 ě g˜n works
well as an indicator of convergence.
6 Simulation study
In order to validate the use of Algorithm 6 as a fast approximation of Algorithm 1, we performed a
simulation study to compare the two. In each simulation, we generated random P , Q and c and ran
both ExactOTC and FastEntropicOTC until convergence. We used a range of parameters, letting
d P t10, 20, ...100u, L “ 100, T “ 1000, and ξ P t75, 100, 200u, where ξs “ ξ for all s P X ˆ Y .
Complete implementation details may be found in Appendix I. The resulting runtimes and errors
are reported in Figure 1. In our simulations, we found that the time savings at each iteration from
FastEntropicOTC resulted in substantial time savings over the entire runtime of the algorithm
without substantial loss of accuracy. Moreover, weakening the regularization by increasing ξ reduces
the error of FastEntropicOTC with little additional runtime. This suggests that FastEntropicOTC
may be a more efficient alternative to ExactOTC when d is large.
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A Overview of appendices
In the appendices that follow, we include proofs of our results, an example of a reducible transition
coupling, and the details of our simulation study. Appendices relating to formally stated results appear
first and in the order that they appear in the main body of the paper while other appendices appear
last. In the rest of this appendix, we introduce some additional notation, cover some preliminaries on
Markov chains, and remark on some technical aspects relating to our results.
A.1 Additional notation
We adopt the following additional notation: For a finite set U Ă R, we define miną0 U “ mintu P
U : u ą 0u. We define the inner product x¨, ¨y for matrices U, V P Rnˆn by
xU, V y :“
ÿ
i,j
UijVij .
All vector and matrix equations and inequalities should be understood to hold element-wise. For
i ď j, we let aji “ pai, ..., ajq. For a collection of sets Us Ă Rd
2
indexed by s P X ˆ Y , we
define
Â
s Us to be the set of matrices U P Rd
2ˆd2 such that for every s P X ˆ Y , Ups, ¨q P Us. In
particular, we write ΠpP,Qq “Âpx,yqΠpP px, ¨q, Qpy, ¨qq.
A.2 Preliminaries on Markov chains
For a finite metric space U , we say that a measure µ PMpUNq is Markov or corresponds to a Markov
chain taking values in U if for any cylinder set ru0 ¨ ¨ ¨uks Ă UN, µpru0 ¨ ¨ ¨uksq{µpru0 ¨ ¨ ¨uk´1sq “
µpruk´1uksq{µpruk´1sq, where we let 0{0 “ 0. We say that µ is stationary if µ “ µ ˝ σ´1, where
σ : UN Ñ UN is the left-shift map defined such that for any u P UN, σpuqi “ ui`1. When U has
cardinality n ě 1, we define the transition matrix U P Rnˆn of µ such that for every uk´1, uk P U ,
Upuk´1, ukq “ µpruk´1uksq{µpruk´1sq. If µ is also stationary, its stationary distribution λU P ∆n
is defined such that λU puq “ µprusq for any u P U . We say that µ or U is irreducible if for every
u, u1 P U , there exists k ě 1, possibly depending on u and u1, such that Ukpu, u1q ą 0. We call µ
or U aperiodic if gcdtk ě 1 : U tpu, u1q ą 0u “ 1 for every u, u1 P U . Note that if µ is irreducible,
its stationary distribution λU is unique. Furthermore, if µ is also aperiodic, there exists M ă 8
and α P p0, 1q such that for any t ě 1, maxu }U tpu, ¨q ´ λU }1 ď Mαt. For more details on basic
Markov chain theory, we refer the reader to [26].
A.3 Technical considerations
We endow the finite set X ˆ Y with the discrete topology and pX ˆ YqN with the corresponding
product topology. For each px, yq P X ˆ Y and η ą 0, we endow both ΠpP px, ¨q, Qpy, ¨qq and
ΠηpP px, ¨q, Qpy, ¨qq with the subspace topology inherited from the Euclidean topology on Rd2 . Sim-
ilarly, we endow ΠpP,Qq and ΠηpP,Qq with the subspace topologies inherited from the Euclidean
topology on Rd2ˆd2 . Unless stated otherwise, continuity of any function will be understood to mean
with respect to the corresponding topology above.
B Finite-dimensional characterization of transition couplings
Before proving Proposition 2.1, we briefly motivate the result. Proposition 2.1, when combined
with Definition 2.1, states that the set of transition couplings is characterized by the set ΠpP,Qq of
transition matrices when the processes X and Y are irreducible. If, for example, X is reducible,
there may be multiple stationary distributions for P . Consequently, P may induce other stationary
Markov chains aside from X . In this case, a stationary Markov chain induced by some R P ΠpP,Qq
may actually be a transition coupling of X 1 and Y , where X 1 is one of the other chains induced by
P . So in order to solve the OTC problem by optimizing over ΠpP,Qq instead of ΠTCpP,Qq, we
must be careful to avoid this situation. Proposition 2.1 ensures that this cannot occur if X and Y are
irreducible.
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Proposition 2.1. Let X and Y be irreducible stationary Markov chains with transition matrices P
and Q, respectively. Then any stationary Markov chain with a transition matrix contained in ΠpP,Qq
is a transition coupling of X and Y .
Proof. Let pi PMppX ˆYqNq be the distribution of a stationary Markov chain with transition matrix
R P ΠpP,Qq and stationary distribution r P ∆d2 . Furthermore, let rX and rY P ∆d be the X and
Y marginals of r, respectively. For a metric space U and a probability measure µ PMpUNq, we
define µk PMpUkq as the k-dimensional marginal distribution of µ. Formally, for any cylinder set
rak´10 s “ tu P UN : uj “ aj , 0 ď j ď k ´ 1u, µkpak´10 q :“ µprak´10 sq.
We wish to show that pi P ΠTCpP,Qq. Since pi corresponds to a stationary Markov chain and
R P ΠpP,Qq by assumption, it suffices to show that pi P ΠpP,Qq. We will do this by showing that
pik P ΠpPk,Qkq for every k ě 1. Starting with k “ 1, for any y P Y ,
rYpyq “
ÿ
x
rpx, yq
“
ÿ
x
ÿ
x1,y1
rpx1, y1qRppx1, y1q, px, yqq
“
ÿ
x1,y1
rpx1, y1q
ÿ
x
Rppx1, y1q, px, yqq
“
ÿ
x1,y1
rpx1, y1qQpy1, yq
“
ÿ
y1
rYpy1qQpy1, yq.
We have proven that rY is invariant with respect toQ. SinceQ is irreducible, the stationary distribution
q of Q is unique. Thus, rY “ q. A similar argument will show that rX “ p. Thus, r P Πpp, qq and
therefore, pi1 P ΠpP1,Q1q.
Now suppose that pik P ΠpPk,Qkq for some k ě 1. Fixing yk0 P Yk`1, it follows thatÿ
xk0
pik`1pxk0 , yk0 q “
ÿ
xk0
pikpxk´10 , yk´10 qRppxk´1, yk´1q, pxk, ykqq
“
ÿ
xk´10
pikpxk´10 , yk´10 qQpyk´1, ykq
“ Qkpyk´10 qQpyk´1, ykq
“ Qk`1pyk0 q.
Again the proof for the other marginal is identical. So we find that pik`1 P ΠpPk`1,Qk`1q and since
k ě 1 was arbitrary, we conclude that pi P ΠTCpP,Qq.
C Existence of a deterministic policy
Proposition 3.1. Let γ be a policy for TC-MDP. Then there exists a deterministic policy γ˜ such that
cγpsq “ cγ˜psq for every s P S.
Proof. Before proving the result, it will be helpful to fix some additional notation. Let γ “ tγsp¨q :
s P X ˆ Yu be a policy for TC-MDP. Recall that for each s “ px, yq, γsp¨q describes a distribution
on As “ ΠpP px, ¨q, Qpy, ¨qq. Define the deterministic policy γ˜ “ tγ˜sp¨q : s P X ˆ Yu such that for
every s, γ˜sp¨q assigns probability one to
r˜s :“
ż
As
rsγspdrsq.
Here, r˜s is the expected action taken by the agent while occupying a state s and following the
policy γ. Note that r˜s P As due to the convexity of As. As such, we may collect the row vectors
10
tr˜s : s P X ˆ Yu into a single transition matrix R˜ P ΠpP,Qq where R˜ps, ¨q “ r˜sp¨q for every
s P X ˆ Y . In what follows, let Probγp¨|s0q and Probγ˜p¨|s0q P MptA ˆ pX ˆ YquNq be the
probability measures corresponding to the action-state processes with initial state s0 induced by γ
and γ˜, respectively. In particular,
Probγpdrs0 , s1, ..., drst´1 , st|s0q “ γs0pdrs0qrs0ps1q ¨ ¨ ¨ γst´1pdrst´1qrst´1pstq
and the analogous statement holds for Probγ˜p¨|s0q. In the case of γ˜, one may also show that
Probγ˜pst|s0q “ R˜tps0, stq. Finally, let Eγr¨|s0s and Eγ˜r¨|s0s denote expectation with respect to
Probγp¨|s0q and Probγ˜p¨|s0q, respectively.
Now, we can prove the result. For any s0 P X ˆ Y and t ě 1,
Eγ rcpstq|s0s “
ÿ
st
cpstqProbγpst|s0q
“
ÿ
st
cpstq
ż
As0
ÿ
s1
¨ ¨ ¨
ż
Ast´1
Probγpdrs0 , s1, ..., drst´1 , st|s0q
“
ÿ
st
cpstq
ż
As0
ÿ
s1
¨ ¨ ¨
ż
Ast´1
γs0pdrs0q rs0ps1q ¨ ¨ ¨ γst´1pdrst´1q rst´1pstq
“
ÿ
st1
cpstq
ż
As0
¨ ¨ ¨
ż
Ast´1
γs0pdrsq rs0ps1q ¨ ¨ ¨ γst´1pdrst´1q rst´1pstq
“
ÿ
st1
cpstqr˜s0ps1q ¨ ¨ ¨ r˜st´1pstq
“
ÿ
st1
cpstqR˜ps0, s1q ¨ ¨ ¨ R˜pst´1, stq
“
ÿ
st
cpstqR˜tps0, stq
“
ÿ
st
cpstqProbγ˜pst|s0q
“ Eγ˜ rcpstq|s0s .
Thus, for every s P X ˆ Y ,
cγpsq “ lim
TÑ8
1
T
Tÿ
t“1
Eγ rcpstq|s0 “ ss “ lim
TÑ8
1
T
Tÿ
t“1
Eγ˜ rcpstq|s0 “ ss “ cγ˜psq.
D Convergence of ExactOTC
In this appendix, we prove the convergence of Algorithm 1 to a solution of TC-MDP. For any
polyhedron P P Rnˆn, let EpPq denote the extreme points of P . Recall that if P is bounded, a
linear function on P achieves its minimum on EpPq [6]. Note that for every px, yq P X ˆ Y , since
ΠpP px, ¨q, Qpy, ¨qq is a bounded subset of Rd2 defined by a finite set of linear equality and inequality
constraints, it is a bounded polyhedron.
Theorem 4.1. Algorithm 1 converges to a solution pg˚, h˚, R˚q of TC-MDP in a finite number of
iterations. Moreover, if X and Y are irreducible, R˚ is an optimal transition coupling of X and Y .
Proof. We will first show that Algorithm 1 converges to some pg˚, h˚, R˚q and then argue that this is
a solution to TC-MDP. Recall that for every s “ px, yq, As “ ΠpP px, ¨q, Qpy, ¨qq and A “ ŤsAs.
In this proof, it is most convenient to consider the concatenatation of the state-action spaces instead of
the union
Ť
sAs. Abusing notation, we let A “
Â
sAs for the remainder of the proof. Furthermore,
let A1s “ EpAsq be the set of extreme points of As. As As is a bounded polyhedron, A1s is finite.
For every n ě 1, let pgn, hn, Rnq be the n’th iterate of Algorithm 1. Since the rows of Rn are
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solutions of the linear programs in Algorithm 3,Rnps, ¨q P EpA1sq for every s. Thus the iterates of
Algorithm 1 are the same as the iterates of the policy iteration algorithm for the restricted MDP
pX ˆ Y,ŤsA1s, tpp¨|s, aqu, cq constructed by restricting the state-action spaces As of TC-MDP toA1s for each s. Since A1s is finite for every s, standard results [33, Theorem 9.2.3] ensure that the
iterates tpgn, hn, Rnqu of Algorithm 1 will converge to a solution pg˚, h˚, R˚q in a finite number of
iterations. Thus, we need only show that any stationary point of Algorithm 1 is necessarily a solution
to TC-MDP.
Let pg˚, h˚, R˚q be a stationary point of Algorithm 1. Then R˚ “ ExactPIpg˚, h˚, R˚,ÂsA1sq
and consequently, R˚ps, ¨q P argminrPA1s rh˚ for every s. Since As is a bounded polyhedron,
minrPAs rh˚ “ minrPA1s rh˚ and we find that R˚ps, ¨q P argminrPAs rh˚. Since A “
Â
sAs, we
may write R˚ P argminRPARh˚ where the minimum is understood to be element-wise. Using the
assumption that pg˚, h˚, R˚q is a stationary point of Algorithm 1 again, pg˚, h˚q “ ExactPEpR˚q.
It follows that
g˚ ` h˚ “ R˚h˚ ` c. (7)
Since R˚ P argminRPARh˚, we obtain
g˚ ` h˚ “ min
RPARh
˚ ` c.
Then by [33, Theorem 9.1.2 (c)], g˚ is the optimal expected cost for TC-MDP. Moreover, by
(7) and [33, Theorem 8.2.6 (b)], g˚ “ R c˚ “ cR˚ , where we remind the reader that R˚ “
limTÑ8 1{T řT´1t“0 R˚t. Thus R˚ has optimal expected cost among policies for TC-MDP and
we conclude that pg˚, h˚, R˚q is a solution to TC-MDP.
If X and Y are irreducible, then by Proposition 2.1, every transition coupling matrix in ΠpP,Qq
induces a transition coupling in ΠTCpP,Qq. Since R˚ has minimal expected cost over all elements
of ΠpP,Qq, it attains the minimum in Problem (2) and is thus an optimal transition coupling.
E Structure of ΠηpP,Qq
In this appendix, we study the structure of ΠηpP,Qq, concluding with the proof of Proposition 5.1.
We begin with two elementary lemmas about the independent transition coupling.
Lemma E.1. For any k ě 1, pP bQqk “ P k bQk.
Proof. The result clearly holds for k “ 1, so assume that it holds for some k ě 1. For any px, yq,
px1, y1q P X ˆ Y , we can show
pP bQqk`1ppx, yq, px1, y1qq “
ÿ
x˜,y˜
pP bQqkppx, yq, px˜, y˜qqP bQppx˜, y˜q, px1, y1qq
“
ÿ
x˜,y˜
P kpx, x˜qQkpy, y˜qP px˜, x1qQpy˜, y1q
“
ÿ
x˜
P kpx, x˜qP px˜, x1q
ÿ
y˜
Qkpy, y˜qQpy˜, y1q
“ P k`1px, x1qQk`1py, y1q
“ P k`1 bQk`1ppx, yq, px1, y1qq.
By induction, the lemma is proven.
Lemma E.2. If P and Q are aperiodic and irreducible, then the independent transition coupling
P bQ is aperiodic and irreducible.
Proof. Since P and Q are aperiodic and irreducible, there exist `0,m0 ě 1 such that for any ` ě `0
and m ě m0, P ` ą 0 and Qm ą 0 [26, Proposition 1.7]. Defining k0 :“ `0 _m0, for every k ě k0,
P k, Qk ą 0. By Lemma E.1, it follows that pP b Qqk “ P k b Qk ą 0 for all k ě k0. Thus
P b Q is irreducible. Furthermore, for every s P X ˆ Y , gcdtk ě 1 : pP b Qqkps, sq ą 0u “
gcdt..., k0, k0 ` 1, ...u “ 1 and we conclude that P bQ is also aperiodic.
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Next, we prove that ΠηpP,Qq is convex and compact as a subset of Rd2ˆd2 .
Lemma E.3. For any η ą 0, the constrained set of transition coupling matrices ΠηpP,Qq is convex
and compact.
Proof. Fixing η ą 0, we begin by showing that ΠηpP,Qq is convex. Let R,R1 P ΠηpP,Qq,
λ P p0, 1q, and define Rλ :“ λR` p1´ λqR1. Since ΠpP,Qq is convex, Rλ P ΠpP,Qq. Moreover,
using the convexity of the KL-divergence, for any s P X ˆ Y ,
KpRλps, ¨q}P bQps, ¨qq “ KpλRps, ¨q ` p1´ λqR1ps, ¨q}P bQps, ¨qq
ď λKpRps, ¨q}P bQps, ¨qq ` p1´ λqKpR1ps, ¨q}P bQps, ¨qq
ď λη ` p1´ λqη
“ η.
Thus Rλ P ΠηpP,Qq and we conclude that ΠηpP,Qq is convex.
Next we prove compactness. Note that as a subset of the compact set ΠpP,Qq we need only show
that ΠηpP,Qq is closed. Let tRnu Ă ΠηpP,Qq be a sequence converging to R P Rd2ˆd2 . By the
compactness of ΠpP,Qq, R P ΠpP,Qq. Now for any s P X ˆ Y , note that Rps, ¨q is absolutely
continuous with respect to P bQps, ¨q. This implies that, for every s1 P X ˆ Y ,
Rps, s1q log Rps, s
1q
P bQps, s1q ă 8,
where we let 0 logp0{0q “ 0. Then Kp¨}P bQps, ¨qq is continuous at Rps, ¨q and we have that
KpRps, ¨q}P bQps, ¨qq “ lim
nÑ8KpRnps, ¨q}P bQps, ¨qq ď η.
Thus R P ΠηpP,Qq and we conclude that ΠηpP,Qq is compact.
The next two lemmas relate to the choice of the regularization coefficient η.
Lemma E.4. For any η P p0, δ2{2q where δ “ miną0tP b Qps, s1q : s, s1 P X ˆ Yu, and Rη P
ΠηpP,Qq, there exists a ą 0 such that Rη ě aP bQ.
Proof. Fix η ą 0 and Rη P ΠηpP,Qq. Note that Rηps, s1q is zero whenever P b Qps, s1q is. If
not, then KpRps, ¨q}P b Qps, ¨qq is infinite for some s P X ˆ Y . Since we have assumed that
KpRps, ¨q}P b Qps, ¨qq ď η ă 8, we get a contradiction. Now by Pinsker’s inequality, for any
s P X ˆ Y ,
}Rηps, ¨q ´ P bQps, ¨q}8 ď }Rηps, ¨q ´ P bQps, ¨q}1 ď
b
2KpRηps, ¨q}P bQps, ¨qq.
Choosing η P p0, δ2{2q, where δ :“ miną0 tP bQps, s1q : s, s1 P X ˆ Yu, we obtain
}Rη ´ P bQ}8 “ max
s
}Rηps, ¨q ´ P bQps, ¨q}8 ă δ.
So for any s, s1 P X ˆ Y where P bQps, s1q ą 0,
Rηps, s1q ě P bQps, s1q ´ }Rη ´ P bQ}8 ą P bQps, s1q ´ δ ě 0.
As a result Rηps, s1q is zero whenever P bQps, s1q is. Then we may define
a :“ min
"
Rηps, s1q
P bQps, s1q : P bQps, s
1q ą 0
*
,
and note that by the arguments above, a ą 0. Then for every s, s1 P X ˆ Y ,
Rηps, s1q “ P bQps, s1q Rηps, s
1q
P bQps, s1q ě aP bQps, s
1q.
Since this holds for every s, s1 P X ˆ Y , we obtain Rη ě aP bQ.
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At this point, we have collected the results necessary to prove Proposition 5.1. In particular, Proposi-
tion 5.1 will hold if η P p0, δ2{2q where δ “ miną0tP b Qps, s1q : s, s1 P X ˆ Yu. However, our
proof of Proposition 5.3 relies on ensuring that ΠηpP px, ¨q, Qpy, ¨qq does not contain any boundary
points of bdpΠpP px, ¨q, Qpy, ¨qqq. Otherwise, solutions to the regularized problem may occur on the
extreme points of ΠpP px, ¨q, Qpy, ¨qq and the dual regularization coefficient ξpx,yq may be infinite.
We can avoid this problem by choosing η P p0,mintδ2{2, η0uq where η0 can informally be thought of
as the minimum KL-divergence among the boundary points of ΠpP px, ¨q, Qpy, ¨qq.
In what follows, let rip¨q denote the relative interior and bdp¨q denote the relative boundary. Formally,
for a set U Ă Rn, let Bmpuq Ă Rn be the open ball of radius m ą 0 centered at u P U , affpUq “
třki“1 λiui : uk1 Ă U ,řki“1 λi “ 1u, and clpUq denote the closure of U . Then ripUq “ tu P U :Dm ą 0 s.t. Bmpuq X affpUq Ă Uu and bdpUq “ clpUqz ripUq.
Lemma E.5. There exists η0 ą 0 such that, for any s P X ˆY and any r P bdpΠpP px, ¨q, Qpy, ¨qqq,
Kprp¨q}P bQps, ¨qq ě η0.
Proof. The proof follows from a continuity and compactness argument. Fix s P X ˆ Y . Note that
since ΠpP px, ¨q, Qpy, ¨qq is compact, bdpΠpP px, ¨q, Qpy, ¨qqq is as well. Since r ÞÑ Kprp¨q}P b
Qppx, yq, ¨qq is continuous on ΠpP px, ¨q, Qpy, ¨qq, we may define
η˚px,yq :“ min
rPbdpΠpP px,¨q,Qpy,¨qqq
Kprp¨q}P bQppx, yq, ¨qq.
As discussed in [12], P b Qppx, yq, ¨q P ripΠpP px, ¨q, Qpy, ¨qqq, so η˚px,yq ą 0. Then the result
follows by choosing η0 :“ mins ηs˚ .
We may now prove Proposition 5.1.
Proposition 5.1. Let P and Q be aperiodic and irreducible. Then for η small enough, every
R P ΠηpP,Qq is aperiodic and irreducible and thus has a unique stationary distribution λR P ∆d2 .
Moreover, there exist constants M ă 8 and α P p0, 1q such that for any t ě 1,
max
RPΠηpP,Qq
max
sPXˆY }R
tps, ¨q ´ λR}1 ďMαt.
Proof. Fix η P p0,mintδ2{2, η0uq, where δ “ miną0tP bQps, s1q : s, s1 P X ˆYu and η0 is defined
in Lemma E.5, and let R P ΠηpP,Qq. We begin by showing that R is aperiodic and irreducible.
By Lemma E.4, there exists a ą 0 such that R ě aP b Q. By Lemma E.2, P b Q is aperiodic
and irreducible, so by [26, Proposition 1.7], there exists k0 ě 1 such that pP bQqk ą 0 for every
k ě k0. Then Rk ě akpP bQqk ą 0 for every k ě k0 and it follows that R is irreducible. By [26,
Corollary 1.17], R has a unique stationary distribution λR P ∆d2 . Finally, for every s, s1 P X ˆ Y ,
gcdtk ě 1 : Rkps, s1q ą 0u “ gcdt..., k0, k0 ` 1, ...u “ 1 so R is aperiodic. As R P ΠηpP,Qq was
arbitrary, the first part of the proposition holds.
Next we prove the uniform convergence bound over ΠηpP,Qq with a continuity and compactness
argument. Keeping R P ΠηpP,Qq and k0 ě 1 fixed, one may easily show that Rk0 ą 0 implies
λR ą 0. Then we can define the function θ : ΠηpP,Qq Ñ p0, 1{2s such that
θpRq “ min
"
min
s,s1PXˆY
Rk0ps, s1q
λRps1q ,
1
2
*
.
Note that θp¨q ą 0 follows from the fact that Rk0 ą 0 for every R P ΠηpP,Qq. Following the
proof of [26, Theorem 4.9] and defining MR :“ 2{p1 ´ θpRqq and αR :“ p1 ´ θpRqq1{k0 , we
obtain maxs }Rtps, ¨q ´ λR}1 ď MRαtR for any t ě 1. Next, we wish to show that MR and αR
are continuous in R on ΠηpP,Qq. Since λR is continuous in R on the set of irreducible transition
matrices inRd2ˆd2 (see for example [37]), it follows that θpRq is continuous on ΠηpP,Qq. SinceMR
and αR depend continuously on θpRq in r0, 1q, they too are continuous in R on ΠηpP,Qq. Now by
Lemma E.3, ΠηpP,Qq is compact. Thus, maxRPΠηpP,QqMR ă 8 and maxRPΠηpP,Qq αR P p0, 1q.
Setting M :“ maxRPΠηpP,QqMR and α :“ maxRPΠηpP,Qq αR, we have
max
sPXˆY }R
tps, ¨q ´ λR}1 ďMαt,
for any t ě 1 and R P ΠηpP,Qq. Taking a maximum over R P ΠηpP,Qq, we obtain the result.
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F Complexity results
F.1 Complexity of fast policy evaluation
Proposition 5.2. Let P and Q be aperiodic and irreducible transition matrices, R P ΠηpP,Qq
and ε ą 0. Furthermore, let g P Rd2 and h P Rd2 be the gain and bias of R, respectively. Then
for appropriate choice of L and T , ApproxPEpR,L, T q yields pg˜, h˜q such that }g˜ ´ g}8 ď ε and
}h˜´ h}1 ď ε in O˜pd4 log ε´1q time.
Proof. Fix R P ΠηpP,Qq and ε ą 0. We remind the reader that g “ Rc and h “ ř8t“0Rtpc´ gq,
and that for integers L, T ě 1 to be chosen later,
g˜ “ p1{d2pRLcqJ1q1 and h˜ “
Tÿ
t“0
Rtpc´ g˜q.
Note that the expression for g˜ may also be written as
g˜ “
˜
1
d2
ÿ
s
RLps, ¨qc
¸
1.
We begin by studying the approximation error for h˜ by first considering the intermediate quantity
h1 :“ řTt“0Rtpc´ gq. By the triangle inequality,
}h˜´ h}1 ď }h˜´ h1}1 ` }h1 ´ h}1, (8)
so it suffices to control the two terms on the right hand side. Using Hölder’s inequality, it follows that
}h˜´ h1}1 “
››››› Tÿ
t“0
Rtpg˜ ´ gq
›››››
1
ď
Tÿ
t“0
››Rtpg˜ ´ gq››
1
ď d2
Tÿ
t“0
max
s
ˇˇ
Rtps, ¨qpg˜ ´ gqˇˇ
p˚qď d2
Tÿ
t“0
}g˜ ´ g}8
“ pT ` 1qd2}g˜ ´ g}8,
where (*) uses the fact that }Rtps, ¨q}1 “ 1 for every t ě 1 and s P X ˆ Y . Next we wish to bound
}h1 ´ h}1. Since RtR “ R for any t ě 1, we may write h and h1 as
h “
8ÿ
t“0
pRt ´Rqc and h1 “
Tÿ
t“0
pRt ´Rqc.
Moreover, since P and Q are aperiodic and irreducible, by our choice of η and Proposition 5.1, R is
aperiodic and irreducible with a unique stationary distribution λR P ∆d2 . By the Perron-Frobenius
theorem, Rps, ¨q “ λR for every s P X ˆ Y . Now by Hölder’s inequality and Proposition 5.1,
}h1 ´ h}1 “
››››› 8ÿ
t“T`1
pRt ´Rqc
›››››
1
ď
8ÿ
t“T`1
}pRt ´Rqc}1
ď d2
8ÿ
t“T`1
max
s
ˇˇpRtps, ¨q ´ λRqcˇˇ
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ď }c}8d2
ÿ
t“T`1
max
s
››Rtps, ¨q ´ λR››1
ď }c}8d2
8ÿ
t“T`1
Mαt
“M}c}8 α
T`1
1´ αd
2.
Thus by (8),
}h˜´ h}1 ď pT ` 1q}g˜ ´ g}8d2 `M}c}8 α
T`1
1´ αd
2. (9)
So in order to bound }h˜ ´ h}1, we require a bound on }g˜ ´ g}8. Using the fact that g˜ and g are
constant vectors, Hölder’s inequality and Proposition 5.1,
}g˜ ´ g}8 “
›››››
˜
1
d2
ÿ
s
RLps, ¨qc
¸
1´Rc
›››››8
“
ˇˇˇˇ
ˇ 1d2 ÿ
s
RLps, ¨qc´ λRc
ˇˇˇˇ
ˇ
ď 1
d2
ÿ
s
ˇˇpRLps, ¨q ´ λRqcˇˇ
ď 1
d2
ÿ
s
}c}8}RLps, ¨q ´ λR}1
ď 1
d2
ÿ
s
MαL}c}8
ďMαL}c}8.
Plugging this into (9),
}h˜´ h}1 ďMαL}c}8pT ` 1qd2 `M}c}8 α
T`1
1´ αd
2.
Then choosing
T ` 1 ě 1
logα´1
log
ˆ
2M}c}8d2ε´1
p1´ αq
˙
“ Oplog d` log ε´1q (10)
and
L ě log
`
2pT ` 1qM}c}8d2ε´1
˘
logα´1
“ Oplogplog d` log ε´1q ` log d` log ε´1q, (11)
we obtain }h˜´ h}1 ď ε. Note that for this choice of L, }g˜ ´ g}8 ď ε{2pT ` 1q. Since T ` 1 ě 1,
this implies that }g˜ ´ g}8 ď ε. So the error for g˜ is controlled at the desired level as well.
Now consider the cost of computing g˜ and h˜. Computing g˜ requires L multiplications of a vector
in Rd2 by R P Rd2ˆd2 , which takes OpLd4q time, followed by an inner product with 1 P Rd2 ,
multiplication with 1 P Rd2 and multiplication by 1{d2, each in Opd2q time. This requires OpLd4q `
Opd2q `Opd2q `Opd2q “ OpLd4q time. Letting L be the minimum integer satisfying (11), this
takes time
OpLd4q “ O `plogplog d` log ε´1q ` log d` log ε´1qd4˘ “ O˜pd4 log ε´1q.
On the other hand, given g˜, computing h˜ requires computing c´ g˜ P Rd2 in Opd2q operations then
multiplying by R P Rd2ˆd2 T ` 1 times in OpTd4q time. Finally, the sum may also be evaluated
in OpTd4q, requiring a total time of Opd2q ` OpTd4q ` OpTd4q “ OpTd4q. Letting T be the
minimum integer satisfying (10), this takes time
OpTd4q “ Opplog d` log ε´1qd4q “ O˜pd4 log ε´1q. (12)
In total, we find that ApproxPEpR,L, T q takes time
O˜pd4 log ε´1q ` O˜pd4 log ε´1q “ O˜pd4 log ε´1q.
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F.2 Complexity of entropic policy improvement
Next we aim to prove Proposition 5.3, showing that ApproxPI returns an improved transition coupling
with error bounded by ε ą 0 in O˜pd4ε´4q time. Recall that ApproxPI improves policies by solving
d2 entropy-regularized OT transport problems, calling the ApproxOT algorithm [1] for each problem.
Before we can prove Proposition 5.3, we must analyze the computational complexity of ApproxOT.
In the following discussion as well as Lemmas F.1 and F.2, we find it most convenient to adopt
the notation of [1]. Thus, we fix two probability vectors r P ∆m and c P ∆n, a non-negative cost
matrix C P Rmˆn` , a regularization parameter ξ ą 0, and an error tolerance ε ą 0. For vectors
in Rm or Rn and matrices in Rmˆn, we temporarily drop the double-indexing convention, using
subscripts instead to denote elements (i.e. ui and Xij). Finally, for a coupling X P Πpr, cq, let
HpXq “ ´řij Xij logXij be the Shannon entropy.
Recall that the entropic OT problem is defined as,
minimize xX,Cy ´ 1
ξ
HpXq subject to X P Πpr, cq. (13)
In [9], Cuturi showed that solutions to (13) have a computationally convenient form. Namely, if X˚ξ P
Πpr, cq is the solution to (13), then it is unique and can be written as X˚ξ “ diagpeu
˚qK diagpev˚q
for some u˚ P Rm and v˚ P Rn, where K “ e´ξC . As a result, (13) can be formulated as a matrix
scaling problem and solved using Sinkhorn’s algorithm [38].
Algorithm 7: ApproxOT
Result: Optimal coupling
Data: r, c, C, ξ, ε
/* Subset to positive elements */
RÐ ti : ri ą 0u, C Ð tj : cj ą 0u
S Ð Rˆ C, r˜ Ð rR, cÐ cC
/* Set parameters */
J Ð 4 log n}CS}8{ε´ log minijtr˜i, c˜ju
ε1 Ð ε2{8J
K Ð expp´ξCSq
/* Approximate Sinkhorn projection */
X 1 Ð SinkhornpK, r˜, c˜, ε1q
/* Round to feasible coupling */
X 1 Ð RoundpX 1,Πpr˜, c˜qq
/* Replace zeroes */
Xˆ Ð 0dˆd, XˆS Ð X 1
return Xˆ
Algorithm 8: Sinkhorn
Result: Approximate Sinkhorn projection
Data: K, r, c, ε1
k Ð 0
X0 Ð K{}K}1, u0 Ð 0, v0 Ð 0
while }Xk1´ r}1 ` }XJk 1´ c}1 ą ε1 do
k Ð k ` 1
if k odd then
rk Ð Xk1
ui Ð logpri{rki q for i P rns
uk Ð uk´1 ` u, vk Ð vk´1
else
ck Ð XJk 1
vj Ð logpcj{ckj q for j P rns
vk Ð vk´1 ` v, uk Ð uk´1
Xk Ð diagpeukqK diagpevkq
return Xk
Algorithm 9: Round
Result: Feasible coupling
Data: F,Πpr, cq
r1 Ð F1
X Ð diagpxq with xi “ ri{r1i ^ 1
F 1 Ð XF
c1 Ð pF 1qJ1
Y Ð diagpyq with yj “ cj{c1j ^ 1
F 2 Ð F 1Y
r2 Ð F 21, c2 Ð pF 2qJ1
errr Ð r ´ r2, errc Ð c´ c2
return F 2 ` errr errJc {} errr }1
More recent work [1] introduced the ApproxOT algo-
rithm (Algorithm 7), which combines Sinkhorn’s algo-
rithm with a rounding step to obtain an approximate
solution to the OT problem. In particular, ApproxOT
runs Sinkhorn (Algorithm 8) to obtain a coupling of
the form X 1 “ diagpeu1qK diagpev1q P Πpr1, c1q, where
}r´ r1}1` }c´ c1}1 ď ε, then applies Round (Algorithm
9) to X 1 to obtain Xˆ P Πpr, cq. ApproxOT was originally
intended for approximating the OT cost, but we use it to ap-
proximate the regularized optimal coupling X˚ξ P Πpr, cq.
In particular, we wish to show that for appropriate choice
of parameters, ApproxOT yields a coupling Xˆ P Πpr, cq
such that }Xˆ´X˚ξ }1 ď ε in O˜pmnε´4q time. To the best
of our knowledge, this result has not appeared in the literature. So we state and prove it in Lemma
F.1.
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Note that ApproxOT was originally defined for fully-supported marginal probability vectors pr, c ą 0q.
However, this will not always be the case in Algorithm 5. In particular, transition couplings may be
sparse, even when P and Q are strictly positive. Thus we add an extra step to ApproxOT that subsets
the quantities of interest to their positive entries. For an index set I and a vector / matrix A we let AI
denote the subvector / matrix that retains only elements with indices contained in I.
Lemma F.1. Let r P ∆m and c P ∆n have all positive entries, C P Rmˆn` , ξ ą 0 and ε P p0, 1q.
Then ApproxOTpr, c, C, ξ, εq (Algorithm 7) returns a coupling Xˆ P Πpr, cq such that }Xˆ´X˚ξ }1 ď ε,
where X˚ξ P argminXPΠpr,cqxX,Cy ´ 1{ξHpXq, in time O˜pmnε´4ξ}C}8pξ2}C}28 ` plog b´1q2qq
where b “ minijtri, cju.
Proof. Let ε1 ą 0, K “ e´ξC , X 1 P ∆mˆn be the output of SinkhornpK, r, c, ε1q and Xˆ P Πpr, cq
be the output of RoundpX 1,Πpr, cqq. By the triangle inequality,
}Xˆ ´X˚ξ }1 ď }Xˆ ´X 1}1 ` }X 1 ´X˚ξ }1. (14)
We will first describe how to control the second term on the right hand side. By Pinsker’s inequality,
}X 1 ´X˚ξ }21 ď 2KpX˚ξ }X 1q, so it suffices to bound the KL-divergence between the two couplings.
From Lemma 2 of [9] that X˚ξ “ diagpeu
˚qK diagpev˚q for some u˚ P Rm, v˚ P Rn, and
K “ e´ξC . By construction we also have X 1 “ diagpeu1qK diagpev1q for some u1 P Rm and
v1 P Rn. Now rewriting the KL-divergence,
KpX˚ξ }X 1q “
ÿ
ij
X˚ξ,ij logX
˚
ξ,ij ´
ÿ
ij
X˚ξ,ij logX
1
ij
“
ÿ
ij
X˚ξ,ij
`
ui˚ ` vj˚ ´ ξCij
˘´ÿ
ij
X˚ξ,ij
`
u1i ` v1j ´ ξCij
˘
“
ÿ
ij
X˚ξ,ijpui˚ ´ u1iq `
ÿ
ij
X˚ξ,ijpvj˚ ´ v1jq
“
ÿ
i
pui˚ ´ u1iq
ÿ
j
X˚ξ,ij `
ÿ
j
pvj˚ ´ v1jq
ÿ
i
X˚ξ,ij
“
ÿ
i
pui˚ ´ u1iqri `
ÿ
j
pvj˚ ´ v1iqcj
“ xu˚ ´ u1, ry ` xv˚ ´ v1, cy.
Writing ψpu, vq “ x1,diagpeuqK diagpevq1y ´ xu, ry ´ xv, cy for the objective of the dual entropic
OT problem [13], we immediately see that
ψ˜pu1, v1q :“ ψpu1, v1q ´ ψpu˚, v˚q “ xu˚ ´ u1, ry ` xv˚ ´ v1, cy.
Now let r1 and c1 be the row and column marginals of X 1, respectively. Using the two previous
displays and applying the upper bound from [13, Lemma 2], we obtain
KpX˚ξ }X 1q “ ψ˜pu, vq ď J
`}r1 ´ r}1 ` }c1 ´ c}1˘ ,
where J “ ξ}C}8 ´ log minijtri, cju. For ease of notation, we will let b :“ minijtri, cju. Now by
[1, Theorem 2] and the fact that each iteration of Sinkhorn takesOpmnq time, SinkhornpK, r, c, ε1q
returns a coupling with X 1 P Πpr1, c1q satisfying }r1´r}1`}c1´ c}1 ď ε1 inOpmnpε1q´2 logps{`qq
time where s “ řij Kij and ` “ minij Kij . As C is non-negative, s “ řij e´ξCij ď řij 1 “
mn. Furthermore, ` “ e´ξ}C}8 so we get a total runtime of Opmnpε1q´2plogmn ` ξ}C}8qq “
O˜pmnpε1q´2ξ}C}8q. Now choosing ε1 “ ε2{8J , we have
}X 1 ´X˚ξ }1 ď
a
2Jp}r1 ´ r}1 ` }c1 ´ c}1q ď
?
2Jε1 “a2Jε2{8J “ ε{2.
Since ε1 “ ε2{8J , the runtime becomes
O˜pmnpε1q´2ξ}C}8q “ O˜pmnpε2{8Jq´2ξ}C}8q
“ O˜pmnε´4ξ}C}8J2q
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“ O˜pmnε´4ξ}C}8pξ}C}8 ´ log bq2q
“ O˜pmnε´4ξ}C}8pξ2}C}28 ` plog b´1q2qq.
Now we must bound }Xˆ ´X 1}1. By [1, Lemma 7], Algorithm 9 returns Xˆ satisfying
}Xˆ ´X 1}1 ď 2p}r1 ´ r}1 ` }c1 ´ c}1q,
inOpmnq time. So it suffices to check that }r1´r}1`}c1´c}1 ď ε1 “ ε2{8J is enough to guarantee
that }Xˆ ´X 1}1 ď ε{2. This will follow immediately from }Xˆ ´X 1}1 ď 2ε1 “ ε2{4J ď ε{2J if we
can establish that J ě 1. To see this, first note that b “ mini,jtri, cju ď 1{pm_ nq. This implies
that ´ log b ě logpm_ nq and since ξ ą 0,
J “ ξ}C}8 ´ log b ě ´ log b ě logpm_ nq ě 1,
assuming that m _ n ą 2. If m _ n “ 2, then one can check that letting ε1 “ ε2 log 2{8J
is enough to obtain the desired bounds without affecting the computational complexity. Thus
by (14), we obtain }Xˆ ´ X˚ξ }1 ď ε in time O˜pmnε´4ξ}C}8pξ2}C}28 ` plog b´1q2q ` mnq “
O˜pmnε´4ξ}C}8pξ2}C}28 ` plog b´1q2qq.
Next, we prove a simple lemma regarding the solutions of the unregularized OT problem. Let } ¨ }F
denote the Frobenius norm on matrices in Rmˆn.
Lemma F.2. Let r P ∆m, c P ∆n, C P Rmˆn` and consider the OT problem
minimize xX,Cy subject to X P Πpr, cq. (15)
Then either the independent coupling Xind :“ r b c is a solution to (15) or every solution to (15) lies
in bdpΠpr, cqq.
Proof. For the sake of contradiction, suppose that Xind is not a solution and there exists X P
ripΠpr, cqq which is a solution to (15). Since X P ripΠpr, cqq, there exists λ ą 0 such that Xλ :“
X ` λd P Πpr, cq, where d “ pX ´ Xindq{}X ´ Xind}F . Since Xind is not a solution to (15),
xX,Cy ă xXind, Cy. This implies that xd,Cy ă 0. Then
xXλ, Cy “ xX ` λd,Cy “ xX,Cy ` λxd,Cy ă xX,Cy.
Thus X is not a solution to (15) and we have a contradiction.
Now we can proceed to the proof of Proposition 5.3.
Proposition 5.3. Let P and Q be aperiodic and irreducible, h P Rd2 and ε ą 0. Then there exist
finite constants pξsq such that ApproxPIph, pξsq, εq returns Rˆ P ΠpP,Qq with maxs }Rˆps, ¨q ´
R˚ps, ¨q}1 ď ε for some R˚ P argminR1PΠηpP,QqR1h in O˜pd4ε´4q time.
Proof. Fix h P Rd2 and ε ą 0. Without loss of generality, assume that h is non-negative. Otherwise,
one can consider the modified bias h` }h}81. Since we are interested in optimal couplings with
respect to h rather than expected cost and }h`}h}81}8 “ Op}h}8q, this has no effect on the output
of ApproxOT or the computational complexity. Now, in order to analyze the complexity of ApproxPI,
we must first analyze the complexity of ApproxOT. Fix s “ px, yq P X ˆ Y and, after removing
points outside of the supports of P px, ¨q and Qpy, ¨q, consider the OT problem for marginals P px, ¨q
and Qpy, ¨q and cost h,
minimize xr, hy subject to r P ΠpP px, ¨q, Qpy, ¨qq. (16)
By Lemma F.2, either P b Qppx, yq, ¨q is a solution to (16) (for example if h is constant) or any
solution to (16) must be on the relative boundary of ΠpP px, ¨q, Qpy, ¨qq. First consider the case that
P bQppx, yq, ¨q is a solution to (16). Then it is also a solution to the primal entropy-regularized OT
problem,
minimize xr, hy subject to r P ΠηpP px, ¨q, Qpy, ¨qq. (17)
Choosing ξs “ 0, one may show that ApproxOTpP px, ¨qJ, Qpy, ¨qJ, h, ξs, εq returns P bQppx, yq, ¨q
in two Sinkhorn iterations, requiring a total of Opd4q time. Now consider the case that ev-
ery solution to (16) lies in bdpΠpP px, ¨q, Qpy, ¨qqq. By our choice of η, ΠηpP px, ¨q, Qpy, ¨qq X
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bdpΠpP px, ¨q, Qpy, ¨qqq “ H, so the minimum of (16) is strictly less than the minimum of (17).
Then by [12, Theorem 15], there exist ξs ă 8 and rs˚ P ΠηpP px, ¨q, Qpy, ¨qq such that rs˚ is a unique
solution to both (17) and the dual entropy-regularized OT problem
minimize xr, hy ´ 1
ξs
Hprq subject to r P ΠpP px, ¨q, Qpy, ¨qq. (18)
By Lemma F.1, ApproxOTpP px, ¨qJ, Qpy, ¨qJ, h, ξs, εq returns rˆs P ΠpP px, ¨q, Qpy, ¨qq such that
}rˆs ´ rs˚ }1 ď ε in O˜pd2ε´4q time.
Now we may analyze the error and computational complexity of ApproxPIph, pξsq, εq. Calling
ApproxOTpP px, ¨qJ, Qpy, ¨qJ, h, pξsq, εq for every s “ px, yq, we obtain Rˆ P ΠpP,Qq, where
Rˆps, ¨q “ rˆsp¨q, in d2O˜pd2ε´4q “ O˜pd4ε´4q time. Then defining R˚ P ΠηpP,Qq such that
R˚ps, ¨q “ rs˚ p¨q if ξs ą 0 and R˚ps, ¨q “ P bQps, ¨q otherwise,
max
s
}Rˆps, ¨q ´R˚ps, ¨q}1 “ max
s
}rˆs ´ rs˚ }1 ď ε,
by construction. This concludes the proof.
G Existence of solutions
In this appendix, we prove that solutions to the OTC and constrained OTC problems exist via
continuity and compactness arguments. For a metric space U and a sequence of Borel probability
measures tµnu ĂMpUq, we say that µn converges weakly to µ PMpUq, denoted by µn ñ µ, if
for every continuous and bounded function f : U Ñ R, ş f dµn Ñ ş f dµ. A set Π ĂMpUq is said
to be relatively compact if every sequence in Π contains a weakly convergent subsequence. Π is said
to be tight if for every ε ą 0, there exists a compact set K Ă U such that µpKq ą 1´ ε for every
µ P Π. Tightness and relative compactness are related by Prohorov’s theorem which states that if U
is a separable metric space, Π ĂMpUq is tight if and only if its closure is relatively compact. Note
that pX ˆ YqN is complete and separable when equipped with the metric
dppx1,y1q, px2,y2qq “
8ÿ
k“0
2´kδppx1k, y1kq ‰ px2k, y2kqq.
Finally, we remark that since c : X ˆ Y Ñ R` is continuous and bounded, c˜px,yq “ cpx0, y0q is as
well.
G.1 Existence for the OTC problem
We begin by proving that ΠTCpP,Qq is relatively compact.
Lemma G.1. ΠTCpP,Qq is relatively compact.
Proof. By [41, Lemma 4.4], ΠpP,Qq is tight. Since ΠTCpP,Qq Ă ΠpP,Qq, ΠTCpP,Qq is tight as
well. Thus by Prohorov’s theorem, the closure of ΠTCpP,Qq is relatively compact. So we need
only prove that ΠTCpP,Qq is closed. Take a sequence tpinu Ă ΠTCpP,Qq such that pin ñ pi P
MppX ˆ YqNq. Since ΠpP,Qq is relatively compact [41], pi P ΠpP,Qq. Then it suffices to prove
that pi is stationary, Markov, and has a transition matrix that satisfies the transition coupling property.
We begin by proving that pi is stationary. Let σ : pX ˆYqN Ñ pX ˆYqN be the left-shift map defined
for every px,yq P pX ˆ YqN by σpx,yq “ px81 , y81 q. Then stationarity of any µ PMppX ˆ YqNq
is defined by µ “ µ ˝ σ´1. Since each pin is stationary, pin “ pin ˝ σ´1. Noting that σ is continuous,
the continuous mapping theorem implies that pin ˝ σ´1 ñ pi ˝ σ´1, so pin ñ pi ˝ σ´1. Since weak
limits are unique, we conclude that pi “ pi ˝ σ´1 and pi is stationary.
Next we prove that pi is Markov. Since X ˆ Y is finite, for any cylinder set rsk0s “ tpx,yq P
pX ˆ YqN : pxj , yjq “ sj , 0 ď j ď ku, pinprsk0sq Ñ piprsk0sq. Then
pinprs0 ¨ ¨ ¨ sksq
pinprs0 ¨ ¨ ¨ sk´1sq Ñ
piprs0 ¨ ¨ ¨ sksq
piprs0 ¨ ¨ ¨ sk´1sq and
pinprsk´1sksq
pinprsk´1sq Ñ
piprsk´1sksq
piprsk´1sq , (19)
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where we let 0{0 “ 0. But since pin is Markov for each n ě 1,
pinprs0 ¨ ¨ ¨ sksq
pinprs0 ¨ ¨ ¨ sk´1sq “
pinprsk´1sksq
pinprsk´1sq .
As a result, piprs0 ¨ ¨ ¨ sksq{piprs0 ¨ ¨ ¨ sk´1sq “ piprsk´1sksq{piprsk´1sq. Thus, pi is Markov.
Now, we need only show that pi satisfies the transition coupling property. Letting Rn and R denote
the transition matrices of pin and pi, respectively, (19) implies that Rnps, s1q Ñ Rps, s1q for every
s, s1 P X ˆ Y . Then for any px, yq P X ˆ Y and y1 P Y ,ÿ
x1
Rnppx, yq, px1, y1qq Ñ
ÿ
x1
Rppx, yq, px1, y1qq. (20)
But as Rn P ΠpP,Qq, řx1 Rnppx, yq, px1, y1qq “ Qpy, y1q and it follows thatř
x1 Rppx, yq, px1, y1qq “ Qpy, y1q. Employing a similar argument to the other marginal of R, one
may show that in fact R P ΠpP,Qq. Therefore, pi P ΠTCpP,Qq and we conclude that ΠTCpP,Qq is
relatively compact.
Proposition G.1. The OTC problem (2) has a solution.
Proof. Let tpinu Ă ΠTCpP,Qq be a sequence such thatż
c˜ dpin Ñ inf
piPΠTCpP,Qq
ż
c˜ dpi.
By Lemma G.1, ΠTCpP,Qq is relatively compact. Thus, there exists a subsequence tpinku such that
pink ñ pi˚ for some pi˚ P ΠTCpP,Qq. Since c˜ is continuous and bounded,ż
c˜ dpi˚ “ lim
kÑ8
ż
c˜ dpink “ inf
piPΠTCpP,Qq
ż
c˜ dpi.
Thus pi˚ is an optimal solution for Problem (2).
G.2 Existence for the constrained OTC problem
Again, we begin by showing that ΠηTCpP,Qq is relatively compact.
Lemma G.2. For any η ě 0, ΠηTCpP,Qq is relatively compact.
Proof. Let tpinu Ă ΠηTCpP,Qq be a sequence such that pin ñ pi PMppX ˆ YqNq. By Lemma E.3,
ΠTCpP,Qq is relatively compact so pi P ΠTCpP,Qq. Letting R be the transition matrix of pi, we
need only show that R P ΠηpP,Qq. Letting Rn be the transition matrix of pin, it follows from (20)
that Rn Ñ R. Using the weak lower semicontinuity of the KL-divergence, for every s P X ˆ Y ,
KpRps, ¨q}P bQps, ¨qq ď lim inf
nÑ8 KpRnps, ¨q}P bQps, ¨qq ď η.
Therefore, R P ΠηpP,Qq and we find that pi P ΠηTCpP,Qq. Thus, we conclude that ΠηTCpP,Qq is
relatively compact.
Proposition G.2. For any η ą 0, the constrained OTC problem (4) has a solution.
Proof. Let tpinu Ă ΠηTCpP,Qq be a sequence such thatż
c˜ dpin Ó inf
piPΠηTCpP,Qq
ż
c˜ dpi.
By Lemma G.2, ΠηTCpP,Qq is relatively compact. So there exists a subsequence tpinku such that
pink ñ pi˚ for some pi˚ P ΠηTCpP,Qq. Since c˜ is continuous and bounded,ż
c˜ dpi˚ “ lim
kÑ8
ż
c˜ dpink “ inf
piPΠηTCpP,Qq
ż
c˜ dpi.
Thus pi˚ is an optimal solution for Problem (4).
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H Reducible transition coupling of irreducible chains
In this appendix, we provide an example showing that a transition coupling of two irreducible
transition matrices is not necessarily irreducible. Let
P “
« 0 1 2
0 0.25 0.25 0.50
1 0.25 0.25 0.50
2 0.25 0.25 0.50
ff
and Q “
« 0 1 2
0 0.25 0.25 0.50
1 0.25 0.25 0.50
2 0.50 0.25 0.25
ff
.
Both P and Q are clearly irreducible, but the following transition coupling of P and Q is reducible:
R “
»——————————–
p0,0q p0,1q p0,2q p1,0q p1,1q p1,2q p2,0q p2,1q p2,2q
p0,0q 0 0.25 0 0.25 0 0 0 0 0.50
p0,1q 0 0 0.25 0 0 0.25 0.25 0.25 0
p0,2q 0 0 0.25 0.25 0 0 0.25 0.25 0
p1,0q 0.25 0 0 0 0 0.25 0 0.25 0.25
p1,1q 0 0 0.25 0.25 0 0 0 0.25 0.25
p1,2q 0 0.25 0 0 0 0.25 0.50 0 0
p2,0q 0 0.25 0 0.25 0 0 0 0 0.50
p2,1q 0.25 0 0 0 0 0.25 0 0.25 0.25
p2,2q 0 0.25 0 0 0 0.25 0.50 0 0
fiffiffiffiffiffiffiffiffiffiffifl
.
I Details of simulation study
In our experiments, we set ξs “ ξ P t75, 100, 200u for all s P X ˆ Y . For each choice of
ξ P t75, 100, 200u and d P t10, 20, ..., 100u, we ran 5 simulations. In each simulation, elements of
the cost matrix were drawn iid from a Np0, 1q distribution, then an absolute value was applied and
the matrix was divided by its maximum element so that }c}8 “ 1. Elements of P and Q were drawn
from a uniform distribution on the interval, r0, 1s. In order to ensure that the rows summed to one,
we normalized each row, v P Rd2` , as
vpsq ÞÑ e
0.1vpsqř
s1 e
0.1vps1q ,
for each s P X ˆ Y . In all experiments, we used L “ 100 and T “ 1000 as we found no added
benefit to increasing either. For each choice of ξ, we use the following number of Sinkhorn iterations:
ξ Sinkhorn iterations
75 50
100 100
200 200
Letting R˚ P ΠpP,Qq be the output of ExactOTC and Rˆ P ΠpP,Qq be the output of
FastEntropicOTC, the quantity that is reported as the “error" is defined by taking the differ-
ence between the expected costs, cRˆ ´ cR˚ . Simulations were programmed in Matlab and plots
were made in R. For ApproxOT and related OT algorithms, we used the implementation found at
https://github.com/JasonAltschuler/OptimalTransportNIPS17. All code will be made
available online upon publication.
Broader impact
Optimal transport has been used in several applications including image analysis and generation,
domain adaptation, modeling cell development, and embedding natural language. Our work extends
the optimal transport problem to a setting in which the objects of interest are stationary Markov chains
Markov chains can be used for modeling a variety of phenomena including population dynamics,
gene sequences, text, and music. We anticipate that our work can be applied to problems arising in
these areas.
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