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Abstract
The theory of Wilson loops for gauge theories with unitary gauge groups is formulated in the
language of symmetric functions. The main objects in this theory are two generating functions,
which are related to each other by the involution that exchanges an irreducible representation
with its conjugate. Both of them contain all information about the Wilson loops in arbitrary rep-
resentations as well as the correlators of multiply-wound Wilson loops. This general framework
is combined with the results of the Gaussian matrix model, which calculates the expectation
values of 1/2-BPS circular Wilson loops in N = 4 Super-Yang-Mills theory. General, explicit,
formulas for the connected correlators of multiply-wound Wilson loops in terms of the traces
of symmetrized matrix products are obtained, as well as their inverses. It is shown that the
generating functions for Wilson loops in mutually conjugate representations are related by a
duality relation whenever they can be calculated by a Hermitian matrix model.
1 Introduction
Wilson loops contain a lot of information about the dynamics of gauge theories and are important
probes of non-perturbative physics. For example, in non-Abelian gauge theories, they can serve as
an order parameter for confinement. Therefore, one is interested in theoretical tools and methods
that allow to calculate Wilson loops exactly or as asymptotic 1/N -expansions, beyond the planar
approximation [1–3]. In the past two decades, holographic dualities [4–6], integrability [7] and
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localization techniques [8, 9] have provided a wealth of new solutions, in particular for highly
symmetric loop configurations in supersymmetric gauge theories. A paradigmatic case is the case
of 12 -BPS circular Wilson loops in N = 4 Super-Yang-Mills theory with gauge group U(N) or
SU(N). On the one hand, the holographic dual fully captures the planar approximation in the limit
of large ’t Hooft coupling λ [10–15], and a lot of effort has been dedicated to obtain corrections
in 1/λ [16–29]. On the other hand, localization reduces the calculation of the Wilson loops to
the solution of a Gaussian matrix model [30–34], which, in principle, is exact in both, λ and N
and provides an easier path to an asymptotic 1/N -expansion [35–41]. Wilson loops in N = 4
Super-Yang-Mills theory with fewer symmetries have been studied, e.g., in [42–46].
Localization can be applied more generally in N = 2 Super-Yang-Mills theories. Interested
readers are referred to the recent paper [47] and references therein.
The purpose of this paper is to further develop a recent result [48], which relates the connected
correlators of multiply-wound Wilson loops in N = 4 Super-Yang-Mills theory [40] to the exact
solution of the corresponding Hermitian matrix model. This relation was worked out explicitly
in [40] for the connected n-loop correlators with n ≤ 4 and was generalized in [48] to any n by
recognizing the combinatorical pattern. In [48], it was conjectured that the relation has a deeper,
group-theoretical, origin. It will be shown here that this is indeed true. To achieve this goal,
it turns out to be most natural and effective to employ the framework of symmetric functions.
Symmetric functions have already been used in the matrix model solution of the 1/2-BPS Wilson
loops in general representations [34]. However, the generality of this framework does not seem to be
widely appreciated. In fact, it allows to define the generating function(s) for Wilson loops in general
representations, which will be done following the nice account of [49]. The framework of symmetric
functions can also be translated to the languages of bosons or fermions in two dimensions [49],
which have their analogues in the context of matrix models.
The rest of the paper is organized as follows. In Section 2, the generating functions are defined,
which contain all information on the expectation values of Wilson loops in arbitrary representations
as well as the correlators of multiply-wound Wilson loops. Moreover, the connected correlators are
defined. The general framework is related, in Section 3, to the results of the Gaussian matrix model
that evaluates, by localization, the 1/2-BPS Wilson loops of N = 4 SYM theory. This will result
in explicit formulas for the connected correlators of multiply-wound Wilson loops in terms of the
traces of symmetrized matrix products, and vice versa. Finally, Section 4 contains some concluding
comments.
Before starting, let us briefly introduce some notation. A partition λ ⊢ n is a weakly increasing
(or weakly decreasing) set of positive integers λi (i = 1, 2, . . .) such that
∑
i λi = |λ| = n. The
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cardinality of λ is denoted by l(λ). Often, the notation λ =
∏
i i
ai is used, meaning that λ contains
the integer i ai times. A partition λ specifies the cycle type of a permutation and thus defines a
conjugacy class Cλ of the permutation group Sn. Defining the centralizer size by
zλ =
∏
i
(ai! i
ai) , (1.1)
we have that |Cλ| = |λ|!/zλ is the size of the conjugacy class, i.e., the number of permutations of
cycle type λ.
Symmetric functions are crucial in this paper. Readers not familiar with them should consult
a standard reference such as [50] or the lecture notes [51]. Let en, hn, and pn be the elementary,
complete homogeneous and power-sum polynomials of degree n, respectively. For a ∈ {e, h, p},
given a partition λ, we define aλ =
∏
i aλi . These functions form bases of symmetric functions
(on some countably infinite alphabet). There are three additional classical bases, the basis of
monomials, mλ, the Schur basis, sλ, and the “forgotten” basis, fλ. Their role is captured best
by considering the Hall inner product, 〈·, ·〉, or the Cauchy kernel. The monomial basis is the
adjoint of the complete homogeneous basis, 〈mλ, hν〉 = δλν , the forgotten basis is the adjoint of
the elementary basis, 〈fλ, eν〉 = δλν , whereas the power-sum basis and the Schur basis satisfy
〈pλ, pν〉 = zλδλν and 〈sλ, sν〉 = δλν , respectively. The Schur functions are related to the monomials
by the Kostka matrix [50].1
2 Wilson loop generating functions
This section will follow the account of [49]. Consider a gauge theory with gauge group U(N) or
SU(N). We are interested in the expectation value of a Wilson loop in an arbitrary irreducible
representation of the gauge group, expressed in terms of symmetric polynomials. The irreducible
representations are uniquely labelled by partitions λ, and their characters are given by the Schur
polynomials.
To start, let U be the holonomy of the gauge connection for a single Wilson loop, an “open”
Wilson loop, so to say. To use the language of symmetric polynomials, take U diagonal, U =
diag(u1, u2, . . .) and denote by u = (u1, u2, . . .) the alphabet of its eigenvalues.
2 It is obvious that
1The Kostka matrix was used in [34] to obtain the Wilson loops in irreducible representations (Schur basis) from
the matrix model solution (monomial basis), but we will not use it here.
2We will formally consider a countably infinite set of diagonal entries, almost all of which are zero.
3
the n-fold multiply-wound Wilson loop
TrUn =
∑
i
uni = pn(u) (2.1)
is given by the power-sum symmetric polynomial of degree n in the eigenvalues. Furthermore, we
introduce an alphabet of real numbers y = (y1, y2, . . .) and define the two generating functions
3
E(y) =
∏
i,j
(1 + yiuj) , H(y) =
∏
i,j
1
1− yiuj
. (2.2)
Expanding these as formal power series in y and u yields
E(y) =
∑
λ
eλ(y)mλ(u) , H(y) =
∑
λ
hλ(y)mλ(u) . (2.3)
The sums are over all partitions λ. Obviously, the generating functions satisfy E(y)H(−y) = 1.
By the Cauchy identity [50], we can express the generating functions in the Schur basis,
E(y) =
∑
λ
sλ(y)sλ′(u) , H(y) =
∑
λ
sλ(y)sλ(u) , (2.4)
where
sλ(u) = Trλ(U) (2.5)
is, by definition, the Wilson loop in the irreducible representation λ. Moreover, λ′ is the represen-
tation conjugate to λ, obtained by taking the transpose Young diagram.
Starting from (2.2), a short calculation shows that
lnH(y) =
∞∑
n=1
1
n
pn(y)pn(u) . (2.6)
Then, exponentiating (2.6) yields
H(y) =
∑
λ
1
zλ
pλ(y)pλ(u) , (2.7)
where we recognize in the power-sum functions pλ(u) the products of multiply-wound Wilson loops
pλ(u) =
l(λ)∏
i=1
pλi(u) =
l(λ)∏
i=1
TrUλi . (2.8)
3H(y) is the Cauchy kernel. It is also known as the Ooguri-Vafa operator [52]. E(y) is the image of H(y) under
the involution that exchanges the elementary and the complete functions, as will become evident in (2.3).
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Similarly, from lnE(y) = − lnH(−y) we get
E(y) =
∑
λ
(−1)l(λ)
zλ
pλ(−y)pλ(u) . (2.9)
Taking expectation values of the equations above, we obtain the following relations
Z(y) = 〈H(y)〉 =
∑
λ
hλ(y) 〈mλ(u)〉 (2.10a)
=
∑
λ
sλ(y) 〈sλ(u)〉 (2.10b)
=
∑
λ
1
zλ
pλ(y) 〈pλ(u)〉 , (2.10c)
and
Z ′(y) = 〈E(y)〉 =
∑
λ
eλ(y) 〈mλ(u)〉 (2.11a)
=
∑
λ
sλ(y) 〈sλ′(u)〉 (2.11b)
=
∑
λ
(−1)l(λ)
zλ
pλ(−y) 〈pλ(u)〉 . (2.11c)
Therefore, Z(y) and Z ′(y) are generating functions for the expectation values of Wilson loops in any
irreducible representation, 〈sλ(u)〉, for the correlators of multiply-wound Wilson loops, 〈pλ(u)〉, and
also for the Wilson loop expectation value in monomial representations, 〈mλ(u)〉. We note that Z(y)
and Z ′(y) are completely equivalent. Expanded in the Schur basis, they generate the Wilson loops
in the irreducible representations conjugate to each other. Another observation is that they contain
all information on the Wilson loops, because the Schur functions (or the power-sum funtions or the
monomial functions) form a complete basis of symmetric functions. For example, the correlator
of two Wilson loops in irreducible representations λ and ν can be decomposed according to the
Littlewood-Richardson rule [50]
〈sλ(u)sν(u)〉 =
∑
µ
cµλ,ν 〈sµ(u)〉 . (2.12)
Finally, we define the connected correlators of multiply-wound Wilson loops by taking the
5
logarithms of Z and Z ′4
W (y) = lnZ(y) =
∑
λ
1
zλ
pλ(y) 〈pλ(u)〉conn , (2.13)
W ′(y) = lnZ ′(y) =
∑
λ
(−1)l(λ)
zλ
pλ(−y) 〈pλ(u)〉conn . (2.14)
Taking y = (z, 0, 0, . . .),W (y) andW ′(y) reduce to the generating functions of the totally symmetric
and totally anti-symmetric Wilson loops, respectively.
3 BPS Wilson loops in N = 4 SYM theory
Localization maps the calculation of BPS Wilson loops, in the case of N = 2 theories, to the
solution of a matrix model [8]. The case of 1/2-BPS circular Wilson loops in N = 4 SYM is
particularly simple, because the matrix model is Gaussian. Considering Z ′(y), we have to calculate
Z ′(y) =
〈∏
i
det
(
1 + yi e
X
)〉
mm
. (3.1)
We refer the reader to [34,39,40] for details of the matrix model and the calculation. The solution,
in the case of the gauge group U(N), is
Z ′(y) = det
[
∞∑
n=0
en(y)An
]
, (3.2)
with an N ×N matrix An, the expression of which can be found in [40,48]. In what follows, we will
not need An explicitly, but we shall derive general formulas that relate the connected correlators
of multiply-wound Wilson loops to the traces of symmetrized products of the matrices An.
First, take the logarithm of (3.2), which yields after some calculation5
W ′(y) =
∑
λ
eλ(y)
(−1)l(λ)−1
zλ
[l(λ)− 1]!
(∏
i
λi
)
Tr
[
A(λ1Aλ2 · · ·Aλl(λ))
]
. (3.3)
From here, there are several ways to proceed. A formal path is to equate (3.3) with (2.14) and use
the Hall inner product in order to project both sides to the desired basis. Using the power-sum
4One may similarly define the “connected” expectation values in the monomial and the Schur bases, but their
meaning is rather formal.
5To manipulate the multiple sums that appear after taking the logarithm, one can use the tools described in [48].
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basis, this yields
〈pµ(u)〉conn = (−1)
|µ|+l(µ)
∑
λ
(−1)l(λ)−1
zλ
(∏
i
λi
)
[l(λ)−1]! 〈eλ, pµ〉Tr
[
A(λ1Aλ2 · · ·Aλl(λ))
]
. (3.4)
Similarly, using the forgotten basis, fλ, we obtain
Tr
[
A(λ1Aλ2 · · ·Aλl(λ))
]
=
(−1)l(λ)−1
[l(λ)− 1]!
zλ∏
i λi
∑
µ
(−1)|µ|+l(µ)
zµ
〈pµ, fλ〉 〈pµ(u)〉conn . (3.5)
Equations (3.4) and (3.5) are fairly easy to implement on a computer algebra system such as
SageMath [53], but they hide the important feature that the indices on their left hand sides can
be considered as a set. One would expect that the structure of the expansion on the right hand
sides should depend only of the cardinality of this set, but not on its entries. Therefore, it is better
to proceed differently. Let us use the equality of E(y) in (2.3) and (2.9) together with (3.3) to
establish that
Tr
[
A(λ1Aλ2 · · ·Aλl(λ))
]
=
(−1)l(λ)−1
[l(λ)− 1]!
zλ∏
i λi
〈mλ(u)〉conn . (3.6)
Here, the connected expectation value of the monomial is a formal object, but if we are able to
express the monomials in terms of the power-sum functions, then we have achieved our goal. Using
the notation λ =
∏
i i
ai , we have
zλ∏
i λi
mλ =
∏
i
ai!mλ = Φλ , (3.7)
which is called an augmented monomial. It can be expressed in the power-sum basis as follows [51].
For a partition λ with l(λ) = n, let us identify Φ~k with Φλ, if the n-dimensional vector
~k is a
permutation of λ. Next, let ν = {ν1, . . . , νr} be a partition of the set {1, . . . , n}.
6 Furthermore,
define the (r-dimensional) vector
~kν =
(∑
i∈ν1
ki, . . . ,
∑
i∈νr
ki
)
. (3.8)
Then, with M(ν) denoting the Mo¨bius function on the lattice of set-partitions,
M(ν) =
r∏
i=1
(−1)l(νi)−1[l(νi)− 1]! , (3.9)
6This means that ν1 ∪ . . . ∪ νr = {1, . . . , n} and all the νi are disjoint. ν is also called a set-partition or a
decomposition.
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we have
Φ~k =
∑
ν∈P(n)
M(ν) p~kν , (3.10)
where the sum is over the lattice of set partitions, P(n). Notice that ~kν is generally not a partition,
but we simply understand pν =
∏
i pνi for any set ν.
Using these facts, (3.6) becomes
Tr
[
A
(~k)
]
≡ Tr
[
A(k1Ak2 · · ·Akn)
]
=
(−1)n−1
(n − 1)!
∑
ν∈P(n)
M(ν)
〈
p~kν (u)
〉
conn
. (3.11)
The important point here is to notice that the entries of ~k appear on the right hand side only in p~kν ,
whereas the expansion coefficients are independent of them, which is just the property described
above. Therefore, in order to find the coefficients in the expansion in (3.11) for any ~k, it is sufficient
to evaluate (3.6) for ~k = (1n). This yields
Tr (An1 ) =
(−1)n−1
(n − 1)!
n!
〈
m(1n)(u)
〉
conn
= (−1)n−1n 〈en(u)〉conn . (3.12)
Now we can use the relation
en =
∑
λ⊢n
(−1)|λ|+l(λ)
zλ
pλ (3.13)
to rewrite (3.12) as
Tr (An1 ) = n
∑
λ⊢n
(−1)l(λ)−1
zλ
〈pλ(u)〉conn . (3.14)
Thus, taking into account that the left hand side of (3.11) is a symmetric function of the ki, we
find
Tr
[
A
(~k)
]
= n
∑
λ⊢n
(−1)l(λ)−1
zλ
〈
p˜~kλ
〉
conn
, (3.15)
where the tilde denotes symmetrization of the k’s,
p˜~kλ
=
1
n!
∑
σ∈Sn
p
σ(~k)λ
. (3.16)
Equation (3.15) is precisely the result found in [48].
Without proof, I state here the inverse relation of (3.15). Let λ =
∏
i i
ai and let Pλ be the set
of those set-partitions of {1, . . . , n} that contain ai subsets of size i. The cardinality of Pλ, i.e., the
number of set partitions of {1, . . . , n} with ai subsets of size i, is given by [54]
|Pλ| =
|λ|!∏
i[(i!)
aiai!]
. (3.17)
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With this information, the inverse of (3.15) is given by〈
p~k(u)
〉
conn
=
∑
λ⊢n
(−1)l(λ)−1[l(λ)− 1]! |Pλ|Tr
[
A˜
(~kλ)
]
, (3.18)
where n = l(~k) and the tilde denotes the symmetrization of the elements of ~k, as above.
I have checked with SageMath [53] that (3.18) and (3.15) agree with (3.4) and (3.5), respec-
tively, for values up to |~k| = 8. For higher values, the evaluation of (3.18) and (3.15) requires some
time because of the permutations involved.
4 Conclusions
In this paper, the theory of Wilson loops for gauge theories with unitary gauge groups has been
formulated in the language of symmetric functions. The main objects in this theory are the gener-
ating functions Z(y) and Z ′(y), which are related to each other by the involution that exchanges
an irreducible representation with its conjugate. Taking the logarithms of Z(y) and Z ′(y) defines
the connected Wilson loop correlators. Furthermore, we have applied this general theory to the
results of the matrix model that calculates the expectation values of 1/2-BPS circular Wilson loops
in N = 4 Super-Yang-Mills theory and obtained explicit and general formulas for the connected
correlators of multiply-wound Wilson loops in terms of the traces of symmetrized matrix products,
and vice versa, generalizing the results of [40, 48]. It would be interesting to apply the frame-
work of symmetric functions to the Hermitian matrix models that appear through localization in
N = 2 Super-Yang-Mills theories. It would also be worthwhile to explore the implications of the
symmetric-function formulation of Wilson loops for the gauge groups O(N) and Sp(N).
A straightforward application of our results allows to generalize the recent observation [40, 48]
that the generating functions for Wilson loops in the totally symmetric and totally antisymmetric
representations are related to each other by changing the signs of the generating parameter (y in
our case) and of N . It was remarked in [41] that this is a general property for Wilson loops in
conjugate representations. In our formulation, this property would read7
W
(
y;
1
N
)
= W ′
(
−y;−
1
N
)
, (4.1)
where we have added 1/N as a parameter. Clearly, the involution property of the two generating
functions E(y) and H(y) plays a key role, but it is not sufficient to establish (4.1). Comparing
7The functions JS and JA of [40,48] are given by
1
N
W (y) and 1
N
W ′(y), respectively, with y = (z, 0, 0, . . .).
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(2.13) with (2.14), we also need
〈pλ(u)〉conn; 1
N
= (−1)l(λ) 〈pλ(u)〉conn;− 1
N
, (4.2)
which is, a priori, far from obvious. However, (4.2) is certainly true in our case, because the
connected correlators of multiply-wound Wilson loops have a genus expansion of the form [40,55]
〈pλ(u)〉conn; 1
N
= N2−l(λ)
∞∑
g=0
N−2gCg,l(λ)(λ) , (4.3)
where the genus-g contributions Cg,l(λ) are independent of N . More generally, because (4.3) holds
for a general, interacting, Hermitian one-matrix model [55], the duality relation (4.1) will be true
whenever the Wilson loops can be calculated by such a model. This is the case, e.g., for the general
N = 2 theories considered in [47].
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