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Suppose that two distant parties Alice and Bob share an entangled state ρAB, and they want
to exchange the subsystems of ρAB by local operations and classical communication (LOCC). In
general, this LOCC task (i.e. the LOCC transformation of ρAB → V ρABV with V being a swap
operator) is impossible deterministically, but becomes possible probabilistically. In this paper, we
study how the optimal probability is related to the amount of entanglement in the framework of
positive partial transposed (PPT) operations, and numerically show a remarkable class of states
whose probability is the smallest among every state in two quantum bits.
I. INTRODUCTION
Suppose that two distant parties Alice and Bob share an entangled state ρAB, but they need
the other state such that the subsystems of ρAB are exchanged (i.e. V ρABV with V being a
swap operator). Is it possible for them to swap a given ρAB by local operations and classical
communication (LOCC)? This problem, first considered by Horodecki et. al. [1], is quite
interesting, because it is closely related to the asymmetry of quantum entanglement. Indeed,
if the entanglement contained in ρAB is asymmetric and the amounts of the entanglement of
ρAB and V ρABV are not equal (in some entanglement measure), we can immediately conclude
that ρAB cannot be swapped by LOCC, because the amount of entanglement cannot be
increased by LOCC [1]. In Ref [1], it has also been shown that the entangled states which can
be swapped by LOCC can be swapped by a local unitary transformation. This implies that
the entangled state ρAB whose reduced density matrices ρA and ρB have different eigenvalues
cannot be swapped by LOCC, and therefore almost all entangled states cannnot be swapped
by LOCC. However, this is the case where a deterministic LOCC transformation with a unit
probability is considered. As shown later, such states can also be generally swapped by
stochastic LOCC (SLOCC), and therefore by examining the success probability, it becomes
possible to quantitatively discuss the degree of difficulty of swapping. For example, it can
be said that the state having the smallest swapping probability is the most difficult state to
swap, and it is expected that the entanglement of the state is the most asymmetric.
In this paper, we numerically calculate the swapping probability under positive partial
transposed (PPT) operations [2–5], which are known to contain LOCC. Concretely, we ob-
tain the maximal p for given ρAB among trace-nonincreasing PPT operations Λ such that
Λ(ρAB) = pV ρABV . As a result, we provide the numerical evidence for the special class
of states whose swapping probability is the smallest among every state in two quantum bits
(qubits). Moreover, we discuss why the class of states exhibits the small swapping probability.
II. SWAPPING BY SLOCC
To begin with, we show some specific examples of the swap by SLOCC. When ρAB is not
entangled, it can be clearly swapped by SLOCC with a unit probability, because V ρABV is
not entangled and can be generated by LOCC from the scratch. When ρAB is an entangled
pure state |ψ〉, it can be also swapped with a unit probability, because |ψ〉 can always be
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FIG. 1: pξ as a function of x and y.
written in the Schmidt decomposed form:
|ψ〉 = √p0 |0A0′B〉+
√
p1 |1A1′B〉+
√
p2 |2A2′B〉 · · · , (1)
and hence the difference between Alice and Bob is only the local bases (the swap is thus
achieved by a local unitary transformation exchanging the local bases). In the other cases
of entangled mixed states, the swapping probability becomes smaller than 1 in general. For
example, let us consider the mixed state
ξ = x |ψ〉 〈ψ|+ (1− x) |01〉 〈01| , (2)
where |ψ〉 = √y |00〉 +√1− y |11〉, 0 ≤ x ≤ 1, and 0 ≤ y ≤ 1. For later convenience, let us
summarize the properties of ξ here. The concurrence of ξ is given by
Cξ = 2x
√
y(1− y), (3)
and the purity is given by
trξ2 = 2(x− 12 )2 + 12 . (4)
The reduced density matrices ξA and ξB are
ξA = {1− x(1 − y)} |0〉 〈0|+ x(1 − y) |1〉 〈1| , (5)
ξB = xy |0〉 〈0|+ (1− xy) |1〉 〈1| . (6)
From the above, the absolute value of the difference of the purity of ξA and ξB is given by
∆Pξ = |trξ2A − trξ2B | = 2|(2y − 1){(x− 12 )2 − 14}|. (7)
Now, the optimal (maximal) swapping probability pξ of ξ by SLOCC is as follows:
(i) For x = 0, 1 or y = 0, 1, pξ = 1 because ξ is pure or not entangled.
3(ii) For x 6= 0, 1 and 0 < y ≤ 12 , pξ = y/(1 − y). The swap is realized by an SLOCC Λ as
Λ(ρ) = (A⊗B)ρ(A ⊗B)† with
A = B = |1〉 〈0|+
√
y
1− y |0〉 〈1| , (8)
because Λ(ξ) = y1−yV ξV . The proof of the optimality is given by Appendix A. It is
interesting that pξ is independent of x for 0 < x < 1.
(iii) For x 6= 0, 1 and 12 ≤ y < 1, it is clear that pξ = (1− y)/y from the symmetry.
In this way, the state ξ can be swapped with some finite probability even when it cannot
be swapped by deterministic LOCC. In fact, as shown in Sec. IV below, numerical results
indicate that, in the limit of x→ 1, pξ is actually a lower bound for the swapping probability
of any state of the same concurrence. However, pξ changes discontinuously to 1 at x = 0, 1
and y = 0, 1 as shown in Fig. 1 (see Sec. V for further discussion of this point).
III. FORMULATION BY PPT OPERATIONS
LOCC is the most important class of operations in entanglement manipulations, but the
mathematical treatment is quite difficult. Indeed, obtaining the optimal swapping probability
for general states is a quite hard task even numerically. Note that, the maps of having
a restricted form (A ⊗ B)ρ(A ⊗ B)† is sometimes considered as SLOCC (e.g. [6]), but in
our case to obtain the optimal swapping probability, we need to consider the most general
form of SLOCC such as
∑
i(Ai ⊗ Bi)ρ(Ai ⊗ Bi)† with
∑
iA
†
iAi ⊗ B†iBi ≤ I (though this
is indeed the form of trace-nonincreasing separable operations). In this paper, therefore,
we numerically investigate it under positive partial transposed (PPT) operations [2–5]. The
states whose density matrices are kept positive despite partial transposition are called PPT
states in association with Peres’ separability criterion [7], and the operations which transform
PPT states into PPT states are PPT operations. Since PPT operations are slightly less
constrained than LOCC, the swapping probability by stochastic PPT operations is equal to
or higher than the probability by SLOCC. Therefore, the swapping probability of unentangled
states and pure states also reaches 1. From the results of numerical calculations, it is found
that the optimal swapping probability of the mixed state ξ by PPT operations is also given
by Fig. 1.
For general state ρAB, the swapping probability is obtained as follows. From the so-called
Jamio lkowski isomorphism [8–10], let us denote EA1A2B1B2 as the isomorphic matrix to PPT
operations Λ (i.e. EA1A2B1B2 = (ΛA1B1 ⊗ IA2B2)ΦA1A2B1B2 with Φ being a maximally entan-
gled state between A1B1 and A2B2). In order for Λ to be PPT operations, EA1A2B1B2 must
fulfill the following conditions.
(a) EA1A2B1B2 ≥ 0, because Λ is a completely positive map.
(b) E
TA1TA2
A1A2B1B2
≥ 0, because Λ transforms PPT states into PPT states, where TX denotes
the partial transposition with respect to the subsystem X .
(c) EA2B2 ≤ Id , because Λ is a trace-nonincreasing map, where EA2B2 ≡ trA1B1EA1A2B1B2 .
(d) d2trA2B2E(I⊗ρTAB) = pV ρABV must hold when the swapping probability is p, because
ρA1B1 is transformed as Λ(ρA1B1) = d
2trA2B2EA1A2B1B2(I ⊗ ρTA2B2).
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FIG. 2: The relationship between the swapping probability p and the concurrence C. Red, black,
and green dots represent the result for rank 2, 3 and 4, respectively.
The optimal swapping probability under PPT operations is then obtained by maximizing p
under the constrains (a)-(d). This is a semidefinite programming problem [11]. We numeri-
cally calculated the optimal probability p for random density matrices in two qubits (d = 2)
as follows. First, we generated the eigenvalues of a density matrix {λ1, λ2, λ3, λ4} uniformly
distributed under λ1 + λ2 + λ3 + λ4 = 1 (in the case where the rank of the density matrix
is 4) [12]. Second, we generated a 4 × 4 random unitary matrix according to [13], where a
numerical method to generate random unitary matrices with the Haar measure (thus rep-
resentative for circular unitary ensemble) is provided. We then obtained a random density
matrix by applying the unitary transformation to the diagonal matrix whose diagonal ele-
ments are {λ1, λ2, λ3, λ4}. Finally, we solved the semidefinite programming problem for this
density matrix numerically using the computer code [14] to find the optimal p.
IV. NUMERICAL RESULTS
Figure 2 shows the relationship between the optimal swapping probability p and the con-
currence C. The results for 20,000 random density matrices are plotted in each case of rank
2, 3, and 4. From this figure, it turns out that p is bounded below by a nonzero probability.
This implies that almost all states can be swapped with a non-vanishing probability by PPT
operations. Moreover, it turns out from the figure that the lower bound of p increase as
C increases. In order to investigate this lower bound, let us consider the optimal swapping
probability pξ of the mixed state ξ. As mentioned in Sec. II, pξ is independent on x but the
concurrence of ξ becomes maximum when x → 1, because ξ approaches to the pure state of
|ψ〉 in this limit. Namely, when x→ 1, ξ has as high entanglement as the pure state, but the
swapping probability remains y/(1− y). The curve in Fig. 2 shows the relationship between
pξ and Cξ in the limit of x→ 1, and our numerical results strongly suggest that the swapping
probability is lower bounded by this curve. It is quit interesting that this is an open bound
because the curve is reached only when x→ 1. Note that a similar result is obtained for the
other entanglement measure of negativity.
Figure 3 shows the relationship between the optimal swapping probability p and the purity.
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FIG. 3: The same as Fig. 2, but the relationship between the swapping probability p and the purity.
Note that, when the purity is less than or equal to 1/3, there are no entangled states [12],
and hence p = 1 in this region. When the purity is greater than or equal to 1/2, p distributes
from 0 to 1, and there is no nonzero lower bound. This is because the state ξ, whose purity is
determined by x only and takes a value in [1/2, 1), gives a vanishing swapping probability in
the limit of y → 0. When the purity is less than 1/2, however, the state ξ is absent because
the states of rank 2, including ξ, cannot take the purity less than 1/2. In this region, it is
found from the figure that p has a nonzero lower bound. This fact also supports that the
swapping probability of ξ is particularly low because p is considerably raised by the absence
of ξ. In this region, we found that the lower bound is given by the following state ξ′
ξ′ = x′(|ψ〉 〈ψ|+ |01〉 〈01|) + (1− 2x′) |ψ⊥〉 〈ψ⊥| , (9)
where 13 < x
′ < 12 , and |ψ⊥〉 =
√
1− y |00〉 − √y |11〉. Indeed, the numerically obtained
swapping probability of ξ′ in the limit of y → 0 shown by a curve in Fig. 3 clearly lower
bounds all the data points for random density matrices. Note that the state ξ′ coincides with
ξ at x′ = 12 .
Figure 4 shows the relationship between the swapping probability p and the absolute value
of the difference of the purity of the reduced density matrices (∆P ). Only when ∆P = 0,
the optimal swapping probability reaches 1, which reproduces the result by Horodecki et. al.
[1]. As in the case of Fig. 3, there is no nonzero lower bound, which is again explained by
the optimal swapping probability of ξ in the limit of y → 0, because ∆Pξ can take any value
within the range of 0 < ∆Pξ <
1
2 [see Eq. (7)]. Figure 4 also shows that the upper bound
of p exists and decreases with the increase of ∆P . The swapping probabilities of the states ξ
with x = 12 and 0 < y ≤ 12 upper bound all the data points (except for a few points of rank
3, which probably originate from the instability of the numerical calculations).
V. SUMMARY AND DISCUSSION
In this paper, we performed numerical calculations to study how the optimal probability of
swapping a state by PPT operations is related to the amount of the entanglement (concurrence
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FIG. 4: The relationship of swapping probability p and ∆P .
and negativity). As a result, we numerically showed that almost all states in two qubits can be
swapped with nonzero probability, and the lower bound of the optimal swapping probability
increases for increasing the entanglement. In particular, we showed that the lower bound
approaches to zero in the limit of vanishing entanglement. This is somewhat surprising because
unentangled states can always be swapped with a unit probability. Moreover, numerical results
strongly suggest that the lower bond corresponds to the swapping probability of the state ξ
in the limit of x→ 1. Namely, this state is the most difficult state to swap among the states
which have the same amount of entanglement in two qubits.
Why is the state ξ extremely difficult to swap? The reason is not so clear but this state,
the mixture of the pure entangled states |ψ〉 and |01〉, has relatively high entanglement. In
order to swap this state, however, we are subject to the strong constraint that |01〉 must be
transformed to |10〉, even if the portion of |01〉 is infinitesimally small (see Appendix A). As a
result, ξ has the special property that the optimal swapping probability is fully discontinuous
around x = y = 1, i.e. the probability drops from 1 to 0 by the infinitesimal change of x.
Obviously, this discontinuity originates from the fact that we considered the exact transfor-
mation. If we consider the approximate transformation where the target state ρ′AB is allowed
to have a small margin ǫ such that D(ρ′AB, V ρABV ) ≤ ǫ (D is the trace distance), the discon-
tinuity is smeared out. Indeed, in this approximate scheme, we have to do nothing to swap for
ξ with 1−x ≤ ǫ, hence p = 1 and the discontinuity at x = 1 is resolved. However, even in this
case, p again approaches to y/(1− y) for 1− x ∼ ǫ as shown in Fig. 5, and the concurrence is
still as high as ∼ (1 − ǫ)
√
y(1− y). Therefore, the curve of Fig. 2 is only slightly shifted to
the left (for small ǫ) and our conclusion is not changed critically.
We also studied how the swapping probability is related to the mixedness, and showed that
the lower bound (p = 0 for a purity larger than 1/2) is again explained by the state ξ (in the
limit of y → 0). Therefore, ξ is the most difficult state to swap in this sense also.
We hope that our results will shed some light on unknown properties of entanglement, in
particular concerning the asymmetry of quantum correlation.
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FIG. 5: The optimal swapping probability of ξAB with y=1/4 for various values of ǫ.
Acknowledgments
This work was supported by JSPS KAKENHI Grants No. 23246071 and No.24540405.
[1] K. Horodecki, M. Horodecki, and P. Horodecki (2010), Are quantum correlations symmetric?,
Quant. Inf. & Comp. 10, 901-910.
[2] E. M. Rains (1999), Rigorous treatment of distillable entanglement, Phys. Rev. A 60, 173.
[3] E. M. Rains (2001), A semidefinite program for distillable entanglement, IEEE Trans. Inf. Theory
47, 2921.
[4] M. B. Plenio and S. Virmani (2007), An introduction to entanglement measures, Quant. Inf.
Comput. 7, 1.
[5] S. Ishizaka and M. B. Plenio (2005), Multiparticle entanglement manipulation under positive
partial transpose preserving operations, Phys. Rev. A 71, 052303, and references therein.
[6] A. Kent (1999), Optimal Entanglement Enhancement for Mixed States, Phys. Rev. Lett., 83,
2656.
[7] A. Peres (1996), Separability Criterion for Density Matrices, Phys. Rev. Lett., 77, 1413.
[8] A. Jamio lkowski (1972), Linear transformations which preserve trace and positive semidefinite-
ness of operators, Rep. Math. Phys., 3, 275.
[9] J. de Pillis (1967), Linear transformations which preserve hermitian and positive semidefinite
operators, Pacific J. Math. 23, 129.
[10] M. -D. Choi (1975), Completely positive linear maps on complex matrices, Linear Alg. Appl. 10,
285.
[11] S. Boyd and L. Vandenberghe (2004), Convex Optimization, Cambridge University Press.
[12] K. Z˙yczkowski, P. Horodecki, A. Sanpera, and M. Lewenstein (1998), Volume of the set of
separable states, Phys. Rev. A 58, 883.
[13] K. Z˙yczkowski and M. Kus´ (1994), Random unitary matrices, J. Phys. A: Math. Gen. 27, 4235.
[14] B. Borchers, J. Young, and A. Wilson, computer code CSDP version 6.1.0.
8Appendix A
In this appendix, we prove that pξ is given by y/(1 − y). An SLOCC map Λ has the
following properties of (α)-(γ):
(α) Λ(ρ) =
∑
i(Ai ⊗Bi)ρ(Ai ⊗Bi)† (the Kraus representation),
(β) A pure state is transformed to a pure state for each i (i.e. (Ai ⊗ Bi) |χAB〉 is a pure
state),
(γ) An unentangled state cannot be transformed to an entangled state.
Now, suppose that Λ achieves the swap of ξ → pV ξV with p being the swapping probability,
and therefore
Λ(ξ) = xΛ(|ψ〉 〈ψ|) + (1 − x)Λ(|01〉 〈01|)
= px |ψ〉 〈ψ|+ p(1− x) |10〉 〈10| . (A1)
From the property of (β) and the above, it is found that (Ai ⊗Bi) |01〉 must be a pure state
which belongs to the space spanned by |ψ〉 and |10〉. On the other hand, the pure state must
be an unentangled state from the property of (γ). The pure state a |ψ〉 + b |10〉, however, is
not entangled only when a = 0 (namely, there is only an unentangled state |10〉 in the space),
and as a result, (Ai ⊗Bi) |01〉 ∝ |10〉 must be fulfilled for all i. Therefore, we have
Λ(|01〉 〈01|) = q |10〉 〈10| , (A2)
Λ(|ψ〉 〈ψ|) = p |ψ〉 〈ψ|+ (p− q)1− x
x
|10〉 〈10| . (A3)
Let us then consider the Kraus operator Ai and Bi by components:
Ai = a
(i)
00 |0〉 〈0|+ a(i)10 |1〉 〈0|+ a(i)01 |0〉 〈1|+ a(i)11 |1〉 〈1| ,
(A4)
Bi = b
(i)
00 |0〉 〈0|+ b(i)10 |1〉 〈0|+ b(i)01 |0〉 〈1|+ b(i)11 |1〉 〈1| .
(A5)
From (Ai ⊗ Bi) |01〉 ∝ |10〉, we have a(i)00 b(i)11 = 0. If a(i)00 6= 0 and b(i)11 = 0 are assumed, we
have a
(i)
00 b
(i)
10 = 0 from the fact that Ai ⊗ Bi |ψ〉 does not have the component of |01〉, and
hence b
(i)
10 = 0, which implies that 〈11|Ai ⊗Bi|ψ〉 = 0 and the swapping cannot be achieved.
Therefore a
(i)
00 = 0 must be fulfilled. Similarly, b
(i)
11 = 0 must be also fulfilled. Then,
(Ai⊗Bi) |ψ〉 = (a(i)10 b(i)00
√
y+a
(i)
11 b
(i)
01
√
1− y) |10〉+a(i)10 b(i)10
√
y |11〉+a(i)01 b(i)01
√
1− y |00〉 . (A6)
In order that this is a superposition of |ψ〉 and |10〉, we have
a
(i)
10 b
(i)
10
√
y
1− y = a
(i)
01 b
(i)
01
√
1− y
y
. (A7)
Therefore,
(Ai ⊗Bi) |ψ〉 = (a(i)10 b(i)00
√
y + a
(i)
11 b
(i)
01
√
1− y) |10〉+ a(i)10 b(i)10
√
y
1− y |ψ〉 . (A8)
9From this, since p is the coefficient of |ψ〉 〈ψ| in Λ(|ψ〉 〈ψ|), we have
p =
y
1− y
∑
i
|a(i)10 b(i)10 |2. (A9)
On the other hand, since Ai ⊗ Bi constitutes a part of positive operator valued measure
(POVM),
∑
iA
†
iAi ⊗ B†iBi ≤ I must be fulfilled. Therefore, we have
∑
i |a(i)10 |2(|b(i)10 |2 +
|b(i)00 |2) ≤ 1, and consequently
p =
y
1− y
∑
i
|a(i)10 |2|b(i)10 |2 ≤
y
1− y . (A10)
This upper bound is indeed reached by the Kraus operator of Eq. (8).
