A measurement-driven adaptive probability hypothesis density filter for multitarget tracking  by Si, Weijian et al.
Chinese Journal of Aeronautics, (2015), 28(6): 1689–1698Chinese Society of Aeronautics and Astronautics
& Beihang University
Chinese Journal of Aeronautics
cja@buaa.edu.cn
www.sciencedirect.comA measurement-driven adaptive probability
hypothesis density filter for multitarget tracking* Corresponding author. Tel.: +86 451 82518874.
E-mail addresses: swj0418@263.net (W. Si), wang080006@hrbeu.
edu.cn (L. Wang), quzhiyu@hrbeu.edu.cn (Z. Qu).
Peer review under responsibility of Editorial Committee of CJA.
Production and hosting by Elsevier
http://dx.doi.org/10.1016/j.cja.2015.10.004
1000-9361  2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Si Weijian, Wang Liwei, Qu Zhiyu *College of Information and Communication Engineering, Harbin Engineering University, Harbin 150001, ChinaReceived 12 March 2015; revised 15 June 2015; accepted 24 August 2015
Available online 20 October 2015KEYWORDS
Adaptive;
Measurement-driven;
Multitarget tracking;
Probability hypothesis
density;
Sequential Monte CarloAbstract This paper studies the dynamic estimation problem for multitarget tracking. A novel gat-
ing strategy that is based on the measurement likelihood of the target state space is proposed to
improve the overall effectiveness of the probability hypothesis density (PHD) filter. Firstly, a
measurement-driven mechanism based on this gating technique is designed to classify the measure-
ments. In this mechanism, only the measurements for the existing targets are considered in the
update step of the existing targets while the measurements of newborn targets are used for exploring
newborn targets. Secondly, the gating strategy enables the development of a heuristic state estima-
tion algorithm when sequential Monte Carlo (SMC) implementation of the PHD filter is investi-
gated, where the measurements are used to drive the particle clustering within the space gate.
The resulting PHD filter can achieve a more robust and accurate estimation of the existing targets
by reducing the interference from clutter. Moreover, the target birth intensity can be adaptive to
detect newborn targets, which is in accordance with the birth measurements. Simulation results
demonstrate the computational efficiency and tracking performance of the proposed algorithm.
 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Multiple target tracking (MTT) solves the problem of estima-
tions for the time-varying number of targets and the corre-
sponding target states in cluttered environments, which
involves complex filtering and estimate algorithms.1–3 Andthe data association4,5 is also a challenge due to the uncertainty
between the targets and measurements. Recently, the random
finite sets (RFS) approach has been presented as a mechanism
to develop methods for MTT,6 and a novel RFS-based proba-
bility hypothesis density (PHD) filter was proposed by Mahler.
Particularly, the PHD filter propagates the intensity function
of the multitarget posterior, which is also known as PHD. This
approximation allows the PHD filter to operate on the single-
target state space and hence the combinatorial problem caused
by data association is completely avoided.
However, the closed-form solutions for the PHD filter are
not available since the PHD recursion involves multiple inte-
grals. At present, one of the well-known implementations of
the PHD filter is sequential Monte Carlo (SMC-PHD) filter7,8
and the other is Gaussian mixtures (GM-PHD) filter.9 The
1690 W. Si et al.cardinalized PHD (CPHD) filter10 was introduced subse-
quently, which additionally considered the cardinality distribu-
tion. Although a significant improvement in the estimate of
cardinality can be achieved, the computational cost is quite
high.11 Multitarget filters based on the PHD/CPHD recursion
have shown favorable performance in MTT and significant
research has been carried out to develop this method.12–16
When the PHD filter is used, the detection and tracking of
new targets are highly dependent on the target birth intensity
function. However, the standard formulation of the PHD/
CPHDfilter requires priori information of the target birth inten-
sity,6,10 and this leads to many limitations in terms of practical
applications of the algorithm. Especially when the newborn tar-
gets can appear anywhere in the monitoring region, the target
birth intensity function is required to cover the whole state space
of interest. Although a large number of Gaussian components
can be used to approximate an arbitrary density, this method
is potentially computationally inefficient.14 As the CPHD filter
is insensitive to changes in the number of targets,15 it is not suit-
able for the rapid detection of new targets.While theGM-PHD/
CPHDfilter is computationally efficient for real-time implemen-
tation, it is only applicable for linear Gaussian systems. By con-
trast, the SMC-PHD filter can handle the situation where dense
clutter exists and can also be applied to non-linear, non-
Gaussian systems. The existing data-driven PHD filters17,18
are also based on the SMC method. The idea of adaptively
building target birth models according to measurements16,19
has also been proposed for the PHD filter. A more general
method known as the adaptive target birth intensity PHD
(ABI-PHD) filter can be found in Ref.16. This method places
the newborn target particles based on the measurements to
avoid the need for prior knowledge of the target birth intensity.
In this paper, a novel measurement-driven adaptive PHD
filter is presented for MTT. As the measurements are repre-
sented by the RFS, a measurement-driven mechanism is intro-
duced to classify current measurements for the existing and
newborn targets. Subsequently, the two kinds of measurement
are used for the update steps of the existing targets and explor-
ing new targets, respectively. All of these benefits from the pro-
posed gating strategy that based on the measurement
likelihood function of the target state space. An SMC imple-
mentation of the proposed PHD filter is investigated in this
paper, where the target birth intensity is adapted according
to the measurements of newborn targets at each processing
step instead of selecting newborn targets using the priori
expected mean of the target states. Thus, a more efficient
and accurate estimate for the existing targets can be obtained
and the processing requirements of the filtering computation
can be simplified by the measurement-driven mechanism. In
addition, a heuristic state estimation algorithm based on the
gating strategy is also presented to extract the target states
from the particles representing the intensity function of the
state set, in which the measurements and particle distribution
information are considered to guide the particle clustering.
Extensive simulations show the tracking performance of the
proposed PHD filter.
2. Formulation of tracking model
The problem addressed in this paper involves a single sensor,
and bearing and range measurements are used for MTT. Theindividual target state at time k is modeled in the following
dynamic model
xk ¼ fðxk1Þ þ nk ð1Þ
where xk ¼ ½xk; vxk ; yk; vyk T is the target state vector, with
½xk; ykT and ½vxk ; vyk T the position and velocity in Cartesian
coordinates respectively; nk is the process noise vector; f() is
the dynamic equation of the target.
Each target generated measurement is obtained by
zk ¼ hðxkÞ þ ek ð2Þ
where ek  Nð; 0;RÞ represents Gaussian random noise with
zero-mean and measurement error covariance R ¼
diag d2h; d
2
r
 
, with dh and dr representing the angle standard
deviation and range standard deviation respectively. The posi-
tion of the sensor platform is assumed to be known at [xs, ys]
T,
so the invertible measurement function h() is specified as
hðxkÞ ¼
arctan
0 0 1 0
 
xk  ys
1 0 0 0
 
xk  xs
 
Hxk 
xs
ys
 	









2
6664
3
7775 ð3Þ
where
H ¼ 1 0 0 0
0 0 1 0
 	
As the multitarget state changes with time, the dynamic sys-
tem model can be represented using the RFS theory.6 For
example, suppose that there are nk targets which are located
at xk;1; xk;2; . . . ; xk;nk in the single-target state space ES at time
k, and then they are measured and a set of measurements
zk;1; zk;2; . . . ; zk;mk that taking values in the single-target observa-
tion space EO are collected. It is natural that some clutter gen-
erated measurements may be collected and some of the existing
and newborn targets may not be detected due to the imperfect
detectors. The target states and measurements are respectively
represented by the finite sets asXk¼fxk;1;xk;2; . . . ;xk;nkg2FðESÞ
and Zk¼fzk;1;zk;2; . . . ;zk;mkg2FðEOÞ, where FðESÞ and FðEOÞ
are the finite subsets of ES and EO.
7 The goal of the algorithm
considered here is to recursively estimate the true target sets
Xk conditioned on all the measurement sets received up to
time k.
3. Decomposition of PHD filter
3.1. Standard PHD filter
The inherent combinatorial nature of multitarget densities
makes it intractable to implement the multitarget Bayes filter
directly.15 To obtain practical solutions, the PHD filter has
been derived via the first moment approximation. The stan-
dard PHD filter recursion contains the prediction and the
update steps6,16 as
Dkjk1ðxÞ¼ ckjk1ðxÞþ pSpkjk1ðxjÞþbkjk1ðxjÞ;Dk1jk1
  ð4Þ
DkjkðxÞ¼ ð1PDðxÞÞDkjk1ðxÞþ
X
z2Zk
PDðxÞgkðzjxÞDkjk1ðxÞ
jkðzÞþ PDgkðzjÞ;Dkjk1
 
ð5Þ
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probability that a target will survive at time k given a previous
state f, pk|k1(x|) the transition probability density of a single
target, bk|k1(x|) the intensity of targets spawned from the
existing targets, hg; fi ¼ R fðxÞgðxÞdx, PD(x) the probability
of detection for a target, gk(z|x) the measurement likelihood
of individual targets, and jk(z) the intensity of clutter. The
integral of the PHD over the state space represents the esti-
mated number of targets in the space, and the peaks of the
PHD represent the estimated multitarget locations.
3.2. Decomposed form of PHD filter
By analyzing the characteristics of the PHD filter, the received
measurement set Zk is the only input parameter at time k
which contains the measurements that originate from clutter
and real targets. It can also be seen that the intensity function
ck|k1(x) is incorporated into the filter at the prediction step.
When ck|k1(x) is unknown, the corresponding measurements
for newborn targets will be redundant for the updating of
the existing targets and vice versa. The idea of distinguishing
the attributes of the measurements has been used in Refs.17,18
with the same gating technique that computes the Maha-
lanobis distance between the predicted measurements and the
true measurements. In Ref.17, the measurements are classified
to compute the importance sampling (IS) functions and weight
functions for the SMC-PHD filter. The studies in Ref.18 are
intended to improve the real-time performance of the SMC-
PHD filter. The research purpose of this paper is to achieve
a measurement-driven adaptive PHD filter that provides two
major benefits: the target birth intensity is adaptive during
the filter steps and the filter process is measurement-driven.
Extensions based on the standard PHD filter and the discus-
sion above are presented in the following analysis.
Assuming that the existing target measurements and new-
born target measurements are distinguishable, then Zk can
be rewritten as
Zk ¼ Zk;b [ Zk;e [ Ck ð6Þ
where Zk,b # Zk represents the RFS of the measurements
originating from new targets, Zk;e#Zk the RFS of the mea-
surements originating from the existing targets, and Ck the
RFS of clutter measurements. Moreover, a mark variable b
is introduced in the extensions to distinguish the PHD of the
existing and newborn targets at time k. Thus, we can define
Dkjkð; bÞ ¼
Dkjkð; 0Þ PHD of existing targets
Dkjkð; 1Þ PHD of newborn targets

ð7Þ
It should be noted that target spawning is not considered in
this paper.
When only the existing targets are considered in the clut-
tered environment, the prediction and update equations can
be reformulated as
Dkjk1ðx; 0Þ ¼ pS
X1
b¼0
Dk1jk1ðx; bÞ
 !
; pkjk1ðxjÞ
* +
ð8Þ
Dkjkðx; 0Þ ¼ ð1 PDðxÞÞDkjk1ðx; 0Þ
þ
X
z2Zk;e
PDðxÞgkðzjxÞDkjk1ðx; 0Þ
jk;eðzÞ þ PDgkðzjÞ;Dkjk1ð; 0Þ
  ð9ÞSimilarly, if only the newborn targets are considered, the
PHD filter equation of these newborn targets is given by
Dkjk1ðx; 1Þ ¼ ckjk1ðxÞ ð10Þ
Dkjkðx; 1Þ ¼ ð1 PDðxÞÞDkjk1ðx; 1Þ
þ
X
z2Zk;b
PDðxÞgkðzjxÞDkjk1ðx; 1Þ
jk;bðzÞ þ PDgkðzjÞ;Dkjk1ð; 1Þ
  ð11Þ
The representation in Eq. (7) has been used in Ref.16, but
the results derived here are different, in which the mutual influ-
ence of the filters between the existing and newborn targets is
considered. jk,e(z) and jk,b(z) are the compensated clutter
intensities for the update steps due to the measurement classi-
fication. It is then natural that the PHD of the multitarget state
at time k can be obtained by
DkjkðxÞ ¼
X1
b¼0
Dkjkðx; bÞ ð12Þ
The presented analysis and Eqs. (8)–(11) highlight how it is
possible to design a practical measurement-driven PHD filter,
where the PHD filter process is performed separately for the
existing and newborn targets. Moreover, in this filter, only
the measurements originating from the existing targets are
used for updating the existing targets, while measurements
originating from newborn targets are used for exploring poten-
tial new targets. This approach can be expected to be more
effective with proper measurement processing method and
compensation for clutter, which is validated by the practical
implementation and simulation verification presented subse-
quently in the paper.
4. SMC implementation
To address the computational complexity of the PHD propa-
gation equations, an SMC-PHD filter that is effective in deal-
ing with problem of MTT in cluttered environment was
proposed in Ref.7. The iterative process of the SMC-PHD filter
is similar to the traditional SMC filter,20 and the particles are
used to approximate the intensity associated with the multitar-
get state. In contrast, the key step of this proposed algorithm is
to distinguish the measurements sets Zk,e and Zk,b from the
input measurement set Zk at time k. Further discussion of
the classification of measurements will be presented in Section 5
together with the novel gating strategy. Under the framework
of the decomposed PHD filter and the results from Refs.7,16,
we can derive the SMC implementation of Eqs. (8)–(11) for
the existing targets and newborn targets as follows.
4.1. Existing target filter
For any k> 1, let w
ðnÞ
k1; x
ðnÞ
k1
n oNk1
n¼1
and w
ðnÞ
k1;b; x
ðnÞ
k1;b
n oNb
k1
n¼1
denote the particle approximation of Dk1|k1(x, 0) and
Dk1|k1(x, 1) at time k  1 respectively. Nk1 is the number
of particles for known targets and Nbk1 is the number of parti-
cles for potential newborn targets respectively. For the PHD
filter, a newborn target at time k  1 will be classified as an
existing target at time k if it still exists in the space. Hence,
the intensity function Dk1|k1(x) = Dk1|k1(x, 0) + Dk1|k1
1692 W. Si et al.(x, 1) of the multi-target posterior at time k  1 can be approx-
imated by
w
ðnÞ
k1;e; x
ðnÞ
k1;e
n oNe
k1
n¼1
¼ wðnÞk1; xðnÞk1
n oNk1
n¼1
[ wðnÞk1;b; xðnÞk1;b
n oNb
k1
n¼1
ð13Þ
where Nek1 ¼ Nk1 þNbk1 is the number of persisting particles
for the next iteration. The predicted intensity function
Dk|k1(x, 0) of the existing targets can be approximated by
Dkjk1ðx; 0Þ 
XNek1
n¼1
w
ðnÞ
kjk1;edxðnÞ
k;e
ðxÞ ð14Þ
where d
x
ðnÞ
k;e
ðxÞ represents the Dirac delta function, i.e.,
d
x
ðnÞ
k;e
ðxÞ ¼ d x xðnÞk;e
 
, the particles and weights are given
respectively by
x
ðnÞ
k;e  qk jxðnÞk1;e;Zk
 
n ¼ 1; 2; . . . ;Nek1 ð15Þ
w
ðnÞ
kjk1;e ¼
pS x
ðnÞ
k1;e
 
pkjk1 x
ðnÞ
k;ejxðnÞk1;e
 
qk x
ðnÞ
k;ejxðnÞk1;e;Zk
  n ¼ 1; 2; . . . ;Nek1
ð16Þ
where qk jxðnÞk1;e;Zk
 
is the importance density function.7
Considering the update step for the existing targets, and
using Eq. (14), Dk|k(x, 0) can be written as
Dkjkðx; 0Þ 
XNek1
n¼1
w
ðnÞ
kjk;edxðnÞ
k;e
ðxÞ ð17Þ
where
w
ðnÞ
kjk;e ¼ 1 PD xðnÞk;e
  
w
ðnÞ
kjk1;e
þ
X
z2Zk;e
PD x
ðnÞ
k;e
 
gk zjxðnÞk;e
 
w
ðnÞ
kjk1;e
jk;eðzÞ þ
XNek1
n¼1
PD x
ðnÞ
k;e
 
gk zjxðnÞk;e
 
w
ðnÞ
kjk1;e
ð18Þ
When w
ðnÞ
kjk;e; x
ðnÞ
k;e
n oNe
k1
n¼1
is obtained, the expected number of
the existing targets is calculated by
N^k;e ¼
XNek1
n¼1
w
ðnÞ
kjk;e ð19Þ
A resampling process7 is necessary to eliminate the problem
of particle degeneration. The number of resampled particles Nk
is determined by the number of currently estimated targets and
the number of distributive particles g for each existing target:
Nk ¼ ½gN^k;e ð20Þ
where [] denotes the nearest integer. After resampling, a new
weighted particle set w
ðnÞ
k ; x
ðnÞ
k
n oNk
n¼1
can be obtained to approx-
imate Dk|k(x, 0).
Compared with the standard SMC-PHD filter, the pro-
posed PHD filter for the existing targets has two key differ-
ences: one being that the newborn targets are not considered
in the filtering processes and the other being that only thosemeasurements within Zk,e are used to update the weights of
the persisting particles.
4.2. Birth target filter
If the newborn targets at time k are detected by the sensor,
there will be the corresponding measurements in Zk. In other
words, initializing newborn targets relying on measurements
inherently implies that the new targets must have been
detected. Hence, a unity probability of detection is always
applicable for newborn targets. Taking PD(x) = 1 and
Eq. (10) to Eq. (11), the update equation can be rewritten as
Dkjkðx; 1Þ ¼
X
z2Zk;b
gkðzjxÞckjk1ðxÞ
jk;bðzÞ þ gkðzjÞ; ckjk1ðxÞ
D E ð21Þ
The basis of measurement-driven target birth intensity relies
on using measurements in Zk,b to determine the particle
distribution in the target state space where there may be
potential targets. Assuming that the measurement
zik;b 2 Zk;b ði ¼ 1; 2; . . . ;mk;bÞ is known (where mk,b is the num-
ber of measurements in Zk,b), a reasonable method is to place
the newborn particles in the region where the likelihood
gk z
i
k;bjxðiÞ
 
will have non-zero values.16 Therefore, the states
of newborn targets can be obtained, by the method proposed
in Ref.16, as
x
ði;nÞ
k;b  N x; h1ðzik;bÞ;HRHT
 
; n ¼ 1; 2; . . . ;Mb ð22Þ
where h1() denotes the inverse of h() in Eq. (2), H* the Jaco-
bian of h1(), and Mb the number of particles generated by
each measurement. According to the observation model con-
sidered in this paper, the target state vector x
ði;nÞ
k;b also contains
unmeasured velocity components which cannot be obtained
directly from Nðx; h1ðzik;bÞ;HRHT Þ. Hence, the correspond-
ing velocity components of particles in x
ði;nÞ
k;b need to be drawn
from a prior distribution which is modeled based on possible
velocities of the targets.
In the proposed approach, each zik;b is treated as a measure-
ment generated from a potential new target. Furthermore, the
PHD of the multitarget state set is additive, i.e.,
DkjkðxÞ ¼
Xmk;b
i¼1
DikjkðxÞ ð23Þ
where DikjkðxÞ is the PHD partition for the singleton {xk,i} andR
DikjkðxÞ ¼ 1. Thus the particle representation of Dikjkðx; 1Þ for
the ith new target is given by
Dikjkðx; 1Þ 
XMb
n¼1
w
ði;nÞ
kjk;bdxði;nÞ
k;b
ðxÞ ð24Þ
where the weights are given by
w
ði;nÞ
kjk;b ¼
1
Mb
ð25Þ
In order to enable a better initialization of the newborn tar-
get, the value of Mb should be empirically set according to the
actual situation. A larger Mb is suggested for high uncertainty
of the target velocity and vice versa. Moreover, due to the
imperfect treatment of clutter measurements in Zk,b, the pro-
Table 1 Measurement-driven mechanism for PHD filter (at
time k> 1).
Initialization: Given: x
ðnÞ
k;e;w
ðnÞ
kjk1;e
n oNe
k1
n¼1
, Zk, a counting threshold
T, and a weight threshold c.
1. Set a to get s, Zk,b =£, Zk,e =£.
2. Compute r using Eq. (28).
3. for each zk,j, j= 1, 2, . . ., mk do
4. set XD,j =£, WD,j =£.
5. for each x
ðnÞ
k;e ; n ¼ 1; 2; . . . ;N ek1 do
6. if d zk;j; hðxðnÞk;eÞ
 
6 r do
7. XD;j ¼ XD;j [ fxðnÞk;eg, W D;j ¼ W D;j [ fwðnÞkjk1;eg.
8. end if
9. end for
10. Compute cj ¼ jXD;jj
11. Compute wj ¼
P
wi
0
kjk1;e; i
0 ¼ 1; 2; . . . ; cj in WD,j
12. if cj P T and wj P c
13. Zk,e = Zk,e [ {zk,j}
14. else
15. Zk,b = Zk,b [ {zk,j}
16. end if
17. end for
A measurement-driven adaptive probability hypothesis density filter for multitarget tracking 1693cessing of Eq. (25) will introduce a large number of high weight
particles which may lead to a degradation in the filtering
process.
When the clutter information cannot be determined, we
suggest introducing the balance factor l= 1/mk,b. This can
be interpreted as the measurements in Zk,b being deemed as
birth measurements with an equal probability of 1/mk,b, and
being adaptive according to the number of candidate measure-
ments for newborn targets. Then Eq. (25) can be rewritten as
w
ði;nÞ
kjk;b ¼ l=Mb.
When the procedures in Eqs. (22) and (25) are performed
on all the measurements in Zk,b, the weighted particle set
w
ðnÞ
k;b; x
ðnÞ
k;b
n oNb
k
n¼1
for Dk|k(x, 1) can be obtained by
w
ðnÞ
k;b; x
ðnÞ
k;b
n oNb
k
n¼1
¼ wð1;nÞkjk;b; xð1;nÞk;b
n oMb
n¼1
[
w
ð2;nÞ
kjk;b; x
ð2;nÞ
k;b
n oMb
n¼1
[
  
[
w
ðmk;b ;nÞ
kjk;b ; x
ðmk;b ;nÞ
k;b
n oMb
n¼1
ð26Þ
where Nbk ¼ Mbmk;b denotes the total number of particles for
newborn targets. The newborn targets will be verified and esti-
mated at time k+ 1 combined with the latest measurements.
Obviously, the proposed PHD filter calculations for the exist-
ing targets and newborn targets are performed separately so
that parallel computation can be utilized to improve the over-
all calculation efficiency.
5. A gating method for PHD filter
The gating technology has been widely studied to improve the
computational efficiency of the CPHD filter; most of which
incorporate an elliptical gating method to design the validation
regions for measurements.21,22 In Ref.23, a sigma-gating SMC-
PHD filter was presented based on the given measurement
noise where the measurements within the sigma-gate are
regarded as effective measurements for the filter. The gating
method for the data-driven mechanism outlined in Ref.18 has
many inherent limitations: it is performed under the assump-
tion that the initial distribution of the newborn target is known
exactly, and at most one new target can appear at each time
step, which is not always feasible in practical applications.
Moreover, as we are studying the situation where the target
birth intensity is unknown, this method is not applicable. In
addition, using only a single particle to decide the identities
of the measurements of targets (existing or newborn) is unreli-
able, as a large number of redundant particles will be gener-
ated when the received measurements are used to explore
new targets. This will cause the predicted measurements of
these particles to diffuse in the space and make them more
prone to clutter. In this section, a novel gating strategy based
on the measurement likelihood of the target state space is
developed. Subsequently, we will show how it can be used to
solve the challenges of measurement classification and state
estimation.
Under the condition that the measurement model is known,
the mapping relationship for any single-target state x 2 ES to a
given measurement z is unique with z= h(x). Furthermore,
the value of g(z|x) can characterize the correlation degree
between measurement z and state x. Therefore, for a specified
measurement z, the state space can be divided into ES(x) and
ESðxÞ, where ESðxÞ [ ESðxÞ ¼ ES and ESðxÞ \ ESðxÞ ¼£.For any x 2 ES(x), the likelihood gðzjxÞP s, and otherwise,
x 2 ESðxÞ. To obtain s in a different measurement model or
system, it is reasonable to set a confidence level
a ¼ PðgðzjxÞP sÞ x 2 ESðxÞ ð27Þ
where P() represents the probability of an event. Then the
desired s can be calculated through the inverse operation of
Eq. (27). However, the region ES(x) may not be easy to char-
acterize due to the multi-dimensional and nonlinear nature of
the measurement. Based on the measurement model in Eq. (2),
a validation region X(z) can be defined on EO considering the
influence of noise, with a radius r given by
r ¼ maxfdðz; hðxÞÞ : x 2 ESðxÞg ð28Þ
where
dðz; hðxÞÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðz hðxÞÞTR1ðz hðxÞ
q
Þ ð29Þ
and R1 is the inverse of the error covariance matrix R of the
likelihood function.
Before the update step is performed for the existing targets
PHD filter, a measurement-driven mechanism based on the
result of Eq. (28) is designed to classify the measurements
for the existing and newborn targets. The pseudo-code of the
proposed method is presented in Table 1. When the latest mea-
surement set Zk ¼ fzk;1; zk;2; . . . ; zk;mkg is received, XD,j and
WD,j are defined to represent the reasonable candidate parti-
cles set and the corresponding weights set associated with
zk;j 2 Zk ðj ¼ 1; 2; . . . ;mkÞ respectively. The proposed
measurement-driven mechanism relies on the fact that a mea-
surement which associates with a small number of particles is
not considered as an existing target measurement. Namely, |
XD,j|, the cardinality of XD,j, will be significant when the mea-
surement zk,j matches the distribution of the existing target
particles. It should be noted that there is a probability that
clutters may appear near the target-originated measurements.
However, it is more likely that measurements matching with
Table 2 Multitarget state extraction based on validation gate.
1. Compute the particles clusters CE,j and weights clusters WE,j
as lines 5–9 in Table 1 for each zk,j (j= 1,2, . . . ,mk).
2. Compute the sum of weights wE,j for each WE,j.
3. Find the ½N^ k;e largest wE,j to get the corresponding CE,j as the
candidate clusters.
4. Compute the estimates according to C0E;i
n o½N^k;e 
i¼1
.
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ingly make significant contributions to the filter.
In order to select measurements which originate from the
existing targets with high probability, and to exclude clutter
measurements as much as possible, a validation technique is
designed (see lines 10–16 of Table 1). The core idea of the val-
idation technique is distinguishing those zk,j with validated
particles and weights above preset thresholds. This makes full
use of the characteristics of particle distribution in the state
space and the corresponding weights information to determine
the attributes of the measurement. We believe it is more effi-
cient than the identification method based on a single particle
that was outlined in Refs.18,23. Note that all the measurements
are considered as birth measurements at time k= 1.
It can be seen in Table 1 that the method cannot handle
clutter well since the measurement set Zk,b for newborn targets
will also contain clutter measurements. For most sensors, the
first measurement of a new target is difficult to distinguish
from clutter without any priori information. However, the dis-
advantage and effect of clutter measurements can be consider-
ably decreased by the processing mechanism of the
decomposed PHD filter. First, the current clutter measure-
ments are prevented from participating in the weight computa-
tion of the existing targets, which is beneficial to help improve
the estimation accuracy. Secondly, although the clutter mea-
surements are used to draw particles for exploring new targets,
these particles will naturally be eliminated while the real new-
born targets are verified and estimated in the next iteration
combined with the latest measurements.
The process of distinguishing measurements will affect the
clutter intensity jk(z) that characterizes the distribution of
clutter in Eqs. (18) and (21). However, due to the filtering pro-
cedure for newborn targets, the specific expression for jk,b(z) is
not necessary. According to the proposed gating strategy and
the validation technology shown in Table 1, the attribute of
each measurement is not determined by a predefined validation
region as it was in the gate technique presented in Refs.21,22.
The confidence level a defined in Eq. (27) is used to set a val-
idation region for the projection of particles. Subsequently, the
number of particles associated with each measurement and
their corresponding weights are both evaluated to determine
the measurements for the existing target. This means that a
high confidence level for the selected measurements is assigned
and the influence of clutter measurements is almost excluded.
Based on this principle, Eq. (9), and assuming that the clutter
in the detection region is modeled as being uniformly dis-
tributed,7–9,22,23 it is possible to compensate for the clutter
intensity in the existing target filter by
jk;eðzÞ ¼ ð1 aÞ  jkðzÞ ð30Þ
Further work is necessary to study the compensation
method for complex and unknown clutter distribution
models.23
The computational complexity of the standard SMC-PHD
filter depends on the number of measurements received by the
sensor and the number of particles used to characterize the
posterior intensity. All the measurements are taken to update
all the predicted particles.18 Taking advantage of the proposed
measurement-driven mechanism discussed in this paper, the
number of measurements participating in the computation
(during the update step) of the existing targets is |Zk,e|. More-
over, the procedure in the newborn target filter based on Zk,bhas low computational complexity. All in all, this means an
improvement in the processing speed can be achieved. More
importantly, the newborn target and existing target PHD filter
are performed independently without mutual influence.
The peaks in the intensity represent the states for the indi-
vidual targets, as noted in Section 3. But it is still a challenge to
extract the state estimates for the existing SMC based PHD fil-
ter.7,8,23,24 The common clustering techniques, such as K-mean
or expectation maximization, are particularly problematic and
unreliable.24 Inspired by the proposed gating method, we pro-
pose a heuristic clustering method which is expected to solve
the estimation problem without increasing the computational
cost. Given Zk and w
ðnÞ
kjk;e; x
ðnÞ
k;e
n oNe
k1
n¼1
, the main steps of the state
estimation procedure are summarized in Table 2.
The measurements in Zk are used to select the clusters in
which the particles w
ðnÞ
kjk;e; x
ðnÞ
k;e
n oNe
k1
n¼1
are associated by utilizing
the proposed gating method. Then, the estimate is taken on the
½N^k;e candidate clusters with the highest total weights. For
each C0E;i, we firstly compute the normalized weights and then
the estimated location is obtained by taking the weighted mean
of the particle states.
6. Simulation
6.1. Example 1
To evaluate the performance of the proposed algorithm,
henceforth referred to as the measurement-driven adaptive
PHD (MDA-PHD) filter, simulations are designed on a two-
dimensional scenario which is generated according to Ref.16.
Five targets are considered in the simulation and the birth
information of new targets is unknown.
The targets are measured by a sensor located at ð0; 0Þ m.
The standard deviations are set as dh ¼ p=180 rad and
dr ¼ 1 m, respectively. Let us assume that the number of clut-
ter measurements per scan is Poisson distributed with the mean
value of k ¼ 10. The sensor generates a measurement for each
target with a constant probability of detection PD = 0.98.
Mb = 200 and g= 200 per expected target is used in the sim-
ulations. The optimal sub-pattern assignment (OSPA) metric25
is used to evaluate the performance of the multitarget filter.
According to the analysis presented in Ref.25, the metric values
are generated using the OSPA parameters p= 2 and c= 100.
The individual x and y coordinates of the true tracks
together with the estimated positions versus time are shown
in Fig. 1. The MDA-PHD filter with parameters of T= 20,
c= 104 and confidence level a= 0.98 is applied. The esti-
mated states are extracted by the grouping method outlined
in Ref.24. It can be seen that the MDA-PHD filter is capable
of tracking the targets well.
Fig. 2 Cardinality statistics versus time using MDA-PHD filter.
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without the balance factor l are considered. 100 Monte Carlo
(MC) runs are performed for each filter with independently
generated clutter and measurements for each trial. For com-
parison, the cardinality statistics are also obtained using the
ABI-PHD filter, where a prior expected number of target
births E needs to be defined firstly. Under the assumption of
no prior information about the newborn targets, a relatively
small and large E, i.e., E= 0.001 and E= 0.1 are explored
to detect the newborn targets. Figs. 2 and 3 give the results.
These results confirm that the MDA-PHD filter is more reli-
able than the ABI-PHD filter, although both filters converge
to the true number of target. As can be seen in Fig. 2, the result
estimated by the MDA-PHD filter with the balance factor fol-
lows the true cardinality very closely. Without this balance fac-
tor, the difference between the mean and the true cardinality is
increased slightly, but the filter is still able to track the cardi-
nality quite well. This deviation is caused by the inappropriate
initial weights of particles drawn from clutter measurements. It
can also be seen in Fig. 3 that the ABI-PHD filter responds
slowly to the changes in target number. Moreover, the ABI-
PHD filter with E ¼ 0:001 performs significantly better than
that with E= 0.1. One possible reason is that the algorithm
takes the birth intensity as E in the update step of the existing
targets, and then a large expected number of target births will
cause the weight under-estimation of persisting particles.
As previously mentioned in Section 5, the gating method
can be used to extract multitarget states from the particles rep-
resenting the posterior intensity. 100 MC trials are run for each
filter to obtain the state estimation localization error with the
proposed gating and grouping methods, respectively. The
results are shown in Fig. 4. As the proposed gating method
depends on the accuracy of the estimated cardinality, its per-
formance is quite better than the grouping method for the
MDA-PHD filter. The results also indicate that the average
localization distance of the proposed method is slightly worse
in the ABI-PHD filter (E ¼ 0:001). This is because the unstable
cardinality estimation has no influence on the threshold-based
grouping method.24
The 100 MC averages of the OSPA distance of the different
filters are given in Fig. 5. The figure shows that the OSPA dis-
tances exhibit peaks when new targets appear, because the fil-Fig. 1 Estimated positions and true positions.
Fig. 3 Cardinality statistics versus time using ABI-PHD filter.
Fig. 4 Localization distance versus time for two methods of
state estimation.
Fig. 5 Average OSPA distance versus time for two methods of
state estimation.
Fig. 6 Computing time improvement and average OSPA
distances versus clutter number.
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the MDA-PHD filter outperforms the ABI-PHD filter in the
response to changes in both cardinality and the reliability in
MTT.
The performance can also be evaluated by considering the
degree of effect of the clutter intensity on each filter. 100
MC experiments are performed considering the varying clutter
rates. The average number of clutters k is varied from 5 to 45
with a unity probability of detection. Meanwhile, the compu-
tational efficiency of an algorithm is also important for engi-
neering application. Thus, the computing time improvement
(CTI) versus the different clutter rates between the two algo-
rithms is also calculated by
CTI ¼ TABI-PHD  TMDA-PHD
TABI-PHD
 100% ð31Þ
where TMDA-PHD and TABI-PHD represent the 100 MC time-
averaged single-step computational times recorded during the
simulations for each k when considering the MDA-PHD filter
and the ABI-PHD filter respectively. The results and time-
averaged OSPA distance versus the clutter rate are shown in
Fig. 6(a) and (b) respectively. All of the simulations were car-
ried out in MATLAB R2009a running on a 64-bit PC with an
Intel(R) Xeon(R) CPU E3-1230 V2@3.3 GHz 3.3 GHz CPU
and 4 GB of memory.
As expected, the computing time will increase with the
increase in clutter density. Fig. 6(a) indicates that the improve-
ment in computational time of the MDA-PHD filter is signif-
icant. Since the clutter measurements in both algorithms are
used to draw particles for potential newborn targets, a large
average clutter will cause the number of particles for newborn
targets to increase accordingly. This will lead to a heavy com-
putational burden in the next filter iteration when they are
taken as the existing target particles and used in the calcula-
tions of the existing target filtering, thus the improvement
levels off with the increase in clutter density. Hence, the pro-
posed MDA-PHD filter may not have distinct computational
advantages in certain challenging scenarios with heavy clutter.
On the other hand, the computation time improvement of the
MDA-PHD filter benefits from the proposed measurement-
driven mechanism which leads to a simplified weight computa-
tion. Besides, the redundant particles that are generated by theexisting target measurements are avoided in the process of
newborn target sampling.
It can be seen from Fig. 6(b) that the MDA-PHD filter has
much better estimation accuracy than that of the ABI-PHD fil-
ter, This is a clear benefit from the proposed filtering mecha-
nism and is due to the following reasons: the existing target
measurements and newborn target measurements participate
in the PHD filter independently, and the clutter measurements
and newborn targets measurements are prevented from wors-
ening the quality of the updated weights of the existing targets.
Furthermore, the proposed gating state estimation method
also shows superiority over the grouping method by compre-
hensively considering the available measurements, the esti-
mated number of targets and the total weight of particles in
each cluster.
6.2. Example 2
In this example, a typical nonlinear tracking scenario is consid-
ered to evaluate the performance of the MDA-PHD filter. For
comparison, the classical joint probabilistic data association
(JPDA) approach with extended Kalman filter (EKF) is cho-
sen as a benchmark algorithm, as it is an effective and
association-based method for tracking a known and fixed
number of targets in clutter.9 The state dynamic of each target
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rate,11 i.e.,
~xk ¼ Fðxk1Þ~xk1 þ nk ð32Þ
xk ¼ xk1 þ uk1 ð33Þ
where ~xk ¼ xTk ;xk
 T
is an extended representation of the tar-
get state vector, xk is the turn rate, and
FðxÞ ¼
1
sinðxTsÞ
x
0  1 cosðxTsÞ
x
0 cosðxTsÞ 0  sinðxTsÞ
0
1 cosðxTsÞ
x
1
sinðxTsÞ
x
0 sinðxTsÞ 0 cosðxTsÞ
2
6666664
3
7777775
ð34Þ
nk  Nð; 0; d2wI2Þ, I2 denotes the 2  2 identity matrices,
dw = 10 m/s, uk1  Nð; 0; d2uÞ, and du ¼
p
180
rad=s. The num-
ber of targets is fixed over 60 time steps in the simulation and is
exactly known for the JPDA filter. The observation settings
are the same as those specified in Example 1.
As before, 100 MC runs are performed for both filters with
varying clutter rates. In addition, we also examine their perfor-
mance against different detection probabilities via the MC sim-
ulations. All simulations are performed on the same target
trajectories, while measurement and clutter are generated inde-Fig. 7 Time-averaged OSPA distances versus varying clutter
number and detection probability.pendently for each trial. The time-averaged OSPA distances of
the two filters at various clutter rates under the condition of a
constant detection probability PD = 1 are shown in Fig. 7(a).
The time-averaged OSPA distances for various probabilities of
detection with fixed k ¼ 10 are shown in Fig. 7(b).
These results suggest that the MDA-PHD filter has similar
performance to that of the JPDA filter when the clutter density
is moderate and the probability of detection for targets is high.
However, the difference in performance tends to be significant
with an increase in the detection uncertainty and the amount
of clutter. In contrast, the JPDA filter which has exact knowl-
edge of the number of targets exhibits good stability. The rea-
son could be that the MDA-PHD filter has to resolve the
uncertainties in both the number of targets and their corre-
sponding states in the cluttered environment, and hence the
low probability of detection will lead to unreliable estimation
of the number of targets. In terms of complexity, the
MDA-PHD filter is linear in the number of targets and
measurements, while the standard JPDA filter is an NP-hard
formulation.11 It is notable that the MDA-PHD can deal with
a more realistic scenario than the JPDA, as the exact number
of targets is not known in most practical applications. It can
also be seen that the techniques for peak extraction have an
influence on the accuracy of the MDA-PHD filter.
7. Conclusions
(1) This paper considers the problem of multitarget tracking
with a PHD filter in a cluttered environment. The nov-
elty lies in the filtering process, where a measurement-
driven mechanism is designed based on an effective gat-
ing strategy.
(2) Based on the measurement-driven mechanism, the new-
born target and existing target PHD filters are per-
formed independently according to the corresponding
measurements. Furthermore, the target birth intensity
can be measurement-driven and adaptive. For practical
applications, the SMC implementation makes the
MDA-PHD filter applicable in most scenarios which
may be nonlinear and non-Gaussian.
(3) Compared with the existing ABI-PHD filter, the pro-
posed MDA-PHD filter shows significantly better track-
ing performance with potential computational efficiency
and the ability of adapting cluttered environment.
Moreover, it also has similar performance to that of
the JPDA filter under certain conditions and can be
effectively used to deal with the tracking problem with-
out requiring prior knowledge of the number of targets.
The proposed state estimate method also shows good
accuracy for the SMC implementation of the proposed
PHD filter.
In the future, research will be carried out on the clutter esti-
mation technology combined with the proposed measurement-
driven mechanism.
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