The concomitantly variable codons hypothesis of DNA substitution argues that at any time only a fraction of the codons in a gene are capable of accepting a mutation. However, as mutations are fixed at some positions in a gene, the sites that are potentially variable also change because of changed functional constraints. This hypothesis has been termed the ''covarion'' hypothesis or when the model is applied to nucleotides, the ''covariotide'' hypothesis. The covarion-covariotide model has proven to be remarkably difficult to test. Here I examine a covariotide hypothesis for 11 genes using a likelihood ratio test. I show that in nine of the genes examined a covariotide model provides a better explanation of the data than a model that does not allow constraints to change over time.
Introduction
Comparative sequence analysis has revealed a number of important properties about the process of DNA substitution (the combined processes of mutation and fixation in a gene). For example, comparative sequence analysis has revealed evidence of positive selection in some genes (genes showing a preponderance of nonsynonymous substitutions; Hughes and Nei 1988) . It is also known that the rate of change among nucleotides varies, with transitions generally being more common than transversions (Brown et al. 1982) , and that the rate of substitution varies across sites (Yang 1996) . In protein-coding genes, in fact, the rates at different codon positions can be predicted by the redundancy of the genetic code; in general, variation in the rate of substitution across a gene is thought to reflect differences in functional constraints at different positions. Virtually all methods of comparative sequence analysis, however, assume that functional constraints, typically reflected as rates of substitution, remain constant over time. That is, the rate of substitution at a site is considered to be constant over the entire phylogenetic history of a group.
A prediction of the concomitantly variable codons, or covarion, hypothesis of substitution (Fitch and Markowitz 1970) is that the rate of substitution should vary over the evolutionary history of a group. The argument is that as mutations are fixed at some sites in a gene, the functional constraints at other positions may change. Hence, the rate at a site should vary over the evolutionary history of a group of organisms if the covarion model of evolution is correct. Attempts to test this model have looked at the variability of specific positions in an amino acid or DNA sequence across different clades of organisms ; the covarion hypothesis is supported if a site is found to be variable in some clades but not in others. Application of this test to eubacterial tufA gene sequences suggested that a covario-tide model does explain the data better than a model with constant rates on the tree ). Application of a covariotide model to two ribosomal sequences data sets also supported a covarion-like model of substitution (Galtier 2001) .
This paper takes advantage of a formulation of the covarion model first proposed by Tuffley and Steel (1998) that allows the likelihood for an alignment of DNA sequences to be calculated. I test a covariotide model of DNA substitution on 11 genes using a likelihood ratio test. A covariotide model provides a significant improvement in most of the genes examined.
The method used in this study is very similar to that used in a recent paper by Galtier (2001) . Galtier (2001) extends the gamma model of Yang (1993 Yang ( , 1994 that allows the rate at a site to vary across a sequence. Specifically, he allows the rate at a site to change over evolutionary time using the same type of framework as Tuffley and Steel (1998) , estimating the rate of switching (and other parameters) using maximum likelihood. Moreover, he allows the rate of switching to vary across a sequence. In this paper, I directly implement the model of Tuffley and Steel (1998) and a variant thereof that allows for site-specific or gamma-distributed rate variation.
Methods

Data
I examined a covariotide model of DNA substitution for 10 alignments of protein-coding genes and one alignment of a ribosomal gene. The data included 54 Drosophila adh sequences , 23 mammalian mtDNA sequences , 29 HIV-1 vif sequences , 23 HIV-1 pol sequences , 32 mammalian mhcII sequences , 17 vertebrate ␤-globin sequences (Yang et al. 2000) , 42 eubacterial tufA sequences (Lockhart et al. 1998) , 23 Japanese encephalitis env sequences , 18 Flavivirus ns-5 sequences , 85 insect 18S and 28S rDNA sequences , and 9 Leviviridae replicase sequences (Bollback and Huelsenbeck 2001) . Each alignment of DNA sequences is contained in a matrix X ϭ {x ij }, where i ϭ 1, . . . , s and j ϭ 1, . . . , FIG. 1.-An example of a phylogenetic tree of s ϭ 8 sequences. The tips of the tree are labeled 1, 2, . . . , s and the internal nodes are labeled s ϩ 1, s ϩ 2, . . . , 2s Ϫ 2. The tree is drawn rooted at sequence 8.
c (s is the number of sequences and c is the length of each sequence in the alignment). The columns of this matrix represent individual homologous sites. The information at the ith site in the alignment is contained in the vector x i ϭ (x 1i , x 2i , . . . , x si )Ј.
Phylogenetic Model
The species are assumed to be related by an unrooted bifurcating tree, i . Each possible tree is numbered 1, . . . , B(s), where
is the number of possible unrooted binary trees for s species. Figure 1 shows an example of an arbitrarily chosen tree of s ϭ 8 sequences. The tips of the tree are labeled 1 to s and the internal nodes are labeled s ϩ 1 to 2s Ϫ 2. The internal nodes are labeled consecutively according to a postorder traversal of the tree (i.e., from the tips of the tree to the root). Although the tree is unrooted, for convenience it can be drawn to be rooted at one of the tip sequences. In this paper, the root of the tree is at sequence s. Each phylogenetic tree has 2s Ϫ 3 branches. The lengths of the branches are in terms of expected number of substitutions per site and the collection of branch lengths for the ith tree is designated v i ϭ (v 1 , v 2 , . . . , v 2sϪ3 ).
I use the formulation of the covarion-covariotide model developed by Tuffley and Steel (1998) . A site is considered to be either ''on'' (1), in which case substitutions may occur, or ''off'' (0), in which case no substitutions are possible. Hence, two stochastic processes are considered. The first describes the on-off process and the second describes the substitution process when the switch process is on. The switching (on-off) process is described by the rate matrix S: 
where r ij is the rate of change from nucleotide i to nucleotide j measured relative to the rate of change between G and T (r GT ϭ 1) and ϭ ( A , C , G , T ) are the stationary frequencies of the nucleotides. The diagonal elements of Q are set such that the sum of the elements for each row is zero. The scaling factor, , is chosen such that the average rate of substitution is 1, (Tuffley and Steel 1998) . I is the 4 ϫ 4 identity matrix. This process has stationary distribution ϭ ( 0 A , 0 C , . . . , 1 G , 1 T ). Transition probabilities can be obtained using this model by simply exponentiating the product of the rate matrix, R, and the branch length of the phylogenetic tree, v:
The parameters of the substitution model are contained in the vector. ϭ (r AC , r AG , r AT , r CG , r CT , A , C , G , s 01 , s 10 ).
As an example, consider a covarion model for the Jukes-Cantor (1969) (4) FIG. 2.-Likelihoods are calculated by performing a postorder traversal of the tree, visiting internal nodes sequentially. The conditional likelihoods are calculated by either considering the two descendant nodes from node j (top example) or the three nodes incident to the basal internal node 2s Ϫ 2 (bottom example).
The implementation of the covariotide model used in this study is a generalization of the proportion of invariable sites model. The proportion of invariable sites model assumes that some fraction, p, of sites are unable to vary. The proportion of invariable sites model can be obtained from the covariotide model by allowing s 01 and s 10 to approach 0 with the constraint that (s 10 )/(s 01 ϩ s 10 ) ϭ p.
The probability of observing the data at the ith site involves a summation over all possible ancestral states that can be assigned to the internal nodes on the tree. However, the possible states for the covariotide model are not simply A, C, G, and T, as they normally are for substitution models typically used in phylogenetic analysis, but rather A 0 , C 0 , G 0 , T 0 , A 1 , C 1 , G 1 , and T 1 ; every nucleotide can be either capable (1) or incapable (0) of substitution. To calculate the likelihood at a site, I use a variable z ( j) that contains the conditional probability of the observations above the jth node of the tree, given that the node j was in a particular state [z ( j) 
. This variable is initial-
ized for the tip sequences. If x ji ϭ C is observed at tip sequence j, for example, then the conditional likelihood vector z ( j) is z ( j) ϭ (0, 1, 0, 0, 0, 1, 0, 0). In other words, the conditional probability of all entries that correspond to an on or off C are set to 1 and the others are set to 0. The site probability can then be calculated using Felsenstein's (1981) pruning algorithm. Starting from the tips of the tree, we visit successively deeper nodes in the tree calculating z ( j) for each visited node. The conditional probability of the observations on the subtree above node j is
where v L and v R are the lengths of the branches to the left and right of node j and i, k (Felsenstein 1981) . We do this for every interior node on the tree until the basal interior node is reached (the node directly above the root tip). For this node, the conditional likelihoods are calculated in a similar manner but with three summations:
(v D is the length of the branch connecting the root node, s). Figure 2 illustrates the calculation of conditional likelihoods down the tree using the pruning algorithm. The probability of the observations at the ith site conditional on the tree , branch lengths, and substitution model parameters is then
are the stationary frequencies of the eight states. Assuming independence of the substitutions across sites, the probability of observing the aligned matrix of sequences is
and the likelihood of the model parameters is proportional to the probability of observing the data
where the constant C is arbitrary. In this study, I am only interested in inferring the switching parameters s 01 and s 10 . I partition the parameters of the substitution model, , such that all of the nuisance parameters are contained in the vector ϭ (r AC , r AG , r AT , r CG , r CT , A , C , G ). I eliminate the nuisance parameters of the model using integrated likelihood (Berger, Liseo, and Wolpert 1999) . The integrated likelihood for the switch rates is
where the summation is over all possible trees and integration is over the space for branch lengths and all of the substitution parameters except the switching rates (). f(v i , ͦ i ) is the prior for the branch lengths and substitution model parameters. I use uniform, or uninformative, priors for parameters of the substitution model. Specifically, I assume a uniform (0,50) prior for parameters of the substitution model, a uniform (0,100) prior for the switching rates, and a flat dirichlet (1,1,1,1) prior for the nucleotide frequencies. The prior probability of the trees is taken to be 1/B(s) and the branch lengths of the tree are given a uniform (0,10) prior. These prior probability distributions were chosen because they are flat and cover the range of parameter values observed by the author in earlier phylogenetic studies. The priors accommodate biologically plausible values for the parameters. For example, the branch lengths are given a uniform (0,10) prior. If the true branch lengths were greater than 10, then the sequences would have been difficult, or impossible, to align because of the high substitution rate. This was not the case; the very fact that biologists successfully align their sequences suggests that substitution rates have not reached a level of saturation. The summation and multiple integration required to calculate the integrated likelihood for s 01 and s 10 are impossible to perform analytically. I use the program MrBayes 2.1 (Huelsenbeck and Ronquist 2001) to approximate the integrated likelihood, ᐉ(s 01 , s 10 ). The program is set up to perform Bayesian inference of phylogeny and uses a variant of Markov chain Monte Carlo to approximate the posterior probability density of parameters. However, when uninformative priors are used, as they are for this study, the posterior distribution of a parameter can be considered a rescaled likelihood surface. All Markov chains were run for 2,000,000 generations and sampled every 100th cycle. Inferences were based on a total of 15,000 sampled points for each chain (the first quarter of the samples was discarded as the portion of the chain sampled when not at apparent stationarity). Chains were initialized using randomly chosen trees.
Testing the Covarion Model I test the null hypothesis that the rate of substitution over the tree is constant for a site. The null hypothesis, H 0 , is that the proportion of invariable sites model is true. The proportion of invariable sites model can be obtained from the Tuffley and Steel (1998) covariotide model by allowing s 01 and s 10 to approach zero with the constraint that (s 10 )/(s 01 ϩ s s10 ) ϭ p, where p is the proportion of sites that are incapable of substitution. More specifically, the proportion of invariable sites model assumes that a site takes one of two rates: with probability p the site is invariable, meaning that it has a rate of zero; with probability 1 Ϫ p the rate at the site is multiplied by the factor 1/(1 Ϫ p). Note that rate variation across sites is still allowed under the null hypothesis. In fact, the model of rate variation across sites is quite sophisticated as it combines the proportion of invariable sites model with either the site-specific or gamma model for among-site rate variation. Under the null hypothesis, among-site rate variation is zero with probability p. With probability 1 Ϫ p the rate multiplier for a site (, from above) is either drawn from a gamma distribution or sites are divided into first, second, and third codon positions and the rate multiplier, , is estimated separately for each.
The alternative hypothesis, H 1 , allows the switching rates to vary freely. The likelihood ratio
contains information on the relative tenability of the competing hypotheses. For nested models. ⌳ Յ 1 and Ϫ2 log e ⌳ is asymptotically 2 distributed with degrees of freedom. The degrees of freedom is simply the difference in the number of free parameters between H 1 and H 0 . The proportion of invariable sites model is nested in the covariotide model of Tuffley and Steel (1998) , and a likelihood ratio test is appropriate.
Although the models are nested, because the null model involves a restriction of the parameters at the boundary of the parameter space, the 2 approximation does not hold (Whelan and Goldman 1999; Ota et al. 2000) . For this study the appropriate null distribution is a mixture of , , and distributions (Self and Liang 2 2 2 0 1 2 1987). In particular, there are two parameters on the boundary of the parameter space and the other (nuisance) parameters of the model are not restricted to be on the boundary. Hence, the situation in this paper matches 'case 7' discussed in Self and Liang (1987 In this study the likelihood ratio test statistic was approximated by fitting a bivariate normal distribution to the switching rates sampled by the MCMC algorithm. The likelihood ratio was approximated by comparing the density at the maximum of the bivariate normal to the density at the restriction that s 01 ϭ s 10 ϭ 0. The posterior probability distribution is asymptotically normally distributed, and the normal approximation is known as the Laplace approximation to the posterior density (Laplace 1986 ; also see Raftery 1995 and Gamerman 1997) . The normal approximation to the posterior density has been used in model testing of evolutionary hypotheses by Suchard, Weiss, and Sinsheimer (2001). The bivariate normal has positive density for all possible values, whereas the switching model is restricted to have positive likelihoods for s 01 , s 10 Ͼ 0. This should not be a problem, though, as I am only interested in knowing the relative heights of the bivariate normal at the maximum value and at the restriction; that is, I only need to know the likelihoods up to a constant in order to validly test the null hypothesis. For the purposes of determining the mixture of 2 distributions (discussed previously) the mixing parameter, p, must be estimated. The mixing parameter is calculated using the information matrix, which for the bivariate normal approximation to the posterior density of s 01 and s 10 is I checked convergence of the ergodic averages for the switching rates using Gelman's (1995) R statistic ͙ (the estimated potential scale reduction). This statistic summarizes the ratio of two estimates of the within-and between-chain variances for different Markov chains starting from random points in the parameter space. It is constructed such that the estimated potential scale reduction approaches 1 from above. Values of R less ͙ than 1.1 or 1.2 are considered to indicate an adequately run MCMC analysis (Gelman 1995) .
Results and Discussion
Convergence of the Markov chains was checked in several ways. First, at least two chains were run for each data set. Each chain was started from parameter values chosen from the prior. In all cases, the chains converged to the same parameter values. One way of seeing this is summarized in figure 3 in which the log probability of observing the data is plotted against generation number. Note that all of the chains start with a poor combination of parameter values; but the chains quickly found parameter combinations with better likelihoods. Moreover, all of the chains reach a plateau, which indicates that the chains have probably reached stationarity. Based on the plots of the log probability of observing the data, I discarded the samples taken during the first 500,000 cycles of the chains as the ''burn-in.'' Second, I checked that the inferences that would be drawn about the switching rates did not differ across chains. Figure 4 shows that the points sampled by the independent chains (after burn-in) did not differ substantially. Finally, I confirmed convergence of the ergodic averages of the switching rates using Gelman's (1995) R statistic (the ͙ estimated potential scale reduction). In this study, R ͙ was less than 1.2 for all of the genes examined by the 500,000th cycle. All but two of the genes had R less ͙ than 1.01. Table 1 summarizes the estimated values for the switching rates for each data set. Point estimates were based on the mean of the marginal posterior probability distribution for each parameter. The intervals represent the 95% credible interval for each parameter.
A likelihood ratio test was performed for each gene, comparing the proportion of invariable sites model to the covarion model. The likelihood ratio was estimated by fitting a bivariate normal distribution to the switching rates sampled by the chains (see Gamerman 1997) . Figure 5 shows the marginal likelihoods of the switching rates and normal plots for each parameter. The marginal distributions of a bivariate normal random variable are normal. The marginal distributions of the switching rates are nearly normally distributed, consistent with the joint distribution of the switching rates being bivariate normally distributed. The normal plots ( fig. 5) show the 5% cut-offs of the cumulative distribution for the observed marginal distributions and the cut-offs expected if the marginal distributions were normal. If the likelihood surface were truly normal, then all of the points in figure 5 would fall along the diagonal. The observed values are close to the diagonal, showing that the marginal distributions are nearly normally distributed. In this case, it does not make sense to perform a statistical test of normality because the observations drawn using the MCMC procedure are not independent. Table 2 shows the estimated parameters of the bivariate normal distribution for each gene. Table 2 also gives the mixing parameter, p, for each gene.
Calculating the likelihood ratio involves comparing the maximum height of the bivariate normal to the value at (0,0). The likelihood ratio test statistic was significant in nine of the 11 genes examined (table 3) after a Bonferroni correction was applied, suggesting that a cova -FIG. 3. -Plots of the log probability of observing the data (y-axis) versus generation number (x-axis). For each data set, the complete range of log probabilities explored by the chain and a close-up of the log probabilities visited after stationarity are shown.
riotide model of DNA substitution provides a much better explanation of the observed DNA sequences than a model that did not allow rates of substitution to vary across the phylogeny. One interpretation of this result is that functional constraints in a gene change over its evolutionary history. Note that the critical values for the likelihood ratio test differ for each gene. This is the case because the mixing proportions of 2 distributions differ across genes.
This study used the integrated likelihood to evaluate models. This is a departure from the normal practice in phylogenetics in which nuisance parameters are eliminated by maximizing the likelihood. The maximization approach for eliminating nuisance parameters is sometimes referred to as the profile likelihood (Berger, Liseo, and Wolpert 1999) . Berger, Liseo, and Wolpert (1999) provide a number of advantages for using the integrated likelihood over the profile likelihood, where possible. For example, the profile likelihood can be misleading when the likelihood surface has a sharp ridge, inferences based on the integrated likelihood accommodate uncertainty in the nuisance parameters, and integrated likelihoods can be simpler to calculate. Indeed, in this study, MCMC was a much more efficient method for inferring parameters. A simple maximization program used to calculate the profile likelihood on one data set took much longer to run than the MCMC approach.
The null hypothesis tested in this study-that switching rates were zero-has parameter values at the boundaries of the parameter space. This means that the normal asymptotic result, that the likelihood ratio test statistic is 2 distributed with degrees of freedom, does not hold (Whelan and Goldman 1999; Ota et al. 2000) . Instead, the null distribution is a mixture of 2 distributions. Here, the mixture was (½ Ϫ p) , ½ , and p , where p is a parameter that is calculated from the 2 2 Fisher information matrix for the parameters. The 95% critical values for a test of the null hypothesis varied from 4.54 to 4.90 for the 11 genes examined here. The critical values differed because the switching rates were more or less correlated across the genes. If I had ignored the fact that the parameters were at the boundaries of the parameter space under the null hypothesis, I would have used the critical values of a 2 distribution with ϭ 2 degrees of freedom. The 95% critical value for a test of the null hypothesis would have been 5.99. In other words, the test would have been conservative. In this study, the null hypothesis was usually rejected decisively and the extra work spent calculating the exact critical values was probably unnecessary. However, for more subtle problems it may be important to use the exact critical values to avoid inappropriate rejection of the null hypothesis.
The likelihood approach taken here differs from that taken by Tuffley and Steel (1998) . Tuffley and Steel (1998) derived distance measures for the covarion model and noted that in principal the covarion model can be distinguished from a rates across sites model when there are at least four monophyletic groups of species. However, distance methods are generally not as powerful at distinguishing models or inferring trees as likelihoodbased methods. The covarion model implemented in this study is somewhat different from the model used by Tuffley and Steel (1998) in that among-site rate variation is accommodated along with rate variation on the tree. Hence, this allows a test of the covarion model while accounting for the fact that different sites may have different inherent rates. Moreover, as implemented in this study, the covarion model is readily applied to phylogeny estimation. Galtier (2001) implemented a model of rate variation over a tree that allows the rate to switch incrementally, with the rate increments determined by a discrete gamma distribution. The appropriate null hypothesis for the Galtier (2001) model is that rates are gamma distributed, and he tested this hypothesis using likelihood ratio tests. The covarion-like model implemented in this study differs from that implemented by Galtier (2001) , in that rates simply switch between off and on. Rate variation across sites is allowed in the variant of the Tuffley and Steel (1998) model implemented in this study because the rate of substitution, when the switching process is on, can vary from one site to another. Specifically, rates across sites followed either the sitespecific model or the gamma model. The null hypothesis tested in this study, then, was the proportion of invariable sites model plus either site-specific or gamma-distributed rate variation. Which covarion-like model best fits biological sequences remains an open and interesting question.
To date, the covarion-covariotide model of DNA substitution has found little application in comparative sequence analysis. This study, and two earlier studies of three genes Galtier 2001) , suggests that a model that allows rates to change through time may provide a much better explanation of observed DNA sequences. The covarion model may also prove important in phylogeny reconstruction; rates of change that vary over the phylogenetic history of a group may mislead phylogenetic methods that fail to accommodate this process . Finally, the general methodology used to accommodate rate variation over time may also prove useful for accommodating other processes that are known to vary over the evolutionary history of organisms, such as the frequency of the nucleotides G and C. Some of these processes are known to mislead phylogenetic methods (Lockhart et al. 1992) , especially for ancient groups, and any method that can estimate the rate at which substitution parameters change over evolutionary time might lead to new insights about the process of DNA substitution.
Program Availability
The covarion model is implemented in the program MrBayes 2.01. MrBayes performs Bayesian inference of phylogeny using the Metropolis-Hastings algorithm. The program is available via the World Wide Web at http:// brahms.biology.rochester.edu (on the software page). The covarion model can be activated using the command ''lset covarionϭyes.''
