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Abstract—In this treatise, a novel Simulated Annealing (SA)
based Multi-User Detection (MUD) is proposed in synchronous
Space Division Multiple Access (SDMA) system. SA MUD
modiﬁes experiential Cooling Schedule (CS) of traditional SA
algorithm according to its use in MUD. Moreover, in order to
ensure suﬃcient diversity acquired in the whole Markov chain
and to prevent from being trapped at local optima, Uniform
Mutation (UM) based trial vector generation scheme is brought
forward. In addition, the optimal solution recording scheme
is also invoked in case of being lost during cooling process.
Simulation results illustrate that in comparison with Genetic
Algorithm (GA) MUD in the same simulation conditions, without
turbo processing and soft-information, SA MUD proposed in
this paper performs better, approaching the performance of
Maximum Likelihood (ML) MUD and imposes lower complexity.
I. INTRODUCTION
In the family of MUD, Least Squares (LS) and Mini-
mum Mean Square Error (MMSE) are classic linear detection
schemes, exhibiting low complexity but limited performance.
By contrast, ML MUD can provide the best performance by in-
voking an exhaustive search, whose computational complexity
increases exponentially with the number of simultaneous users
supported by the Multiple Input-Multiple Output (MIMO)
system, so that its implementation in high-user-loaded scenario
is strongly prohibited. As a compromise between performance
and complexity, a range of suboptimal MUDs are proposed in
many literatures [1], e.g. Successive Interference Cancellation
(SIC) and Parallel Interference Cancellation (PIC), which
present better performance than LS and MMSE at the cost
of sustainable complexity increase. Moreover, most of the
above-mentioned techniques were employed in the system,
where the number of users is less than or equal to that of
receivers, referred to here as the underloaded or fully loaded
scenarios, respectively [2]. Whereas, in practical applications,
the number of users usually exceeds that of receivers, which
is regarded as a rank-deﬁcient scenario, although some MUDs
are modiﬁed to be ﬁt for such scenario, the performance will
be catastrophically degraded with the increase of the number
of users.
GA has been employed for solving many optimization
problems in numerous ﬁelds. GA and Hybrid GA (HGA)
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are proposed as suboptimal MUD techniques in Code Divi-
sion Multiple Access (CDMA) systems in [3] and [4], [5],
respectively. Furthermore, GA was introduced into SDMA
and Orthogonal Frequency Division Multiplexing (OFDM)
systems in [6]–[8]. Unfortunately, GA doesn’t perform as
well as [6]–[8] in the SDMA system without any auxiliary
techniques, e.g. Turbo Trellis Coded Modulation (TTCM),
turbo processing and soft-information.
SA has been shown to be another eﬃcient method for
exploring NP-hard problems and complex nonlinear search
spaces. As it is well known, MUD was rendered as a challeng-
ing multidimensional and combinatorial optimization problem.
Against this background, an SA based MUD scheme is pro-
posed in this contribution. SA MUD modiﬁes experiential CS
of traditional SA algorithm according to its use in MUD.
Firstly, optimization metric for SA MUD is formulated from
the signals received by multiple antennas of Base Station
(BS). Secondly, the initial temperature is determined by the
acceptance rate of the worst solution to the best one, both of
which are estimated from a population generated randomly
from an initial solution assisted by MMSE MUD. Thirdly,
twofold stopping criteria are betaken to attain a compromise
between Bit Error Rate (BER) performance and calculation
complexity. Moreover, in order to ensure suﬃcient diversity
acquired in the whole Markov chain and to prevent from being
trapped at local optima, Uniform Mutation (UM) based trial
vector generation scheme is brought forward. In this treatise
the optimal solution is proposed to be recorded in case of
being lost during cooling process. Our simulation results show
that SA MUD outperforms GA MUD in synchronous SDMA
systems without coding and iteration gains, and is capable of
approaching the performance attained by ML MUD.
Notation: Transpose and Hermitian transpose of a vector or
matrix are denoted by (·)T and (·)H , respectively. · represents
ceiling operation. Furthermore, vectors are denoted by bold
lowercase letters and bold uppercase letters denotes matrices.
II. SYSTEM MODULE
A. SDMA MIMO channel module
We consider an uplink multiuser narrowband SDMA MIMO
system, in which the transmitted signals of L simultaneous
uplink mobile users are received by the P diﬀerent receiver
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Fig. 1. Schematic of the SDMA uplink MIMO channel model, where each
of the L users is equipped with a single transmit antenna and the BS’s receiver
is assisted by a P-element antenna array.
antennas of the BS, and each mobile user is equipped by a
single transmit antenna. The system model is depicted in Fig.1.
The whole system is assumed in synchronous status, and at
the sampling time k, the signal received by the P-element
BS antenna array is constituted by the superposition of the
independently faded signals associated with the L mobile users
and contaminated by the AWGN noise, expressed as
y = Hx + n, (1)
where the (P×1)-dimensional vector y, the (L×1)-dimensional
vector x and the (P×1)-dimensional vector n are the received,
transmitted and noise signals, respectively, and H is a (P ×
L)-dimensional channel matrix. Here the sampling time k for
each vector is omitted for the sake of notational convenience.
Speciﬁcally, the vectors x, n, y and matrix H are given by
x = (x1, x2, . . . , xL)T , (2)
n = (n1, n2, . . . , nP)T , (3)
y = (y1, y2, . . . , yP)T , (4)
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h11 h12 · · · h1L
h21 h22 · · · h2L
...
...
. . .
...
hP1 hP2 · · · hPL
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (5)
In (1) to (5), we assume that the AWGN noise signal
np (p = 1, . . . , P) exhibits a zero-mean and a variance of σ2n,
and hi j(i = 1, . . . , P; j = 1, . . . , L) represents the channel trans-
fer coeﬃcient associated with the propagation link connecting
the ith-element BS antenna array and the jth user’s antenna,
which is independent, stationary, and complex Gaussian dis-
tributed process with zero-mean and unit variance.
B. MMSE MUD and ML MUD
In the MMSE-based MUD, with the aid of the linear
MMSE combiner, the transmitted signals of the diﬀerent users
are estimated. More speciﬁcally, the estimated signal vector
xˆ ∈ CL×1 is generated from the received signal vector y, as
follows [1]
xˆMMSE =WHMMSEy, (6)
where WMMSE ∈ CP×L is the MMSE-based weigh matrix given
by [1]
WMMSE = (HHH + σ2nI)−1H, (7)
where I is the identity matrix.
ML MUD [1] is the optimal scheme, which invokes ex-
haustive search, and requires 2mL evaluations of the Objective
Function Metric (OFM) of (8) for ﬁnding the most likely
transmitted symbol vector xˆML, and
xˆML = arg
{
min

x∈ML
||y −Hx||22
}
, (8)
where the set of ML containing all trial-vectors is deﬁned by
[1]
ML =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x
1
...

x
L
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣x1, . . . , xL ∈ MC
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
, (9)
where MC denotes the set covering the 2m number of legitimate
complex constellation points with the speciﬁc modulation
scheme deployed, and m denotes the number of bits per
symbol.
III. SIMULATED ANNEALING ALGORITHM BASED
MULTIUSER DETECTION
ML MUD is regards as NP-complete, and the computa-
tional complexity increases exponentially with the number of
simultaneous users loaded by the system. Fortunately, inherent
principle and parallel calculation aptness of SA make it an
eﬀective technique solving NPC problems. Fig.2 shows a
ﬂowchart of the SA MUD. As it is well known, SA algorithm
is an iterative Markov chain Monte Carlo method, and its
gradual convergence implies that [10], only if the total length
of Markov chain Ltot → ∞, can the optimal solution be
reached. For the sake of practicability, SA should return the
suboptimal solution in ﬁnite calculations at the expense of
little BER performance degradation, which can be realized by
contriving appropriate CS. CS as a set of crucial parameters
controlling the whole SA algorithm has obtained several
experiential values. In this section, UM based trial vector
generation scheme is proposed and relevant CS is designed
according to the application of SA in MUD. More details are
described as follows:
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A. Optimization Metric for SA MUD
Inspired by (8), the OFM for SA MUD is deﬁned as
f (x) =
P∑
p=1
∣∣∣yp − hpx∣∣∣2, (10)
where yp is the received symbol at the input of the pth-
element BS antenna array, and hp is the pth row of the
(P × L)-dimensional channel transfer matrix H. Thus, during
the whole Markov processing, the SA MUD algorithm is to
choose the speciﬁc L-symbol vector x, which minimizes the
OFM given in (10). The Markov process begins with a random
initial vector x0, and its OFM evaluation is f (x0), since [10]
tells us the SA algorithm doesn’t lie on x0, in this paper
x0 = xˆMMSE . Metropolis acceptation rule illustrated in dashed
frame of Fig.2 is core of the SA algorithm and explained in
detail below. Supposing xn is the nth iterative trial vector, and
the responding evaluation is f (xn); a new trial vector xn+1 is
generated randomly from xn, and f (xn+1) is its evaluation. If
f (xn+1) < f (xn), xn+1 is accepted as the new starting point
for the next iteration. Contrarily, if f (xn+1) ≥ f (xn), xn+1 is
accepted with the probability given by [9]
Pr = exp(−Δ f
Tk
), (11)
where Δ f = f (xn+1) − f (xn), and Tk is the temperature of the
kth Cooling Iteration. If r < Pr where r is a pseudo-random
number in the interval [0, 1], xn+1 is also accepted, however
if the contrary occurs, xn+1 is refused. Then the next iteration
begin with vector xn or the new trial vector xn+1, if xn+1 is
refused or accepted, respectively. Such iteration is thus called
as a Metropolis Iteration.
B. Trial Vector Generation Scheme
As discussed in Section III-A, at the beginning of the new
Metropolis Iteration n, a new trial vector xn+1 is generated
randomly from xn. [11] claimed that in MMSE-GA MUD,
when considering a speciﬁc received symbol, the adjacent
constellation symbols are more likely to be the transmitted
symbol than the more distant ones, and proposed a Biased
Q-Function Based Mutation (BQM) scheme. However, when
considering it as a combinatorial optimization problem, we
can not derive the same conclusion. Not as GA searches the
optimum vector along multi-direction based on population, yet
the SA algorithm grabbles along a Markov chain based on
every single new vector xn+1. That is to say, how to generate
the new trial vector is very important, deciding whether the
optimum solution can be found in the ﬁnite length of Markov
chain. Obviously, according to (2), we can see clearly that,
the l-element xl(l = 1, . . . , L) of the new trial vector xn+1 is
the estimated symbol transmitted by the lth user, belonging to
Mc. When xn varies to xn+1, two aspects can be considered:
which user is elected to change, and which legitimate point
of the elected user should be mutated to. To the best of
our knowledge, no open literature at the time of writing can
cope with this problem well. In this treatise, UM based trial
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Fig. 2. Flow chart of the SA MUD.
vector generation scheme is brought forward. Speciﬁcally,
considering without any assistant information, in order to
ensure suﬃcient diversity acquired in the whole Markov chain
and to prevent from being trapped at local optima, no one user
or legitimate point should be preferred. In another saying,
every user has equal chance to be elected to change, and
the original point of elected user will mutate to all the other
candidate symbols in Mc with a same transition probability.
C. The Optimum OFM Recording
If the total length of Markov chain is ﬁnite, the last returned
solution is not always the optimum, so the optimal solution
should be recorded in case of being lost during cooling
process. Once a new trial vector xn is generated, comparing
its OFM evaluation f (xn) with that of the optimum xoptimum,
which is initialized as xˆMMSE , if f (xn) < f (xoptimum), then
xoptimum = xn. If the contrary occurs, xoptimum will keep.
D. CS Designing
1) Initial temperature T0: T0 should be determined in such
a way that all possible transitions could be made, i.e. T0 is a
temperature satisfying exp
(
−Δ fT0
)
 1 for all Δ f . Speciﬁcally,
in practical use, a trial set Mt containing ( 13 ∼ 12 ) ·2mL number
of vectors is generated ﬁrstly, which is composed of x0 and
its alterations. In this paper, the size of Mt is 12 · 2mL and
xb
Δ
= argmin
x∈Mt
f (x), xw Δ= argmax
x∈Mt
f (x). we adopt the method of
[12] which suggests the following
T0 =
Δ fmax
ln (X0) , (12)
where Δ fmax Δ= f (xb)− f (xw), and X0 is the rate of acceptance,
in context of our proposed SA MUD algorithm, X0 = 0.5 is
invoked.
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2) Temperature attenuation function: The rate of cooling
has a direct eﬀect on the total number of iterations required
at each temperature level. A simple rule Tk+1 = αTk has been
widely used in practice [12], and α is a constant. α = 0.85 as
experiential choice is invoked in context of this contribution.
3) The length of Markov chain Nk at temperature Tk: Not
only temperature attenuation function but also the length of
Markov chain Nk at temperature Tk decides the algorithm
convergence speed and performance. The strategy of low
temperature attenuation rate and relative short Nk is adopted
in this paper. [10] illuminated that for briefness Nk can be
a constant N independent of temperature, which is usually
expressed as polynomial of optimization problem variables (L
in this paper), e.g. N = γ · L, where γ is the polynomial
coeﬃcient, saying 50, 100, etc. For diﬀerent values of γ
the simulation results in Section IV demonstrate the diverse
performances of the proposed SA MUD algorithm.
4) Twofold Stopping Criteria (TSC): The stopping criterion
is generally set in such a way that at the optimal point
the expected improvements in the OFM evaluations become
negligible. In the discourse of our proposed SA MUD algo-
rithm, we adopt two stopping criteria [12], which have been
used in practice widely. The ﬁrst one assumes the number of
temperature level T f is ﬁxed for the cooling process, i.e. if
temperature is attenuated to T f , then the process stops; and
the second one is based on the rate of improvement in the
OFM evaluations, i.e. if the OFM evaluations don’t improve
for CN consecutive cooling iterations, the algorithm stops. In
this paper, T f = 0.05 and CN = 3. In the low-user-loaded
scenario, the optimal OFM evaluations may be the same in
two or three consecutive cooling iterations. In this sense, when
the same OFM evaluations are obtained, the cooling process
should be stopped, so that the optimum solution can be reached
within ﬁnite cooling iterations. By contrast, in the high-user-
loaded scenario, in order to achieve the optimum solution,
more cooling iterations are needed, until the temperature is
cooled to T f , which is the smaller the better.
IV. SIMULATION RESULTS
In this section, we characterize the performance of the
proposed SA MUD in synchronous SDMA system, and the
transmission is subject to Narrow Band Uncoded Rayleigh
Fading (NBURF) channel. If not explicitly stated, it was
assumed that the channel’s transfer functions were perfectly
known.
A. BQM versus UM in SA MUD
Fig.3 depicts the BER performance achieved by two dif-
ferent trial vector generation schemes, and the performance
of ML MUD is also provided for reference benchmark. As
seen in Fig.3, UM-aided SA MUD outperforms BQM-aided
scheme, which is introduced in [11] but used in GA MUD.
As mentioned in Section III-B, UM scheme ensures suﬃcient
diversity acquired in the whole Markov chain and prevents
from being trapped at local optima, so the performance is
better.
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Fig. 3. BER versus SNR performance comparison of SA MUD in SDMA
system invoking BQM or UM, while employing a QPSK scheme for trans-
mission on NBURF channel, where L = 8 users are supported with the aid of
P = 6 receiver antenna elements. N = 100 · L, and the other parameters are
the same as mentioned in the context.
B. Performance versus SNR Comparison between GA MUD
and SA MUD
Iterative GA MUD in TTCM-MMSE-SDMA-OFDM sys-
tem is advocated in [11] , and its simulation results showed
that, if the population size X and/or the number of generations
Y are suﬃciently high, the GA’s ﬁnal solution approaches
the optimum. As a contrast, in this contribution GA MUD
is also simulated in the same condition as SA MUD, but not
as the simulation condition employed in [11] . From the result
of Fig.4, MMSE-aided GA MUD yields high residual error.
Furthermore, when the number of X and/or Y are increased,
the performance of the GA MUD scheme is improved, but still
suﬀer from an error ﬂoor, so we can conclude that, the near-
ML performance of GA MUD in [11] is achieved substantially
beneﬁting from coding and iteration gains. Fortunately, Fig. 4
also shows that, without any extra gains, SA MUD exhibits
obvious performance improvement, especially in high SNR
scenario. Likewise, Fig.4 reveals the trend of approaching ML
MUD performance, as γ taking 50 and 100, respectively.
C. Complexity versus Number of Users Comparison between
SA MUD and ML MUD
In [7] the complexity of GA MUD is portrayed with the
number of OFM evaluations according to (10), which brings
inspiration to derive the complexity of SA MUD. When the
cooling process is stopped according to the twofold stop
criteria introduced in Section III-D and Tk was not attenuated
to T f , deﬁning the temperature of the last cooling iteration as
Ts, thus the total number of cooling iterations is formulated
as K =
⌈
logα
(
Ts
T0
)⌉
, where T0 and α are the initial temperature
and temperature attenuation coeﬃcient, respectively. Conse-
quently, SA MUD needs the number of (K · γ · L) OFM
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Fig. 4. BER versus SNR performance comparison of SA MUD and GA MUD
[11] in SDMA system, while employing a QPSK scheme for transmission on
NBURF channel, where L = 8 users are supported with the aid of P = 6
receiver antenna elements. The other parameters are the same as mentioned
in the context.
evaluations to return the suboptimum solution, and GA MUD
requires (X · Y) number OFM calculations, while ML MUD
returns the optimum solution at the cost of consuming 2mL
number OFM evaluations.
In Fig.5, we compare both the ML MUD and the SA
MUD in terms of their complexity, i.e. the number of OFM
computations. As a speciﬁc user load, we always select an
appropriate SA-aided scheme for comparison, which suﬀers
from an appropriate 1dB SNR loss at the BER of 10−3
compared to the ML-aided system. As shown in Fig.5, the ML-
aided system imposes an exponentially increasing complexity
on the order of O(2mL) , when the number of users increases,
while the complexity of the SA- and GA-aided system required
for maintaining a near-optimum performance increases only
slowly. Moreover, the complexity of GA MUD is also oﬀered
in Fig.5, from which we can see that SA MUD imposes a little
lower complexity than GA-aided scheme, and presents better
performance.
V. SUMMARY AND DISCUSSION
MUD problem in synchronous SDMA system is a typical
combinatorial optimization problem, i.e. it is an NP problem.
In this paper, a novel SA based MUD scheme is proposed for
uncoded SDMA system. As a contrast, GA MUD [11] is also
simulated in the same conditions as SA MUD. From the in-
vestigations conducted, we conclude that, in both underloaded
and overloaded scenarios, SA MUD outperforms GA MUD
and imposes lower complexity in synchronous SDMA system
without coding and iteration gains, and is capable of achieving
a similar performance to that attained by ML MUD.
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Fig. 5. Comparison of the MUD complexity in terms of the number of OFM
evaluations. The number of receiver antenna elements employed is equivalent
to the number of users supported, i.e. L = P.
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