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A CONTINUUM OF SOLUTIONS FOR THE SU(3) TODA SYSTEM
EXHIBITING PARTIAL BLOW-UP
TERESA D’APRILE, ANGELA PISTOIA, AND DAVID RUIZ
ABSTRACT. In this paper we consider the so-called Toda System in planar domains under Dirich-
let boundary condition. We show the existence of continua of solutions for which one component
is blowing up at a certain number of points. The proofs use singular perturbation methods.
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1. INTRODUCTION
In this paper we consider the following version of the SU(3) Toda System on a smooth
bounded domain Ω ⊂ R2:
−∆u1 = 2ρ1 eu1∫
Ω e
u1
− ρ2 eu2∫
Ω e
u2
, x ∈ Ω
−∆u2 = 2ρ2 eu2∫
Ω e
u2
− ρ1 eu1∫
Ω e
u1
, x ∈ Ω
u1(x) = u2(x) = 0, x ∈ ∂Ω.
(1.1)
Here ρ1, ρ2 are positive constants. This problem, and its counterpart posed on compact
surfaces or R2, has been very much studied in the literature. The Toda system has a close
relationship with geometry, since it can be seen as the Frenet frame of holomorphic curves in
CPN (see [13]). Moreover, it arises in the study of the non-abelian Chern-Simons theory in the
self-dual case, when a scalar Higgs field is coupled to a gauge potential, see [11, 28, 29].
It can also be seen as a natural generalization to systems of equations of the classical mean
field equation. With respect to the scalar case, the Toda System presents some analogies but
also some different aspects, which has attracted the attention of a lot of mathematical research
in recent years. Existence for the Toda system has been studied from a variational point of view
in [4, 15, 21, 23], whereas blowing-up solutions have been considered in ( [2, 19, 20, 26, 27]), for
instance.
The blow up analysis for the solutions to (1.1) was performed in [14]; let us explain it in
some detail. Assume that un = (u1n, u2n) is a blowing-up sequence of solutions of (1.1) with
ρn = (ρ
1
n, ρ
2
n) bounded. Then, there exists a finite blow-up set S = {p1, . . . pk} ⊂ Ω such that the
solutions are bounded away from S. Concerning the points pi, let us define the local masses:
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σi = lim
r→0
lim
n→+∞ ρ
i
n
∫
B(p,r) e
uin∫
Ω e
uin
.
Then, the following scenarios are possible:
a) Partial blow-up: (σ1, σ2) = (4pi, 0). In such case, only one component is blowing up,
and its profile is related to the entire solution of the Liouville problem.
b) Asymmetric blow-up: (σ1, σ2) = (4pi, 8pi). In this case, both components blow up but
the profile of each one is related to different scalar limit problems.
c) Full blow-up: (σ1, σ2) = (8pi, 8pi). In this case, the profile of the sequence is described
by an entire solution of the Toda System in R2, which have been classified in [16].
As a consequence of their study, in [14] it is proved that the set of solutions is compact for
any ρ ∈ (R+)2 \ C, where
C = (4piN× R+) ∪ (R+ × 4piN) .
Here we are denoting R+ = [0,+∞). In other words, if blow-up occurs, at least one com-
ponent uin is quantized, and ρin → 4kpi for some k ∈ N. This implies that the Leray-Schauder
degree (in a sufficiently large ball) is well-defined and constant for any ρ in a connected com-
ponent of R2 \ C. The computation of that degree is by now a widely open problem; as far as
we know, the only result on the degree for the Toda System is [24]. This is in contrast with the
scalar mean field equation: {
−∆u = 2ρ eu∫
Ω e
u , x ∈ Ω
u(x) = 0, x ∈ ∂Ω. (1.2)
It is well-known that the set of solutions for (1.2) is compact for ρ ∈ R \ 4piN ( [8,18]), and an
explicit formula for the degree in all compact settings was found in [9].
Regarding the existence of blowing-up solutions for the Toda System, we are aware only of
the results [2, 19, 26], which concern partial blow-up, asymmetric blow-up and full blow-up,
respectively. In those papers, ρn converges to a single point of C.
The starting point of this paper is the following observation: in the Toda System one expects the
existence of continua of families of blowing-up solutions. Indeed, if the Leray-Schauder degree of
two adjacent squares ofR2\C is different, then there must be blowing-up solutions for all points
ρ in the common side. To see that, take ρˆ, ρ˜ a point in each square, and γ any curve joining them.
If the set of solutions for (1.1) were bounded for any ρ ∈ γ, then the homotopy invariance of
the degree would imply that the degrees of the Toda System for ρˆ, ρ˜ should coincide. Then,
there must be blowing-up solutions for ρn converging to a point of γ ∩ C (see Figure 1). And
this intersection could be any point of the common side.
Let us show an easy example of such change of degree in adjacent squares. It is easy to
show that the Leray-Schauder degree of (1.1) is equal to 1 if both ρi ∈ [0, 4pi) (see [24]). Take
now ρ2 = 0; then, (1.1) reduces to the classical mean field equation. If ρ1 ∈ (4pi, 8pi) and Ω
is the disk, a classical Pohozaev-type argument shows that there is no solution. Therefore, the
Leray-Schauder degree of (1.1) is 0 if Ω is the disk and ρ ∈ (4pi, 8pi)× [0, 4pi).
Since the degree does not depend on the metric, this change of degree remains for any simply
connected domain Ω. Then, for a simply connected domain there must be blowing-up solutions
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FIGURE 1. There must be blowing-up solutions at the point q.
(un, ρn) with ρn converging to any point of the segment {4pi} × (0, 4pi). One of the motivations
of this paper is the study of the asymptotic behavior of those solutions.
This paper is concerned with continua of solutions with a partial blow-up behavior. The case
of asymmetric blow-up will be studied in a forthcoming paper. We do not expect the existence
of continua of solutions exhibiting full-blow up.
More precisely, fixed ρ2 ∈ (0, 4pi) and k ∈ N, we look for blowing-up solutions (un, ρn) with
ρ1n → 4kpi, ρ2n = ρ2. Define:
FkΩ := {ξ := (ξ1, . . . ξk) ∈ Ωk : ξi 6= ξj if i 6= j}.
In order to describe the profile of our solutions, the following auxiliary problem appears
quite naturally: {
−∆z(x) = 2ρ2 h(x,ξ)e
z(x)∫
Ω h(y,ξ)e
z(y) dy
x ∈ Ω,
z(x) = 0 x ∈ ∂Ω.
(1.3)
with ξ ∈ FkΩ and
h(x, ξ) = Πki=1|x− ξi|2e−4piH(x,ξi) = e−4pi
∑k
i=1G(x,ξi). (1.4)
HereG is the Green function of the Laplace operator in Ω with Dirichlet boundary condition,
and H is its regular part. Equation (1.3) is a singular mean field problem, where the function
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h(·, ξ) vanishes exactly at the points ξi. This type of equation has been intensively studied in
the literature; in this paper we will recall only the aspects which are needed in our analysis.
It is easy to show that equation (1.3) is the Euler-Lagrange equation of the energy functional
Iξ : H
1
0 (Ω)→ R,
Iξ(z) =
1
2
∫
Ω
|∇z|2 dx− 2ρ2 log
(∫
Ω
h(x, ξ)ez(x) dx
)
. (1.5)
It is well-known that (1.3) admits a solution for any ρ2 ∈ (0, 4pi). Moreover, if Ω is simply
connected, the solution is unique and nondegenerate, see [6]. Then, the map ξ 7→ z(·, ξ) is
well-defined and smooth. Define:
Λ(ξ) :=
1
2
Iξ(z(·, ξ))− 16pi2
 k∑
i=1
H(ξi, ξi) +
∑
i 6=j
G(ξi, ξj)
 . (1.6)
Following [17], we shall say that a compact set K ∈ FkΩ of critical points of Λ is C1−stable
if, fixed a neighborhood U ⊃ K, any map Φ : U → R sufficiently close to Λ in C1- sense has a
critical point in U .
Now we can state the main result of the paper:
Theorem 1.1. Let k ∈ N, Ω a simply connected smooth domain, ρ2 ∈ (0, 4pi) andK ⊂ FkΩ aC1-stable
set of critical points of Λ. Then there exists λ0 > 0 such that, for any λ ∈ (0, λ0) there exist (u1λ, u2λ)
solutions of (1.1) for (ρ1λ, ρ
2
λ) satisfying that:
(1) ρ1λ → 4pi as λ→ 0, and ρ2λ = ρ2.
(2) There exists ξ = ξ(λ) ∈ FkΩ, δi = δi(λ) > 0 such that d(ξ,K)→ 0, δi → 0 as λ→ 0 and:
u1λ(x) = −
1
2
z(x, ξ) + 2
k∑
i=1
log
(
1
δ2i + |x− ξi|2
)
+ 8piH(x, ξ) + o(1) in H1(Ω) sense,
u2λ(x) = z(x, ξ)−
k∑
i=1
log
(
1
δ2i + |x− ξi|2
)
− 4piH(x, ξ) + o(1) in H1(Ω) sense.
Quite remarkably, we will also show that:
∂ξjΛ(ξ) = 2pi
∂z
∂x
(ξj , ξ)− 32pi2
∂H
∂x
(ξj , ξj) +
∑
i 6=j
∂G
∂x
(ξi, ξj)
 . (1.7)
Therefore, the point of concentration ξ makes (1.7) equal 0 for any ξj . Observe that Theorem
1.1 is coherent with the blow-up analysis carried out in [27, Theorem 2].
In particular, if k = 1, the map Λ takes the form:
Λ(ξ) =
1
2
Iξ(z(·, ξ))− 16pi2H(ξ, ξ).
We point out that Λ diverges positively at ∂Ω, so that the set:
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K = {ξ ∈ Ω : Λ(ξ) = inf Λ}
is always a C1-stable set of critical points of Ω.
Furthermore, our result can be extended to more general frameworks. The assumptions
ρ2 ∈ (0, 4pi) and Ω simply connected are imposed only to assure existence, uniqueness and
non-degeneracy of the solutions of (1.3). For instance, if ρ2 is sufficiently small, we can consider
general domains. This is important because, for non simply connected domains, the function
Λ always have a C1-stable set of critical points. All this will be commented in detail in Section
2.
The proof uses singular perturbation methods. The main difficulty here is that we are pre-
scribing ρ2, namely, the global mass of the second component. Therefore, our analysis is local
(around the blow-up points for the first component) and also global (for the second compo-
nent). Indeed, the location of the point depends on ρ2 in a nontrivial manner, via the function
Iξ(z(·, ξ)). When ρ2 = 0 one recovers well-known results for the scalar mean field equation
( [3, 10, 12]).
The rest of the paper in organized as follows. Section 2 is devoted to some preliminary
results, like the study of the auxiliary problem (1.3). Moreover, a more general version of
Theorem 1.1 is given. In Section 3 the problem is settled, and the approximate solutions are
defined. In Section 4 we are concerned with the finite dimensional reduction; in particular, the
error term and the linearized problem are studied. In Section 5 we obtain C1 estimates of the
reduced functional.
2. PRELIMINARIES. STATEMENT OF THE MAIN THEOREM
In this section we first set the notation and basic well-known facts which will be of use in the
rest of the paper. Afterwards, we shall study an auxiliary singular problem, whose solution will
be used in further sections to build our approximating solution for the Toda system. Finally,
we will state our main result, from which Theorem 1.1 follows.
In our estimates, we will frequently denote by C > 0, c > 0 fixed constants, that may change
from line to line, but are always independent of the variable under consideration. We also
use the notations O(1), o(1), O(λ), o(λ) to describe the asymptotic behaviors of quantities in a
standard way.
We agree that
G(x, y) =
1
2pi
ln
1
|x− y| +H(x, y), x, y ∈ Ω (2.1)
is the Green function of the Laplacian operator in Ω under homogeneous Dirichlet boundary
condition, and H(x, y) is its regular part.
We shall write ‖u‖ :=
(∫
Ω
|∇u|2dx
)1/2
to denote the norm inH10 (Ω) and ‖u‖p :=
(∫
Ω
|u|pdx
)1/p
for the usual norm in Lp(Ω), 1 ≤ p ≤ +∞. If u = (u1, u2) is a vector function, we set
‖u‖ = ‖u1‖ + ‖u2‖ and ‖u‖p = ‖u1‖p + ‖u2‖p. We also denote by 〈u, v〉 =
∫
Ω
∇u∇vdx the
usual inner product in H10 (Ω).
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Let us define the Hilbert spaces
L(R2) := L2
(
R2,
(
1
1 + |y|2
)2
dy
)
, (2.2)
and denote by ‖u‖L its norm. Moreover, we define:
H(R2) :=
{
u ∈W1,2loc(R2) ∩ L(R2) : ‖∇u‖L2(R2) < +∞
}
, (2.3)
with the norm
‖u‖H :=
(
‖∇u‖2L2(R2) + ‖u‖2L
)1/2
.
Observe that those spaces are nothing but L2(S2) and H1(S2) when u is interpreted as a
function from the round sphere via the stereographic projection. In particular, there holds
Proposition 2.1. The embedding H(R2) ↪→ L(R2) is compact.
We now state, for convenience of the reader, the well-known Moser-Trudinger inequality,
see [25, 30]:
Lemma 2.2. There exists C > 0 such that for any bounded domain Ω in R2∫
Ω
e4piu
2/‖u‖2dx ≤ C|Ω|, for any u ∈ H10(Ω).
In particular, there exists C > 0 such that for any q ≥ 1,
‖eu‖q ≤ C|Ω|e
q
16pi
‖u‖2 , for any u ∈ H10(Ω).
The above inequality, for q = 1, is usually written in the form:
log
∫
Ω
eu(x) dx ≤ 1
16pi
‖u‖2 + log |Ω|+ C. (2.4)
Let us now discuss some preliminary facts about the singular mean field problem (1.3). It
is easy to show that equation (1.3) is the Euler-Lagrange equation of the energy functional Iξ
defined in (1.5). By (2.4), Iξ is coercive for all ρ2 ∈ (0, 4pi), and hence a solution to (1.3) is found
as a global minimizer.
In what follows we will assume the following hypothesis on problem (1.3):
(H) There exists an open set D ⊂ FkΩ such that for any ξ ∈ D, problem (1.3) is uniquely
solvable and the solution is nondegenerate. In other words, if we denote by z(x, ξ) the
unique solution of (1.3), then the linear problem −∆ψ(x) = 2ρ2
(
h(x, ξ)ez(x,ξ)ψ(x)∫
Ω h(y, ξ)e
z(y,ξ) dy
− h(x, ξ)e
z(x,ξ)
∫
Ω h(y, ξ)e
z(y,ξ)ψ(y) dy(∫
Ω h(y, ξ)e
z(y,ξ) dy
)2
)
in Ω,
ψ(x) = 0 on ∂Ω
admits only the trivial solution.
Assumption (H) seems very restrictive, but actually it holds for any simply connected do-
main Ω, ρ2 ∈ (0, 4pi) and D = FkΩ, see [6]. Moreover, it holds also for any arbitrary domain Ω
and ρ2 sufficiently small, as shown in the following proposition.
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Proposition 2.3. Given D ⊂ D ⊂ FkΩ there exists δ > 0 such that if ρ2 ∈ (0, δ), condition (H) is
satisfied.
Proof. We first prove uniqueness. Reasoning by contradiction, assume that there exists ρn → 0,
ξn ∈ D, and z0n, z1n two solutions for the problem:
−∆z(x) = 2ρn h(x,ξn)e
z(x)∫
Ω h(y,ξn)e
z(y) dy
in Ω,
z(x) = 0 on ∂Ω,
(2.5)
with h defined as in (1.4).
By compactness of solutions (see [7]), we can pass to a subsequence so that ξn → ξ0 ∈ D,
zin → zi in C2,α sense. Passing to the limit in (2.5), we conclude that zi = 0 for i = 0, 1.
Let us define:
Ψ : C2,α0 (Ω)×FkΩ× R→ C0,α(Ω),
Ψ(z, ξ, ρ) = −∆z(x)− 2ρ h(x, ξ)e
z∫
Ω h(x, ξ)e
z dx
, (2.6)
where C2,α0 (Ω) is the space of Ho¨lder C
2 functions that vanish at ∂Ω.
Clearly z is a solution of (1.3) if and only if Ψ(z, ξ, ρ) = 0. Clearly, Ψ(0, ξ0, 0) = 0, and
moreover
DΨ(0,ξ0,0)(φ, 0, 0) = −∆φ,
which is an invertible operator fromC2,α0 (Ω) toC
0,α(Ω) . Therefore, we are under the conditions
of the Implicit Function Theorem. There exist r > 0, δ > 0, U a neighborhood of 0 in C2,α0 (Ω)
and a C1 map:
z : B(ξ0, r)× (−δ, δ)→ C2,α0 (Ω),
(ξ˜, ρ˜) 7→ zξ˜,ρ˜,
such that Ψ(ξ˜, ρ˜, zξ˜,ρ˜) = 0, and zξ˜,ρ˜ is the unique function in Uξ satisfying that.
Now, if n is large enough, both zin belong to U and ξn ∈ B(ξ0, r). Therefore, z0n = z1n.
Let us now prove non-degeneracy. Again by contradiction, assume ρn → 0, ξn ∈ D, zn a
solution of (2.5) and ψn a nontrivial solution of the problem:
−∆ψn(x) = fn(x) in Ω,
ψ(x) = 0 on ∂Ω (2.7)
with
fn(x) = 2ρn
(
h(x, ξn)e
zn(x)ψn(x)∫
Ω h(y, ξn)e
zn(y) dy
− h(x, ξn)e
zn(x)
∫
Ω h(y, ξn)e
zn(y)ψn(y) dy(∫
Ω h(y, ξn)e
zn(y) dy
)2
)
.
Since the above is a linear problem, we can normalize ψn so that ‖ψn‖∞ = 1. As above, we
have that zn → 0 in C2,α sense. Then, ‖fn‖∞ → 0, which is a contradiction with (2.7).

The following lemma will be useful in what follows:
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Lemma 2.4. Under assumption (H), the map FkΩ 3 ξ 7→ z(·, ξ) is a C1 map from D to C2,α(Ω).
Proof. The argument follows the same ideas of the proof of Proposition 2.3. Define again the
map Ψ, but now without dependence on ρ, namely:
Ψ : C2,α0 (Ω)×FkΩ→ C0,α(Ω),
Ψ(z, ξ) = −∆z(x)− 2ρ h(x, ξ)e
z∫
Ω h(x, ξ)e
z dx
. (2.8)
Clearly z is a solution of (1.3) if and only if Ψ(z, ξ, ρ) = 0.
Assume condition (H), fix some ξ0 ∈ D and take z the unique solution to (1.3). Clearly,
Ψ(z, ξ0, ρ) = 0, and moreover:
DΨ(z,ξ0)(ψ, 0) = −∆(ψ)−K(ψ),
where the operator K : C2,α0 → C0,α is defined as:
K(ψ) = 2ρ2
(
h(x, ξ)ez(x,ξ)ψ(x)∫
Ω h(y, ξ)e
z(y,ξ) dy
− h(x, ξ)e
z(x,ξ)
∫
Ω h(y, ξ)e
z(y,ξ)ψ(y) dy(∫
Ω h(y, ξ)e
z(y,ξ) dy
)2
)
.
Observe now that ∆ : C2,α0 → C0,α is an isomorphism and K is a compact operator. There-
fore −∆ − K is a Fredholm operator with 0 index. By assumption (H) DΨ(z,ξ)(ψ, 0) has zero
kernel, and hence it is a bijection.
Therefore we are under the conditions of the Implicit Function Theorem, and there exists
r > 0 and a C1 map:
z : B(ξ0, r)→ C2,α0 (Ω),
ξ˜ 7→ zξ˜,
such that z(ξ0) = z and Ψ(ξ˜, zξ˜) = 0. This concludes the proof, since the solutions of (1.3) are
unique by assumption (H).

By the previous lemma, the map Λ : D → R defined as in (1.6) is C1. The main result of this
paper is the following:
Theorem 2.5. Assume that Ω, ρ2 > 0 satisfy assumption (H). Let K ∈ D be a C1-stable set of critical
points of Λ. Then there exists λ0 > 0 such that, for any λ ∈ (0, λ0) there exist (u1λ, u2λ) solutions of
(1.1) for (ρ1λ, ρ
2
λ) satisfying that:
(1) ρ1λ → 4pi as λ→ 0, and ρ2λ = ρ2.
(2) There exists ξ = ξ(λ) ∈ FkΩ, δi = δi(λ) > 0 such that d(ξ,K)→ 0, δi → 0 as λ→ 0 and:
u1λ(x) = −
1
2
z(x, ξ) + 2
k∑
i=1
log
(
1
δ2i + |x− ξi|2
)
+ 8piH(x, ξ) + o(1) in H1(Ω) sense,
u2λ(x) = z(x, ξ)−
k∑
i=1
log
(
1
δ2i + |x− ξi|2
)
− 4piH(x, ξ) + o(1) in H1(Ω) sense.
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Therefore, the point of concentration converges to a critical point of Λ. In next lemma we
show that the partial derivatives of Λ admit the expression (1.7).
Lemma 2.6. For every ξ ∈ Fk(Ω), equality (1.7) holds.
Proof. The derivatives of the terms H(ξi, ξi) and G(ξi, ξj) follow from the symmetry of those
functions, so we need to show that:
∂ξj I˜(ξ) = 4pi
∂z
∂x
(ξj , ξ), (2.9)
where
I˜ : D → R, I˜(ξ) = Iξ(z(·, ξ)). (2.10)
From the representation formula we have
z(x, ξ) =
2ρ2∫
Ω e
−4pi∑kh=1G(y,ξh)+z(y,ξ)dy
∫
Ω
G(x, y)e−4pi
∑k
h=1G(y,ξh)+z(y,ξ)dy.
Denoting by ∂1G and ∂2G the derivative of (x, y) 7→ G(x, y) with respect to the first variable
and the second variable, respectively, we compute
∇z(·, ξ)∣∣
x=ξj
=
2ρ2∫
Ω e
−4pi∑kh=1G(y,ξh)+z(y,ξ)dy
∫
Ω
∂1G(ξj , y)e
−4pi∑kh=1G(y,ξh)+z(y,ξ)dy
Since z(·, ξ) is a solution of (1.3), then I ′ξ(z)(∂ξjz) = 0, so we have that:
∂ξj I˜(ξ) =
(−2ρ2)(−4pi)∫
Ω e
−4pi∑kh=1G(y,ξh)+z(y,ξ)
∫
Ω
e−4pi
∑k
h=1 G(y,ξh)+z(y,ξ)∂2G(y, ξj)dy.
The conclusion follows from the symmetry of G. 
Finally, next lemma is devoted to give conditions that guarantee the existence of C1-stable
set of critical points of Λ.
Lemma 2.7. The map Λ admits a C1-stable set of critical points provided that either
1) Ω is simply connected, k = 1 and ρ2 ∈ (0, 4pi).
or
2) Ω is not simply connected, k is arbitrary and ρ2 ∈ (0, ε) for some ε ∈ (0, 4pi).
Proof. As commented previously, condition (H) is satisfied in case 1) by [6] (actually this is
true for any k, and D = Fk(Ω)). Moreover, (H) holds in case 2) by Proposition 2.3, for any
D ⊂ D ⊂ FkΩ. In particular, the function Λ is well defined.
The proof is based on the following claim: there exists C > 0 independent of the choice of D
such that
‖I˜‖C1(D) ≤ C,
where I˜ is defined in (2.10). Indeed, for any z ∈ H10 (Ω),
Iξ(z) ≥ 1
2
∫
Ω
|∇z|2 dx− 2ρ2 log
(∫
Ω
ez(x) dx
)
≥ C,
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by the Moser-Trudinger inequality (Lemma 2.2). Moreover, since z(·, ξ) is a minimizer for Iξ,
Iξ(z(·, ξ)) ≤ Iξ(0) = −ρ2 log
∫
Ω
e−4pi
∑k
i=1G(x,ξi) dx
≤ ρ2
(
1
|Ω|
∫
Ω
4pi
k∑
i=1
G(x, ξi) dx− log |Ω|
)
≤ C,
where we have used Jensen inequality. This concludes the C0 estimate. Moreover, by Lemma
2.2 the functional Iξ is coercive. The C0 estimate of I˜ implies in particular that ‖z(·, ξ)‖ ≤ C.
Standard regularity arguments imply that ‖z(·, ξ)‖C1 ≤ C. The C1 estimate of I˜ follows then
by (2.9).
In case 1), Λ takes the form:
Λ(ξ) =
1
2
Iξ(z(·, ξ))− 16pi2H(ξ, ξ).
Since H(ξ, ξ)→ +∞ as ξ → ∂Ω, we conclude that the set
K = {ξ ∈ Ω : Λ(ξ) = inf Λ}
is always a C1-stable set of critical points of Ω.
In case 2), a min-max scheme was developed in [10] for the function:
ξ 7→ −16pi2
 k∑
i=1
H(ξi, ξi) +
∑
i 6=j
G(ξi, ξj)
 .
Observe that such scheme depends on the behavior of H , G when the points ξi coincide or
tend to the boundary of Ω. Therefore, the argument is not affected by a bounded C1 perturba-
tion of the function, and is valid also for Λ.

Remark 2.8. Let us point out that the singular mean field problem (1.3) admits also a solution for
ρ2 ∈ (4pi, 8pi) and any ξ ∈ Ω, as proved in [22]. However, it is not clear at all wether condition (H) is
satisfied or not in such case. If it is satisfied, then Theorem 2.5 is also applicable in this situation.
If ρ2 > 8pi there may be no solutions for (1.3). This is the case of the disk and ξ = 0, as shown in [5]
(Section 5.3). But, again, if (H) is satisfied, the assertion of Theorem 2.5 holds.
3. SETTING OF THE PROBLEM
In order to prove Theorem 2.5, we introduce the system:
∆u1 + 2λe
u1 − ρ2 eu2∫
Ω e
u2
= 0 in Ω,
∆u2 + 2ρ
eu2∫
Ω e
u2
− λeu1 = 0 in Ω,
u1 = u2 = 0 on ∂Ω.
(3.1)
where λ > 0 will be chosen sufficiently small.
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First let us rewrite problem (3.1) in a more convenient way. For any p > 1, let i∗p : Lp(Ω) →
H10 (Ω) be the adjoint operator of the embedding ip : H
1
0 (Ω) ↪→ L
p
p−1 (Ω), i.e. u = i∗p(v) if and
only if −∆u = v in Ω, u = 0 on ∂Ω. We point out that i∗p is a continuous mapping, namely
‖i∗p(v)‖H10 (Ω) ≤ cp‖v‖p, for any v ∈ L
p(Ω), (3.2)
for some constant cp which depends on Ω and p.
We introduce the following notation. We denote by u := (u1, u2) and set i∗p(v) :=
(
i∗p(v1), i∗p(v2)
)
.
Then problem (3.1) is equivalent to problem{
u = i∗p (F (u)) ,
u ∈ H10 (Ω)×H10 (Ω).
(3.3)
where
F (u) := (2λf(u1)− ρg(u2), 2ρ2g(u2)− λf(u1))
and
f(u1) := e
u1 and g(u2) :=
eu2∫
Ω
eu2(x)dx
.
Let us introduce the bubbles
wδ,ξ(x) := log
8δ2
(δ2 + |x− ξ|2)2 = −2 log δ + w
(
x− ξ
δ
)
x, ξ ∈ R2, δ > 0
where
w(y) := log
8
(1 + |y|2)2 , (3.4)
which solve the Liouville problem
−∆w = ew in R2,
∫
R2
ew(x)dx < +∞. (3.5)
Let us introduce the projection Pu of a function u into H10 (Ω), i.e.
∆Pu = ∆u in Ω, Pu = 0 on ∂Ω.
It is well known that
Pwδ,ξ(x) = wδ,ξ(x)− log 8δ2 + 8piH(x, ξ) +O
(
δ2
)
(3.6)
C1−uniformly with respect to x ∈ Ω and ξ in compact sets of Ω.
Let k ≥ 1 be a fixed integer. Given ξ ∈ FkΩ, we look for a solution to (3.1) or equivalently
(3.3) as
u := W +φ, W := (W1,W2), W1 :=
k∑
i=1
Pwδi,ξi−
1
2
z(·, ξ), W2 := −1
2
k∑
i=1
Pwδi,ξi +z(·, ξ), (3.7)
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where the function zξ solves equation (1.3), the concentration parameter δi satisfies
4δ2i = λdi(ξ) with di(ξ) := exp
8piH(ξi, ξi) + k∑
j=1
j 6=i
8piG(ξj , ξi)− 1
2
z(ξi, ξ)
 . (3.8)
In the following, we agree that wi := wδi,ξi . It is well known that all solutions ψ ∈ H (see (2.3)
for the definition of H) of
−∆ψ = ewδ,ξψ in R2
are linear combinations of the functions
Z0δ,ξ(x) =
δ2 − |x− ξ|2
δ2 + |x− ξ|2 , Z
1
δ,ξ(x) =
x1 − ξ1
δ2 + |x− ξ|2 , Z
2
δ,ξ(x) =
x2 − ξ2
δ2 + |x− ξ|2 .
We introduce their projections PZjδ,ξ onto H
1
0 (Ω). It is well known that
PZ0δ,ξ(x) = Z
0
δ,ξ(x) + 1 +O
(
δ2
)
=
2δ2
δ2 + |x− ξ|2 +O
(
δ2
)
(3.9)
and
PZjδ,ξ(x) = Z
j
δ,ξ(x) +O (1) =
xi − ξi
δ2 + |x− ξ|2 +O (1) , j = 1, 2 (3.10)
C1−uniformly with respect to x ∈ Ω and ξ in compact sets of Ω.
We agree that Zji := Z
j
δi,ξi
for any j = 0, 1, 2 and i = 1, . . . , k. set
K := span
{
PZ1i , PZ
2
i , i = 1, . . . , k
}× {0}
and
K⊥ :=
φ1 ∈ H10 (Ω) :
∫
Ω
∇φ1(x)∇PZjj (x)dx = 0, j = 1, 2, i = 1, . . . , k
×H10 (Ω).
We remark that we do not require any orthogonality condition on the second component φ2.
We also denote by
Π : H10 (Ω)×H10 (Ω)→ K, Π⊥ : H10 (Ω)×H10 (Ω)→ K⊥
the corresponding projections. To solve problem (3.3) we will solve the couple of equations:
Π⊥
[
u− i∗p (F (u))
]
= 0 (3.11)
and
Π
[
u− i∗p (F (u))
]
= 0 (3.12)
Lemma 3.1. For any C ⊂ FkΩ compact, and ξ ∈ C, there holds:
‖Pwi‖ = O
(
| log λ|1/2
)
and ‖∇ξPwi‖ = O
(
1√
λ
)
, (3.13)
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which implies
‖W‖ = O
(
| log λ|1/2
)
and ‖∇ξW‖ = O
(
1√
λ
)
. (3.14)
Moreover, for any i = 1, . . . , k and j = 1, 2, there exists a > 0 so that
‖PZji ‖ =
a√
λ
+ o
(
1√
λ
)
and 〈PZji , PZk` 〉 = o
(
1
λ
)
if i 6= ` or j 6= k. (3.15)
Finally,
‖∇ξPZji ‖ = O
(
1
λ
)
. (3.16)
Proof. It follows from direct computation by taking into account (3.6), (3.8) and (3.10). 
4. THE FINITE DIMENSIONAL REDUCTION
4.1. Estimate of the error term. The next proposition provides an estimate of the error up to
which the couple (W1,W2) solves the system (3.1).
First of all, we perform the following estimate.
Lemma 4.1. Let C ⊂ FkΩ be a fixed compact set, and ξ ∈ C. Define:
E(x) :=
k∑
i=1
ewi(x) − 2λeW1(x), E0(x) := ∆z(x, ξ) + 2ρ2 e
W2(x)∫
Ω
eW2(x)dx
.
For any p ≥ 1 there exists λ0 > 0 and C > 0 such that for any λ ∈ (0, λ0), ξ ∈ C,
‖E‖p ≤ Cλ
2−p
2p , ‖∇ξE‖p ≤ Cλ
1−p
p ,
‖E0‖∞ ≤ Cλ , ‖∇ξE0‖∞ ≤ Cλ.
Proof. Let us estimate E. Let η > 0 be such that |ξi− ξj | ≥ 2η and d(ξi, ∂Ω) ≥ 2η. Then we have
‖E‖p ≤
k∑
i=1
‖ewi(x) − 2λeW1(x)‖Lp(B(ξi,η)) +
k∑
i,j=1
i 6=j
‖ewj(x)‖Lp(B(ξi,η))
+
∥∥∥ k∑
i=1
ewi(x) − 2λeW1(x)
∥∥∥
Lp(Ω\∪iB(ξi,η))
(4.1)
Let us estimate the first term in (4.1), which is the leading term. First of all, we point out that
W1(x) =
k∑
i=1
log
1(
δ2i + |x− ξi|2
)2 + 8piH(x, ξi)− 12z(x, ξ) +O(λ) for any x ∈ Ω. (4.2)
As a consequence, for any i = 1, . . . , k we immediately get
eW1(δiy+ξi) =
di(ξ)
8δ4i
ew(y)
[
1 +
k∑
i=1
O(δi|y|) +O(λ)
]
for any y ∈ B
(
0,
η
δi
)
, (4.3)
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where di(ξ) is defined in (3.8) and w is defined in (3.4). Then we scale x = δiy + ξi and we get
ewi(x) − 2λeW1(x) = 8
δ2i (1 + |y|2)2

(
1− λ
4δ2i
di(ξ)
)
︸ ︷︷ ︸
=0 by (3.8)
+
∑
i
O(δi|y|) +O(λ)

= O
(
1√
λ
|y|
(1 + |y|2)2
)
+O
(
1
(1 + |y|2)2
)
Therefore, it follows that
‖ewi(x) − 2λeW1(x)‖Lp(B(ξi,η)) = O
(
λ
2−p
2p
)
for any p ≥ 1. (4.4)
Now, by (3.8) and (4.2) we immediately deduce that
‖ewj(x)‖L∞(B(ξi,η)) = O (λ) if i 6= j (4.5)
and
‖
k∑
i=1
ewi(x) − 2λeW1(x)‖L∞(Ω\∪iB(ξi,η)) = O(λ). (4.6)
Therefore, by (4.1), (4.4), (4.5) and (4.6) we deduce
‖E‖p = O
(
λ
2−p
2p
)
. (4.7)
Let us estimate E0. First of all, we point out that
W2(x) =
k∑
i=1
log
(
δ2i + |x− ξi|2
)− 4piH(x, ξi) + z(x, ξ) +O(λ)
= log h(x, ξ) + z(x, ξ) +O(λ) for any x ∈ Ω. (4.8)
As a consequence, we immediately get
eW2(x) = h(x, ξ)ez(x,ξ) +O(λ) for any x ∈ Ω (4.9)
where h is defined in (1.4). Therefore,
1
2
E0(x) =
1
2
∆z + ρ
Πi
(
δ2i + |x− ξi|2
)
e−4piH(x,ξi)+z(x,ξ)+O(λ)∫
Ω
h(x, ξ)ez(x,ξ)dx+O(λ)
=
1
2
∆z + ρ
h(x, ξ)ez(x,ξ)∫
Ω
h(x, ξ)ez(x,ξ)dx︸ ︷︷ ︸
=0 by (1.3)
+O(λ)
= O(λ),
which implies
‖E0‖∞ = O (λ) . (4.10)
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Now let us consider the estimates of the derivatives of E. A straightforward computation
shows that
∂
ξji
E =
∑
`
ewl∂
ξji
wl − 2λeW1
(∑
κ
∂
ξji
Pwκ − 1
2
∂
ξji
z(·, ξ)
)
=
∑
`,κ
` 6=κ
ewl∂
ξji
Pwκ +
∑
`
ewl∂
ξji
(Pw` − w`)
+
(∑
`
ewl − 2λeW1
)∑
κ
∂
ξji
Pwκ
+ λeW1∂
ξji
z(·, ξ)
and the claim easily follows by Lemma 2.4, estimates (3.6) and (4.7) and Remark 3.1.
The proof of the estimate of the derivatives of E0 can be carried out in a similar way. More
precisely, we have
1
2ρ2
∂
ξji
E0 = −
(
∂
ξji
z(·, ξ)h(·, ξ) + ∂
ξji
h(·, ξ)
)
ez(·,ξ)∫
Ω
h(x, ξ)ez(x,ξ)dx
+ h(·, ξ)ez(·,ξ)
∫
Ω
(
∂
ξji
z(x, ξ)h(x, ξ) + ∂
ξji
h(x, ξ)
)
ez(x,ξ)dx(∫
Ω
h(x, ξ)ez(x,ξ)dx
)2
+
eW2∂
ξji
W2∫
Ω
eW2(x)dx
− ew2
∫
Ω
eW2(x)∂
ξji
W2(x)dx(∫
Ω
eW2(x)dx
)2
and the claim follows by Lemma 2.4, estimate (4.8) just taking into account that estimate (4.8)
holds also for the derivatives, namely
∂
ξji
W2(x) =
∂
ξji
h(x, ξ)
h(x, ξ)
+ ∂
ξji
z(x, ξ) +O(λ) for any x ∈ Ω. (4.11)

We are now in position to estimate the error term, namely,
R := Π⊥
(
i∗p (F (W ))−W
)
. (4.12)
Observe that by (3.2) we get
‖R‖ ≤ C‖R˜‖p,
with
R˜ = −∆W + F (W ). (4.13)
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Next lemma is devoted to the estimate of the above term.
Lemma 4.2. Let C ⊂ FkΩ be a fixed compact set. For any p ∈ (1, 2) there exists λ0 > 0 and C > 0
such that for any λ ∈ (0, λ0), for any ξ ∈ C it holds
‖R˜‖ ≤ Cλ 2−p2p , ‖∇ξR˜‖ ≤ Cλ
1−p
p .
As a consequence, for any fixed ε > 0,
‖R‖ ≤ Cλ 12−ε
Proof. Observe that R˜ = (R˜1, R˜2), where
R˜1(x) := −∆W1(x)− 2λeW1(x) + ρ e
W2(x)∫
Ω
eW2(x)dx
,
R˜2(x) := −∆W2(x)− 2ρ2 e
W2(x)∫
Ω
eW2(x)dx
+ λeW1(x).
We remark that
R˜1(x) = −∆
(∑
i
Pwi(x)− 1
2
z(x, ξ)
)
− 2λeW1(x) + ρ e
W2(x)∫
Ω
eW2(x)dx
=
∑
i
ewi(x) − 2λeW1(x)︸ ︷︷ ︸
E(x)
+
1
2
∆z(x, ξ) + ρ
eW2(x)∫
Ω
eW2(x)dx︸ ︷︷ ︸
1
2
E0(x)
.
and
R˜2(x) = −∆
(
−1
2
∑
i
Pwi(x) + z(x, ξ)
)
− 2ρ2 e
W2(x)∫
Ω
eW2(x)dx
) + λeW1(x)
= −
∑
i
1
2
ewi(x) − λeW1(x)︸ ︷︷ ︸
1
2
E(x)
−∆z(x, ξ) + 2ρ e
W2(x)∫
Ω
eW2(x)dx︸ ︷︷ ︸
E0(x)
.
We now conclude by Lemma 4.1.

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4.2. Analysis of the linearized operator. Let us consider the following linear problem: given
ξ ∈ Ω and h1, h2 ∈ H10 (Ω), find a function φ and constants c1, c2 satisfying
−∆φ1 −
k∑
i=1
ewiφ1 + ρ
 eW2φ2∫
Ω
eW2dx
−
eW2
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
 = −∆h1+ ∑
j=1,2
i=1,...,k
cijZ
j
i e
wi ,
−∆φ2 − 2ρ2
 eW2φ2∫
Ω
eW2dx
−
eW2
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
+ 12
k∑
i=1
ewiφ1 = −∆h2,
φ1, φ2 ∈ H10 (Ω),
∫
Ω
∇φ1∇PZjj dx = 0, j = 1, 2, i = 1, . . . , k.
(4.14)
In order to solve problem (4.14), we need to establish an a priori estimate. We first consider an
intermediate problem.
Lemma 4.3. Let C ⊂ FkΩ be a fixed compact set. For any p > 1 there exists λ0 > 0 and c > 0 such
that for any λ ∈ (0, λ0), for any ξ ∈ C and for any solution (φ1, φ2) of
−∆φ1 −
k∑
h=1
ewhφ1 + ρ
 eW2φ2∫
Ω
eW2dx
−
eW2
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
 = −∆h1,
−∆φ2 − 2ρ
 eW2φ2∫
Ω
eW2dx
−
eW2
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
+ 12
k∑
h=1
ewhφ1 = −∆h2,
φ1, φ2 ∈ H10 (Ω),
∫
Ω
∇φ1∇PZji dx = 0, j = 1, 2, i = 1, . . . , k,
(4.15)
the following holds
‖φ1‖+ ‖φ2‖ ≤ c
(
| log λ|‖h1‖+ ‖h2‖
)
.
Proof. We argue by contradiction. Assume that there exist p > 1, sequences λ := λn → 0,
ξ := ξn → ξ∗ := (ξ∗1 , . . . , ξ∗k) ∈ FkΩ, h` := h`n ∈ H10 (Ω) and φ` := φ`n ∈ W2,2(Ω) for ` = 1, 2,
which solve (4.15) and
‖φ1‖+ ‖φ2‖ = 1 (4.16)
and
| log λ|‖h1‖+ ‖h2‖ → 0. (4.17)
For any i = 1, . . . , k, we define the functions φ˜i1(y) := φ1 (δiy + ξi) if y ∈ Ω˜i := Ω−ξiδi and
φ˜i1(y) := 0 if y ∈ R2 \ Ω˜i.
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Step 1: we will show that for any i = 1, . . . , k
φ˜i1(y)→ γi
1− |y|2
1 + |y|2 weakly in H(R
2) and strongly in L(R2), for some γi ∈ R (4.18)
where H(R2) and L(R2) are defined in (2.2), (2.3), and
φ2(x)→ 0 weakly in H10 (Ω) and strongly in Lq(Ω) for any q ≥ 2. (4.19)
Let us prove (4.19). Let ψ2 ∈ C∞c (Ω \ {ξ∗1 , . . . , ξ∗k}). We multiply the second equation in (4.15)
by ψ2, we integrate over Ω and we get
∫
Ω
∇φ2∇ψ2dx− 2ρ2

∫
Ω
eW2φ2ψ2dx∫
Ω
eW2dx
−
∫
Ω
eW2ψ2dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2

+
1
2
∑
h
∫
Ω
ewhφ1ψ2dx =
∫
Ω
∇h2∇ψ2dx (4.20)
By (4.16) we deduce that φ1 → φ∗1 and φ2 → φ∗2 weakly in H10 (Ω) and strongly in Lq(Ω) for any
q ≥ 2. Then, we use (4.17), (4.2) and (4.9) and passing to the limit in (4.20) we immediately get
∫
Ω
∇φ∗2∇ψ2dx− 2ρ2

∫
Ω
h(x, ξ)ez(x,ξ)φ∗2ψ2dx∫
Ω
h(x, ξ)ez(x,ξ)dx
−
∫
Ω
h(x, ξ)ez(x,ξ)ψ2dx
∫
Ω
eW2φ∗2dx(∫
Ω
eW2dx
)2
 = 0.
Since ‖φ∗2‖H10 (Ω) ≤ 1 we can conclude that φ∗2 ∈ H10 (Ω) solves the problem
−∆φ∗2 − 2ρ2
 h(x, ξ)ez(x,ξ)φ∗2∫
Ω
h(x, ξ)ez(x,ξ)dx
−
h(x, ξ)ez(x,ξ)
∫
Ω
eW2φ∗2dx(∫
Ω
eW2dx
)2
 = 0 in Ω
and by ((H)) we get φ∗2 = 0. That proves our claim
Let us prove (4.18). First of all we claim that each φ˜i1 is bounded in the space H(R2). It is
immediate to check that ∫
R2
|∇φ˜i1|2dy =
∫
Ω
|∇φ1|2dx ≤ 1.
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Next, we multiply the first equation in (4.15) by φ1, we integrate over Ω and we get
∫
Ω
|∇φ1|2dx−
∑
h
∫
Ω
ewh(x)φ21dx+ ρ

∫
Ω
eW2φ1φ2dx∫
Ω
eW2dx
−
∫
Ω
eW2φ1dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2

=
∫
Ω
∇h1∇φ1dx
which implies for any i∫
Ω˜i
ew(y)
(
φ˜i1(y)
)2
dy =
∫
Ω
ewi(x)φ21dx
≤
∫
Ω
|∇φ1|2dx+ ρ

∫
Ω
eW2φ1φ2dx∫
Ω
eW2dx
−
∫
Ω
eW2φ1dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
−
∫
Ω
∇h1∇φ1dx.
Then, by (4.19), (4.16), (4.17), (4.9) and (4.4), we immediately get∫
R2
1
1 + |y|2 (φ˜
i
1)
2(y)dy ≤ c
for some positive constant c.
Therefore, by Proposition 2.1 we deduce that φ˜i1 → φ˜i0 weakly in H(R2) and strongly in L(R2).
Now, let ψ˜i ∈ C∞c (R2). Set ψi(x) := ψ˜i
(
x−ξi
δi
)
, x ∈ Ω. We multiply the first equation in (4.15)
by ψi, we integrate over Ω and we get∫
Ω
∇φ1∇ψidx−
∫
Ω
ewiφ1ψidx−
∑
h6=i
∫
Ω
ewhφ1ψidx
+ ρ

∫
Ω
eW2φ2ψidx∫
Ω
eW2dx
−
∫
Ω
eW2ψidx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
 =
∫
Ω
∇h1∇ψidx. (4.21)
Now we have that ∫
Ω
ewhφ1ψidx = O(δ
2
h),
because ψi(x) = 0 if |x− ξi| ≥ Rδi for some R and so |x− ξh| ≥ |ξh − ξi| − |x− ξi| ≥ r for some
r. Therefore, by (4.19), (4.9), by (4.17), we pass to the limit in (4.21) and we get∫
R2
∇φ˜i0∇ψ˜idy −
∫
R2
ew(y)φ˜i0ψ˜idy = 0,
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namely φ˜i0 ∈ H(R2) solves the linear problem (3.5). On the other hand, by the last equations in
(4.15) we deduce ∫
R2
φ˜i0(y)e
w(y) yj
1 + |y|2dy = 0, j = 1, 2.
and so the claim follows.
Step 2: we will show that γi = 0 for any i = 1, . . . , k.
We multiply the first equation in (4.15) by PZ0i (see (3.9)), we integrate over Ω and we get
∫
Ω
∇φ1∇PZ0i dx−
∑
h
∫
Ω
ewhφ1PZ
0
i dx+ ρ

∫
Ω
eW2φ2PZ
0
i dx∫
Ω
eW2dx
−
∫
Ω
eW2PZ0dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2

=
∫
Ω
∇h1∇PZ0i dx. (4.22)
Now, by (4.19) we get ∫
Ω
∇φ1∇PZ0i dx =
∫
Ω˜i
ew(y)φ˜i1(y)Z
0(y)dy
where Z0(y) := 1−|y|
2
1+|y|2 and using also (3.9) we get∑
h
∫
Ω
ewhφ1PZ
0
i dx =
∫
Ω
ewiφ1PZ
0
i dx+
∑
h6=i
∫
Ω
ewhφ1PZ
0
i dx
=
∫
Ω˜i
ew(y)φ˜i1(y)
[
Z0(y) + 1 +O(δ2)
]
dy
+
∑
h6=i
O
(
‖ewh‖p‖φ1‖H10 (Ω)‖PZ
0
i ‖∞
)
=
∫
Ω˜i
ew(y)φ˜i1(y)
[
Z0(y) + 1
]
dy +O
(
λ
1
p
)
.
Moreover, by (4.8), (4.9), (4.19) and (3.9), we deduce
ρ

∫
Ω
eW2φ2PZ
0
i dx∫
Ω
eW2dx
−
∫
Ω
eW2PZ0i dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
 = O (λ)
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and ∫
Ω
∇h1∇PZ0i dx = O
(‖h1‖‖PZ0i ‖) = O (‖h1‖) .
Therefore, by (4.22) we immediately deduce
lim
λ→0
(log λ)
∫
Ω˜i
ew(y)φ˜i1(y)dy = 0. (4.23)
Next, we multiply the first equation in (4.15) by Pwi (see (3.6)), we integrate over Ω and we get
∫
Ω
∇φ1∇Pwidx−
∑
h
∫
Ω
ewhφ1Pwidx+ ρ

∫
Ω
eW2φ2Pwidx∫
Ω
eW2dx
−
∫
Ω
eW2Pwidx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2

=
∫
Ω
∇h1∇Pwidx. (4.24)
We have ∫
Ω
∇φ1∇Pwidx =
∫
Ω
ewi(x)φ1(x)dx =
∫
Ω˜i
ew(y)φ˜i1(y)dy = o(1)
because of (4.18) and the fact that ∫
R2
ew(y)
1− |y|2
1 + |y|2dy = 0. (4.25)
Moreover, we have∑
h
∫
Ω
ewhφ1Pwidx =
∫
Ω
ewiφ1(x)Pwidx+
∑
h6=i
∫
Ω
ewhφ1Pwidx (we use (3.6) and (4.4))
=
∫
Ω˜i
ew(y)φ˜i1(y)
(−4 log δi − 2 log(1 + |y|2) + 8piH(ξi, ξi) +O(δi|y|) +O(δ2i )) dy
+
∑
h
∫
Ω˜h
ew(y)φ˜h1(y)
(
8piG(ξi, ξh) +O(δh|y|) +O(δ2h)
)
dy
(we use (3.8), (4.23), (4.19), (4.25) and (4.18))
= γi
∫
R2
ew(y)
1− |y|2
1 + |y|2
(−2 log(1 + |y|2)) dy + o(1)
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Finally, by (4.8), (4.9), (4.19) and (3.6), we get
ρ

∫
Ω
eW2φ2Pwδ,ξdx∫
Ω
eW2dx
−
∫
Ω
eW2Pwδ,ξdx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
 = o(1)
and by (4.17) and Lemma 3.1 we get∫
Ω
∇h1∇Pwidx = O (‖h1‖‖Pwδ,ξ‖) = O
(
| log λ|1/2‖h1‖
)
= o(1).
Therefore, putting all the previous estimates into (4.24) we get
γi
∫
R2
ew(y)
1− |y|2
1 + |y|2
(−2 log(1 + |y|2)) dy = 0,
which immediately gives γi = 0 since a straightforward computation shows that∫
R2
1− |y|2
(1 + |y|2)3 log(1 + |y|
2)dy 6= 0.
That concludes the proof of the second step.
Step 3: we will show that a contradiction arises!
We multiply the first equation in (4.15) by φ2, the second equation in (4.15) by φ1, we subtract
the two equations, we integrate over Ω and we get
−
∑
h
∫
Ω
ewhφ1φ2dx+ ρ

∫
Ω
eW2φ22dx∫
Ω
eW2dx
−
(∫
Ω
eW2φ2dx
)2
(∫
Ω
eW2dx
)2

+ 2ρ2

∫
Ω
eW2φ1φ2dx∫
Ω
eW2dx
−
∫
Ω
eW2φ1dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
− 12 ∑
h
∫
Ω
ewhφ21dx
=
∫
Ω
∇h1∇φ2dx−
∫
Ω
∇h2∇φ1dx. (4.26)
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By (4.19), (4.9) and (4.16), we deduce
ρ

∫
Ω
eW2φ22dx∫
Ω
eW2dx
−
(∫
Ω
eW2φ2dx
)2
(∫
Ω
eW2dx
)2
 = o(1) (4.27)
and
2ρ2

∫
Ω
eW2φ1φ2dx∫
Ω
eW2dx
−
∫
Ω
eW2φ1dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2
 = o(1). (4.28)
By (4.18), together with (4.4) and (4.16), we deduce
2
∑
h
∫
Ω
ewhφ21dx =
∑∫
Ω˜h
ew(y)
(
φ˜h1(y)
)2
dy = o(1). (4.29)
By (4.16) and (4.17) we deduce∫
Ω
∇h1∇φ1dx = o(1) and
∫
Ω
∇h2∇φ2dx = o(1). (4.30)
Therefore, by (4.26) we deduce
2
∑
h
∫
Ω
ewhφ1φ2dx = o(1). (4.31)
Finally, we multiply the first equation in (4.15) by φ1, the second equation in (4.15) by φ2, we
sum the two equations, we integrate over Ω and we get (taking into account (4.16))
1 =
∫
Ω
|∇φ1|2dx+
∫
Ω
|∇φ2|2dx
=
∑
h
∫
Ω
ewhφ21dx+ 2ρ2

∫
Ω
eW2φ22dx∫
Ω
eW2dx
−
(∫
Ω
eW2φ2dx
)2
(∫
Ω
eW2dx
)2

− 1
2
∑
h
∫
Ω
ewhφ1φ2dx− ρ

∫
Ω
eW2φ1φ2dx∫
Ω
eW2dx
−
∫
Ω
eW2φ1dx
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2

+
∫
Ω
∇h1∇φ1dx+
∫
Ω
∇h2∇φ2dx
= o(1),
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because of (4.27)–(4.31), and a contradiction arises!

Now we are ready to derive an a priori estimate for problem (4.14).
Proposition 4.4. Let C ⊂ FkΩ be a fixed compact set. For any p > 1 there exists λ0 > 0 and c > 0
such that for any λ ∈ (0, λ0), for any ξ ∈ C and for any solution (φ1, φ2) and cij , j = 1, 2, i = 1, . . . , k
of (4.14), the following holds
‖φ1‖+ ‖φ2‖ ≤ c| log λ| (‖h1‖+ ‖h2‖) .
Proof. For any q ≥ 1 we have
‖PZji ewi‖q = O
(
λ
2−3q
2q
)
and ‖PZjhewi‖q = O
(
λ
1−q
q
)
for h 6= i (4.32)
and
‖PZji ‖2 = O(1).
Lemma 4.3 combined with Lemma 3.1 yields
‖φ1‖+ ‖φ2‖ = O
| log λ|
‖h1‖+ ‖h2‖+ λ− 12 ∑
j=1,2
i=1,...,k
|cij |

 . (4.33)
Hence it suffices to estimate the values of the constants cij . We multiply the first equation of
(4.14) by PZji and, using again Lemma 3.1, we find∫
Ω
φ1e
wiZji dx−
∑
h
∫
Ω
ewhφ1PZ
j
i +O
(∫
Ω
|φ2||PZji |dx+
∫
Ω
|φ2|
∫
Ω
|PZji |dx
)
=
∫
Ω
∇h1∇PZji dx+ cij
∫
Ω
Zji PZ
j
i e
widx+
∑
` 6=j
κ 6=i
o
( |c`κ|
λ
) (4.34)
Let us fix q ∈ (1,+∞) sufficiently close to 1. By using (3.10), the first part in (4.34) can be
estimated as ∫
Ω
φ1e
wi
(
Zji − PZji
)
dx−
∑
h6=i
∫
Ω
ewhφ1PZ
j
i
= O
(‖ewi‖q)‖φ1‖)+∑
h6=i
O
(
‖ewhPZji ‖q‖φ1‖
)
= O
(
λ
1−q
q ‖φ1‖
)
.
Furthermore∫
Ω
|φ2||PZji |dx+
∫
Ω
|φ2|dx
∫
Ω
|PZji |dx = O
(
‖φ2‖‖PZji ‖2
)
= O (‖φ2‖) .
Next we examine the right hand side and by Lemma 3.1 we deduce∫
Ω
∇h1∇PZji dx = O
(
‖h1‖‖PZji ‖
)
= O
(
‖h1‖pλ− 12
)
.
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By inserting the above estimates into (4.34) and recalling (3.14) we get
|cij |+ o
∑
` 6=j
k 6=i
|c`k|
 = O (λ 1q ‖φ1‖+ λ 12 ‖h1‖+ λ‖φ2‖) . (4.35)
We sum (4.35) over all the indices j = 1, 2 and i = 1, . . . , k and we get∑
j=1,2
i=1,...,k
|cij | = O
(
λ
1
q ‖φ1‖+ λ 12 ‖h1‖+ λ‖φ2‖
)
. (4.36)
Combining (4.36) with (4.33) we get the thesis provided that we choose q sufficiently close to
1. 
Once that a priori estimate has been obtained, we are in the position to prove the solvability
result. We denote by L : K⊥ → K⊥ the linear operator defined by
L(φ) := φ−Π⊥ (i∗p (M(W )φ)) , φ = (φ1, φ2) (4.37)
where
M(W )(φ1, φ2) :=

k∑
h=1
ewhφ1 − ρ
 eW2φ2∫
Ω
eW2dx
−
eW2
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2

−1
2
k∑
h=1
ewhφ1 + 2ρ2
 eW2φ2∫
Ω
eW2dx
−
eW2
∫
Ω
eW2φ2dx(∫
Ω
eW2dx
)2


(4.38)
Notice that problem (4.14) can be written in the operator form
φ−Π⊥(i∗p(M(W )φ)) = Π⊥(i∗p(h)), φ = (φ1, φ2). (4.39)
Proposition 4.5. Let C ⊂ FkΩ be a fixed compact set. For any p > 1 there exists λ0 > 0 and c > 0
such that for any λ ∈ (0, λ0), for any ξ ∈ C, for any h ∈ K⊥ there is a unique solution to the problem
L(φ) = h. (4.40)
Moreover
‖φ‖ ≤ C| log λ|‖L(φ)‖ ∀φ ∈ K⊥.
Proof. The existence follows from Fredholm’s alternative. Indeed the operator
φ 7→ Π⊥(i∗p(M(W )φ))
is a compact operator in K⊥. Using Fredholm’s alternatives, (4.39) has a unique solution for
each h ∈ K⊥, if and only if (4.39) has a unique solution for h = 0. Let φ ∈ K⊥ be a solution
of φ − Π⊥(i∗p(M(W )φ)) = 0; then φ solves the system (4.14) with h = 0 for some c1, c2 ∈ R.
Proposition 4.4 implies φ ≡ 0.
Once we have existence, the norm estimates follows directly from Proposition 4.4. 
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4.3. The nonlinear problem. We recall that our goal is to solve problem (3.11). In what follows
we denote by N(φ) the nonlinear operator
N(φ) := Π⊥
(
i∗p
(
F (W + φ)− F (W )− F ′(W )φ)) . (4.41)
and by S(φ) the linear operator (see (4.38))
S(φ) := Π⊥
(
i∗p
(
F ′(W )φ−M(W )φ)) . (4.42)
Therefore, equation (3.11) turns out to be equivalent to the problem
L(φ) = N(φ) + S(φ) +R, (4.43)
where R is the error term defined in (4.12). We need the following auxiliary lemmas.
Lemma 4.6. Let C ⊂ FkΩ be a fixed compact set. For any p > 1 there exists λ0 > 0 and c > 0 such
that for any λ ∈ (0, λ0), for any ξ ∈ C and any φ, ψ ∈ H10 (Ω)×H10 (Ω)
‖S(φ)− S(ψ)‖ ≤ cλ 2−p2p ‖φ− ψ‖.
Proof. A direct computation shows that S(φ) reduces to
S(φ) := Π⊥
(
i∗p
((
λeW1 −
∑
h
ewh
)
φ1,−1
2
(
λeW1 −
∑
h
ewh
)
φ1
))
and then the claim immediately follows by (4.7). 
Lemma 4.7. Let C ⊂ FkΩ be a fixed compact set. For any p ≥ 1 and q > 1 there exists λ0 > 0 and
c > 0 such that for any λ ∈ (0, λ0), for any ξ ∈ C and any u ∈ H10 (Ω)×H10 (Ω) with ‖u‖ ≤ r0:
a) ‖λf ′(W1 + u1) v‖p ≤ Cλ
1−pq
pq ecr
2
0‖v‖ ∀v ∈ H10 (Ω),
b) ‖g′(W2 + u2) v‖p ≤ Cecr20‖v‖ ∀v ∈ H10 (Ω).
c) ‖λf ′′(W1 + u1) v z‖p ≤ Cλ
1−pq
pq ecr
2
0‖v‖‖z‖ ∀v, z ∈ H10 (Ω),
d) ‖g′′(W2 + u2) v z‖p ≤ Cecr20‖v‖‖z‖ ∀v, z ∈ H10 (Ω).
Proof. We give the complete proof for inequalities c), d), the others being easier. We point out
that by Ho¨lder’s inequality with 1q +
1
r +
1
s +
1
t = 1,∥∥λf ′′ (W1 + u1) v1z1∥∥p ≤ ∥∥λeW1∥∥pq ‖eu1‖pr ‖v1‖ps ‖z1‖pt
(we use the continuity of H10 (Ω) ↪→ Lp(Ω))
≤ c∥∥λeW1∥∥
pq
‖eu1‖pr ‖v1‖ ‖z1‖
(we use Lemma 2.2)
≤ c∥∥λeW1∥∥
pq
e
pr
16pi
‖u1‖2 ‖v1‖ ‖z1‖
(we use Lemma 4.1 )
≤ c
( k∑
i=1
‖ewi‖pq + λ
2−pq
pq
)
e
pr
16pi
‖u1‖2 ‖v1‖ ‖z1‖
≤ cλ 1−pqpq e pr16pi ‖u1‖2 ‖v1‖ ‖z1‖ .
BLOWING-UP SOLUTIONS FOR THE SU(3) TODA SYSTEM 27
Moreover
g′′(W2 + u)[v, z] =
eW2+u∫
Ω
eW2+u
vz − e
W2+u(∫
Ω
eW2+u
)2 v ∫
Ω
eW2+uz − e
W2+u(∫
Ω
eW2+u
)2 z ∫
Ω
eW2+uv
− e
W2+u(∫
Ω
eW2+u
)2 ∫
Ω
eW2+uvz + 2
eW2+u(∫
Ω
eW2+u
)3 ∫
Ω
eW2+uv
∫
Ω
eW2+uz.
We use Ho¨lder’s inequalities with 1α +
1
β = 1,
1
a +
1
b +
1
c = 1, and
1
q +
1
r +
1
s +
1
t = 1 and we
get ∥∥g′′(W2 + u2)[v2, z2]∥∥p
≤ ‖e
W2‖pq‖eu2‖pr‖v2‖ps‖z2‖pt
‖eW2+u2‖1
+ 2
‖eW2‖2pa‖eu2‖2pb‖v2‖pc‖z2‖pc
‖eW2+u2‖21
+
‖eW2‖pα‖eu2‖pβ‖eW2‖pq‖eu2‖pr‖v2‖ps‖z2‖pt
‖eW2+u2‖21
+ 2
‖eW2‖pα‖eu2‖pβ‖eW2‖2pa‖eu2‖2pb‖v2‖pc‖z2‖pc
‖eW2+u2‖31
(we use the continuity of H10 (Ω) ↪→ Lp(Ω), (4.9), (4.44) and Lemma 2.2)
≤ c1ec2‖u2‖2‖v2‖‖z2‖.
It is important to point out that
‖eW2+u2‖1 ≥ c provided ‖u2‖ is small enough. (4.44)
Indeed, we have
‖eW2+u‖1 ≥ ‖eW2‖1 − ‖eW2+u − eW2‖1,
‖eW2+u − eW2‖1 =
∫
Ω
eW2 |eu − 1|dx ≤
∫
Ω
eW2 |u| ≤ ‖eW2‖p‖u‖ p
p−1
≤ ‖eW2‖p‖u‖
and the claim (4.44) follows immediately by (4.9).

Lemma 4.8. Let C ⊂ FkΩ be a fixed compact set. For any p, q > 1 there exist λ0 > 0, r0 > 0 and
c1, c2 > 0 such that for any λ ∈ (0, λ0), for any ξ ∈ C and for any φ, ψ ∈ H10 (Ω) × H10 (Ω) with
‖φ‖, ‖ψ‖ ≤ r0
‖N(φ)‖ ≤ c1ec2‖φ‖2λ
1−pq
pq ‖φ‖2 (4.45)
and
‖N(φ)−N(ψ)‖ ≤ c1ec2(‖φ‖2+‖ψ‖2)λ
1−pq
pq ‖φ− ψ‖(‖φ‖+ ‖ψ‖). (4.46)
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Proof. Let us remark that (4.45) follows by choosing ψ = 0 in (4.46) . Let us prove (4.46). First
of all, we point out that
‖N(φ)−N(ψ)‖ ≤ cp
∥∥F (W + φ)− F (W + ψ)− F ′(W )(φ− ψ)∥∥
p
.
We apply the mean value theorem ( [1], Theorem 1.8) to the map: ϕ 7→ f(ϕ+Wi)−f ′(Wi)ϕ ∈
Lp(Ω), with ϕ ∈ H10 (Ω). Then, there exists θ ∈ (0, 1),
‖f(Wi+φi)−f(Wi+ψi)−f ′(Wi)(φi−ψi)‖p ≤ ‖
[
f ′(W1 + θφi + (1− θ)ψi)− f ′(Wi)
]
(φi−ψi)‖p.
We apply again the mean value theorem to the map ϕ 7→ f ′(ϕ + Wi)(φi − ψi); there exists
η ∈ (0, 1),
‖ [f ′(W1 + θφi + (1− θ)ψi)− f ′(Wi)] (φi − ψi)‖p
≤ ‖f ′′(W1 + η(θφi + (1− θ)ψi))(η(θφi + (1− θ)ψi))(φ1 − ψ1)‖p.
We can argue in the same way to estimate the term:
‖g(Wi + φi)− g(Wi + ψi)− g′(Wi)(φi − ψi)‖p.
Lemma 4.7 allows us to conclude.

Lemma 4.9. For any ξ in compact sets of FkΩ and any φ ∈ H10 (Ω), there holds:
‖∂ξlkΠ φ‖ = O(λ
− 1
2 )‖φ‖, ‖∂ξlkΠ
⊥ φ‖ = O(λ− 12 )‖φ‖ (4.47)
Proof. Given any φ ∈ H10 (Ω), we write Πφ in coordinates
Πφ =
∑
i, j
ajiPZ
j
i ,
with j = 1, 2 and i = 1, . . . k. Here the coefficients aji solve
〈φ, PZ lk〉 =
∑
i, j
aji 〈PZji , PZ lk〉.
In other words, the vector a = (aji )2k solves the linear system:
A · a = b,
with b = (〈φ, PZji 〉)2k and
A = (〈PZji , PZ lk〉)2k×2k.
Lemma 3.1 implies that the elements in the diagonal of A are of higher order than the others
and ‖A‖ = O(λ−1), ‖A−1‖ = O(λ). Again by taking into account Lemma 3.1, we conclude:
a = A−1 · b⇒ ‖a‖ ≤ O(λ 12 )‖φ‖. (4.48)
Computing now the derivative with respect to ξlk, we obtain:
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∂ξlk
a = A−1 · ∂ξlkb− A
−1 · ∂ξlkA ·A
−1 · b.
By Lemma 3.1, ‖∂ξlkA‖ ≤ O(δ
−3). Therefore,
‖∂ξlka‖ ≤ O(1)‖φ‖. (4.49)
Finally, observe that
∂ξlk
Π φ =
∑
i, j
aji∂ξlk
PZji + ∂ξlk
ajiPZ
j
i .
Taking into account (4.48), (4.49) and Lemma 3.1, we conclude the first estimate of (4.47). The
second follows from Π⊥ φ = φ−Πφ.

Now we are able to solve problem (4.43).
Proposition 4.10. Let C ⊂ FkΩ be a fixed compact set. For any ε > 0 there exists λ0 > 0, and C > 0
such that for any λ ∈ (0, λ0) and for any ξ ∈ C there exists a unique φ = φξ ∈ K⊥ satisfying (3.11)
and
‖φ‖ ≤ Cλ 12−ε.
Moreover the map ξ 7→ φξ ∈ H10 (Ω)×H10 (Ω) is C1 and:
‖∂ξlkφ‖ ≤ Cλ
−ε.
Proof. Equation (4.43) can be solved via a contraction mapping argument. Indeed, in virtue of
Proposition 4.5, we can introduce the map
T (φ) := L−1 (N(φ) + S(φ) +R) , φ ∈ K⊥.
By Lemma 4.2, Lemma 4.6 and Lemma 4.8, it turns out to be a contraction map over the ball{
φ ∈ K⊥ : ‖φ‖ ≤ Λ| log λ|λ 2−p2p
}
(4.50)
provided Λ is large enough and λ is small enough. Indeed, for any φ, ψ in the ball (4.50)
‖T (φ)‖ ≤ C| log λ|λ 1−pqpq λ 2−pp + C| log λ|λ 2−pp < Λ| log λ|λ 2−p2p
and
‖T (φ)− T (ψ)‖ ≤ C| log λ|λ 1−pqpq λ 2−p2p ‖φ− ψ‖ < ‖φ− ψ‖
provided that p and q are sufficiently close to 1.
We now consider the dependence of φ on ξ. We apply the Implicit Function Theorem to the
function Φ : FkΩ×H10 (Ω)×H10 (Ω)→ H10 (Ω)×H10 (Ω) defined by
Φ(ξ, φ) = φ+ Π⊥
[
W − i∗p
(
F (W + Π⊥φ
)]
.
Indeed Φ(ξ, φξ) = 0 and the linear operator: ∂Φ∂φ (ξ, φξ) : H
1
0 (Ω) ×H10 (Ω) → H10 (Ω) ×H10 (Ω) is
given by
∂Φ
∂φ
(ξ, φξ)(ψ) = ψ −Π⊥
[
i∗p
(
F ′(W + φξ)Π⊥ψ
)]
.
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We observe that ∂Φ∂φ (ξ, φξ) is a Fredholm operator.
By comparing ∂Φ∂φ (ξ, φξ) with the definition of L in (4.37), we have then
∂Φ
∂φ
(ξ, φξ)(ψ) = Π(ψ) + L(Π
⊥ψ)− S(Π⊥ψ)−Π⊥
[
i∗p
((
F ′(W + φξ)− F ′(W )
)
Π⊥ψ
)]
by which, using Lemma 4.5 and Lemma 4.6,∥∥∥∥∂Φ∂φ (ξ, φξ)(ψ)
∥∥∥∥
≥ c‖Π(ψ)‖+ c‖L(φξ)(Π⊥ψ)‖ −
∥∥∥Π⊥ [i∗p((F ′(W + φε)− F ′(W ))Π⊥ψ)] ∥∥∥− ‖S(Π⊥ψ)‖
≥ c‖Π(ψ)‖+ c| log λ|‖Π
⊥(ψ)‖ − ‖(F ′(W + φξ)− F ′(W ))Π⊥ψ‖p − λ 12−ε‖ψ‖
≥ c| log λ|‖ψ‖ − ‖
(
F ′(W + φξ)− F ′(W )
)
Π⊥ψ‖p.
(4.51)
Now, setting φξ := (φ1, φ2), ψ := (ψ1, ψ2) and Π⊥ := (Π⊥1 ,Π⊥2 ) = (Π⊥1 , id), we use Lemma 4.7
and we compute for some θ1 ∈ (0, 1)
‖(f ′(W1 + φ1)− f ′(W1))Π⊥1 ψ‖p = ‖f ′′(W1 + θ1φ1)[φ1,Π⊥1 ψ1]‖p ≤ Cλ 1−pqpq ‖φξ‖‖ψ‖
≤ Cλ 1−pqpq + 2−p2p ‖ψ‖.
Similarly
‖λ(g′(W2 + φ2)− g′(W2))ψ2‖p = ‖g′′(W2 + θ2φ2)[φ2, ψ2]‖p ≤ C‖φξ‖‖ψ‖ ≤ Cλ 2−p2p ‖ψ‖.
We take p, q sufficiently close to 1 and combine the above two estimates with (4.51), to conclude
that ∥∥∥∥∂Φ∂φ (ξ, φξ)(ψ)
∥∥∥∥ ≥ C| log λ|‖ψ‖.
This implies the invertibility of the operator ∂Φ∂φ (ξ, φξ), and moreover(
∂Φ
∂φ
(ξ, φξ)
)−1
≤ C| log λ|.
By the implicit function theorem, the map ξ 7→ φξ is C1 and
∂φ
∂ξ
= −
(
∂Φ
∂φ
(ξ, φξ)
)−1(∂Φ
∂ξ
)
.
So we need to estimate ∂Φ∂ξ .
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∥∥∥∂Φ
∂ξ
∥∥∥ ≤ ‖∂ξiΠ⊥φ‖‖W − i∗p(F (W + φξ))‖+ ‖∂ξiW − i∗p(F ′(W + φξ)(∂ξiW + ∂ξi(Π⊥)φξ))‖
≤ Cλ−1/2‖ −∆W − F (W + φξ)‖p + C‖ − ∂ξi∆W − F ′(W + φξ)[∂ξiW + ∂ξi(Π⊥)φξ]‖p
≤ Cλ−1/2
(
‖ −∆W − F (W )‖p + ‖F (W )− F (W + φ)‖p
)
+ C‖ − ∂ξi∆W − F ′(W )∂ξiW‖p + C‖[F ′(W + φ)− F ′(W )](∂ξiW )‖p
+ C‖F ′(W + φ)∂ξiΠ⊥φ‖p.
By using the mean value Theorem (Theorem 1.8 of [1]) as in the proof of Lemma 4.8, and
taking into account Lemma 4.7, we conclude:
‖F (W )− F (W + φ)‖p ≤ Cλ
1−pq
pq ‖φ‖ ≤ Cλ 1−pqpq + 2−p2p .
Similarly,
‖[F ′(W + φ)− F ′(W )](∂ξiW )‖p ≤ Cλ
1−pq
pq ‖φ‖‖∂ξiW‖ ≤ Cλ
1−pq
pq
+ 2−p
2p
− 1
2 ,
where we have used estimate (3.14) in Lemma 3.1.
Moreover,
‖F ′(W + φ)∂ξiΠ⊥φ‖p ≤ Cλ
1−pq
pq
+ 2−p
2p
− 1
2 .
Therefore, we just need to estimate the Lp norms of the terms:
−∆W − F (W ), −∂ξi∆W − F ′(W )∂ξiW.
But these are, respectively, R˜ and ∇ξR˜ as defined in (4.13). And their Lp norms have been
estimated in Lemma 4.2, so we finish the proof. 
Setting
u1 = W1 + φ1, u2 = W2 + φ2,
where φξ = (φ1, φ2) is provided by Proposition 4.10, then u = (u1, u2) satisfies
∆u1 + 2λf(u1)− ρ2g(u2) =
∑
j=1,2
i=1,...,k
cijZ
j
i e
wi
∆u2 + 2ρ2g(u2)− λf(u1) = 0
φ1, φ2 ∈ H10 (Ω),
∫
Ω
∇φ1∇PZji dx = 0 j = 1, 2, i = 1, . . . , k.
(4.52)
where the constants cij verify
|cij | ≤ Cλ (4.53)
according to (4.36). Therefore the following identities hold:
2
3
∆u1 +
1
3
∆u2 + λf(u1) =
2
3
∑
j=1,2
i=1,...,k
cijZ
j
i e
wi (4.54)
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2
3
∆u2 +
1
3
∆u1 + ρ2g(u2) =
1
3
∑
j=1,2
i=1,...,k
cijZ
j
i e
wi (4.55)
Let us consider the energy functional associated to the system (3.1):
J(u1, u2) :=
1
3
Q(u1, u2)− λ
∫
Ω
eu1(x)dx− ρ2 log
∫
Ω
eu2(x)dx (4.56)
where
Q(u1, u2) =
∫
Ω
(|∇u1|2 + |∇u2|2 +∇u1∇u2) dx.
Next lemma concerns the relation between the critical points of M and those of the energy
functional J .
Lemma 4.11. Let ξ ∈ FkΩ be a critical point of ξ 7→ J(W + φξ). Then, provided that ε > 0 is
sufficiently small, the corresponding function u = W + φξ is a solution of (3.1).
Proof. According to (4.52), we find a solution to the original problem (3.1) if ξ is such that
cij = cij(ξ) = 0 for j = 1, 2 and i = 1, . . . , k.
Let us we fix q > 1. Using that
‖Zji ewi‖q = O
(
λ
2−3q
2q
)
,
by Proposition 4.10 for any i = 1, . . . , k and j = 1, 2 we have∫
Ω
∣∣∣∂ξ`hφ1Zji ∣∣∣ewidx = O(λ−ε)‖Zji ewi‖q = O(λ−ε+ 2−3q2q ) = o( 1λ). (4.57)
provided that q is sufficiently close to 1. Similarly∫
Ω
∣∣∣∂ξ`hφ2Zji ∣∣∣ewidx = o( 1λ). (4.58)
Let ξ ∈ FkΩ be a critical point of ξ 7→ J(W + φξ). By differentiating the function J(W + φξ)
with respect to ξ and using the C1 regularity of the map ξ 7→ φξ ∈ (H10 (Ω))2, we get for ` = 1, 2
and h = 1, . . . , k∫
Ω
(2
3
∆u1 +
1
3
∆u2 +λf(u1)
)
∂ξ`h
(W1 +φ1)dx+
∫
Ω
(2
3
∆u2 +
1
3
∆u1 +ρ2g(u2)
)
∂ξ`h
(W2 +φ2)dx = 0.
which is equivalent, by (4.54)-(4.55), to∑
j=1,2
i=1,...,k
cijZ
j
i e
wi
(
2∂ξ`h
(W1 + φ1) + ∂ξ`h
(W2 + φ2)
)
dx = 0 ` = 1, 2, h = 1, . . . , k. (4.59)
We observe that by (3.10)
∂ξ`h
W1 = 4PZ
j
i +O(1), ∂ξ`h
W2 = −2PZji +O(1). (4.60)
Therefore, combining (4.59) with (3.15) and (4.57)-(4.58), we get
c`h + o (1)
∑
j 6=`
i 6=h
cij = 0 for any ` = 1, 2 and h = 1, . . . , k,
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so the system (4.59) is diagonal dominant and then we achieve that all the cij ’s are zero. That
concludes the proof.

5. THE REDUCED ENERGY AND PROOF OF THEOREM 1.1
The first purpose of this section is to give an asymptotic estimate of J(W1,W2), where
(W1,W2) is the approximate solution defined in (3.7) and J is given in (4.56).
Proposition 5.1. The following holds:
J(W1,W2) = −4pik log λ+ Λ(ξ)− 8pi(1− log 2) + o(1),
C1 uniformly with respect to ξ in compact sets of Ω, where Λ is defined in (1.6).
Proof. By the definition of Wi we have:
Q(W1,W2) =
1
4

∫
Ω
|∇z(x, ξ)|2 +
k∑
i=1
|∇Pwi|2 +
k∑
i,j=1
i 6=j
∫
Ω
∇Pwi∇Pwj −
k∑
i=1
∇Pwi · ∇z(x, ξ)
 .
Moreover, by Lemma 4.1,
1
4
∫
Ω
|∇z(x, ξ)|2 − ρ log
∫
Ω
eW2 =
1
4
∫
Ω
|∇z(x, ξ)|2 − ρ log
∫
Ω
h(x, ξ)ez(x,ξ) +O(λ). (5.1)
Again by Lemma 4.1 it is easy to check that:
λ
∫
Ω
eW1 =
1
2
k∑
i=1
∫
Ω
ewi + o(1) =
1
2
k∑
i=1
∫
Ω−ξi
δi
8
(1 + |y|2)2dy + o(1) = 4pik + o(1) (5.2)
where we have used that
∫
R2
1
(1+|y|2)2 dy = pi. We continue with the estimate of the terms∫
Ω |∇Pwi|2,
∫
Ω∇Pwi · ∇z(x, ξ). Integrating by parts,
1
4
∫
Ω
∇Pwi · ∇z(x, ξ) = 1
4
∫
Ω
ewiz(x, ξ) =
1
4
∫
Ω
8δ2i
(δ2i + |x− ξ|2)2
z(x, ξ)dx
= 2
∫
Ω−ξi
δi
z(δiy + ξi, ξ)
(1 + |y|2)2 dy = 2piz(ξi, ξ) + o(1).
(5.3)
We now estimate the term:
1
4
∫
Ω
|∇Pwi|2 = 1
4
∫
Ω
ewi
(
log
1
(δ2i + |x− ξi|2)2
+ 8piH(x, ξi) +O(λ)
)
dx
=
1
4
∫
Ω
ewi8piH(x, ξi) dx− 1
2
∫
Ω
ewi log(δ2i + |x− ξi|2) dx+O(λ).
Arguing as in (5.3), we conclude that:
1
4
∫
Ω
ewi8piH(x, ξi) = 16pi
2H(ξi, ξi) + o(1). (5.4)
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For the second term, we make the change of variables x− ξi = δiy, to get:
− 1
2
∫
Ω
ewi log(δ2i + |x− ξi|2) dx = −
1
2
∫
Ω
8δ2i
(δ2i + |x− ξi|2)2
log(δ2i + |x− ξi|2) dx
= −1
2
∫
Ω−ξi
δi
8
(1 + |y|2)2 log(δ
2
i (1 + |y|2)) dy
= −1
2
log δ2i
∫
Ω−ξi
δi
8
(1 + |y|2)2 dy −
1
2
∫
Ω−ξi
δi
8
(1 + |y|2)2 log(1 + |y|
2) dy
= −4pi log δ2i − 4pi + o(1)
since
∫
R2
8
(1+|y|2)2 log
1
(1+|y|2)2 dy = pi. Therefore, recalling the definition of δi in (3.8) we obtain
1
4
∫
Ω
|∇Pwi|2 = 16pi2H(ξi, ξi)− 4pi log δ2i − 4pi + o(1)
= −16pi2H(ξi, ξi)− 32pi2
∑
j 6=i
G(ξi, ξj) + 2piz(ξi, ξ)− 4pi log λ+ 8pi log 2− 4pi + o(1).
(5.5)
Finally, for i 6= j, by (3.6), reasoning as in (5.3),
1
4
∫
Ω
∇Pwi∇Pwj = 1
4
∫
Ω
ewi
(
log
1
(δ2j + |x− ξj |2)2
+ 8piH(x, ξj) +O(λ)
)
= 2pi
(
log
1
|ξi − ξj |4 + 8piH(ξi, ξj)
)
+ o(1) = 16pi2G(ξi, ξj) + o(1)
(5.6)
Putting together equations (5.1), (5.2), (5.3), (5.4), (5.5), we conclude with the C0 estimate.
We are going to estimate the error term in the C1 sense. By using Lemma 4.1 and (4.60) we
get
∂
ξji
J(W ) =
∫
Ω
(
− 2
3
∆W1 − 1
3
∆W2 − λf(W1)
)
∂
ξji
W1dx
+
∫
Ω
(
− 2
3
∆W2 − 1
3
∆W1 − ρ2g(W2)
)
∂
ξji
W2dx
= 4
∫
Ω
(1
2
E +
1
4
E0
)
Zji dx+ o(1) = 2
∫
Ω
EZji dx+ o(1)
= 2
k∑
h=1
∫
Ω
ewhZji dx− 4λ
∫
Ω
eW1Zji dx+ o(1).
(5.7)
For any h 6= i we have, reasoning as in (5.3),∫
Ω
ewhZji dx =
∫
Ω
8δ2h(
δ2h + |x− ξh|2
)2 xj − ξjiδ2i + |x− ξi|2dx8pi ξ
j
h − ξji
|ξh − ξi|2 + o(1), (5.8)
while, for i = j,
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∫
Ω
ewiZji dx =
∫
Ω
8δ2i(
δ2i + |x− ξi|2
)2 xj − ξjiδ2i + |x− ξi|2dx
=
1
δi
∫
Ω−ξi
δi
8
(1 + |y|2)2
yj
1 + |y|2dx = o(1).
(5.9)
Let η > 0 be such that |ξi − ξj | ≥ 2η and d(ξi, ∂Ω) ≥ 2η. Then, for h 6= i, using the change of
variable x = δhy + ξh,
∫
B(ξh,η)
2λeW1Zji
= 2λ
∫
B(ξh,η)
e8pi
∑k
l=1 H(x,ξl)− 12 z(x,ξ)+O(λ) xj − ξ
j
i
δ2i + |x− ξi|2
k∏
l=1
1(
δ2l + |x− ξl|2
)2dx
= 2
λ
δ2h
∫
R2
e8pi
∑k
l=1 H(ξh,ξl)− 12 z(ξh,ξ)
(1 + |y|2)2
ξjh − ξji
|ξh − ξi|2
k∏
l=1
l6=h
1
|ξh − ξl|4dx+ o(1)
= 2
λ
δ2h
∫
R2
e8piH(ξh,ξh)+8pi
∑
l6=hG(ξh,ξl)− 12 z(ξh,ξ)
(1 + |y|2)2
ξjh − ξji
|ξh − ξi|2dx+ o(1)
= 8pi
ξjh − ξji
|ξh − ξi|2 + o(1)
(5.10)
where in the last inequality we have used the choice of δh in (3.8). Similarly
∫
B(ξi,η)
2λeW1Zji
= 2λ
∫
B(ξi,η)
e8pi
∑k
l=1 H(x,ξl)+− 12 z(x,ξ)+O(λ) xj − ξ
j
i
δ2i + |x− ξi|2
k∏
l=1
1(
δ2l + |x− ξl|2
)2dx
= 2
λ
δ3i
∫
B(0, η
δi
)
e8pi
∑k
l=1H(δiy+ξi,ξl)− 12 z(δiy+ξi,ξ)+O(λ)
(1 + |y|2)2
yj
(1 + |y|2)
k∏
l=1
l 6=i
1
|δiy + ξi − ξl|4dy + o(1)
= 2
λ
δ3i
∫
B(0, η
δi
)
e8piH(δiy+ξi,ξi)+8pi
∑
l6=iG(δiy+ξi,ξl)− 12 z(δiy+ξi,ξ)+O(λ)
(1 + |y|2)2
yj
(1 + |y|2) + o(1).
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Next we set γ(x, ξ) := 8piH(x, ξi) + 8pi
∑
l 6=iG(x, ξl)− 12z(x, ξ). Then we use the choice of δi in
(3.8) and by mean value theorem we obtain∫
B(ξi,η)
2λeW1Zji = 2
λ
δ3i
∫
B(0, η
δi
)
1
(1 + |y|2)2 e
γ(δiy+ξi,ξ)+O(λ)
yj
1 + |y|2dy + o(1)
=
8
δi
∫
B(0, η
δi
)
yj
(1 + |y|2)3 e
γ(δiy+ξi,ξ)−γ(ξi,ξ)+O(λ)dy + o(1)
=
8
δi
∫
B(0, η
δi
)
yj
(1 + |y|2)3
(
∂γ
∂x
(ξi, ξ) · δiy +O(λ|y|2) +O(λ)
)
dy + o(1)
= 8
∂γ
∂xj
(ξi, ξ)
∫
R2
y2j
(1 + |y|2)3dy + o(1) = 2pi
∂γ
∂xj
(ξi, ξ) + o(1).
(5.11)
On the other hand
∣∣∣∣ ∫
Ω\∪kh=1B(ξh,η)
2λeW1Zji dx
∣∣∣∣ ≤ Cλ∫
Ω\∪kh=1B(ξh,η)
e
∑k
l=1 Pwl |Zji |dx
≤ Cλ
∫
Ω\B(ξi,η)
ePwi |Zji | ≤ Cλ
∫
Ω\B(ξi,η)
1(
δ2i + |x− ξi|2
)2 |xj − ξji |δ2i + |x− ξi|2 = o(1)
(5.12)
and the thesis follows by combining (5.7)-(5.12) once we have observed that, by Lemma 2.6,
∂γ
∂xj
(ξi, ξ) = − 14pi∂ξji Λ(ξ).

For λ > 0 sufficiently small we consider the reduced functional
J˜(ξ) = J(u1, u2) = J(W1 + φ1,W2 + φ2)
where φξ = (φ1, φ2) has been constructed in Lemma 4.10. The next proposition contains the
key expansions of J˜ .
Proposition 5.2. The following holds
J˜(ξ) = −4pik log λ+ Λ(ξ)− 8pi(1− log 2) + o(1),
C1 uniformly with respect to ξ in compact sets of Fk(Ω), where Λ(ξ) has been defined in (1.6).
Proof. We compute
J˜(ξ) = J(W1,W2)− 1
2
(∫
Ω
( k∑
i=1
∆Pwi + 2λe
W1
)
φ1 +
∫
Ω
∆z(x, ξ)φ2
)
− λ
∫
Ω
(
eW1+φ1 − eW1 − eW1φ1
)− ρ2 log ∫
Ω
eW2+φ2 + ρ log
∫
Ω
eW2 + o(1).
(5.13)
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Next by Lemma 4.1 we estimate:∫
Ω
( k∑
i=1
∆Pwi + 2λe
W1
)
φ1 = −
∫
Ω
E1φ1 = o(1).
Moreover, for some θ1 ∈ (0, 1), using Lemma 4.7, we have
λ
∫
Ω
(
eW1+φ1 − eW1 − eW1φ1
)
= λ
∫
Ω
eW1+θ1φ1φ21 = O(λ
1−pq
pq
+1−2ε
) = o(1)
provided that p, q are sufficiently close to 1. Furthermore, for some θ2 ∈ (0, 1), using also (4.44),
we get
log
∫
Ω
eW2+φ2 − log
∫
Ω
eW2 =
1∫
Ω e
W2+θ2φ2
∫
Ω
eW2+θ2φ2φ2 = O(‖φ2‖) = o(1).
Finally we immediately obtain∫
Ω
∆z(x, ξ)φ2 = O
(∫
Ω
|φ2|
)
= o(1).
By inserting the above estimates into (5.13) Proposition 5.1 gives the C0 estimate.
In order to prove that the expansion actually holds in the C1 sense, we compute
∂
ξji
J˜(ξ) = ∂
ξji
J(W1,W2) +
∫
Ω
(
− 2
3
∆φ1 − 1
3
∆φ2 − λ(f(W1 + φ1)− f(W1))
)
∂
ξji
W1
+
∫
Ω
(
− 2
3
∆φ2 − 1
3
∆φ1 − ρ2(g(W2 + φ2)− g(W2))
)
∂
ξji
W2dx
+
∫
Ω
(
− 2
3
∆u1 − 1
3
∆u2 − λf(u1)
)
∂
ξji
φ1dx
+
∫
Ω
(
− 2
3
∆u2 − 1
3
∆u1 − ρ2g(u2)
)
∂
ξji
φ2dx
Then, by (4.53), (4.54)-(4.55) and (4.57)-(4.58) we deduce
∂
ξji
J˜(ξ) = ∂
ξji
J(W1,W2) +
∫
Ω
(
− 2
3
∆φ1 − 1
3
∆φ2 − λ(f(W1 + φ1)− f(W1))
)
∂
ξji
W1
+
∫
Ω
(
− 2
3
∆φ2 − 1
3
∆φ1 − ρ2(g(W2 + φ2)− g(W2))
)
∂
ξji
W2dx+ o(1).
(5.14)
By Lemma 4.7 and (3.14) for some θ1 ∈ (0, 1) we get
λ
∫
Ω
(
f(W1 + φ1)− f(W1)− f ′(W1)φ1)
)
∂
ξji
W1 = O
(
λ−
1
2 ‖λf ′′(W1 + θ1φ1)φ21‖p
)
= O(λ
1−pq
pq
+1−2ε− 1
2 ) = o(1)
(5.15)
provided that p is sufficiently close to 1. Since
∫
Ω e
wiφ1Z
j
i = −
∫
Ω∇φ1∇PZji = 0, then∫
Ω
ewiφ1PZ
j
i =
∫
Ω
ewiφ1Z
j
i + o(1) = o(1),
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while, for h 6= i, by (4.32), ∫
Ω
ewhφ1PZ
j
i = O(λ
1−p
p
+ 1
2
−ε
) = o(1)
provided that p is sufficiently close to 1, by which, using Lemma 4.1, (3.15) and (4.60),
λ
∫
Ω
f ′(W1)φ1∂ξjiW1 =
1
2
k∑
h=1
∫
Ω
ewhφ1PZ
j
i +O(λ
2−p
2p
−ε
) = o(1). (5.16)
Next we choose p, q > 1 such that 1p +
1
q = 1 and 1 < q < 2. Then, according to (4.60),
‖∂
ξji
W2‖q = O(1). Consequently, again by Lemma 4.7, for some θ2 ∈ (0, 1),∫
Ω
(g(W2 + φ2)− g(W2))∂ξjiW2dx = O(‖g
′(W2 + θ2φ2)φ2‖p) = O(λ 12−ε) = o(1). (5.17)
We observe that
∂
ξji
W1 = 4PZ
j
i +O(1), ∂ξji
W2 = −2PZji +O(1), (5.18)
C1-uniformly for x ∈ Ω and ξ on compact sets of Fk(Ω). Moreover, by (5.18), and recalling that∫
Ω∇φ1∇PZji = 0,∫
Ω
∆φ1∂ξji
W1 = −
∫
Ω
∇φ1∇∂ξjiW1 = −
∫
Ω
∇φ1(∇PZji +O(1)) = O
(∫
Ω
|∇φ1|
)
= o(1). (5.19)
Similarly ∫
Ω
∆φ1∂ξji
W2 = o(1). (5.20)
Finally we have −13∂ξjiW1 −
2
3∂ξji
W2 = −12z(x, ξ), by which∫
Ω
∆φ2
(
− 1
3
∂
ξji
W1 − 2
3
∂
ξji
W2
)
=
1
2
∫
Ω
∇φ2∇z(x, ξ) = O
(∫
Ω
|∇φ2|
)
= o(1). (5.21)
By inserting (5.15)-(5.21) into (5.14), the thesis follows by Proposition 5.1. 
Proof of Theorem 1.1 completed. LetK ⊂ Fk(Ω) be a C1-stable set of critical points of Λ. Then,
according to Proposition 5.2, for λ > 0 sufficiently small let ξλ be a critical point of J˜ such that
d(ξ,K) → 0. By Lemma 4.11 uλ = W + φξλ solves problem (3.1). Consequently uλ provides a
solution to the original problem (1.1) with
ρ1 = ρ1,λ = λ
∫
Ω
eu1 .
Then, by (5.2) and Lemma 4.7
ρ1,λ = λ
∫
Ω
eW1+φ1 = λ
∫
Ω
eW1 + o(1) = 4kpi + o(1).
Acknowledgments. The authors are grateful to D. Bartolucci and P. Esposito for some useful discus-
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