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Abstract
Markov chainMonte Carlo (MCMC) methods are widely used in machine learning. One of
the major problems with MCMC is the question of how to design chains that mix fast over
the whole state space; in particular, how to select the parameters of an MCMC algorithm.
Here we take a different approach and, similarly to parallel MCMC methods, instead of
trying to find a single chain that samples from the whole distribution, we combine samples
from several chains run in parallel, each exploring only parts of the state space (e.g., a few
modes only). The chains are prioritized based on the kernel Stein discrepancy, which pro-
vides a good measure of performance locally. The samples from the independent chains
are combined using a novel technique for estimating the probability of different regions
of the sample space. Experimental results demonstrate that the proposed algorithm may
provide significant speedups in different sampling problems. Most importantly, when com-
bined with the state-of-the-art NUTS algorithm as the base MCMC sampler, our method
remained competitive with NUTS on sampling from unimodal distributions, while signifi-
cantly outperforming state-of-the-art competitors on synthetic multimodal problems as well
as on a challenging sensor localization task.
1 Introduction
We consider the problem of computing expectations EP [f(X)] =
∫
X f(x)p(x)dx for some complicated tar-
get distribution P with density p over a setX ⊂ Rd and a target function f : X → R. Such expectations often
arise in Bayesian inference and maximum likelihood estimation (Andrieu et al., 2003; Brooks et al., 2011).
Oftentimes, p has a closed form except for an unknown normalization constant, making the computation of
the integral especially challenging (Andrieu et al., 2003).1 Markov chain Monte Carlo (MCMC) methods
are a family of numerical estimation methods, which are successfully applied to estimate the aforementioned
expectations, especially in high-dimensional problems. MCMC algorithms take random samples from an
ergodic Markov chain with stationary distribution P , and approximate the expectation via averaging over the
produced sample.
The challenging problem in designing MCMC methods is to ensure that the distribution of the samples con-
verge to P fast, and, in practice, usually some domain-specific knowledge is used in the design of their
proposal distributions to achieve fast convergence (Andrieu et al., 2003). This need for specialized design led
to the development of dozens of methods for each problem, each of which has their own tunable parameters
(Neufeld et al., 2014). Consequently, choosing the right method with corresponding parameters to achieve
fast convergence is quite difficult and requires considerable time and effort.
A large body of work has been devoted in the literature to address this difficulty and to find ways to set
the algorithms’ parameters optimally; for instance, optimal tuning of the Metropolis-Hasting algorithm
1In most of real world applications finding this normalization constant is as hard as computing the original expec-
tation under P . For example, when P is obtained as a posterior distribution, p can usually be written as p(x) =
pˆ(x)/
∫
X
pˆ(x′)dx′ from Bayes rule, where pˆ(x) is available in closed form for any x ∈ X , but the value of the inte-
gral is unknown and is hard to compute.
(Roberts & Rosenthal, 2001; Bédard, 2008; Roberts et al., 1997; Atchadé et al., 2011; Brooks et al., 2011,
Chapter 4). The problem with this line of research is that the solutions rely on some Markov chain parame-
ters that are typically unknown (Łatuszyn´ski et al., 2013).
A more promising line of research to address the parameter setting issue is based on adaptive MCMC meth-
ods. In this framework, the MCMC samples are used to learn about the target distribution, and the algorithms
adjust their parameters as they progress (Łatuszyn´ski et al., 2013). To do so, they rely on optimizing some
objective function such as expected squared jumping distance (Pasarica & Gelman, 2010; Wang et al., 2013),
the area under the autocorrelation function up to some specific lag (Mahendran et al., 2012), the difference be-
tween the proposal covariancematrix and its empirical estimation (Haario et al., 2001, 2006; Sejdinovic et al.,
2014; Mbalawata et al., 2015), or the difference between the optimal acceptance rate (in practice, a recommen-
dation thereof) and its empirical estimate (Yang & Rosenthal, 2017). Perhaps the most successful adaptive
method for finding the optimal parameters (i.e., the number of leapfrog steps and the step size) in Hamiltonian
Monte Carlo (HMC), called no-U-turn sampler (NUTS), is based on monitoring when the sample trajecto-
ries “turn back”, and the resulting algorithm provides state-of-the-art performance in a number of problems
(Hoffman & Gelman, 2014). For more details about adaptive MCMC methods, the reader is referred to the
tutorial paper by Andrieu & Thoms (2008).
In practice, making sure that a sampler can move between distant modes of the target distribution cannot
be guaranteed by the aforementioned adaptive methods.2 There are two main approaches to deal with dis-
tant modes: (i) running parallel chains and combining their final samples; and (ii) sampling from powers
of the target function (the inverse power is referred to as temperature), known as annealing. Indeed, in the
literature, there are several successful methods based on combining these two ideas, such as parallel tem-
pering (Earl & Deem, 2005) and (annealed) sequential Monte Carlo samplers, also known as particle filters
(Doucet et al., 2001; Moral et al., 2006). The core idea of these methods and their variants is to run several
chains with different temperatures and periodically exchange information between them. By increasing the
temperature of a target distribution, it flattens (becomes more uniform), and the chains at high temperatures
act as global search algorithms. They pass the information regarding the location of the modes to the chains
with lower temperatures, which can effectively search each mode. An alternative to parallelization is the idea
of regeneration (Mykland et al., 1995; Ahn et al., 2013). Regeneration partitions a long Markov chain into
smaller independent segments such that the samples are unbiased in each segment, hence can be combined
together without any further consideration. This process makes it possible to combine samples from different
samplers and tune the parameters of theMarkov chain after each regeneration. Although theoretically elegant,
the application of regeneration methods is limited in practice since they require a properly tuned distribution
for detecting regenerations.
In this paper we combine the strengths of adaptive and parallel MCMC methods. Instead of trying to find a
single sampler that approximates the target distribution well on its whole domain, we run several samplers
and select which sampler to use at any given time in a sequential manner, based on all the samples obtained
before. Our main contributions are (i) adapting the bandit-based adaptive Monte Carlo (MC)3 method of
Neufeld et al. (2014) to MCMC; and (ii) a novel method for combining samples from multiple chains. The
resulting algorithm is suitable for sampling from challengingmultimodal distributions and is fairly insensitive
to the choice of its parameters. The next subsection gives a more detailed overview of our approach and the
corresponding challenges.
1.1 Approach and challenges
In the simple case when all MCMC samplers mix well over the whole domain, our goal is to use the best
sampler (which mixes the fastest) most of the time. This is very similar to the case of choosing from several
unbiased MC samplers. For the latter, Neufeld et al. (2014) showed that scheduling which samplers to use at
any point in time is equivalent to a stochastic multi-armed bandit problem (Bubeck & Cesa-Bianchi, 2012).
This makes it possible to apply bandit algorithms to select which sampler to use to get the next sample, and
the decision depends on the overall performance of the samplers so far, measured by the variance for each
sampler. Extending the same idea to the MCMC case is not trivial, since measuring the quality of MCMC
samplers is a much harder task. In fact, until recently, there has not been any empirical measure that can
monitor the sample convergence. CommonMCMC diagnostics such as effective sample size, trace and mean
2To be more precise, instead of modes the “high-probability” regions of the target distribution are of interest, but, for
simplicity and following the standard language of MCMC literature, we will often refer to these as modes throughout the
paper.
3Throughout the paper, we refer to samplers taking unbiased, independent samples as MC methods
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plots, or asymptotic variance assume the chain asymptotically converges to the target distribution, so they
cannot detect asymptotic bias (Gorham & Mackey, 2015). To address this issue, Gorham & Mackey (2015)
developed an empirical sample-quality measure that can detect non-convergence (or bias) based on Stein’s
method. A kernelized version of this measure, called kernel Stein discrepancy (KSD) was subsequently
developed by Liu et al. (2016); Chwialkowski et al. (2016); Gorham & Mackey (2017), which can be used
to compare the quality of different samplers. As our first contribution, we extend the bandit-based racing
method of Neufeld et al. (2014) to MCMC samplers by using the KSD measure as the loss function in the
bandit algorithms. This is described in detail in Section 3.1 while the background on KSD is given in
Section 2.
On the negative side, KSD is not able to detect underfitting if the target distribution has well-separated
modes, so it cannot distinguish between two samplers such that one samples only one mode while the other
samples both modes, and the samples are equally good locally (Liu et al., 2016; Chwialkowski et al., 2016;
Gorham & Mackey, 2017). This brings us to the next problem: namely, MCMC methods using a single chain
usually fail to explore the whole domain if the support has reasonably high-probability regions separated by
low-probability regions (of course, such notion of separation depends on the actual sampler used). Setting
the parameters of the samplers to deal with this issue, or simply detecting its presence, is hard, and to our
knowledge no practical solutions thereof are available. To alleviate this problem, following the parallel
MCMC framework, we run several chains in parallel only expecting that they provide good samples locally.
The hope is that the multiple instances will explore the space sufficiently, finding all the important regions
of the support. Then, in the end, we combine all the samples (from all the samplers) to approximate the
target distribution. This is challenging for two reasons: (i) it is not obvious how the samples from different
samplers should be weighted, and (ii) we do not want to waste resources to run several samplers exploring
the same region of the domain. For (ii), we apply our bandit-based racing method locally (Section 3.2), while
to address (i), we develop a method to estimate the probability of the region a set of samples cover based
on Rényi-entropy estimates (Pál et al., 2010), and use these to weight the samples, which is our second main
contribution. This is described in Section 3.3.
Our final sampling algorithm is put together in Section 4. Lastly, in Section 5 we demonstrate through a
number of experiments that our method is competitive with state-of-the-art adaptive MCMC methods, such
as the no-U-turn sampler NUTS (Hoffman & Gelman, 2014) or the recent sample reweighting method of
Liu & Lee (2016) on simpler cases when the distribution is concentrated on a single “connected” region,
while significantly outperforming the competitors, including parallel tampering and sequential MC, on harder
problemswhere high-probability regions are separated by areas of low-probability, as well as on a challenging
sensor-localization problem.
2 Measuring sample quality
As mentioned in Section 1.1, measuring the quality of samples produced by an MCMC algorithm is crucial
in our approach. To this end we are going to use the recently introduced kernel Stein discrepancy (KSD)
(Liu et al., 2016; Chwialkowski et al., 2016; Gorham & Mackey, 2017).
To measure the quality of a set of samples, we want to quantify how well a probability distribution Qn over
R
d can approximate the target distribution P ; in this section we assume that the density p of P is positive
and differentiable on the whole Rd. Oftentimes, Qn is given by a weighted sample {(xi, qi)}i∈[n], where [n]
denotes the set {1, . . . , n}, xi ∈ Rd and Qn(xi) = qi > 0 with
∑
i∈[n] qi = 1. One way to do this is to
measure the maximum expectation error over a class of real-valued test functionsH ⊂ {f : Rd → R}:
DH(Qn, P ) , sup
h∈H
|EQn [h(Z)]− EP [h(X)]|, (1)
where, in case of a weighted sample, EQn [h(Z)] =
∑n
i=1 qih(xi) (we use Z to distinguish the sample from
X). If the class of test functionsH is large enough, for any sequence of probability measures (Qn)n≥1, the
convergence of DH(Qn, P ) to zero implies that Qn converges weakly to P (Qn ⇒ P ). One advantage of
using this formulation is that we can recover different metrics in the form (1) by changing the class of test
functions H (Gorham & Mackey, 2015); for example, using H , {h : X → R| supx∈X |h(x)| ≤ 1}, the
measure in (1) becomes the total variation distance, while using the class of Lipschitz-continuous functions
H , {h : X → R| supx 6=y∈X ‖h(x)−h(y)‖2‖x−y‖2 ≤ 1} recovers the Wasserstein distance. Note that typically
finding the exact solution in (1) is as hard as the original problem since one needs to calculate EP [h(X)];
however, if we can find a class of functions H such that EP [h(X)] = 0 for any function h ∈ H and H is
sufficiently rich so that (1) is still a meaningful measure of similarity, we can avoid this problem.
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To this end, let k : Rd×Rd → R be a positive definite kernel andK its associated reproducing kernel Hilbert
space (RKHS), ‖ · ‖K be the induced norm from the inner product in K. Then, for x ∈ Rd, and f ∈ K, we
have f(x) = 〈f, k(x, ·)〉. Given this kernel and a norm ‖ · ‖ on Rd with dual norm ‖ · ‖∗,4 Gorham & Mackey
(2017) defined the kernel Stein set Fk,‖·‖ as
Fk,‖·‖ , {f = (f1, . . . , fd) ∈ Kd| ‖v‖∗ ≤ 1 for vj = ‖fj‖K, j = 1, . . . , d},
and the Langevin Stein operator Tp : {f : Rd → Rd} → {h : Rd → R} as
(Tpf)(x) ,
1
p(x)
〈1,∇(p(x)f(x))〉 = 〈∇ log(p(x)), f(x)〉 + 〈1,∇f(x)〉,
where 1 denotes the d-dimensional all-one vector (with each component being 1). Gorham & Mackey (2017)
showed that that if k is a continuous and bounded function with a continuous and bounded second derivative
∇x∇yk(x, y) and EP [‖∇ log p(X)‖2] < ∞, then EP [((Tpf)(X))] = 0 for all f ∈ Fk,‖·‖. Thus, with
H = TpFk,‖·‖ = {h| f = Tpf, f ∈ Fk,‖·‖}, P cancels from the definition (1) reducing it to
S(Qn) = DTpFk,‖·‖(Qn, P ) = sup
h∈TpFk,‖·‖
|EQn [h(Z)]| (2)
where we suppressed the dependence on P , Tp, and Fk,‖·‖ in the notation S(Qn). This makes it possible to
compute the optimum in the definition under the above conditions on k. Let sp(x) , ∇ log p(x) with sp,i(x)
denoting its ith coordinate for any i = 1, . . . , d, and define
kip(x, x
′) , sp,i(x)⊤k(x, x′)sp,i(x′) + sp,i(x)⊤∇x′
i
k(x, x′) + sp,i(x′)⊤∇xik(x, x′) +∇xi∇x′ik(x, x′),
kp(x, x
′) ,
d∑
i=1
kip(x, x
′)
= sp(x)
⊤k(x, x′)sp(x′) + sp(x)⊤∇x′k(x, x′) + sp(x′)⊤∇xk(x, x′) + trace(∇x∇x′k(x, x′)),
Then, if
∑d
i=1 EZ,Z′∼Qn [k
i
p(Z,Z
′)
1
2 ] <∞ (whereZ andZ ′ are independently drawn fromQn) the resulting
maximum becomes
S(Qn) =
√
EQn×Qn [kp(Z,Z ′)].
When Qn is a weighted sample {(xi, qi)}i=1,...,n, this simplifies to
S(Qn) =
√
q⊤Kp,nq (3)
where q = (q1, . . . , qn) andKp,n = [kp(xi, xj)]i,j∈[n] = [
∑d
l=1 k
l
p(xi, xj)]i,j∈[n]. We call S(Qn) the kernel
Stein discrepancy. Note that S(Qn) can be computed with our information about p, since it only depends
on p through sp(x) = ∇ log p(x), which cancels the effect of the unknown normalization constant. Also,
S(Qn) → 0 for any norm ‖ · ‖, if and only if it converges to zero for ‖ · ‖ = ‖ · ‖2; hence, in the rest of the
paper we assume that ‖ · ‖ is the Euclidean norm.
Under some technical conditions the KSD measure goes to 0 if and only if Qn converges weakly to P
(Gorham & Mackey, 2017): In particular, if k is the inverse multiquadratic (IMQ) kernel k(x, y) = (c2 +
‖x − y‖22)β for some c > 0 and β ∈ (−1, 0), Qn ⇒ P if S(Qn) → 0. Furthermore, if ∇ log p is Lipschitz
with EP [‖∇ log p(X)‖22], S(Qn) → 0 whenever the Wasserstein distance of Qn and P converges to zero
(which, in turn, implies Qn ⇒ P ). Also note that popular choices of kernels, such as the Gaussian kernel or
the Matérn kernel do not detect the non-convergence of the distribution Qn to P for d ≥ 3 (there are cases
when S(Qn)→ 0 butQn 6⇒ P ), and the situation is the same for the IMQ kernel defined above with β < −1
for d ≥ 2β/(1 + β). Note that these kernel do work for d = 1.
However, despite of the above nice theoretical guarantees, one might not be able to detect convergence based
on KSD for practical sample sizes, especially when the target distribution is multimodal and the modes
are well-separated: Gorham et al. (2016) demonstrated that for a one-dimensional Gaussian mixture target
distribution (with two components), for practical sample sizes, the KSD measure fails to distinguish between
two sets of samples, one drawn independently from one mode and the other drawn independently from the
whole target distribution. Furthermore, KSD requires even more samples to distinguish between the two
4The dual norm ‖ · ‖∗ is defined as ‖x‖∗ = supy∈Rd,‖y‖=1〈x, y〉 for any x ∈ R
d.
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cases as the modes’ distance increases (see Section 6.1 of Gorham et al. (2016) for more details). Another
issue is that the complexity of computing the KSD for an empirical distribution is quadratic in the sample
size, which quickly becomes infeasible as the sample size grows.
An interesting property of the KSD measure is that it is convex: if Q1, . . . , QM are distributions and Q =∑M
i=1 wiQ
i for nonnegative weights wi satisfying
∑M
i=1 wi = 1, we have
S(Q) = sup
f∈Fk,‖·‖
|EQ [(Tpf) (Z)]| = sup
f∈Fk,‖·‖
∣∣∣∣∣
M∑
i=1
wiEQi [(Tpf) (Z)]
∣∣∣∣∣
≤ sup
f∈Fk,‖·‖
M∑
i=1
wi
∣∣EQi [(Tpf) (Z)]∣∣ ≤ M∑
i=1
wi sup
f∈Fk,‖·‖
∣∣EQi [(Tpf) (Z)]∣∣ = M∑
i=1
wiS(Qi) . (4)
3 Sequential selection of samplers
In this section we present several strategies to select from a pool of MCMC samplers in a sequential manner.
In all of our algorithms the selection of the sampler to be used next depends on the quality of the samples
generated by the different samplers, where the quality will be measured by the KSD measure (or its approxi-
mations). Formally, assume we have access toM MCMC samplers (e.g., multiple sampling methods and/or
multiple instances of the same sampling algorithm with different parameters, such as starting point or step
size), and denote the set of samplers by [M ]. At every step of the algorithm, we select one of the samplers
and use it to produce the next batch of samples.
3.1 Mixing samplers
First we consider the case when each sampler is asymptotically unbiased (or consistent), that is, generates
samples with an empirical distribution converging weakly to the target distribution P almost surely (this is
usually satisfied for any standard MCMC sampler when P is unimodal). Our task is to sequentially allocate
calls among theM samplers to minimize the KSD measure of the set of samples we collect. In order to do
so, we design an algorithm which gives preference to samplers where the convergence is faster. This setup
is similar to the one considered by Neufeld et al. (2014), who designed sequential sampling strategies for
MC samplers generating independent and identically distributed (i.i.d.) samples, by selecting samplers with
smaller variances based on multi-armed bandit algorithms (Bubeck & Cesa-Bianchi, 2012). In this section
we generalize their method to MCMC samplers, aiming to minimize the total KSD measure (cf. Eq. 3) of
the sample instead of the variance (recall that for practical sample sizes–before convergence–the variance of
the sample is not a good measure of quality for MCMC samplers). However, computing the KSD measure is
quadratic in the sample size, and so it becomes computationally infeasible even for relatively small sample
sizes—note that any computation we spend on selecting samplers could also be used for sampling. Therefore,
we are going to approximate the KSD measure as the average KSD over smaller blocks of samples.
For a sampler with total sampling budget n, we break the sampling process into T rounds: At each round the
sampler takes a batch of samples of size nb = n/T . Let St be the KSD measure of samples from the tth
round; we approximate S˜n, the KSD of the full sample of size nwith the average (1/T )
∑T
t=1 St. We call this
the block-diagonal approximation, as it corresponds to a block-diagonal approximation of the kernel matrix
Kp,n in computing (3). To quantify the accuracy of the approximation, we assume that there exists a function
g(t, nb) such that limnb
t
→∞ g(t, nb) = 0 and
1
t
∑t
b=1 E[Sb] − E[S˜tnb ] ≤ g(t, nb) for all t = 1, . . . , T .
Using the block-diagonal approximation, we relax our goal to competing with a sampler with the smallest
average approximate block-KSDmeasure (1/T )
∑T
t=1 Si,t, where Si,t is the KSDmeasure of the nb samples
generated by sampler i when it is called the tth time. We also assume that this is close to the KSD measure
S˜i,t of a sample of size tnb obtained from using sampler i for t blocks, that is,
1
t
∑t
b=1 E[Si,b]−E[S˜i,tnb ] ≤
g(t, nb) for all t = 1, . . . , T . Experimental results presented in Section 5.1 indicate that the block-diagonal
approximation mostly preserves the ranking of the samplers (as defined by the true KSD measure), hence we
pay very little price for the computational advantage we get.
Furthermore, solving this problem is well-suited for any bandit algorithm; here we adapt the UCB1 method
of Auer et al. (2002). The resulting algorithm, which we call KSD-UCB1 and is given in Algorithm 15,
5The algorithm assumes that Si,t ∈ [0, 1], which can be achieved by rescaling the KSD measures. In practice, a
reasonable estimate for the range can be obtained from Si,1 for each sampler i.
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Algorithm 1 KSD-UCB1
for i ∈ {1, . . . ,M} do
- Use sampler i to generate nb samples; observe Si,1; set µ¯i,1 = Si,1 and Ti(1) = 1.
end for
for t ∈ {M + 1,M + 2, . . . , n} do
- Play arm i that minimizes µ¯i,t−1 −
√
2 log t
Ti(t−1) .
- Set Ti(t) = Ti(t− 1) + 1 and Tj(t) = Tj(t− 1) for j 6= i.
- Observe Si,Ti(t), and compute µ¯i,t = (1 − 1Ti(t) )µ¯i,t−1 +
Si,Ti(t)
Ti(t)
.
end for
keeps track of an optimistic estimate of the average approximate KSD value for each sampler, and every
time selects a sampler whose performance is estimated to be the best possible (based on high-probability
confidence intervals).
If the KSD values Si,1, . . . , Si,T were i.i.d., the standard bandit regret bound (Bubeck & Cesa-Bianchi, 2012)
would yield
∑T
t=1 E[St]−mini∈[M ]
∑T
t=1 E[Si,t] = O(log T ). In this case the convexity of the KSDmeasure
(recall Eq. 4) would imply that after T rounds of sampling,
E[S˜Tnb ]−min
i
E[S˜i,Tnb ] ≤
1
T
(
T∑
t=1
E[St]− min
i∈[M ]
T∑
t=1
E[Si,t]
)
+ 2g(T, nb) ≈ O(log T )
T
+ 2g(T, nb) .
This shows that increasing T and nb, the performance of KSD-UCB1 would be close to that of the best
sampler. However, in our case, the Si,t are not i.i.d. Assuming that the samplers mix (which is reasonable for
a single mode distribution), the Si,t are getting closer and closer to be sampled i.i.d. as nb increases. Also,
as mentioned above, the effect of the block-diagonal approximation (and hence that of g(T, nb)) is small in
practice (see also Section 5.1). The exact parametrization of KSD-UCB1 corresponds to the assumption that
the block-KSD values are in [0, 1]. While this is not true in general, in practice we estimate the maximum
KSD value from samples and normalize the values accordingly, before feeding them to the KSD-UCB1
algorithm.
3.2 Locally mixing samplers
In practice, if the target distribution is multimodal and the modes are far from each other, MCMC methods
often get stuck in some of the modes and fail to explore all the regions where P is supported; while eventually
all asymptotically consistent methods reach each mode, this may not happen after any practically reasonable
time. To model this situation, we assume that the support of P is partitioned into sets A1, . . . , AK with
P (Aj) > 0 for all j ∈ [K] (the Aj are pairwise disjoint and their union is the support of P ) such that the
empirical distribution of the samples generated by sampler i ∈ [M ] converges weakly to P (·|Aj) for some
j ∈ [K], where P (·|A) is the conditional distribution of P over A. We refer to the sets Aj as regions, and a
sampler satisfying the above condition almost surely a locally mixing sampler.
For simplicity we first consider the case where there is one sampler in each regionAi (consequentlyM = K).
This setup is similar to stratified sampling: The idea is to partition the domain into non-overlapping regions
(a.k.a., strata), draw samples from each region, and combine the final samples to estimate Ep[f(X)] (Owen,
2013). The problem in stratified sampling is to find the optimal number of samples that need to be taken from
each stratum in order to minimize the Monte Carlo integration error. Given the total number of sample n, the
optimal strategy for minimizing the mean squared error (MSE) is to sample each stratum ni =
σiP (Ai)∑
K
i=1 σiP (Ai)
n
times (relaxing the integrality constraints), where σi is the conditional standard deviation of f(X) given that
X falls into the ith region (Carpentier et al., 2015).
One can immediately see that the problem we consider in this subsection is very similar to stratified sampling,
with the important differences that our samplers are not i.i.d., and we do not minimize the squared error but
the KSD measure. Denoting the distribution of samples from region Ai by Qn,i after taking n samples in
total, let wi denote the weight of sampler i generating these samples (recall that here, by assumption, we have
one sampler in each region). Then our total weighted sample distribution becomes
Qn =
∑M
i=1 wiQn,i. (5)
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Algorithm 2 KSD-UCB1-M
Given: (Unnormalized) density pˆ; partition of the domain A1, . . . , AK ; M samplers in K classes: samplers in Ai
sample from p(·|Ai) for all i ∈ [K], ∪i∈[K]Ai = [M ]; total number of rounds: T ; batch size: nb.
Initialize: Draw a batch of samples from each sampler i, observe Si,1 and set µˆi,1 = Si,1 and Ti(1) = 1 for all
i ∈ [M ].
for t ∈ {M + 1, . . . , T} do
- Select a region It.
- Draw a batch of samples from arm it = argmini∈AIt
(
µi,t−1 −
√
2 log t
Ti(t−1)
)
.
- Set Tit(t) = Tit(t− 1) + 1 and Tj(t) = Tj(t− 1) for j 6= it.
- Observe Sit,Tit (t), and compute µ¯it,t = (1−
1
Tit (t)
)µ¯it,t−1 +
Sit,Tit
(t)
Tit (t)
.
end for
- Reweight the samples of each mode proportional to its weight,
wk
Tnb
.
Since according to our assumptions, Qn,i converges weakly to P (Ai) almost surely, for every i, we need to
have wi → P (Ai) for all i ∈ [M ] to ensure that Qn converges to P weakly (we will refer to this as the wi
being asymptotically consistent). A procedure for estimating wi this way will be given in the next section.
Assuming for a moment that wi = P (Ai), using the convexity of the KSD measure (see Eq. 4), we have
S˜n = S(Qn) ≤
M∑
i=1
wiS(Qn,i) =
M∑
i=1
wiS˜i,ni , (6)
where, as before, S˜n and S˜i,ni denote the KSD measures of the whole sample and, resp., that of sampler i
(with number of samples ni obtained by sampler i). Based on this inequality, we could aim for minimizing∑M
i=1 wiS˜i,ni and use the ideas from adaptive stratified sampling (Carpentier et al., 2015); however, multiple
challenges preclude us from doing this: (i) wi is not known in advance; (ii) the stratified sampling algorithm
is based on the known convergence rate of the sample average, but we do not know how fast S˜i,ni approaches
zero (as a function of ni = win); and (iii) the computational complexity of calculating S˜i,ni is O(n
2
i ). To
handle (i), we will address the problem of estimating wi in Section 3.3. For (ii), a conservative approach
is to uniformly minimize wiS˜i,ni , hence selecting sampler i for which this quantity is the largest. For (iii),
we again use a block-diagonal approximation to S˜i,ni , which causes problems with (ii), since the estimate
does not converge to 0 for a fixed block size. In Section 5.3 we present experiments with different strategies
under different setups, but the strategies considered seem to perform rather similarly. The simplest strategy
considered is to select regions uniformly at random. Another approach is to minimize the maximum S˜i,ni ,
that is, choosing i = argmax S˜i,ni , which does not require the knowledge of the weights wi, while we also
test strategies selecting regions based on their estimated weights or, similarly to stratified sampling, based on
their estimated variance. Although quite different, the strategies considered seem to perform rather similarly
in various settings.
Unfortunately, we cannot guarantee that we start samplers in such a way that we have a single sampler for each
region. If we knowwhich sampler belongs to which region (recall that we assume that the samplers are locally
mixing and hence belong to a region Ai), we can combine any of the region selection strategies described
above with the bandit method described in Section 3.1 in a straightforward way: in each region Ai, run an
instance of KSD-UCB1 over the samplers exploring this region, and use this KSD-UCB-1 instance as a single
locally mixing sampler in any of the above region selection methods. Finally, when the sampling budget is
exhausted (n samples are generated), estimate the weights wi, and reweight the samples corresponding to
region Ai according to (5). We refer to this procedure as KSD-UCB1-M (M stands for Multiple regions);
the pseudocode of the algorithm is given in Algorithm 2. Clearly, since the bandit algorithms sample each
sampler infinitely often, we have the following consistency result:
Under the local mixing assumption made at the beginning of this section, the final weighted sample (5)
obtained by KSD-UCB1-M is asymptotically unbiased as long as the weight estimates wi are asymptotically
unbiased.
Thus, we need to find some asymptotically unbiased estimates of the probabilities of the regions Ai.
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3.3 Weight estimation
In this section we consider the problem of finding the weights wi in (5). As discussed after the equation,
this amounts to finding the probability of the region the samples cover, which is again challenging since
we have access only to an unnormalized density. This problem is faced by every algorithm which tries to
speed up MCMC methods by running parallel chains. As an example, in big-data scenarios it is common
to split the data into subsets, run an MCMC sampler on each subset, and combine the resulting samples in
the end. To our knowledge, most work in the literature solves this problem by estimating the density of
each batch of samples separately (Angelino et al., 2016; Nemeth & Sherlock, 2018), using typically either
a Gaussian approximation (Scott et al., 2016) or some kernel-density estimation method (Neiswanger et al.,
2014). According to Nemeth & Sherlock (2018), the first approach works well in practice, in spite of not
being supported by any theory, while the second, kernel-based estimation scales poorly with the dimension
d.
Here we take a different approach and rather than estimating the density of the sample batches, we directly
estimate the probabilities P (Ai) via Rényi entropy.
Formally, suppose the domain of P is partitioned into non-overlapping regions A1, . . . , AK , and from each
region Ai we have a set of samples X
(Ai). The Rényi entropy of order α 6= 1 for a density p is defined as
Rα(p) =
1
1−α log
∫
Rd
pα(x)dx. The conditional density of P restricted to a set A is denoted as p(x|A) =
p(x)
P (A) I{x∈A}, and its Rényi entropy is Rα(p|A) = 11−α log
∫
A
(
p(x)
P (A)
)α
dx. From this definition it trivially
follows that
logP (A) = Rα(p|A)− 1
1− α logE
[
p(X)α−1
∣∣X ∈ A] .
In our case, instead of p we only have access to pˆ = cp for some c > 0. Replacing p with pˆ in the integral,
we obtain
log(P (A)c) = Rα(p|A)− 1
1− α logE
[
pˆ(X)α−1
∣∣X ∈ A] . (7)
Thus, we can estimate P (A) (or, more precisely, P (A)c) by estimating the two terms on the right-hand side
of the above equation.
Given a sample X(A) taken i.i.d. from p(·|A), the second term can be estimated by the empirical av-
erage Bˆα(X
(A)) = 1|X(A)|
∑
x∈X(A) pˆ(x)
α−1, while for the first term we can use a graph-based esti-
mate (Hero & Michel, 1999). In particular, we are going to use the estimator Rˆα(X
(A)) of Pál et al.
(2010), which is based on generalized k-nearest neighbor graphs of the sample X(A), and it converges
to Rα(p|A) almost surely for any α ∈ (0, 1) as the sample size grows to infinity. Thus, we obtain that
β(X(A)) = Rˆα(X
(A)) − 11−α log Bˆα(X(A)) is an asymptotically unbiased estimate of log(P (A)c). There-
fore, given a fixed partition A1, . . . , AK ,
P (Ai) ≈ wi = eβ(Ai)/
∑
j∈[K] e
β(Aj) . (8)
More precisely, if the minimum number of samples in the regions ism, then P (Ai) = limm→∞ wi.
We use the following estimator Rˆα(X
(A)) based on k-nearest neighbors (Pál et al., 2010): LetNk(X
(A)) de-
note that set of all pairs inX(A) defining the edges of its k-nearest neighbor graph, and define Lp,k(X
(A)) =∑
(x,x′)∈Nk(X(A)) ‖x− x′‖
p
2 for some p ≥ 0. Then for α ∈ (0, 1), the estimator is defined as
Rˆα(X
(A)) =
1
1− α log
Lp,k(X
(A))
γn1−p/d
where p = d(1 − α) and γ > 0 is a constant such that limn→∞ Lp,k(Y n)/n1−p/d = γ almost surely where
Y n is a set of n i.i.d. samples drawn uniformly from the unit cube [0, 1]d. Theorem 1 of Pál et al. (2010)
ensures that γ is well-defined, while their Theorem 2 shows that if A is bounded, then for any δ ∈ (0, 1) and
p < d− 1,
|Rˆα(X(A))−Rα(p|A)| = O
(
m−
α
d(1+α)
(
log
1
δ
) 1−α
2
)
with probability at least 1− δ wherem = |X(A)| is the number of samples in A. Omitting the δ terms from
the notation for simplicity, we see that the additive error of the estimator Rˆα(X
(A)) is of orderm−α/(d(1+α))
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which dominates the O(m−1/2) error of Bˆα(X(A)) for d ≥ 2 (which can be obtained by standard concentra-
tion inequalities if p is bounded from below by some number, see, e.g., Boucheron et al., 2013). This implies
that |β(X(A))− log(P (A)c)| = O(m−α/(d(1+α)). Therefore, P (Ai) can be estimated with a multiplicative
error of O(exp(const ·m−α/(d(1+α)) wherem now denotes the minimum number of samples over the parti-
tion cells A1, . . . , AK . In other words, | logP (Ai)− logwi| = O(m−α/(d(1+α)), and using ex = 1 +O(x)
as x → 0, we also have |P (Ai) − wi| = O(m−α/(d(1+α)) as m → ∞. Note that although the error of our
estimator scales quite unfavorably in the dimension d, in practice it seems to work well even for moderately
large dimensions (around 20). Furthermore, to maximize the convergence rate, in the experiments we choose
α to be close to one (this also controls the variance of Bˆα(X
(A)), which was hidden in the above crude
analysis); see Section 5.4 for more details.
4 The final algorithm
So far we have discussed how to solve our problem if we have either local mixing or all the samplers mix
globally. While the latter is the case asymptotically for all the MCMC samplers used in practice, the mixing
may be too slow to be observed for any practical number of samples. On the other hand, the problem does
not simplify to the local mixing scenario, since–even if well-separated regions are actually present–the chains
often jump from one region to another even if they do not cover the whole domain.
To be able to adapt our KSD-UCB1-M algorithm, we need to group together the samplers covering the same
region (even though what a region is is not clearly defined in this scenario). The problem is especially hard
since the grouping of the samplers is non-stationary, and we should also be able to track when a sampler
leaves or joins a region (equivalently, group). Furthermore, if the groups are too large, we do not explore the
whole domain, while if they are too small, we waste resources by running multiple samplers for the same
region.
To solve this issue, we propose a simple heuristic to identify samplers that are close together: In each round
of the sampling, we take all the samples from the last batch of each sampler, and for each sample point we
look at its N nearest neighbors. Then we find the grouping where any two samplers are grouped together
that have points which are nearest neighbors of each other (this can easily be done recursively). By this
simple heuristic, in each round we can group together the samplers that are close to each other. Note that
here we do not make any assumption regarding the number of the regions (e.g., well-separated modes) of
the distribution. By having all the samples, the algorithm can easily identify multiple regions by running a
clustering algorithm. The final step of the algorithm is to determine the correct weight for each sample point.
Recall that in the locally mixing case we weighted the empirical distribution of each region by their estimated
probability (cf. Eq. 5). Here, since we do not have these regions, in the end we assign the samples intoM
clusters using k-means clustering, and weight the empirical measure within each cluster by the estimated
probability of the cluster (using Eq. 8). Algorithm 3 shows the whole procedure, called KSD-MCMC with
reweighting (KSD-MCMC-WR).
5 Experiments
In this section we empirically evaluate our choices in the algorithm design process as well as compare the
performance of our final algorithm with state-of-the-art methods from the literature on several synthetic
problems.
We use three different base sampling methods: Metropolis-Hastings (MH), the Metropolis-adjusted
Langevin algorithm (MALA) of Roberts & Rosenthal (2002) and the no-U-turn sampler (NUTS) of
Hoffman & Gelman (2014). For the latter, which is a state-of-the-art sampling method (Wang et al., 2013;
Liu & Lee, 2016), we used the implementation provided in the pymc3 package (Salvatier et al., 2016) which,
on top of the original NUTS, also includes several modifications recommended in the literature for boosting
its performance (see the pymc3 package website for more details). Beside the initial point, MH and MALA
have a single step size parameter (for MALA the preconditioning matrix is always the identity), while for
NUTS we used the default setting (in our experiments the performance of NUTS was insensitive to the
choice of its parameters). In our experiments, when a MH or MALA sampler is chosen randomly, the step
size is selected uniformly at random from [0.1, 5] (the initial points are selected uniformly at random “not too
far” from the modes of the underlying distribution).
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Algorithm 3 KSD-MCMC-WR
Given: Distribution p(x); M samplers; total number of rounds T ; batch size nb; number N of nearest neighbors for
clustering; the order α of the Rényi entropy.
Initialize: For each i ∈ [M ], draw nb samples from the ith sampler with random initialization; compute Si,1 and set
µ¯i,1 = Si,1 and Ti(1) = 1.
for t ∈ {M + 1, . . . , T} do
- Cluster the samplers by clustering the samples from their last batches:
- Initially, the last batch of samples from each sampler forms a cluster.
- Merge two clusters if any point of one cluster has a point from the other cluster among itsN nearest neighbors.
- Find the number of clusters nc.
- Define Ai ⊂ [M ] for i ∈ [nc] as the set of samplers belonging to cluster i (Ai ∩Aj = ∅ for i 6= j).
- Choose a cluster It (e.g., uniformly at random).
- Draw a batch of samples of size nb from sampler it = argmini∈AIt
(
µ¯i,Ti(t−1) −
√
2 log t
Ti(t−1)
)
.
- Set Tit(t) = Tit(t− 1) + 1 and Tj(t) = Tj(t− 1) for j 6= it.
- Observe Sit,Tit (t), and compute µ¯it,Tit (t) = (1−
1
Tit (t)
)µ¯i,Tit (t−1) +
Sit,Tit
(t)
Tit (t)
.
end for
- Cluster all the samples intoM clusters by k-means clustering; for each cluster calculate its estimated probability wi
using (8) and output the reweighted samples with weight wi/ni where ni is the total number of samples in cluster
i ∈ [M ].
We present one set of experiments for each component of our algorithm. Throughout this section, to compute
the KSD measure, we use the inverse multiquadratic kernel k(x, y) = (1 + ‖x − y‖22/h)γ suggested by
Gorham & Mackey (2017) with γ = −0.5 and h = 1 unless otherwise stated (experiments in Section 5.1 and
5.6 indicate that the performance of our method is quite insensitive to the choice of h in the range [0.01, 100]).
Section 5.1 analyzes the effect of using the block-diagonal approximation of the KSD measure. The perfor-
mance of our bandit-based samplers for unimodal target distributions is considered in Section 5.2. Multi-
modal densities with separated modes and one sampler in each mode are considered in Section 5.3, including
an empirical analysis of our weight estimation method in Section 5.4. Our final algorithm KSD-MCMC-WR
is tested in the general setting of a multimodal target distribution with an unknown number of modes in Sec-
tion 5.5, and specifically against parallel MCMC methods in Section 5.6. Finally, we consider a realistic task
of node localization in a sensor network in Section 5.8.
5.1 Block-diagonal approximation of the KSD measure
The intuition behind our banditMCMCmethod is that we can identify the best sampler among a group of sam-
plers from the average KSD for small batch sizes instead of making the decision based on the KSD computed
over a large set of samples. To verify this hypothesis, we checked if the average approximate KSD computed
on small blocks preserves the order of two samplers as defined by the true KSD measure. In particular, we
compared the average block-KSD measure of two samplers for different block sizes. We drew n = 100000
samples from each sampler for a non-isotropic two-dimensional independent Gaussian distribution and com-
puted the average block-KSD measure for these samples with block sizes 10, 25, 50, 100, 250, 500, 2000 (the
parameters of the samplers and the distribution were selected randomly6). Formally, for each sampler i with
block size nb and total sample size n, we computed the average block-KSD as S¯i,nb =
nb
n
∑n/nb
b=1 Si,b, where
Si,b is the average block-KSD computed on the bth block of data, and for a given block size nb, argmaxi S¯i,nb
is declared to be the better sampler according to the measurements.
Table 1 shows the fraction of times the average block-KSD for different block sizes gave the same ordering
of the samplers as the ordering obtained for block size 2000 (which is treated as the ground truth in this
experiment), both for MH and MALA as base samplers. We can observe that the ordering obtained from the
average block-KSD measures is most of the time close to the “ground truth”, justifying its use for measuring
sample quality. The agreement in most cases is around at least 90%, and rearly gets below 80%. Interestingly,
no trend regarding the kernel width h is observable. Scatter plots of average block-KSD differences (S¯1,nb −
S¯2,nb) for h = 1 and different block sizes are given in Figure 1 for the MH algorithm. These figures show
that in cases of incorrect ordering, the average block-KSD values of the samplers are really close for both
6Throughout this section the variance of the components of a Gaussian distribution are selected uniformly from [0.1, 3]
10
block sizes, which means the two samplers considered are of approximately the same quality according to
both measures (thus, practically it does not matter which of them is used for sampling).
Kernel width Batch Size 10 25 50 100 250 500 2000
h = 0.01 MH 80% 84% 86% 94% 96% 96% 100%
h = 0.01 MALA 100% 100% 100% 100% 100% 100% 100%
h = 0.1 MH 58% 68% 76% 84% 90% 92% 100%
h = 0.1 MALA 86% 94% 94% 96% 98% 98% 100%
h = 1 MH 93% 95% 94% 94% 94% 96% 100%
h = 1 MALA 93% 92% 93% 91% 93% 94% 100%
h = 10 MH 92% 92% 92% 92% 94% 96% 100%
h = 10 MALA 68% 68% 76% 84% 84% 84% 100%
h = 100 MH 83% 85% 85% 85% 85% 89% 100%
h = 100 MALA 77% 79% 83% 85% 81% 81% 100%
Table 1: The fraction of times the samplers are ranked in the same order for different block sizes as for block
size 2000 (regarded as the “ground truth”) for different kernel widths h.
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Figure 1: Block-diagonal approximation of the KSD measure for kernel width h = 1.
5.2 Unimodal target distributions with multiple samplers
In this section we consider sampling from a standard normal Gaussian distribution, where the samplers have
access to the unnormalized density p(x) = e−x
⊤x/2. The goal of the samplers is to estimate the mean of the
distribution with respect to the mean squared error. We consider 5 different MH and, respectively, MALA
samplers (with step size parameters 0.1, 0.2, 0.5, 1, 2, resp.) and run our proposed algorithm KSD-UCB1
(Algorithm 1) on top of them. The method is compared with the following baselines and variations:
• Uniform: This algorithm distributes the computational budget equally among the samplers, and in
the end takes all the samples generated from all samplers with equal weights.
• KSD-opt: This method again takes the same number of samples from each sampler (i.e., uses the
aforementioned uniform algorithm), but reweights them using the method of Liu & Lee (2016). In-
deed, KSD-opt is a reweighting method that can be used with any sets of samples. However, it has
been originally proposed to be used on top of the uniform algorithm. This reweighting can be very
effective for unimodal distributions or multimodal distributions with really close modes, but it is
computationally quite demanding.
• ε-greedy: This method is a variant of KSD-UCB1, but is based on the ε-greedy bandit algorithm
(Bubeck & Cesa-Bianchi, 2012) instead of UCB1. That is, in every round, with probability 1 − ε,
the sampler with the smallest approximate block-KSD measure is selected, while with probability ε,
a sampler is selected uniformly at random. In the experiments ε = 0.05√
t
in round t.
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Figure 3: Unimodal case, Gaussian target distribution: MSE for different sample sizes with MH samplers in
2-dimensions (d = 2) with batch size 10 (left) and batch size 100 (right). The dashed lines without labels
show the performance of the different MH samplers. The total number of samples is 5000 in each case.
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Figure 4: Unimodal case, Gaussian target distribution: MSE versus dimension dwith MH samplers and batch
size 10(left) and batch size 100 (right). The dashed lines without labels show the performance of the different
MH samplers. The total number of samples is 5000 in each case.
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Figure 2: The average running time for different
KSD based method.
We also compared the performance with that of NUTS.
Figures 3 and 4 show the results for MH base sam-
plers with d = 2 and as a function of d, respectively.
One can observe that both bandit-based algorithms (i.e.,
KSD-UCB1 and KSD-ε-greedy) perform similarly, al-
most achieving the performance of the best base sampler.
Interestingly, there is no significant difference between
the two methods, and ε-greedy, which is an inferior bandit
algorithm, seems to perform slightly better. This might in-
dicate that in our case less exploration could be preferable.
Also, it is interesting to note that the bandit method with
the smaller batch size of 10 outperformed the one with
bigger batch size of 100. Since we have already observed
that the ordering of the samplers is not really affected by
the batch size, this improved performance is most likely
due to the increased number of decision points, which allows better adaptation. Note that given that the com-
putational complexity of calculating the KSD measure is quadratic in the number of samples, smaller batch
sizes have a huge advantage compared to bigger ones. In particular, in our experiment, the computational
cost for batch size 10 is about two orders of magnitude smaller than for batch size 100. The running time of
the different KSD computations are shown in Figure 2.
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Figure 5: Unimodal case, Gaussian target distribution: MSE for different sample sizes with MALA samplers
in 2-dimensions (d = 2) with batch size 10 (left) and batch size 100 (right). The dashed lines without labels
show the performance of the different MALA samplers. The total number of samples is 5000 in each case.
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Figure 6: Unimodal case, Gaussian target distribution: MSE versus dimension d with MALA samplers and
batch size 10 (left) and batch size 100 (right). The dashed lines without labels show the performance of the
different MALA samplers. The total number of samples is 5000 in each case.
On the other hand, although our methods are competitive with the MH samplers, one can observe that NUTS
significantly outperforms all of them, hence also their combinations. Furthermore, the reweighting mecha-
nism of KSD-opt can provide a significant boost in performance for lower dimensions.
The performance of the aggregating sampling algorithm can be significantly improved by changing the base
samplers. This is shown in Figures 5 and 6, where MH is replaced with the much better MALA samplers,
making the best sampler and our bandit-based sampling method competitive with NUTS. Interestingly, due
to the better quality samples, in this case KSD-opt outperforms MALA for the whole range of dimensions
(up to d = 22) we consider, although the performance difference vanishes as d increases, and indicates (as
expected) that NUTS will be better for large values of d.
5.3 Separated modes with one sampler for each mode
In this section we consider the case of a multimodal target density (Gauss mixture) with separated modes,
where we have one sampler for each mode. Here we run several versions of KSD-UCB1-M, which differ in
how the region (mode) It is selected in the algorithm. In particular, we consider the following methods for
selecting It:
• Uniformly at random (this is called "Equal probability" in the figures).
13
1000 2000 5000 10000
Number of samples
−2.50
−2.25
−2.00
−1.75
−1.50
−1.25
−1.00
lo
g1
0 
M
SE
KSD
KSD . w
σ . w
w
Equal prob.
1000 2000 5000 10000
Number of samples
−0.2
0.0
0.2
0.4
0.6
0.8
lo
g1
0 
M
SE
KSD
KSD . w
σ . w
w
Equal prob.
Figure 7: Multimodal distributions (Gauss mixtures): MSE for different sample sizes when the samplers
are MH when the weight of each mode is know in advance (left); and when the weights are estimated with
our proposed weight estimation method based on Rényi entropy with α = 0.95 (right). The samples are
taken from the following unnormalized distribution p(x) =
∑3
i=1 βi exp
{
(x− µi)⊤Σ−1i (x− µi)
}
where
β = [0.5, 0.3, 0.2], Σi = σiI with σ = [0.9, 0.4, 0.5] and µ1 = [6, 6]
⊤, µ2 = [−6, 6] and µ3 = [0,−6]. On
the right figure one can observe that the error slightly goes up after a sharp decline for all the methods (after
about 5000 samples). This is due to a single chain that visited some areas of low probability that affected the
weight estimation. The error starts to decline again when the chain returns to a high probability area.
• Random, proportionally to the estimated weights wi (or, equivalently, the estimated probability of
the corresponding region), as described in Section 3.3 (w). In all the experiments, we used the
Information Theoretical Estimators package of Szabó (2014) to calculate estimates of the Rényi
entropy.
• It is selected as the sampler (region) with the largest average block-KSD measure (KSD).
• It is selected randomly with probability proportional to wiS˜i,ni , as suggested by (6) (KSD.w).
• It based on the stratified sampling idea of (Carpentier et al., 2015), with probability proportional to
σˆiwi, where wi is the estimated weight and σˆi is the estimated standard deviation of the samples
(σ.w)
For completeness, for the last reweighting step we conducted experiments with both the true weights and also
with estimated weights.
We ran experiments for a target distribution with three separated modes, where the goal again was to estimate
the mean of the distribution with respect to the mean squared error. We selected one sampler for each mode
(with random parameters). The experiment were repeated 100 times, both for MH and MALA base samplers,
with different random initializations for the MCMC chains. Finally, the whole process was repeated 20 times,
drawing different parameters for the samplers. Figure 7 shows the results for one of the 20 settings with
MH samplers (the results for all the 20 settings followed the same pattern); both with and without the a
priori knowledge of the weights. The results with MALA instead of MH are presented in Figure 8. One
can observe that, for known weights, the best method for selecting It in both experiments is the random
choice with probability proportional to wiS˜i,ni . On the other hand, when the weights are needed to be
estimated, the performance of our more informed methods (i.e., all except for the uniform random selection)
is approximately the same, which is due to the unavoidable errors in estimating the weights (this effect is
more visible for small sample sizes).
5.4 Weight estimation
A crucial step in the aggregation of the samples coming from different samplers is to estimate the weight
of each mode. To this end, we repeated the same experiment with a uniformly random choice of It, but
considering different methods for the final weight estimation. In particular, we compare the Rényi-entropy-
based estimates with different α parameters and the natural weight estimates for Gaussian mixtures based
on estimating the covariance matrix for each mode (Scott et al., 2016). The results presented in Figure 9
show that the weight estimation is not really sensitive to the choice of α (the recommendation of Szabó, 2014
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Figure 8: Multimodal distributions (Gauss mixtures): MSE for different sample sizes for the same target
distribution as in Figure 7 with MALA base samplers when the weight of each mode is know in advance
(left); and when the weights are estimated with our proposed weight estimation method based on Rényi
entropy with α = 0.95 (right).
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Figure 9: Multimodal distributions (Gauss mixtures): Mean squared error of different weight estimation
methods for the setup in Figure 7 when the samplers receive equal budget. “Gaussian” refers to considering
a Gaussian distribution for each mode and calculating its weight by estimating its covariance matrix, while
“Rényi” refers to our proposed weight-estimation method based on Rényi entropy. Results for MH base
samplers are shown on the left, while for MALA samplers on the right.
is to use values close to 1). Interestingly, in case of MALA base samplers, the Rényi-entropy-based meth-
ods outperform the ones designed specifically for the Gaussian distribution, which is indeed the underlying
distribution in our case. In a similar setup, Figure 10 compares several aggregation schemes, including the
above tested Rényi- and, respectively, Gaussian-mixture-based combination, as well as uniform averaging
and the computationally very expensive KSD-based reweighting scheme of Liu & Lee (2016). The results
demonstrate that our method is able to outperform the others. On the other hand, extending the experiment
to higher dimensions (and using NUTS as the base sampler, see Figure 11 ), the Gaussian and the Rényi-
entropy-based estimators perform very similarly (recall that the Gaussian estimator is specifically fitted to the
Gauss mixtures considered in the experiments).
5.5 The general case: unknown number of modes with multiple chains
In this section, we consider a realistic situation where we have access to an unnormalized density but the
number of its separated regions/modes is unknown. Again, the goal is to estimate the mean of the distribu-
tion. Here we cannot guarantee that any MCMC chain used will only sample one mode; on the contrary,
chains will usually move among different regions. We consider a Gaussian mixture model with 5 modes of
random parameters, and run 10 base samplers whose parameters are also chosen randomly. We compare sev-
eral combination methods discussed before: (i) each sampler is used to generate the same number of samples
(Uniform); (ii) the same as the previous, but the final clustering and reweighting step of KSD-MCMC-WR
(Algorithm 3) is used in the end (Uniform+clustering); finally, four versions of KSD-MCMC-WR are con-
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Figure 10: Unknown number of modes: Mean squared error of different weight estimation methods for
a multimodal distribution in 2-dimensions (d=2) when combining 10 randomly initialized samplers. The
samples are taken from a 2-dimensional Gaussian mixture model with 5 isotropic modes. The mean of each
mode is selected uniformly at random from [−5, 5]2 and the variance of each component is selected randomly
from [0.2, 1]. “Gaussian” refers to considering a Gaussian distribution for each mode and calculating its
weight by estimating its covariance matrix, while “Rényi” refers to our proposed weight-estimation method
based on Rényi entropy with α = 0.99. Results for MH base samplers are shown on the left, while for MALA
samplers on the right.
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Figure 11: Unknown number of modes: Mean squared error of different weight estimation methods for
a multimodal distribution in d-dimensions when combining 10 randomly initialized NUTS samplers. The
samples are taken from a d-dimensional Gaussian mixture model with 5 isotropic modes. The mean of each
mode is selected uniformly at random from [−5, 5]d and the variance of each component is selected randomly
from [0.5, 1]. “Gaussian” refers to considering a Gaussian distribution for each mode and calculating its
weight by estimating its covariance matrix, while “Rényi” refers to our proposed weight-estimation method
based on Rényi entropy with α = 0.99.
sidered where the bandit method is ε-greedy or UCB1, and the selection of It is uniform at random (Equal
probability) or random with probabilities proportional to wiS˜i,ni . For clustering, we used the "Kmean"
method of the scikit-learn package (Pedregosa et al., 2011).
After randomly choosing the distribution and the samplers, we considered them fixed and ran 100 experi-
ments; in each of them the sampling methods are started from random initial points. The whole process was
then repeated for 20 different sets of distributions and samplers. Figure 12 shows the results for two represen-
tative cases (out of 20) when MH is used as the base sampler. The top row corresponds to a situation when
the modes are far from each other; in this case our proposedmethod significantly outperformsNUTS and also
unweighted uniform usage of the samplers. The bottom row depicts a case when the modes are really close
together, in which case NUTS performs the best. Interestingly, in these experiments the application of any
bandit algorithm is not really beneficial as the best combination algorithm is essentially using the samplers
uniformly and then reweighting the samples via our clustering method.
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Figure 12: Unknown number of modes: MSE for different sample sizes when combining 10 randomly ini-
tialized MH samplers. The samples are taken from a 2-dimensional Gaussian mixture model with 5 isotropic
modes. The mean of each mode is selected uniformly at random from [−5, 5]2 and the variance of each
component is selected randomly from [0.2, 1]. Two representative cases are shown: in the top row the modes
are far from each other, in the bottom row the modes are close. The left column corresponds to batch size 10,
while it is 100 for the right column. Rényi entropy with α = 0.99 is used for weight estimation.
On the other hand, if the MH samplers are replaced with NUTS samplers, a more careful selection of which
sampler to use becomes important. This is because these samplers explore individual modes efficiently,
thus using multiple samplers for the same mode is really wasteful. Figure 13 shows the results for another
representative example out of the 20 cases that we used in the previous experiment. The results indicate that
our combination method (with various choices for the details) can significantly outperforms NUTS. Also, as
mentioned before, using bandit algorithms to select from the base samplers is much better than just choosing
them uniformly.
Although the previous experiment demonstrated that the KSD-MCMC-WR is preferable to NUTS when the
modes of the distribution are separated, it is not sufficient to argue that KSD-MCMC-WR is preferable to
NUTS. In order to be able to make such a claim, we should also look at cases in favor of NUTS; the most
favorable being the case of a unimodal distribution. To this end, we compared the performance of NUTS and
KSD-MCMC-WR when sampling from a multivariate standard normal distribution. Figure 14 shows that
running KSD-MCMC-WR is competitive with the individual NUTS instances in this case.
These results suggest that one should always run KSD-MCMC-WR with NUTS base samplers, as it provides
significant improvements for multimodal distributions while remains a safe choice for the easier, unimodal
cases.
5.6 Comparison with parallel MCMC methods
In the previous sections, we mostly compared our algorithmswith MCMCmethods (MH,MALA, and NUTS)
that are only expected to work well for essentially unimodal densities (i.e., densities with a single “connected”
region), and the vanilla parallelization (i.e., uniformly mixing multiple chains) is not sufficient to achieve
good performance on multimodal problems. Therefore, we also compare our algorithms with two popular
parallel MCMC methods, annealed sequential Monte Carlo with resampling (SMC) (Moral et al., 2006) and
parallel tempering (PT) (Earl & Deem, 2005), which are proposed to deal with multimodal distributions. Fol-
lowing general practice in the literature (similarly, e.g., to Liu & Lee, 2016) and in line with our previous
experiments, we use the number of times the samplers calculate p(x) for generating their final samples as
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Figure 13: MSE for different sample sizes with separated modes: KSD-MCMC-WR with 10 randomly ini-
tialized NUTS samplers for an unknown number of modes. The batch size on the left figure is 10 and on the
right figure is 100. The dashed green lines show the results for the individual NUTS samplers. Rényi entropy
with α = 0.99 is used for weight estimation. The problem setup is the same as the one in Figure 12.
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Figure 14: Running KSD-MCMC-WR for a multivariate standard normal distribution with 10 NUTS in-
stances started with different (random) initializations. The batch size is 10 on the left and 100 on the right.
a proxy for the runtime (a comparison based on actual runtimes is impossible since the algorithms are im-
plemented using different packages). Throughout the experiments, for SMC and PT, we use 10 different
temperature values for annealing with an exponential ladder of base
√
2 (with inverse temperature values
0, 2−4, 2−3.5, . . . , 1). For SMC, we take one MCMC step between two resampling steps, and for PT 25 steps
between two swapping attempts.
While our algorithm works best with NUTS as its base sampler, combining SMC and PT with NUTS is
problematic: SMC uses a large initial population of samples at the beginning and so the corresponding chains
started from these points are too short (at least in the sample sizes we consider) for NUTS to be able to
adapt. Similar problems occur with PT: since PT runs parallel chains whose states are swapped frequently,
after each swap NUTS should be run for sufficiently long time to adapt to the new location, which slows
down the process.7 Of course, one could try to avoid these problems by coming up with some clever method
for integrating NUTS, but this is out of the scope of this paper. Therefore, as a fair comparison, first we
tested KSD-MCMC-WR, SMC and PT all with MALA as their base sampler in a 2-dimensional multimodal
problem. The parameters of the target distribution were selected randomly (as described in Figure 15) and
kept fixed during the experiment. Other target distributions yielded similar results. We ran SMC and PT
with 10 different parameters of MALA, which were also used in KSD-MCMC-WR. The results, averaged
over 100 runs with different initializations of the base samplers, are shown in Figure 15: it can be seen
that our algorithms significantly outperformed PT and provided better results than SMC on average. The
significance of our approach becomes clear by noticing that it is not even clear how one should set the
MALA parameters for SMC in advance. It is interesting to note that in this experiment, replacing the bandit
7We have run PT with the pym3 implementation of NUTS, but the results were not good enough to be included.
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Figure 15: Unknown number of modes: MSE for different sample sizes when combining 10 randomly ini-
tialized MALA samplers for a 2-dimensional Gaussian mixture model with 5 isotropic modes. The mean of
each mode was selected uniformly at random from [−5, 5]2 and the variance of each component was selected
uniformly from [0.2, 1]. SMC and PT were run separately for every parameter setting of MALA (10 different
parameters) with the best, worst and average values reported, while KSD-MCMC-WR combined the same
samplers. In addition, the results for KSD-MCMC-WR with 10 randomly initialized NUTS base samplers
were included for completeness. Batch size for KSD-MCMC-WR is 10 on the left figure, 100 on the right.
Each curve is obtained by averaging over 100 runs with different random initializations of the MALA/NUTS
samplers (with the same parameters).
algorithms with a uniformly random selection of the chains followed by the Rényi entropy-based reweighting
(“uniform+clustering” in the figure) has the best performance among all the algorithms with MALA base
samplers, and in this case KSD-MCMC-WR works better with the smaller batch size 10 than with 100.
This phenomenon is related to how easily the MALA samplers move from one mode to another, how it
affects clustering, and how suitable the KSD measure becomes in this case to compare the sample quality of
different chains clustered together, and is discussed in detail in the next section. For completeness, the results
for KSD-MCMC-WR with NUTS as the base sampler are also shown in Figure 15, which confirms again
that our methods work much better with NUTS, and our best method significantly outperformed all the other
competitor algorithms.
In the second experiment, we compared the performance of our best algorithm, KSD-MCMC-WR with a
NUTS base sampler, and that of SMC and PT with MALA. Figure 16 shows how the relative performance
of the algorithms change with the dimension for randomly selected Gaussian mixture distributions (a single
24-dimensional distribution with 5 modes was selected randomly and its first d coordinates were used in the
experiments for d-dimensions8): It can be seen that KSD-MCMC-WR with NUTS consistently outperformed
SMC and PT, and the bandit selection methods (UCB1 and ε-greedy) in KSD-MCMC-WR performed better
than the baseline uniform selection. Finally, the last experiment was repeated with different kernel widths,
h ∈ {0.01, 0.1, 1, 10, 100}. The results in Figure 17 show that our proposed algorithm is insensitive to this
parameter in a wide range, and also that the performance of the UCB1 and ε-greedy variants are very close
to each other.9
5.7 Comparing the components of KSD-MCMC-WR: bandit algorithms and clustering-reweighting
The two novel components of our final algorithm, KSD-MCMC-WR, are (i) using bandit algorithms with
clustering and approximations to KSD and (ii) clustering and reweigthing in the end via estimating Rényi-
entropy. While we have already argued that (i) does not work without reweighting, to which our solution
has been (ii), some of the experiments presented so far indicate that obtaining the same number of samples
from each sampler followed by the reweighting process (ii) (the “uniform+clustering”method in our previous
experiments) might lead to almost the same or even superior performance than that of KSD-MCMC-WR in
certain cases (see Figure 12, Figure 13, the MALA-results in Figure 15, and Figure 16).
The reason behind this behavior seems to be a combination of how easily the samplers move from one mode
to another, how this affects the clustering of the samplers, how meaningful it is to use the KSD to compare
8Other target distributions gave similar results.
9To reduce clutter, the results for SMC and PT are not shown in this figure.
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Figure 16: Unknown number of modes: MSE for different dimensions when using KSD-MCMC-WR with
10 randomly initialized NUTS samplers for a d-dimensional Gaussian mixture model with 5 isotropic modes.
The mean of each mode was selected uniformly at random from [−5, 5]d and the variance of each component
was selected randomly from [0.5, 1]. SMC and PT were run separately for every parameter setting of MALA
(10 different parameters) with the best, worst and average values reported. Batch size for KSD-MCMC-WR
is 10 on the left figure, 100 on the right. Each curve is obtained by averaging over 100 runs with different
random initializations of the MALA/NUTS samplers (for the same parameters)
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Figure 17: Changing the KSD kernel width h: MSE for different dimensions when using KSD-MCMC-WR
with 10 randomly initialized NUTS samplers (the same setting as in Figure 16). Batch size for KSD-MCMC-
WR is 10 on the left figures, 100 on the right; the performance of the UCB1 variant in shown in the top row,
while that of the ε-greedy version in the bottom. Each curve is obtained by averaging over 100 runs with
different initializations.
the sample quality of different samplers clustered together, and how many decisions the bandit algorithm can
make. In essence, when some of the modes (“connected” regions) are close to each other so that samplers
(particularly NUTS samplers) can easily go from one mode to another, samplers that explore these modes are
often clustered together. At the same time, if the modes are far enough so that the KSD can signal good fit
even if samples do not explore all these modes, the bandit algorithms can easily end up choosing samplers
that only explore a small number of modes. Furthermore, even if the clusters are properly selected, when
a sampler switches clusters, it may take a large number of steps until its KSD is comparable with that of
other chains in the same group (since its KSD is dominated by the sample quality in other modes). Using a
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Figure 18: MSE for different number of NUTS samplers as a function of the number of samplers for a
2-dimensional Gaussian mixture model with 20 isotropic modes. The mean of each mode was selected
uniformly at random from [−10, 10]2 and the variance of each component was selected uniformly from
[0.2, 1]. Two representative cases are shown: in the top row the modes are far from each other, in the bottom
row some modes are close to each other. Batch size for KSD-MCMC-WR is 10 on the left figure and 100
on the right. Each curve is obtained by averaging over 100 runs with different random initializations of the
NUTS samplers; the total number of samples is 20000 in each case.
smaller batch size in KSD-MCMC-WR can help create smaller clusters (and hence avoid the aforementioned
problems). In addition, it also increases the number of decisions to be made by the bandit algorithm, which
allows the bandit algorithm to adapt better (in cases when the KSD is a reasonable measure).
In the rest of this section we present some experiments verifying the above argument. Since we could only
observe the superior behavior of the “uniform+clustering” algorithm for low-dimensional problems (this
also holds for the relatively high, 18-dimensional experiments presented in the next section, where KSD-
MCMC-WR consistently performs better), we consider a Gaussian mixture model with 20 modes of random
parameters in 2D and run KSD-MCMC-WR withM NUTS samplers,M ∈ {10, 20, . . . , 100}.10 As before,
after randomly choosing the distribution and the samplers, we considered them fixed and ran 100 experiments;
in each of them the sampling methods are started from random initial points. The whole process was then
repeated for 10 different sets of distributions and samplers with the total number of samples being 20000 in
each case. Figure 18 shows the results for two representative cases (out of 10). The top row corresponds to
a case that the modes are far from each other and UCB1 significantly outperforms the uniform+clustering
algorithm, except for few points. The bottom row depicts a case when the modes are close to each other, in
which case UCB1 performs slightly worse than uniform+clustering. This is more pronounced for when the
number of samplers is large, as in this case more modes are clustered together, while the samplers belonging
to each cluster do not explore all the modes belonging to the cluster. Also, a large number of samplers often
results in a larger number of clusters, increasing the decision space of the bandit algorithm, which deteriorates
its performance in general.
10Note that here the number of samplers is much bigger (up to 100) than in any of our experiments.
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Figure 19: Running KSD-MCMC-WR for the sensor network localization problem with 10 NUTS instances
started with different (random) initialization. The dashed green lines show the results for the individual NUTS
samplers. Rényi entropy with α = 0.99 is used for weight estimation.The batch size is 10 on the left and 100
on the right.
5.8 Sensor network localization
In our last experiment we consider a simulated problem of sensor network localization. Following the setup
of Ihler et al. (2005) (see also the work of Ahn et al., 2013), we considerN sensors which are independently
placed in a planar region [−L/2, L/2]2 for some L > 0 according to a density px. The distance between two
sensors, t and u, are observed with probability Po(xt, xu) = exp
(−0.5‖xt − xu‖22/R2) (for some R > 0),
and we define otu = 1 if the distance is observed and 0 otherwise. The observed distances are corrupted by
independent zero-mean Gaussian noise ntu with variance σ
2: dtu = ‖xt − xu‖2 + ntu.
Given a set of observations {dtu} (which only includes t, u pairs with otu = 1), the joint distribution of the
observations and locations is given by
p({xt}, {otu}, {dtu}) =
N∏
t,u
ψ(xt, xu, otu)
N∏
t
px(xt)
where, denoting the density of ntu by pσ2 ,
ψ(xt, xu, otu) =
{
Po(xt, xu)pσ2(dtu − ‖xt − xu‖2) if otu = 1;
1− Po(xt, xu) if otu = 0.
The task is to infer the actual sensor locations from the observations. In the experiment we set N = 8,
R/L = 0.3, σv/L = 0.02, L = 10, px is uniform, and we introduce three additional sensors with known lo-
cations, a.k.a. the anchor nodes, to avoid ambiguities due to translations, negations and rotations, as described
by Ahn et al. (2013). Since several pairwise distances are not available, this setup results in a multimodal pos-
terior distribution given the observations. The performance is measured by the Euclidean distance between
the actual and the estimated locations from the sampling methods and we report the average results over 100
runs. We use KSD-MCMC-WR with NUTS and choosing each region uniformly at random. Figure 19 shows
that our proposed algorithms significantly outperform all competitors, including single NUTS, parallel NUTS
(labeled as uniform in the figures), SMC and PT for finding the sensor locations.11
6 Conclusion
Selecting the best MCMCmethod and its best parameter setting for a given problem is a hard task. Even if the
parameters are selected correctly, in case of multimodal distribution, MCMC chains can easily get trapped
in different modes for a long time, which may lead to biased results. To solve these issues, in this paper
we proposed an adaptive MCMC method, KSD-MCMC-WR, that runs several chains in parallel, measures
the quality of samples from each mode locally via kernel Stein discrepancy, and decides sequentially how to
allocate the sampling budget among the different samplers using multi-armed bandit algorithms. The final
11Unfortunately, we could not reproduce the results of Ahn et al. (2013) because the paper does not provide enough
details about how their algorithm is tuned.
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step of our method is to combine the samples obtained by the different samplers: for this we developed a novel
weighting scheme based on Rényi-entropy estimation, which might be of independent interest. Extensive
experiments on several setups demonstrated that our proposed algorithm works well in both unimodal and
multimodal problems, and it can perform particularly well when used in combination with NUTS as its base
sampler.
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