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1. INTRODUCTION 
1. Entire Functions 
An entire function F(z) is said to be a function of finite order if there 
exists a number p > 0 for which a number r(p) can be found such that 
IF(z)I < exp(lW 
for all z, Izl > r(p). The greatest lower bound of such numbers p is called 
the order of F(z) [ 11. 
Similarly, a sequence of entire functions (F,(z)) is said to be a sequence 
of functions of finite order if there exists a number p > 0 for which a num- 
ber r(p) can be found such that 
IFn(41 < expOV) (n = 1, 2,...) 
for all z, (zl >r(p) (r(p) does not depend on n). The greatest lower bound 
of such numbers p is called the order of the sequence (F,(z)) [2]. 
We denote by p(F) the order of an entire function F(z); p((F,)), the 
order of a sequence of entire functions (F,(z)); [v, co], the set of entire 
functions of order less than or equal v Z 0; [v, 0), the set of entire functions 
of order strictly less than v > 0. 
In all further considerations the convergence of a sequence of entire 
functions is supposed to be uniform on any compact set of the complex 
plane. 
2. Series of Exponentials 
Let L(t) be an entire function, 
L(t)= 5 Cktk. 
k=O 
220 
0022-247X/86 S3.00 
Copyright 0 1986 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
(1.1) 
SERIES OF EXPONENTIALS 221 
Suppose that p(t) = v, v > 1, and L(t) has simple zeros at points 1, 
(A,,, + cc when m + co) only, that is, I;(n,) = 0, L’(&,J # 0, L(t) # 0 when 
t # 1, (m = 1,2,...). For any F(z) E [v/(v - l), 0) we can construct the series 
,z, clJFfk- “(0) + tFck--yO) + . . + t”-‘F(0)). (1.2) 
This series was introduced in the paper [3], where it was shown that (i) 
(1.2) converges for any &(z)E [v/(v- l,O), and (ii) the sum w(t, L, F) of 
(1.2) belongs to [v, co]. Let 
0, = w(L, L WL’(L). (1.3) 
We can associate with any F(z) E [v/(v - l), 0) a series of exponentials 
f am ev(L4. (1.4) 
??l=l 
This series plays an important role in the representation of entire solutions 
of both homogeneous 
f c,Xck’(z) = 0 (1.5) 
k=O 
and non-homogeneous 
f c,$k)(z) = G(z), G(z) E Cv/(v - 11, Oh (1.6) 
k=O 
differential equations of infinite order [4-63. 
A. F. Leontev noted that in certain cases the series (1.4) converges for 
any F(z) E [v/(v - 1 ), 0) and formulated the corresponding condition in the 
THEOREM 1 [7]. Series (1.4) converges for any F(z)E [v/(v- l), 0) if 
and only if 
lim ln IWLJI 
IL1 
= co. 
m-m 
(1.7) 
This result was later refined in the paper [S] and took up the following 
form 
THEOREM 2 [S]. Let a> v/(v - 1). Then (i) the series (1.4) conoerges 
for any F(z) E [v/(v - l), 0), and (ii) p((F,)) Q 0, where F,(z) is the nth par- 
tial sum of (1.4): 
F,(z) = i 4xMAd), 
m=l 
(1.8) 
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,iminfln+ In+ IUL)I aa 
m-m ln IL O-l 
(1.9) 
3. Formulation of the Result 
Suppose that the conditions of Theorem 2 are satisfied so that for a cer- 
tain a>:/(~- 1) 
lim infIn+ In+ IL’tim)I =z 
m+x ln /&I a-l 
(1.10) 
Consequently, p((Fn)) 6 a for any F(z) E [v/v - l), 0) (F,(z) are defined 
by (1.8)). In the present paper we investigate the following question: Is it 
possible to find for any a d a a function F(z) E [v/(v - l), 0) such that 
p((F,,)) = a? One restriction for a can be readily seen: a>/ 1. This is because 
p((F,))ap(F”)= 1 (note that F,(z) is a finite sum of exponentials, so 
p(F,) = 1). On the other hand, according to Theorem 2 of paper [9], for 
any a, 1 Q a < v/(v - 1 ), a solution F(z) E [v/(v - 1 ), 0) of Eq. (1.5) can be 
constructed such that p((F,)) = a. Hence, the only case we need to look at 
is v/(v - 1) < a d a. The answer to the above question is contained in 
following Theorems 3 and 4. 
THEOREM 3. Let F(z)E [v/(v- l), 0) and (1.10) hold. Zfp((F,))<a, then 
F(z) satisfies Eq. (1.5): 
-f c,x’k’(z) = 0 
k=O 
THEOREM 4. Let F(z) E [v/(v - I), 0) and (1.10) hold. If F(z) satisfies the 
equation (1.5), then p((F,,))=p(F)<v/(v- 1). 
From these theorems it follows that there are no functions 
F(z) E [v/(v - l), 0) with p((F,,)) = LY when v/(v - 1) <a < a. Therefore, all 
F(z) which do not satisfy the equation (1.5) have the property p((F,,)) = a. 
In Section 2 of this paper we present the auxiliary results needed to 
prove the Theorems 3 and 4. The proofs are given in Section 3. 
2. AUXILIARY RESULTS 
1. DifSerential Operators of Infinite Order 
Let both H(t) and F(z) be entire functions and 
H(t)= f aktk. 
k=O 
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Consider the series 
f a,Fyz). 
k=O 
(2.1) 
LEMMA 2.1 [2]. If, f or a certain 6 > 1, HE [S, cc] and F(z)E 
[S/(6 - 1 ), 0), then (2.1) converges (uniformly on any compact set of the com- 
plex plane). 
The sum of a convergent series (2.1) can be represented in operator form 
as follows. Denote F’(z) = (DF)(z). Then 
2 akF’k’(z) = ,zo ak(DkF)(z) 
k=O 
with H(D) = Cp=o CrkDk being a differential operator of infinite order. This 
operator can be obtained formally replacing t by D in the characteristic 
function H(t). 
We list below some known ([2]) properties of differential operators of 
infinite order valid under assumptions that their characteristic functions 
belong to [S, co] for a certain 6 > 1 whilst the functions to which we apply 
these operators belong to [S/(S - l), 0). 
1. H(D)(c,F, + c2F2) = clH(D) F, + czH(D) F*;, where c1 and c2 are 
constants; 
2. H(D) exp(lz) = H(A) exp(Az), I-constant; 
3. H,(D)(H,(D)F) = H,(D)(H,(D)F) = H(D)F, where H(t) = 
Hl(t)HZ(t); 
4. dfV)F) 6 p(F); 
5. If Fk(z) + F(z) (k-+ co), p((Fk)) < 6/(6 - 1) and HE [& m], 
then (H(D) Fk)(z) -, FWVXz) and dW(D) Fk)) 6 P((Fk)); 
6. If Hk(f)-‘H(t) (k-co), p((H,&.))<6 and F(z)E[~/(~--l),O), 
then (Hk(D)F)(z) + (WDV’k) and d(Hk(D))f’)) <J/(6 - 1). 
2. Interpolation 
Let (pk) be a sequence of complex numbers, pk # p, when k # 1, pk -b cc 
(k + cc), with the convergence exponent c1 (i.e., c1 is the greatest lower 
bound of such numbers /.I for which 
kT, bki -‘< O”. 
It can be readily seen that 0 < o! 6 co). 
409/117!1-IS 
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Consider a sequence of complex numbers (bk) and denote 
lim sup 
In+ In+ lbkl =6 < co 
k-s lnlh ’ ’ 
LEMMA 2.2. There exists a function H(t) E [max(a, 6), co] such that 
H(pk) = bk (k = 1, 2,...). 
Note. There are many publications concerning that sort of problem. An 
extensive bibliography can be found in [ 10, 111. Lemma 2.2 can be easily 
derived from Lemma 1.2 of paper [9]. 
Let S(t) be an entire function of finite order p, S&) = 0 (k = 1, 2,...) and 
(dk), a sequence of complex numbers. Denote 
fqt) = s(t) i dkl(t- Pk) (p = 1, 2,...). 
k=l 
It is obvious that all H,(t) are entire functions, and p(H,) = p(S) 
(p = 1, 2,...). 
LEMMA 2.3. If, for a certain /? > a, 
limsup(ldkI/I~kl’~P)=C<OO 
k-m 
(2.2) 
then 
(i) there exists an entire function 
H(t) = lim H,(t), 
p-00 
(ii) PW,N G P. 
Proof: We investigate first the convergence of the series 
f ‘&/(t - kc). 
k=l 
(2.3) 
The convergence of (2.3) is understood here in following sense: for any 
disk{ It1 < r}, r > 0, a remainder of this series can be found converging 
uniformly on { (t( < r]. Denote 
@l(t, r) = c dk/(t - Pd If4 >21 
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Then, since r < /,u,J2, we have for It 1 ,< r 
IPA - (2.4) 
r k=l 
where c1 and c2 are constants (independent of r). From (2.4) it follows that 
the series (2.3) converges (in the sense described above). Consequently, its 
sum is a meromorphic function having simple poles at points & 
(k = 1, 2,...) and only at these points. So (i) is proven. 
To prove (ii) we need to recall few definitions and facts from the theory 
of meromorphic functions [12, 131. 
(a) n(r, (pk)) =n(r) denotes the number of points of the sequence 
(pk) contained in { It/< r}. We have a relation 
lim sup 
In n(r) 
r-m 
rr= a, 
where a is the convergence exponent of (&). 
(b) For a meromorphic function f(t) we denote 
m(r, f) =& lz’ In+ I./P exp(i$))l d$, t = r exp( i$). 
Some properties of the function m(r, f): 
(1) If f(t) is an entire function, then 
m(r, f) d In+ (;tx If(t G 34% f). 
r 
(2) Iffi, f2,..., f, are meromorphic functions, then 
m r, E S, 6 i m(r,fj)+lnq 
( > j=l j= I 
Denote 
@2(& r) = 1 dk/(t - kc). 
IPkl G 2r 
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Using (2.4) and properties of m(r, f) we obtain 
ln+btx I&WI) r 
6 3m(2r, HP) d 3[m(2r, S) + m(2r, QI) + m(2r, Q2) + In 21 
< 3m(2r, S) + 3m(2r, Q2) + c3 
f O(P+“) + 3m(2r, Qj2) (P = 1, L.), (2.5) 
where c3 is constant and E is any positive number. Because of (2.2) and 
inequality 1~~1 Q 2r we can estimate (Q2(t, r)j in the following way: 
lQ2(4 r)l G 1 IMt- AI 
IPkl G 2r 
~,~~~~~exp(ln+(lr-~~,l--‘)), 
where cq is a constant (independent of r). Then 
m(r, Q2) < In + cq + (1 - /I) ln(2r) 
+lnn(2r)+ 2 ~j2”ln+(lr-11*I-‘)&, 
IL+ < 2r 2n ' 
In [14] it was shown that 
t=rexp(i+). 
where A is a constant. Consequently, m(r, Q2) = O(ry) for any y > a. This 
estimate together with (2.5) implies 
PWJ) G P. 
Lemma 2.3 is proven. 
3. Series of Exponentials 
LEMMA 2.4 [S]. Let (AJ be a sequence of complex numbers. Then 
(i) the series 
5 Ak exp(w) 
k=l 
converges, 
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(ii) the order of the sequence of its partial sums is equal to 8, 
l<tl-~oo, ifandonly if 
lim infln+ In+ I&-’ 0 
k-m ln Ihl =E’ 
From this place on we will use again the notations of Section 1. 
LEMMA 2.5 [S, 61. Zf F(z) E [v/(v - l), 0), then 
(i) F(z) = f (a, exp(l,z) + eTj:m;) 
m=l m 
x : WVW’)(~) exp( -&A du) + (WV WV’)(z), (2.6) I 
where a,,, are defined by (1.3), 
B(t)=&)- f 1 
m= 1 ~‘(&t)(t - L) 
E cv, 001; 
(ii) PWJ) = P(F), (2.7) 
where 
uI,(z) = f  a, exp(J.,z) + 
m=l 
eTi:,;) 1: (L(D)F)(u) exp( -&,u) du). 
m 
3. PROOF OF THEOREMS 3 AND 4 
1. Proof of Theorem 3 
The proof of Theorem 3 is based on the method of reductio ad absur- 
dum. We assume that there exists a function F(z) E [v/(v - l), 0) such that 
(A) p((Fn))< CT, where F,(z) is the nth partial sum of the series (1.4) 
associated with F(z), and (B) L(D)F#O. Then, with the help of (l.lO), we 
obtain a contradiction. 
From the condition (1.10) it follows that there exists a subsequence (pk) 
of the sequence (I,) (pk = A,,, k = 1,2,...) such that 
lim In+ In+ IWk)l _ fl 
k-rat ln IhI a-l’ 
(3.1) 
Let y be the convergence exponent of the sequence (pk) and y <p < y + 1. 
According to the definition of y we have 
(3.2) 
228 R. SANDLER 
and 
Let 
b, = IA ’ - ‘. L’b) when m=m,, 
b,=O when mfm, 
(the sequence (mk);=r is such that &,,k=pk, k = 1, 2,...). 
Condition (3.1) implies 
lim sup 
In+ In+ lb,1 (T 
m+cc lnli,l =- O-l’ 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
Since a/(~ - 1) < v and the convergence exponent of (A,) does not exceed v 
we can use Lemma 2.2 to construct a function H(t) E [v, cc ] such that 
H(I,) = 6, (m = 1, 2,...). 
By virtue of Lemma 2.5, 
F(z) = Y(z) + (B(D) L(Dmz), (3.7) 
where 
Y(z)= f a, exp(A,z) + exp(Lz) 
m=l L’(fL7) 
x 
I 
’ (L(D)F)(u) exp( -A,u) du 
0 
(3.8) 
We also have 
Y(z)= lim uI,(z), 
P-m 
where 
Yp(z,= i 
( 
a, exp(A,z) + 
exp(Lz) 
m=l L’(L) 
x i (L(D)F)(u) exp( -A,u) A) 
s 
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and, by Lemma 2.5, p(( ul,)) < v/(v - 1). Then from the property 5 of dif- 
ferential operators of infinite order (Section 2) it follows that 
(H(D) V(z) = >imrn (H(D) uI,Kz) 
= f CfW)(a, w(Lz)) + (H(D) gn7)(z)Iy (3.9) 
m=l 
where 
&l(z) = eTjim;) jz (L(D)F)(u) exp( -1,u) du. 
m 0 
The property 2 of differential operators of infinite order (Section 2) gives us 
H(D)(a, ev@,z)) = %A, exp(Lz). 
As noted in Section 1 we need to consider only the case v/(v - 1) < 
p((F,)) < 6. Denote p((F,)) = CI. By Lemma 2.4, we obtain 
fiminfln+ In+ JaJ’ a =-< 
m-m ln IL1 a-l 
(3.10) 
Then (3.10) together with (3.1) and obvious inequality a/( a - 1) > o/(a - 1) 
provides 
lim inf ln+ln+ la,b,l -I CI =-. 
m-co In l&A a-1 
(3.11) 
Hence, according to Lemma 2.4, the series 
jTil H(D)( am exp(Ad)) = f %A exp(Lz) 
m=l 
converges and its sum A(z) belongs to [cr, co]. Consequently, (3.11) can be 
rewritten in the form 
(H(D) Y’)(z) = 2 (H(D) g,)(z) + A(z). (3.12) 
m=l 
Observing that 
H(r) = b, + 
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and 
((D-A,) g,)(z) = (L;(y:(z) 
m 
we obtain from (3.12) 
where 
(H(D) fm) = f Cb, &n(z) + (~N)W)l+ &I, (3.13) 
m=l 
H(t) - &I v,(f)= t-l 
L(t) 
- L’(L) 
(WI = 1, 2,...). 
m 
We can investigate the convergence of the series 
considering the 
where 
upw=*~, H~~;~$y-j m 
= H(t).L(t). f 
1 
m= 1 L’(L)(~ - u 
-L(t). f bm 
m= 1 L'(L)(~ - L)' 
Denote 
U,,(t)=H(t)* L(t). i 
1 
m= 1 L’(L)(~ - u 
By virtue of (l.lO), for any real 6 
I l/L’(Ul = o 
m%c IA.,16 . 
(3.14) 
(3.15) 
SERIES OF EXPONENTIALS 231 
Moreover, the convergence exponent of (A,) and the order of the function 
(H(t) - L(t)) are both less or equal v. Then, by Lemma 2.3, p( (V,,)) 6 v and 
there exists 
W,(t)= lim U,,(t). (3.16) 
a-*‘= 
Because of (3.4) and (3.5) 
where 
u*j(r)=L(f).k$l~ (j= 1, 2,...). 
Since p(L)=v and p>y (y is the convergence exponent of (Pi), y GV) 
Lemma 2.3 immediately provides p( (U,)) < v and the existence of 
W2(f) =)i% u2j(f). (3.17) 
Then (3.15)-(3.17) imply the existence of 
lim Up(t) = W,(t) + W,(t) = W(t) 
P-rW 
with p(( UP)) < v. By property 6 of differential operators of infinite order 
(Section 2) there exists 
lim (U,(D)F)(z) = (W(D)F)(z) E [v/(v - 11, 0). 
P+m 
Therefore, (3.13) takes on the form 
(fV) ‘u)(z) = f b, g,(z) + A,(z), 
m=l 
where A,(z) = A(z) + ( W(D)F)( ) z E ~1, co]. Finally, using (3.4) and (3.5) [ 
we get 
(W~)JXz) = f ( ttikllpp exp(Cckz) 
k=l 
x ’ (L(D)F)(u) eXp(-pku) du + &(z), 
> 
(3.18) 
where A,(z)= A,(z) + (H(D) B(D) L(D)F)(z). 
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Because of our assumption L(D) F # 0 there exists a whole number 1 > 0 
such that (D’L(D)F)(O) # 0 but (D“L(D)F)(O) = 0 when k = O,..., I- 1. Dif- 
ferentiating both parts of (3.18) (I + 1) times we obtain 
(II’+ ‘H(D)F)(z) 
=A$‘+l)(z)+ f [ ,~~,‘~“(exp(~,z).~~(~(D)F)(u)e~p(-~*u)du)~~+~’~ 
k=l 
=Af+“(z)fk~, [:l~kl’~P((o’L(o)F)(z)+hk(z))l, (3.19) 
where hk(z) is an entire function such that hk(0) = 0. Then putting z = 0 in 
both parts of (3.19) and taking in account (3.3) we get 
(D’+‘H(D)F)(O)= f ~cL~~‘-I(.(D’L(D)F)(O)=~~. 
k=l 
On the other hand t’+‘H(t)~ [v, co] and F(z)E [v/(v- l),O). Hence, by 
Lemma 2.1, (D’+‘H(D)F)( z 1s an entire function. This contradiction com- ) . 
pletes the proof of Theorem 3. 
2. Proof of Theorem 4 
Let F(z) E [v/(v - l), 0) satisfy the equation 
L(D)F=O. (3.20) 
Substituting (3.20) into (2.6) we obtain for F(z) the representation 
F(Z)= f a,exp(&,~). 
m=l 
From (2.7) it follows that p((F,)) = p(F) < v/(v - l), where 
F,(z) = i a, exp(A,z). 
m=l 
This proves Theorem 4. 
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