In Greifswald/Germany W7-X, a new stellarator-type fusion plasma experiment is currently being built. For the investigation of the divertor plasma two thermal helium beams are foreseen. This diagnostic is routinely used on several fusion plasma experiments and is capable of measuring radial profiles of electron density and temperature with good spatial and temporal resolution in the range of typical edge plasma parameters n e = 10 can be reduced from app. 50% to 9% by absolute calibration of the observation system and fitting of three absolute line intensities instead of two line intensity ratios to the model.
a Bayesian approach, we include uncertainties of all rate coefficients for electronic excitation and ionisation used in the collisional-radiative model of atomic helium based on a steady-state approximation valid for a relaxed thermal or supersonic beam. Bayesian inversion of simulated signals for W7-X conditions provides a reliable quantitative estimation of the propagation of uncertainties of the atomic data to the n e and T e errors as well as input for potential improvements of the diagnostic setup. For example, the temperature error at T e = 5 eV and n e = 10 20 m -3 can be reduced from app. 50% to 9% by absolute calibration of the observation system and fitting of three absolute line intensities instead of two line intensity ratios to the model.
Introduction
Thermal and supersonic helium beams are widely used for local profile measurements of the electron density n e and electron temperature T e in the edge region of magnetically confined fusion plasmas ( [1] , [2] , [3] and references therein). Typically, an accuracy of around 10% (n e ) and 30% (T e ) can be achieved [1] , [3] . The plasma parameters are derived by comparing measured intensity ratios of three spectral lines of atomic helium with model calculations. The applied collisional-radiative (CR) model contains more than one hundred rate coefficients for electron collisional excitation and ionisation of atomic helium in a plasma. Such comprehensive sets of rate coefficients are only available from numerical calculations. As experimental validations are available for a small fraction of the transitions (e.g. [4] , [5] , [6] , [7] ), the atomic data is subject to relatively large uncertainties. Due to the complexity of the CR model it is very difficult to quantify the impact of uncertain rate coefficients on the errors of n e and T e [3] , [8] . Hence, we developed a probabilistic approach based on Bayes' theorem which allows quantitative investigation of the propagation of uncertainties of atomic data to the errors of derived plasma parameters.
In Greifswald (Germany), the optimized stellarator W7-X is currently under construction. In its divertor region very high electron densities are expected in the partially detached plasma regime, based on the observations at the stellarator experiment W7-AS [9] . The main aim of this work is to study the suitability of the diagnostic helium beam -i.e. the expected errors of derived n e and T e values -at the high density and low temperature of the W7-X divertor plasmas. For this we have implemented a synthetic diagnostic based on the Bayesian inversion of simulated signals for the conditions expected in the W7-X divertor. In the next step it is planned to apply this analysis model to the supersonic helium beam diagnostic newly installed at the stellarator WEGA in Greifswald [10] . Furthermore, the probabilistic approach allows incorporating information about model parameters from additional independent sources. We give an example of how a comparison of the helium beam with other diagnostics can be used to find a set of effective rate coefficients allowing improved n e and T e reconstruction.
Helium beam excitation model
The results presented in this paper have been obtained by use of two different versions of the CR model for the helium beam emission: based on the time-dependent and the steady-state solution. In both of them we consider the ground and 28 excited states (up to the n=5 shell) of atomic helium [11] .
The simulation of the beam penetration through the plasma and its attenuation due to ionisation losses 
The movement of the beam particles through the plasma is allowed for by considering the electron density and temperature as functions of (penetration) time. At each radial position we additionally compute the level populations relative to the ground level population by use of the steady-state solution of the CR model for the local electron density and temperature. This is done by setting to zero the time derivative in the balance equations. As the relative level populations calculated by the time dependent and the steady-state solution are practically the same (see Figure 2 (a) and its explanation in Section 4), we conclude that due to the high electron densities the steady-state approximation is applicable for the calculation of relative level populations. Hence, the Bayesian sensitivity analysis, show-ing the applicability of the diagnostic in the high density regime, is performed using the steady-state solution of the CR model which is the forward function of our Bayesian model.
Probabilistic Model
In order to study the precision of n e and T e that can be achieved for W7-X divertor plasmas, given uncertainties in observations and atomic cross section data, a Bayesian approach will be taken. Other examples for the application of Bayesian methods in plasma physics can be found in [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] . The textbooks [24] , [25] give comprehensive introductions of the used approach.
The investigation of the influence of uncertain atomic rate coefficients on n e and T e is done by forming the joint posterior pdf for the rate coefficients, θ, n e and T e for a given position along the beam: 
, is a measure of the misfit between the intensity ratios predicted from the model parameters, and the observed ratios. It is chosen as a Gaussian distribution centred on the intensity ratios predicted by the solution to the steady-state CR model (1) with time derivatives set to zero. The priors and ) (θ p define any a priori knowledge we have about these parameters. Here ) (θ p is chosen as a multivariate normal distribution with a diagonal covariance matrix, the individual variances for each rate coefficient taken from the ADAS database (see Section 5) .
is chosen depending on the specific problem to be solved, see Sections The influence of the uncertainties of the rate coefficients on n e and T e can then be calculated by marginalising (2) over θ:
Since the dimensionality of θ is typically about 200, and the posterior pdf highly nonlinear due to the solution of the rate equations (1) for each evaluation, special numerical techniques are necessary to carry out this integral. For the results presented in Section 5, we have computed the marginal posterior pdf on a 2D grid in (n e , T e ) by computing the integrals 
where k θ are samples from ) (θ p . This is then followed by a normalisation of the 2D marginal posterior over n e and T e . A direct estimate of the error of the calculated pdf values at the grid points is also available from the spread of the samples ( Figure 1 shows an example of the 2D posterior and its relative standard deviation at each grid point). The method is highly parallelisable, since each sample can be independently calculated, and easier to setup in comparison to a Markov Chain Monte Carlo run. It also has no adjustable parameters, except for the number of samples and the grid choice, which has to be assumed a priori. The chosen method is only applicable if the likelihood distribution is sufficiently broad (which it is for the current problem), and there is substantial knowledge about the prior, from which samples can be generated using standard techniques. Inferring rate coefficients as shown in Section 6 relies on the same procedure except for including n e and T e and excluding two rate coefficients of interest from the set of marginalised parameters. 
Application of the helium beam at high densities in W7-X
For W7-X the installation of two thermal helium beam diagnostics (in the lower and in the upper divertor) is envisaged [26] . Each of them consists of a nozzle box with 5 independent piezo gas valves in a poloidal arrangement in order to extend the spatial resolution to the poloidal direction. For the application of the helium beam in a divertor plasma two questions arise. The typically high electron density poses a barrier for the beam penetration since the electron collisional ionisation is the main loss process of the helium atoms in the beam. Furthermore, the high densities, typically accompanied by low temperatures, span a parameter range different from the standard helium beam application. We investigate the beam propagation in this new parameter range and assess the uncertainties of the experimental n e and T e values. The 3D plasma and neutral transport code EMC3/EIRENE [27] has been used to obtain the plasma parameter range expected in the divertor region of W7-X for two different plasma regimes: the attached and partially detached plasma in a standard magnetic configuration. For the study we select the partially detached plasma regime with electron density reaching 10 14 cm -3 . Figure [28] .) The surprisingly deep penetration at these high electron densities results from the low temperature moderating the ionisation losses.
Accuracy of the reconstructed plasma parameters
In this section we assess the applicability of the helium beam diagnostic at the high density and low temperature plasma by use of the Bayesian approach. We consider a single point in the beam corresponding to one observation volume (cross section of the beam and an observation line of typical radial extension of few millimetres) with hypothetic plasma parameters of n e = 10 14 cm -3 and T e = 5 eV (referred to as the detached plasma parameters). We calculate the expected ratios of spectral lines emitted by the beam atoms in this volume. Due to the beam relaxation the line ratios can be calculated for this selected fraction of the beam regardless of the plasma conditions along the path of the consid-ered beam atoms through the plasma. The Bayesian inversion of the simulated line ratios provides the probability distributions for n e and T e . The uncertainties of the rate coefficients are incorporated in form of Gaussian priors with the widths extracted from the ADAS [29] data set helike_hps02he.dat (based on [30] ). Furthermore, in this analysis we assume to have no additional knowledge on n e and T e , therefore we take uniform prior distributions for n e and T e .
In a first step, we assume perfect knowledge about the rate coefficients and simulate the situation of measuring two standard line ratios (668/728 nm and 728/706 nm) with a relative measurement error of 5%, which is the minimum relative uncertainty of line intensity measurement we believe to achieve for this diagnostic. For this case, we obtain relatively large n e /T e errors (standard deviations of the 1-dimensional marginal posterior distributions) of 43%/14%, respectively (see Table 1 ). This is caused by the lower sensitivity of the line ratios to the plasma parameters in this parameter regime. Ratios of other possible lines were checked as well, with smallest n e /T e errors of 48%/15% for the line ratios 501/728 nm and 728/706 nm. When we additionally include uncertainties of all rate coefficients, the n e /T e errors increase in the case of the standard line ratios to 128%/45%. The large errors show that the measurement method is less suitable for the detached plasma parameters. 
Analysis of absolute line intensities
The probabilistic model we use allows us in an easy way to study the impact of a changed experimental setup on the diagnostic accuracy. In the next step we investigate the additional use of the information which is contained in the absolute line intensities. This implies extending the diagnostic calibration to include not only a relative intensity calibration of the observation system at the three wavelengths of concern, but additionally its absolute intensity calibration.
Again, we first simulate the impact of the changed experimental setup on the diagnostic accuracy including only measurement errors (starting with the relative uncertainty of the absolute intensity of each line of 5%). The rate coefficients are treated as known model parameters. The n e /T e measurement accuracy achieved by using absolute emission intensities is drastically increased to 14%/1.2% (see Table 2 ). This is due to the strong dependence of the absolute line intensities on the plasma parameters, in contrast to the line intensity ratios. However, in this simulation perfect knowledge about the number of ground level helium atoms was assumed, which cannot be gained in practice. There are three main factors influencing this value: the gas flow through the nozzle, the geometric beam divergence and the beam attenuation on its penetration path due to e.g. ionisation losses of the beam atoms.
The first two factors do not depend on the plasma and hence can be measured by appropriate calibration in a test bed. The beam ionisation, depending on the plasma parameters themselves, is negligible in the example simulation of Figure 2 in the first half of the visible beam path (r < 1.8 cm). In the second half the beam attenuation can be estimated by the time-dependent CR model calculation using n e /T e profile information obtained for the radial positions between the plasma edge and the evaluated observation point. In order to assess the impact of the fact that the beam attenuation is uncertain (e.g. due to unknown rate coefficients for beam atom losses caused by charge exchange collisions with pro-tons) we introduce it as an additional uncertain (nuisance) parameter into the probabilistic model by a
Gaussian prior distribution of the number of beam atoms in the (hypothetic) observation volume. The maximum value of the prior results from the atom density distribution in the beam (to be measured on a test bed), the cross section with the observation line and the beam attenuation due to its interaction with the plasma. For our analysis, we can set the maximum value equal to one since the analysis does not depend on this value. For the relative standard deviation of the Gaussian prior we choose the value of 0.5. This accounts for the assumed relative uncertainty of 50% of the number of beam atoms in the observation volume (mostly due to the uncertain beam attenuation). Including this prior in the analysis increases the n e /T e errors to 18%/7% affecting significantly only the T e error. Finally, we account in the simulation again for the uncertainties of the rate coefficients. This further increases n e /T e errors to 66%/8%. The T e error changes only marginally and remains at a relatively low level of 8%. This seems to be determined by the strong dependence of the line intensities on T e and on the excitation rate coefficients from the ground state which are known with higher precision than the rate coefficients for population transfer between the excited levels. As a last step we perform a sensitivity analysis concerning the measurement errors of the line intensities and an extension of the measured helium spectrum to more than three lines. In a case of larger measurement errors (relative error of 10% for each line intensity) the n e error strongly increases to 122% while T e error is hardly affected (8.7%, see Table 3 ). This shows the high importance of a precise relative calibration of the observation system to obtain an even moderately accurate density measurement which can be slightly improved by extending the observation to more spectral lines, as the following study shows: Including the line at 501.6 nm while keeping the relative measurement errors of line intensities at the level of 10% reduces the n e /T e errors to 107%/8.5%. Including two additional lines in the same spectral region (492.2 nm and 504.8 nm) further reduces the n e /T e errors to 103%/8%.
The requirement for the absolute calibration is, however, much relaxed, as the number of beam atoms in the observation volume in the analysis is assumed to be known only to a precision of 50%. This is equivalent to an uncertain overall absolute calibration factor. Therefore, enlarging the relative uncertainty of the absolute calibration factor to e.g. 20% while keeping the relative calibration between different wavelengths at 5% only marginally enhances the resulting n e and T e errors when comparing to the much more rigorous case of keeping also the absolute calibration factor uncertainty at 5% or 10%. This is of practical interest, because the absolute calibration is expected suffer from unknown transmission losses due to window coating by plasma deposition. Rel. measurement error: 10% 103% 8%
As mentioned, the simulations described above are considering the inversion of local plasma parameters at a single spatial position along the beam. As next step, we are planning to extend the model to the entire helium beam propagating through the plasma. This will allow for the calculation of the adverse impact of the beam attenuation and divergence on the signal-to-noise ratio when considering absolute photon fluxes in the analysis. The resulting full radial profile of the uncertainties of n e and T e will allow us to estimate the required dynamic range of the detector.
Refining the beam excitation model
As measurements at TEXTOR have shown [1] , the agreement that can be achieved between the plasma parameters obtained from helium beam emission spectroscopy and independent diagnostics is on the level of 10% for n e and 30% for T e . This is a better agreement than expected when taking into account the uncertainty of the rate coefficients as found in the ADAS dataset. We performed a sensitivity analysis as described above for the n e and T e measurement from line intensity ratios at standard edge fusion plasma parameters (T e = 32 eV, n e = 4×10 12 cm -3 ). The errors obtained this way are 50%
for n e and 26% for T e . They are dominantly caused by the uncertainty of the rate coefficients, rather than the experimental uncertainties of the intensity measurements. By the fact, that the agreement for the n e measurement achieved in practice is clearly better than our prediction, it can be seen, that the density reconstruction can be improved by taking into account additional information from other diagnostics. The probabilistic approach we are using allows performing this task by obtaining a set of refined rate coefficients, suitable to give a better description of the emission data than original set of rate coefficients.
In the following it is shown, how an overall agreement as observed at TEXTOR [1] allows for the statement of refined error margins of some of the rate coefficients given in ADAS. The complete set of measured data from the range of experiments from which our example result is concluded could be analysed in a similar way and would allow obtaining more detailed information. In order to show the potential of the method, we introduce the additional information to our probabilistic model by using
Gaussian priors for n e and T e with the maxima at n e = 4×10 12 cm -3 and T e = 32 eV (as measured by the TEXTOR helium beam) and relative standard deviations of 10% and 30%, respectively (corresponding to the believed accuracy of the helium beam, see [1] ). By this, it is possible to refine two rate coefficients 1 1 S → 3 1 S and 3 1 S → 3 1 P of transitions directly influencing the population of the upper level 3 1 S of one of the three standard lines at 728 nm. The relative uncertainty of these two coefficients without refinement (encoded in the priors) is 11% and 30%, respectively, according to the ADAS data set helike_hps02he.dat. The 2D posterior for these two rate coefficients, is again calculated on a grid as described in Section 3 by marginalisation of the posterior over n e , T e and all rate coefficients except for the two of interest. The marginal posterior is plotted in Figure 3 . Its maximum is located at unchanged values of the rate coefficients. This is reasonable since we assumed agreement between the helium beam diagnostic and the validating diagnostics, i.e. the prior maxima of n e and T e were lying at the original values for n e and T e used for the simulation of the measured line ratios. In contrast, the standard deviations of resulting 1D posteriors for both rate coefficients 9.9% and 18.2% are lower than the ones of the corresponding input priors based on the ADAS data set. Especially the uncertainty of the second rate coefficient (3 1 S → 3 1 P) is significantly lowered (30% to 18.2%). In addition, the combined uncertainty of both rate coefficients is even slightly smaller, because there is a correlation between both rate coefficients as is visible on the 2D posterior. These results obtained by a probabilistic data analysis of comparative measurements of helium beam and other diagnostics should be considered as effective coefficients of total collisional population transfer between the respective levels rather than coefficients of electron collisional excitation. This is because we do not distinguish between electron and e.g. proton collisions which could play a significant role in the population transfer between levels of similar excitation energy [31] . Moreover, there might be other processes which are not included in our model, such as deviations of the Maxwellian energy distribution of electrons [3] . The obtained results should be considered as an improved atomic data set for modelling of helium beams applied to diagnose plasmas of similar parameters/constituents.
Summary
Thermal and supersonic helium beams are established diagnostics for measurement of electron density and temperature of the plasma edge of fusion experiments. The accuracy of the method is considerably influenced by the uncertainties of the rate coefficients for collisional excitation. The probabilistic approach we use allows us to asses quantitatively the final measurement errors including many disparate uncertainty sources. We apply this model for the study of the suitability of the measurement method for a different plasma parameter range: a high density (n e = 10 14 cm -3 ) and low temperature (T e = 5 eV)
divertor plasma as expected in the partial detached regime of the W7-X stellarator. The resulting T e error can be strongly reduced (to ~8%) by measuring and analysing absolute line intensities instead of their ratios even in the case of uncertain beam attenuation which must be estimated from the beam propagation through the plasma. An exact relative (for different wavelengths) calibration of the observation system to the level of ~5% and absolute calibration to the level of ~20% is crucial to keep the n e error below 70%. The probabilistic approach can be applied to refine the atomic data set of helium beams by utilising comparisons of n e and T e measurement by helium beams and other diagnostics.
