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AJUSTE DE REDES LIBRES. MODELOS
MATEMÁTICOS SINGULARES
Por MIGUEL J. SEVILLA DE LERMA
1. INTRODUCCiÓN. REDES LIBRES
El presente texto debe considerarse como continuación de otros
textos anteriores del mismo autor, ya publicados; corresponde al
Curso de Doctorado "Redes Geodésicas y GPS" impartido en los
últimos años en la Facultad de Ciencias Matemáticas de la UCM
dentro del Programa "Ciencia y Tecnología de la Ingeniería Geodésica
y Cartográfica". Estos textos anteriores, a los que haremos referencia,
son tres Publicaciones del Instituto de Astronomía y Geodesia: la
número 148 titulada "Formulación de Modelos Matemáticos en la
Compensación de Redes Geodésicas" de 1986, la número 176 titulada
"Soluciones Progresivas en el Método de Mínimos Cuadrados" de
1989 y la número 196 titulada "Ajustes con Constreñimientos" de
2003. Cuando nos refiramos a fórmulas de estas publicaciones
daremos el número de la fórmula acompañado del número de la
publicación. Para que el lector pueda ampliar conocimientos sobre el
ajuste dé redes libres y sobre las técnicas de mínimos cuadrados y su
aplicación a la Geodesia, damos al final una amplia relación
bibliográfica que incluye libros, monografías y artículos publicados en
revistas especializadas.
En la compensación de redes geodésicas por aplicación del método
de mínimos cuadrados sucede con frecuencia que los modelos
matemáticos ordinariamente utilizados no pueden ser tratados de
forma regular. Esto sucede principalmente por la imposibilidad de
resolver, por los métodos ordinarios del álgebra, el sistema de
ecuaciones normales al ser su matriz singular, es decir de
determinante nulo. Decimos entonces que nos encontramos ante una
red libre.
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Esta situación se produce cuando la matriz de diseño es deficiente
de rango. Si, por ejemplo, consideramos el modelo de observaciones
indirectas (2.12 de 148)
Ax-t = v (1)




es deficiente de rango cuando
rang N = r < n < m (4)
Entonces el sistema (2) tiene infinitas soluciones, pero no permite
obtener la mejor aproximación para (1) de forma única pues no
podemos calcular la inversa N-1 Evidentemente, tampoco podremos
calcular la matriz de covarianzas a posteriori de los parámetros
estimados.
La deficiencia de rango de N puede provenir, según (3), de una
posible deficiencia de rango de la matriz de diseño A o de que la
matriz de pesos P no sea definida positiva, esta segunda posibilidad se
da raramente y no la consideraremos ..
Si la matriz A de dimensión (m,n), m>n, que es la matriz del
sistema de ecuaciones de observación, es deficiente de rango, tendrá
sus columnas linealmente dependientes de manera que en dichas
ecuaciones los parámetros considerados no serán determinables de
forma única, y esta será en último extremo la causa de la singularidad.
Si ahora consideramos el modelo de ecuaciones de condición (3.9
de 148)
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Bv-t = O (5)




es deficiente de rango cuando
rang M = r < e < m (8)
Entonces el sistema (6) no permite obtener las soluciones A de forma
única pues no podemos invertir M.
La deficiencia de rango de M puede provenir de una posible
deficiencia de rango de la matriz de diseño B o de que la matriz de
pesos p no sea definida positiva (no existiría poI). Cuando B de
dimensiones (c,m), c<m, que es la matriz del sistema de ecuaciones de
condición, sea deficiente de rango, tendrá sus filas linealmente
dependientes entonces en dichas ecuaciones los residuales no serán
determinables.
Desde un punto de vista estocástico las singularidades indicadas
conducen a la no estimabilidad de las variables del problema
(parámetros o residuales). Es decir, la presencia de matrices de diseño
deficientes de rango indica que los problemas han sido formulados en
términos de parámetros no estimables a partir de los datos de
observación. Nos encontramos entonces ante el modelo de Gauss-
Markov singular.
La existencia de modelos matemáticos singulares en la
compensación de redes geodésicas ordinarias se presenta por diversas
causas. Puede suceder que no se haya fijado el origen del sistema de
referencia, 10 que da lugar a una indeterminación en traslación
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(posición; un parámetro libre en redes unidimensionales, dos
parámetros en redes bidimensionales y tres en tridimensionales);
también puede suceder que no se haya fijado la orientación de los ejes
de dicho sistema por no disponer de ángulos de orientación de ningún
lado de la red, lo que da lugar a una indeterminación en rotación
(orientación; un parámetro libre en redes bidimensionales y tres en
tridimensionales); y también puede suceder que no se haya fijado
ninguna distancia, lo que produce una indeterminación en escala (un
parámetro en los tres casos). En cualquiera de estas circunstancias se
dice que tratamos con redes libres.
Como se deduce de lo anterior, en la compensación de redes libres
tendremos que utilizar técnicas especiales para su resolución.
Podemos encontramos con redes libres debido a un diseño de red
involuntariamente mal propuesto, incluso puede suceder que el
determinante de la matriz del sistema de ecuaciones normales, siendo
distinto de cero, sea tan pequeño que casi impida la inversión
ordinaria. Pero también puede plantearse una red libre
voluntariamente tratando con ello de estudiar magnitudes que,
sabiendo claramente que no son estimables, permitan otros resultados
que sean de interés.
En general, cuando se plantea un modelo matemático y antes de
entrar en la aplicación numérica del mismo, es necesario efectuar lo
que se denomina estudio de la sensibilidad del modelo respecto de
los parámetros involucrados. Este análisis permite detectar aquellos
parámetros que sean indeterminables para obrar en consecuencia, bien
replanteando el modelo, bien cambiando de parámetros o bien
continuando su tratamiento como modelo singular. El análisis de la
sensibilidad va a consistir en el estudio del rango (independencia
lineal de filas o columnas) de la matriz de diseño que generalmente
estará constituida por las derivadas parciales del modelo funcional
respecto de los parámetros o las observaciones; con este estudio se
podrán detectar deficiencias de rango bien en todo caso
(independiente de los datos de observación), bien en situaciones
especiales (casos críticos) o bien con respecto a algún tipo de
observaciones, y obrar en consecuencia. Un buen análisis de la
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sensibilidad de un modelo evita muchos problemas posteriores y
garantiza el diseño del modelo en la mayoría de los casos.
Ante la presencia de una singularidad deberemos imponer
condiciones adicionales para la resolución del problema. En las
secciones siguientes trataremos el problema de modelos matemáticos
singulares desde diferentes puntos de vista. En prime lugar
estudiaremos la manera de obtener soluciones de dichos modelos con
la introducción de un conjunto de constreñimiento s adecuados que
estará relacionado con la utilización de matrices inversas
generalizadas. Trataremos de llegar a soluciones cuyas propiedades
sean de interés. En particular estudiaremos las propiedades
estadísticas de los diversos tipos de soluciones a las que lleguemos
junto a sus medidas de la precisión, con vistas a la obtención de la que
podremos considerar como la mejor solución dentro de las
características de cada problema.
8.2. CONSTREÑIMIENTOS MíNIMOS y CONSTREÑIMIEN-
TOS INTERNOS
Para mayor generalidad en la exposición, consideremos el modelo
de ajuste mixto linealizado (4.5 de 148) singular.
Ax+Bv-t = O (9)
aquí A es una matriz de dimensión (e, n) y rango r<n, B es una matriz
de dimensión (c,m) y rango completo igual al número de ecuaciones
c<m.
La aplicación el método de los mínimos cuadrados conduce al
sistema de ecuaciones normales
Nx=d (lO)
donde





siendo la matriz de pesos P definida positiva.
La matriz M es de dimensión (c,c) y rango e, entonces la matriz N
será una matriz de dimensión (n,n) y rango r<n debido a la deficiencia
de rango de la matriz A, por consiguiente el sistema (10) es singular y
no puede resolverse con las fórmulas de la sección 4.4 de 148 por no
poderse calcular la inversa de N.
Sabemos que una forma de ampliar el rango de una matriz A es
aumentar su número de filas o columnas adecuadamente. Con este fin,
añadamos al sistema (9) un conjunto independiente de
constreñimientos de la forma
Dx-tc = O (12)
con una matriz D de dimensión (s,n) y de rango re mayor o igual que
la deficiencia de rango de la matriz A, es decir re 2 n - r. Además
s<n, c+s>n.
El sistema conjunto (9) y (12) puede escribirse en forma unificada
por
(13)
Si tratamos este sistema con las fórmulas ordinarias de modelo de
ajuste mixto, la matriz del sistema de ecuaciones normales (4.30 de
148) resulta
DT)(MO-IN =(AT (14)
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es decir la matriz N queda aumentada en DTD .
(15)
Esta nueva matriz es simétrica, de dimensión (n,n) y rango completo
al ser D independiente de A
- Trang N ::;rang N + rang D D (16)
Evidentemente si D, que es independiente de A, fuera de rango n-r,
entonces
rang N = r + n - r = n (17)
y no sería singular permitiendo la resolución del sistema de
ecuaciones normales ampliado de forma única, una vez fijada la
matriz D. Como por (4.31 de 148)
DT)(MO-ld =(AT (18)
la solución mínimos cuadrados viene dada por
(19)
Evidentemente, a cada elección de la matriz D corresponderá una
única solución de este tipo.
Más interesante y útil, no obstante, es tratar el problema de la
singularidad resolviendo el modelo mixto con constreñimientos,
definido por las ecuaciones (9) y (12), por el método de la sección 7.1.
de 196 Aplicando dicho método llegamos al sistema de ecuaciones







La matriz (~ ~TJ es de dimensión (n+s,n+s) y sabemos que el
sistema (20) tiene solución única si y solo si su rango es n+s, es decir
cuando se verifica rang(~J ~ n y rangD ~ s que es el número de
filas de D.
Para que se verifiquen estas condiciones de solución única
deberemos elegir un conjunto de constreñimientos, que designaremos
por Dm, tales que
rang D In = re = S = n - r





rang D O = n +s (23)
por lo que esta matriz es regular permitiendo obtener una solución
única del sistema (20).
Si el número de constreñimientos independientes s fuera menor que
n-r no se cumpliría la condición (23) y no existiría una única solución
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mmimos cuadrados y si fuera mayor tendríamos un modelo
sobreconstreñido. Por eso a este conjunto de constreñimiento s que es
el mínimo número para que exista solución mínimos cuadrados de (9)
le llamamos conjunto de constreñimiento s mínimo.
La solución constreñimiento mínimo existe, pero si para obtenerla
utilizamos las fórmulas dadas en 196 nos encontramos con la
dificultad de invertir la matriz N que sigue siendo singular. Hay que
recurrir a otros procedimientos.
A los constreñimiento s mínimos sólo les hemos exigido que
cumplan la condición (22) sobre el rango de la matriz Dm, entonces
aún existen diversas posibilidades de elegir dichos constreñimientos
mínimos. Entre ellas y por las razones que se indicarán más adelante,
podemos tomar aquellos constreñimiento s que además de verificar
(22) y (23) sean tales que hagan cero el producto
(24)
A los constreñimientos mínimos que verifican (24) les llamamos
constreñimiento s internos, los representaremos por la matriz E y
como N = ATM-1 A verifican indistintamente
(25)
Entonces las columnas de ET son ortogonales a las filas de N. Para
completar el modelo (12) falta definir te' en principio puede ser
te = O que es el caso más corriente en geodesia.
Las soluciones obtenidas con el uso de constreñimiento s internos
gozan de la propiedad de que la traza de la matriz de covarianzas a
posteriori de los parámetros I:ii es mínima lo que implica que las
soluciones x son estimaciones mínima varianza de los parámetros.
Esto se demostrará más adelante.
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8.3. SOLUCiÓN CON CONSTREÑIMIENTOS MíNIMOS
8.3.1. Fórmulas de estimación.
El modelo mixto singular con constreñimientos mínimos queda
formulado de la siguiente manera
Ax + Bv - t = O, E(t) = Ax, :Ett = (J"~Q (26)
Dx-tc=O (27)
donde rang D = s = n - r , siendo r = rang A , constituyendo la
ecuacion (27) un conjunto de constreñimientos mínimos
independientes entre si y de las relaciones (26).
La aplicación del método de mínimos cuadrados conduce al
sistema de ecuaciones normales (7.19 de 196)
(28)
Como hemos dicho, este sistema no puede resolverse con las
mismas fórmulas del caso regular puesto que la matriz N es singular.
Debemos invertir la matriz del sistema (28) de forma que en las
expresiones utilizadas no figure N-l. La matriz del sistema (28) es de
rango completo, pues las filas de D son linealmente independientes de
las de N, por tanto puede invertirse por los métodos ordinarios.
Sea
(29)
la matriz inversa buscada, entonces por definición
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(30)
Una vez obtenida a matriz inversa (29) las soluciones del sistema
vienen dadas por
(31)
En estas condiciones procedamos a la inversión de esta matriz por









La matriz A tiene deficiencia de rango s = n-r, entonces existe una
matriz ET de dimensión (n,s) y rango s tal que
(36)
pues las columnas de A son linealmente dependientes. Si esto ocurre,
también se verifica
(37)
ET será tal que sus columnas generan el espacio nulo de N, esta
matriz siempre existe por ser N deficiente de rango con sus columnas
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Existen varias formas de obtener la matriz E. Una forma natural de
obtenerla procede de la fijación de constreñimientos externos.
Supongamos que para fijar el datum fijamos las coordenadas de
algunos vértices, entonces desaparecen del vector de parámetros x los
elementos fijados. Si ordenamos las matrices A y x de manera que los
elementos que vamos a eliminar queden al final podemos escribir por
cajas
(39)
Las X2 definen el sistema de referencia. Las columnas de A2 son
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En este caso la matriz buscada es E' ~ ( ~) que verifica la condición
AET = O (41). Para obtener ET se resuelve la ecuación (40)
Al L - A2 = O por mínimos cuadrados y resulta
(45)
Volvamos a la inversión (30). En primer lugar multipliquemos (32)
por E por la izquierda
(46)
pero como por (38) EN = O,queda
(47)
Como E Y DT tienen rango s y las filas de D son linealmente
independientes de las de A su producto es una (s,s) matriz regular,
entonces existe su inversa y resulta
(48)
Multipliquemos ahora (48) por la derecha por DT
(49)
A la vista de (35) resulta
(50)
Seguidamente multipliquemos (33) por E por la izquierda, resulta
ENUT +EDTJ = O (51)
16 M J Sevilla
pero por (38) EN = O Yqueda
(52)
y como EDT es de rango completo y regular se obtiene
(53)
La expresión (48) de U depende de E y de D, pero también
podemos obtener una expresión de U independiente de E. La
expresión (33), teniendo en cuenta (53), se reduce a
(54)
Tomemos (35) multiplicada por D T a la izquierda
(55)
Entonces, sumando (54) y (55) resulta
(56)
Ahora bien, como DT está formada por s vectores linealmente
independientes de las filas de N, la matriz suma (N +DTD) es de
rango completo y regular, luego existe su inversa, de manera que
podemos escribir
(57)
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sumando las expresiones (58) y (59) queda
(60)
de donde
Esta fórmula también puede escribirse como sigue
(62)
y teniendo en cuenta(57) resulta
(63)
Con esta expresión se demuestra que R T = R, es decir R es una
matriz simétrica, como era de esperar.
Si en (63) sustituimos (50) se obtiene
Una importante relación entre N y R es la siguiente.
Multipliquemos (32) por N a la derecha
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Esta relación nos dice que la matriz R es una inversa generalizada de
la matriz N.
También puede escribirse R sólo en términos de N y D de la
siguiente forma. Puesto que de (34) se deduce DTDR = O. La
expresión (67) es equivalente a




Otra forma de R se obtiene como sigue. Se multiplica (34) por UT
de (50) resultando
En (32) se sustituye U por (48)
(71)
y se suman los dos resultados
como la matriz coeficiente de R es de rango completo y regular queda
finalmente
Las diversas formas de la matriz R las iremos utilizando a nuestra
conveniencia atendiendo a su aspecto teórico o práctico.
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En definitiva, la matriz inversa buscada es
(N+~')'D'J
(74)
En estas condiciones los parámetros solución mínimos cuadrados
del sistema con constreñimientos mínimos, que designaremos por xm






En estas expresiones R puede adoptar cualquiera de las formas (73)
(64) o (69)
Obsérvese que la condición (38), EAT = 0, simplifica la expresión
del término Rd, pues para (64) resulta
(77)
y xm de (76) coincide con (19). Para (73) se tiene
Además, el vector de multiplicadores, con la misma condición, resulta
(79)
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8.3.2. Propiedades in~ariantes. Carácter de las
estimaciones.
Desde el punto de vista estadístico, la solución constreñimiento
mínimo xm es una estimación sesgada de x puesto que
E[xm] = RATM-1 E[t]+ET (DETr' te
= RATM-1Ax+ET (DETr' te
= RNx+ET (DETr' te ;j:. X
(80)
Los errores residuales estimados pueden calcularse con las




donde se ha vuelto a utilizar la condición (38)
Con la condición (67), NRN = N, se demuestra que para dos
matrices distintas R y R', correspondientes a distintos
constreñimientos mínimos, se verifica
NRN = ATM-1 (ARAT)M-1A = ATM-1A =
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lo que indica que el producto (84), es invariante para dos conjuntos de
constreñimientos mínimos D y D' que den lugar a R y R' Y a xm y
x~.Esta condición (84) permite escribir
por tanto AXm también es invariante frente a cualquier elección de
los constreñimientos mínimos.
A la vista de (85) y (81) podemos decir que los residuales v m
también son invariantes, es decir no dependen de la elección de la
matriz de constreñimientos mínimos D, por eso los designaremos
simplemente por v
Los residuales v son estimaciones insesgadas de los v. En efecto
E[v] = P-1BTM-1(I-ARATM-1 )E[t] = P-1BTM-1(A-ARATM-1A)x =
= P-1BTM-1(A-ARN)x = O
(86)
Luego los residuales v son cantidades de esperanza matemática cero,
pues de (71), NR = 1- DT (EDT )-1 E Ycomo N y R son simétricas
ARN = A-AET (DETt D = A (87)
Los valores estimados de las observaciones son, como siempre
i= 1+ v = 1+ AXm - t (88)
y por (85) también son invariantes respecto a la elección de los
constreñimientos mínimos
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La forma cuadrática ,,TPv, suma de cuadrados de residuales, se
obtiene a partir de la fórmula general de ajuste con constreñimientos
(7.32 de 196)
(89)
que teniendo en cuenta (79) se reduce a
(90)
y sustituyendo aquí A de (7.15 de 196) resulta
(91)
que con (76) también puede escribirse
(92)
También se ve que VTpV es invariante frente a la elección de
constreñimientos mínimos.
La esperanza matemática de esta forma cuadrática vale
E[ vTpv ] = E[e (M-1 -M-1ARATM-1 )t]
= E[ Tr (ttT (M-1 - M-1 ARA TM-1 ) )]
= Tr[( o-~M +AXXTAT)(M-1 -M-1ARATM-1)]
= Tr [ o-~Icc - o-~ARA TM-1 + Axx TA TM-1 - Axx TA TM-1ARA TM-1 ]
= o-~Tr L; - o-~Tr( ATM-1 AR)
= o-g (Trlcc - TrNR)
- 0-2 (e - r) - 0-2/- o - o
(93)
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En la deducción de esta fórmula hemos tenido en cuenta lo siguiente:
- La esperanza de un producto de matrices que resulta un número
es igual a la esperanza de la traza de dicho producto
- La traza de un producto de matrices tiene la propiedad rotativa
- La esperanza de tt T es
- E[ttT] = ~tt +E[t]E[tT] = (J~lcc + AxxTAT por (27) y (28)
- ATM-1A=N
AxxTATM-1 - AxxTNRATM-1 = Axx T (1 - NR) ATM-1
= Axx" [DT (EDTt E ]ATM-1 = O (94)
- por (71) y (57)
- La matriz NR de rango r es idempotente pues por (67)
NRNR=NR
- La traza de una matriz idempotente coincide con su rango, de
manera que
TrNR = rangNR = r (95)
-!= c-rel número de grados de libertad del ajuste, pues siendo c
en número de ecuaciones (filas de A) y r el rango de la matriz
de diseño resulta
!=c+s-n=c+n-r-n=c-r (96)






y aplicando el operador esperanza matemática resulta
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(98)
10 que indica que a-~ es una estimación insesgada de (J"~ y sigue
siendo independiente de los constreñimientos mínimos utilizados.
8.3.3. Matrices cofactor a posteriori
Obtengamos ahora las matrices cofactor a posteriori. La matriz
cofactor a posteriori de los parámetros xm se obtiene a partir de
(76), teniendo en cuenta que te no es una cantidad aleatoria y que
Qtt = M, entonces, aplicando la ley de propagación de covarianzas
resulta
Ahora bien, tomando matrices transpuestas en (71) se tiene
(100)




Además, multiplicando (64) por N resulta
(103)
e igualando a (100) se obtiene
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(104)
relación que se utilizará más tarde.
Con las relaciones (67) o (10 1) se demuestra inmediatamente que
las matrices NR y RN son idempotentes
(NR)(NR) = (NRN)R = NR
(RN)(RN) = (RNR)N = RN
(105)
Las matrices N y R verifican las relaciones (67) Y (10 1) por lo que R
es inversa generalizada reflexiva de N. No es la pseudoinversa




La matriz cofactor de los residuales se obtiene a partir de (82) por
aplicación de la ley de propagación
Qvv = P-1BTM-1 (1- ARA TM-1)M(I - M-1ARA T)M-1BP-l
= P-1BTM-1BP-l _ 2P-1B™-1 ARA TM-1BP-l +
+r' BTM-1ARA TM-1ARA TM-1BP-l
= P-1BTM-1BP-l _P-lBTM-IARATM-IBP-1
(107)
En función de (102) resulta
que coincide con (7.53) como era de esperar.
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Obsérvese que Qvv es también invariante con respecto a la
selección de los constreñimientos mínimos, pues en su expresión R
interviene en la forma ARA T que sigue siendo invariante aunque
multiplique por otras matrices a derecha e izquierda.
La matriz cofactor de las observaciones ajustadas Q" se obtiene
de (88) resultando como siempre
(109)
que también es invariante respecto de los constreñimientos mínimos
elegidos.
Funciones invariantes
Hemos visto que las soluciones x = RATpt +UT te dependen de
los constreñimientos elegidos y son estimaciones sesgadas de los
parámetros. También hemos visto que existen otras cantidades que son
independientes de los constreñimientos y son estimaciones insesgadas,
como por ejemplo los residuales. Se trata ahora de buscar en general
funciones de x que sean estimaciones insesgadas e independientes de
los constreñimientos y ver qué condiciones deben cumplir para ello.
Sea
(110)
una función lineal de :i a través de la matriz F. La esperanza
matemática de esta función es
(111)
para que sea estimación insesgada y no dependa de los
constreñimiento s se debe verificar





1) Residuales dados por (82) Vm = p-lBTM-l (t - Ai:m ). En este caso
F = _P-IBTM-IA Yverifica, por (87) y (38)
FRN = -P-IBTM-IARN = _P-IBTM-IA = F (113)
FUT =-P-IBTM-IAET(DETt =0 (114)
Luego son estimaciones insesgadas invariantes frente a la elección de
los constreñimientos
2) Las combinaciones lineales de las columnas de A conducen a
estimaciones insesgadas independientes de los constreñimientos. En
efecto, sea F = LA , entonces las condiciones se escriben
FRN =LARN =LA =F
FUT = LAET (DETt = O
(115)
que se verifican otra vez por (87) y (38)
3) Función f = Ni:. Ahora F=N y por (67) y (38) se cumplen las
condiciones.
4) Función f = Ri:. Ahora F=R y la relación FRN = RRN =F R,
luego no es estimación invariante insesgada.
8.4. SOLUCiÓN CON CONSTREÑIMIENTOS INTERNOS
En las secciones 8.2 y 8.3 ha quedado establecido que los
constreñimientos mínimos no son únicos, existiendo diversas
posibilidades de elegir la matriz D con tal que tenga rango completo
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igual a la deficiencia de rango de la matriz A, y que sus filas sean
linealmente independientes de las de A. Si tomamos como matriz D
precisamente la matriz E (25) que expande el espacio nulo de A (y de
N) entonces nos encontraremos con los llamados constreñimiento s
internos que conducen a unos parámetros x con propiedades muy
interesantes.




donde rangE= s = n-r, siendo r = rangA, y con la condición adicional
(117)
Siendo válidos todos los resultados de cálculo de la sección 8.3,
podemos obtener nuestras soluciones sustituyendo D por E en las
fórmulas que deseemos. Así resulta.
De (48) y (50)
U=(EETtE
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Ahora las soluciones constreñimiento interno que designaremos
simplemente por i: por (76) son
las estimaciones i: siguen siendo sesgadas como es lógico y con (77)
y (78) se escriben
o
Los residuales estimados, por (81) valen
(127)
y son estimaciones insesgadas. Las observaciones estimadas, por (88)
son
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i=I+Ax-t (128)








que es estimación insesgada de (j~
Se sigue verificando
RNR=R (131)
y la matriz cofactor de los parámetros estimados es
(132)
La relación (104) se convierte en
que junto con (131) Y (121) demuestra que la matriz R de los
constreñimiento s internos es la matriz pseudoinversa de la matriz N,
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y podemos escribir la notación ordinaria
En el caso de constreñimientos mínimos esto no se verifica al no
cumplirse las dos últimas condiciones (134).
La matriz cofactor de los residuales estimados por (108) es
y la de las observaciones estimadas por (109)
La condición (117) permite escribir
(138)
siendo
entonces las fórmulas (125), (136) Y (137) puede sustituirse R por R
a efectos de cálculo, es decir
x = RA TM-1t +ET (EETt te






Estudiemos las propiedades de la matriz cofactor QiX en el caso
de constreñimientos internos. En primer lugar sabemos que QiX es
una matriz de rango r, igual al rango de A, es simétrica y verifica
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(121) Y (131), pues de tales propiedades goza la matriz Qxmxm
correspondiente a los constreñimientos mínimos.
Además, la matriz Q" tiene traza mínima en el conjunto de todas
las posibles matrices Qx x ,es decir
m m
(143)
En efecto, sean (69) y (122) que escribimos en la forma
QXmXm =Rm =(N+DTDfN(N+DTDf (144)
Q" =R=(N+ETEfN(N+ETEf (145)
Teniendo en cuenta (67) la expresión (145) puede escribirse
y sustituyendo aquí (133) resulta
Efectuando operaciones se obtiene
Qxx = R; - ET(EETf ERm - RmET (EET fE +
+ET(EET f ERmET (EET f E
(148)
Aplicando la propiedad rotatoria de la traza de un producto de
matrices y teniendo en cuenta que la matriz ET(EET f E es
idempotente, podemos escribir
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TrQXi = r-n, - TrET (EET r' ERm = r-n, - Tr(EET r' ERmET
(149)
La matriz EET es simétrica y regular, entonces admite la
descomposición
T ( T)1/2[( T)1I2JTEE = EE EE (150)
de donde
(151)
entonces con (151) el segundo término de (149) se escribe
(152)
y su traza vale
(153)
La simetría de la expresión (153) y las propiedades de las matrices
Rm y E indican que la traza en cuestión es siempre positiva (o cero),
por consiguiente la expresión (149) da lugar a la desigualdad
(154)
es decir la matriz cofactor QXicorrespondiente a los constreñimientos
internos tiene traza mínima y es única.
Ahora bien, la traza de QXi es la suma de sus elementos diagonales
que dan lugar a las varianzas de los parámetros ajustados, esta suma
de varianzas se puede considerar como una medida de la precisión. En
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este sentido puede decirse que la solución constreñimientos internos
tiene la propiedad de mínima varianza media.
Los constreñimientos internos dados por (116) no son estrictamente
únicos, pues la matriz E que verifica AET = O no es única (ETK con
K regular también es válido).
Examinemos, por último, la elección del vector te de términos
independientes. Por (124)las soluciones x dependen de te. Una buena
elección será
t = Oe (155)
Demostremos que si la matriz ET que verifica la condición (117) es
tal que
Ex=O (156)
entonces la solución obtenida x tiene norma mínima entre todas las
soluciones con constreñimiento interno. Es decir
Illxll= mínimo I (157)
Esta será la mejor solución posible del sistema singular constreñido
pues es solución mínimos cuadrados, norma mínima y mínima
vananza.
En efecto, escribamos x en la forma
(158)
su norma euclídea vale
IIil12 = xTi = (RATM-1t+ UTtcf (RATM-1t+ UTtc) =
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Ahora bien, teniendo en cuenta (117) y (118) resulta




pero por (123) RET=O, y queda
(164)
Entonces la norma mínima vale
(165)
y además se obtiene la solución norma mínima por la fórmula
simplificada
(166)
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8.5. MODELO DE ECUACIONES DE OBSERVACiÓN
Las fórmulas obtenidas en las secciones anteriores lo han sido para
el modelo de ajuste mixto singular. Ahora particularizaremos dichas
fórmulas para el modelo de ecuaciones de observación que suele ser el
más utilizado en redes libres.
Tomemos en primer lugar el modelo singular con constreñimiento s




donde las matrices A (m,n) y D (n-r,n) verifican las relaciones (23) y
(24) sobre deficiencia de rango y definición de D. El número de
ecuaciones de observación es m y el número de constreñimientos n-r
igual a la deficiencia de rango de la matriz A.





de manera que (64) o (69) quedan de la misma forma
n, =(N+DTDt _ET(EDTDETtE (169)
n, =(N+DTDtN(N+DTDt (170)
Los valores de los parámetros estimados son (76)
(171)
Los residuales ajustados (82) se obtienen por
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(172)
y las observaciones ajustadas
(173)
La suma de cuadrados de los residuales (92) es
(174)






siendo ahora m-r el número de grados de libertad del ajuste.
La matriz cofactor de los parámetros ajustados es (102)
(176)
la de los residuales ajustados (108) queda
(177)
y la de las observaciones ajustadas
(178)
las matrices varianza-covarianza a posteriori resultan como siempre
de multiplicar los matrices cofactor por el factor éT~
Obsérvese que en virtud de la relación (138) RA T = AA T en las
expresiones (171) a (175) Y (177) a (178) puede sustituirse la matriz
Rm por la matriz reducida
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10 que simplifica los cálculos.
Pasemos ahora al caso de constreñimientos internos con solución




siendo en este caso
R = (N +ETEf _ET (EETEETf E (181)
R=(N+ETEfN(N+ETEf (182)
Inmediatamente se obtienen las diversas fórmulas de estimación
que escribimos seguidamente
(183)
Los residuales ajustados (82) se obtienen por
(184)
y las observaciones ajustadas
i=l+v=I+Ax-t (185)
La suma de cuadrados de los residuales (92) es
(186)
y la varianza a posteriori de peso unidad (97) es




siendo ahora m-r el número de grados de libertad del ajuste.
La matriz cofactor de los parámetros ajustados es (102)
(188)
la de los residuales ajustados (108) queda
(189)
y la de las observaciones ajustadas
(190)
Las matrices varianza-covarianza a posteriori resultan como
siempre de multiplicar las matrices cofactor por el factor éT~
Se recuerda que siguen siendo invariantes las cantidades reseñadas
en la sección 8.3 y que salvo en el cálculo de Qii = R en las demás
fórmulas puede sustituirse la matriz R por la matriz reducida
(191)
lo que simplifica los cálculos.
La matriz E de constreñimientos internos puede obtenerse por su
propia definición a partir de la matriz normal N = A TpA . Esta matriz
de rango r tiene r autovalores distintos de cero asociados con r
autovectores linealmente independientes y n-r autovalores iguales a
cero que dan lugar a otros n-r autovectores. Si con estos últimos n-r
autovectores formamos la matriz ET está claro que se verificará la
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condición NET = O, pues por definición, si son A,¡ los autovalores y ei
los autovectores se tiene
(192)
de manera que si A,¡=O entonces Ne, = O para todos los e., i = 1,....n-r
que serán las filas de E.
No obstante, en la compensacion de redes geodésicas existen
métodos geométricos para obtener la matriz E que son más
instructivos. Estos se estudiarán ella sección 8.8.
8.6. TRANSFORMACiÓN DE SEMEJANZA
Consideremos dos conjuntos de constreñimientos mínimos con





aplicados al mismo sistema singular
Ax-t = v (195)
Las matrices DI y D2 se obtienen a partir de la misma matriz ET por
las transformaciones
(196)
donde la matriz ET verifica la consabida condición
(197)
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de constreñimientos internos que, además, podemos tomar
normalizada, es decir tal que
(198)
Las matrices C 1 y C2 se toman diagonales formadas por elementos
Oo 1 de manera que DI YD2 son la misma matriz E pero con ceros en
las columnas en la que están los ceros diagonales de C 1 y C2
respectivamente, de esta forma podremos generar cualquier conjunto
de constreñimiento s adecuados para fijar el datum de una red y
además cuando sean la identidad se tienen los constreñimiento s
mínimos.





Se trata de establecer una transformación de semejanza que no
deforma la red (las coordenadas) tal que las soluciones y matrices
cofactor del segundo conjunto puedan obtenerse a partir de las del
primero sin necesidad de realizar la inversión del segundo sistema de
ecuaciones normales (S-transformation en literatura inglesa).
La transformación entre las matrices cofactor
Qx¡x[ = R¡ = (N +D~D¡ r N(N +D~D¡ r
QX2X2 =R2 =(N+D~D2rN(N+D~D2r
(200)
se realiza utilizando la propiedad (67) Yescribimos
(201)
entonces la transformación buscada viene dada por la matriz (103)
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(202)
que en virtud de (104) también se escribe
(203)
En efecto, en función de T2, (201) queda
(204)
En estas condiciones, sustituyendo (204) en (199) resulta
(205)
y teniendo en cuenta (197)
(206)
Las estimaciones de los demás elementos del ajuste son invariantes
como ha quedado establecido en las secciones anteriores.
Obsérvese que tanto para obtener los parámetros (206) como la
matriz cofactor (204) sólo es necesario conocer los resultados de un
ajuste previo (XI' RI) Y los nuevos constreñimientos (T 2) no siendo
preciso conocer los constreñimiento s iniciales ni ninguna otra
información adicional. Tampoco es necesario realizar la inversión de
la nueva matriz del sistema de ecuaciones normales, sólo se necesita
invertir la matriz D2E
T en general de dimensiones reducidas.
Supongamos ahora que hubiésemos realizado la transformación de
x2 a XI ' entonces tendríamos
(207)
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donde
(208)
y si sustituimos (207) en (206) resulta
(209)










Si hacemos una tercera transformación partiendo de la solución
constreñimiento interno Ex = O tendremos también
X =T Xm m (214)
entonces se tiene sucesivamente
X2 = T2xm = T2 Tmx = T2x
X¡ = T¡x2 = T¡T2xm = T¡xm = T¡Tmx = T¡x
(215)
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Recíprocamente, la solución constreñimiento interno norma
mínima puede obtenerse a partir de cualquier solución





Todo lo demás es invariante.
8.7. APLICACiÓN DEL MÉTODO DE ELIMINACiÓN DE LOS
CONSTREÑIMIENTOS
El método de eliminación de los constreñimientos, estudiado en la
sección 7.5, ha sido aplicado a la resolución de modelos singulares por
Perelmuter (Bull. Geod. 53, pp. 291-296, 1979), quién selecciona una
matriz de constreñimientos que conduce a una solución para la cual la
traza de la matriz de varianza-covarianza de los parámetros es
mínima.
Consideremos el modelo singular de ecuaciones de observación
con constreñimientos que escribimos en la forma ordinaria
Ax-t = v
Dx+ t, = O
(219)
donde A es una matriz de dimensión (m,n) y rango r<n<m y D es la
matriz de constreñimientos de dimensión (s,n) y rango s; m es el
número de ecuaciones de observación y n el número de parámetros
incógnita, siendo s<n<m+s. Sea P la matriz de pesos de las
observaciones de dimensión (m,m) y definida positiva.
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El método de eliminación de los constreñimientos aplicado al
modelo (219) permite escribir las soluciones en la forma
i ~(!:] (220)
siendo
~ D-It D-ID ~ (221)XI = I e- I 2X2
X - N-I~;PpT (222)2 -
donde
N=.;PPA
- -1 (223)A = A2 -AIDI D2
T = t-A D-ItI I e
aquí DI es una matriz cuadrada de dimensión (s,s) y rango s y D2 de
dimensión (s,n-s) es el resto de la matriz D. Al (m,s) y A2 (m,n-s) son
las cajas en que se considera descompuesta la matriz A de tal forma
que si XI son los s primeros elementos del vector X,y X2los restantes,
el sistema (219) queda partido en
(225)
Alxl + A2x2 +Bv - t = O
Dlxl +D2x2 -te =0
(224)
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Q" J (n-In N-lnT (n-I)TXIX, I 2 2 I
Q" N--lnT(n-I)T~~ - 2 I




Una vez establecidas las fórmulas del método queda elegir la
matriz de constreñimientos que nos lleve a soluciones con mínima
varianza. Se trata, por tanto, de elegir una matriz E que tomaremos de
dimensión (n-r.n) tal que por (25) verifique la condición
(230)
Escribamos E por cajas en la forma
(231)
donde 1 es la matriz unidad de orden n-r y E2 es una matriz de
dimensión (n-r,r) y rango n-r igual al defecto de rango de la matriz A.
Con esta matriz E la condición (230) se escribe
(232)
donde (Al A2) corresponde a una partición de la matriz A en la que
Al es de dimensión (m,n-r) y A2 es de dimensión (m,r) y rango r,
habiendo ordenado convenientemente la matriz original para que esto
suceda.
Multiplicando (232) por A~P por la izquierda obtenemos
(233)
y multiplicando (232) por A~P también por la izquierda obtenemos
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(234)
Puesto que A~PA2 es una matriz no singular, de (233) resulta
(235)
Entonces la matriz E así definida permite escribir el conjunto de
constreñimiento s internos de la forma (156)
Ex=O (236)
pues E es de dimensión (n-r,n) y rango n-r. Esto es lo mismo que
escribir
(237)
que es la forma de la ecuación de constreñimientos de (224) donde
ahora
(238)
siendo s=n-r el número de dichas ecuaciones de constreñimientos
mínimos internos.
Sustituyendo (238) en las fórmulas (221) a (229) obtenemos
XI = -E2 (A?PAt ATpt





Entonces, sustituyendo (241) en (240) resulta
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x2 =[(A; -E;A;)P(A2 -A¡E2)T¡ (A; -E;A;)Pt
= (A;PA2 -A;PA¡E2 -E;A~PA2 +E;A~PA¡E2t (A; -E;A;)Pt
(242)
Teniendo en cuenta (234) y (232) podemos escribir x2 en función de
A2 corno sigue




~ E ~x¡=- 2X2
v=(A2 +A2E;E2)X2-t









= (A;PA2 + A;PA2E;E2 + E;E2A;PA2 + E;E2A;PA2E;E2 t
(248)
Q" = -E2Q-- (249)X1X2 X2X2
Q.. = -Q. , ET2 (250)X2X1 X2X2
Q" =E2Q·· ET2 (251)XIX1 X2X2





Otra forma de la solución x puede obtenerse de la siguiente
manera
Multipliquemos (232) por E2 por la derecha, resulta
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(253)




es una matriz simétrica por 10 que
(256)




pues tanto S corno
N22 = A~PA2 (259)
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habiendo llamado
(262)





y (260) se convierte en
(266)
y por (239)
Perelmuter obtiene las expresiones (266) y (267) para probar la
identidad de las soluciones dadas por Wolf (1972) y Mittermayer
(1972).
Método de Wolf
El método de Wolf puede considerarse una variante del método de
eliminación de los constreñimientos, aunque estos no existen de forma
explícita. Se parte del sistema singular Ax - t = v que se descompone
de la forma habitual
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(A, A,)(::]-t=V=A,X, +A,x, -t=v (268)
donde A¡x¡ da cuenta de la parte no singular y A2X2 de las restantes
incógnitas. Si ponemos
(269)
el sistema se puede escribir en la forma
(270)







A esta ecuación le añadimos la identidad
(275)
y resulta el sistema conjunto
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(276)




de donde obtenemos x2
(279)
y sustituyendo en XI queda
(280)
Los resultados de este método coinciden con los del anterior
(Mittermayer).
8.8. MÉTODO DE BLAHA
En la sección 8.1 hemos definido una red geodésica libre como
aquella que al aplicarle el método de compensación por variación de
las coordenadas, conduce a un modelo de ecuaciones de observación
en el que la matriz de diseño es deficiente de rango y nos encontramos
ante un modelo singular.
En las otras secciones hemos resuelto el problema con el uso de un
conjunto de constreñimiento s por diferentes procedimientos; en el
Modelos matemáticos singulares 53
caso de utilizar constreñimiento s internos hemos obtenido las
expresiones matriciales analíticas de las soluciones pero no hemos
obtenido una interpretación geométrica de las mismas. Este problema
ha sido tratado por Blaha (OSU Rep. N° 148) con soluciones
satisfactorias.
El método utilizado por BIaha, basado en el método de los
constreñimientos internos, lo desarrollaremos a continuación.





donde la matriz A es de dimensión (m,n) y rango r y la matriz E de
dimensión (n-r,n) es de rango completo n-r y verifica las relaciones
(283)
El problema es determinar la matriz E. Esto lo haremos
imponiendo la condición de que la traza de la matriz de varianza-
covarianza de los parámetros estimados sea mínima.
Supongamos una red geodésica de k vértices que compensamos por
el método de variación de las coordenadas. Sean x los parámetros
incógnita y ~xx su matriz de varianza-covarianza. Sean X¿ los valores
aproximados de las coordenadas de los vértices en un cierto sistema
de referencia, por otra parte cualquiera, y X los valores ajustados,
entonces los parámetros del ajuste quedan definidos por
x = X-Xo (284)
Supongamos que el sistema de referencia no ha sido fijado
entonces, si en vez del sistema anterior tomamos otro ligeramente
diferente tendremos
x* = X - X~ y ~x*x* (285)
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donde X~ son las coordenadas aproximadas de los mismos vértices en
el nuevo sistema de referencia. Deseamos que en este nuevo sistema
de referencia se verifique la condición
Traza 1:,*,* = mínimo (286)
Las coordenadas compensadas X de los vértices son las que en
realidad van a definir el sistema de referencia, de manera que
X +x = X* +x*o o (287)
es decir a cada conjunto de valores provisionales corresponderá un
conjunto distinto pero próximo de parámetros incógnita. Entonces
(288)
representa la variación de los sistemas de referencia definidos por las
coordenadas provisionales, o lo que es lo mismo, la transformación de
un sistema a otro. Evidentemente esto es lo mismo que escribir
dx=x-x* (289)
en términos de los parámetros incógnita.
Establezcamos ahora las fórmulas generales de transformación
diferencial entre sistemas cartesianos tridimensionales. Esta
transformación estará constituida por
a) Una traslación del origen dada por el vector infinitesimal
(290)
que representaremos por la relación vectorial
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(291)
y en componentes
X~ = Xo + Tx
~ = Ya + Ty
Z~= Z¿ + r,
(292)
y también podemos escribir
(293)
b) Tres rotaciones infinitesimales alrededor de los ejes X', Y', Z'
definidas por los ángulos lÜx, 0Jy, 0Jz, que matricialmente escribimos
(294)
Esto es
El producto de estas tres matrices de elementos infinitesimales,
también en aproximación lineal es
(296)
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Entonces las relaciones (294) en componentes se escriben
X~ = X~ + lÜzY; - lÜyZ~
~' = -lÜzX~ + ~ + lÜxZ~
Z~= lÜyX~ - lÜx~ + Z~
(297)
que también se puede poner en la forma
e) Un cambio de escala por un factor infinitesimal Ji tal que
(299)
Las fórmulas de la transformación global diferencial se obtiene
sustituyendo (292) en (297) y el resultado en (299). Manteniendo la






x; =(I+Ji)X~ =Xo +rx +lÜz~ -lÜyZO - u»,
~. =(I+Ji)~' =~ +ry -lÜzXo +lÜxZo +Ji~ (301)
Z; = (1+ Ji )Z~ = Z¿ + rz + lÜyXO - lÜx~ + JiZo
Matricialmente esto se escribe
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'rx
'ry
[X~~xoJ{ O O O -zo Yo Xo ~ 'rzYo-Yo -O 1 O Zo O -Xo Yo OJx (302)
Z~ -Zo O O 1 -Yo Xo O Zo OJy
úJz
JL
Para todos los puntos de la red extendemos la fórmula (302) y la
escribimos en la forma
dXo = Gp (303)
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1 O O O -ZOI Yal X01
O 1 O ZOI O -X01 Yal
O O 1 -Ya! X01 O ZOI
G= (306)
1 O O O -ZOk Yak XOk
O 1 O ZOk O -XOk Yak
O O 1 -Yak XOk O ZOk
Obsérvese que por el carácter infinitesimal de la transformación las
relaciones (301) también se obtienen por adición de las (293), (298) Y
(299)
En estas condiciones las relaciones (287) ,(288) Y (289) permiten
escribir
d x - x - x* - X* - X - d X- - o 0- o (307)
entonces
x = d x + x* = d X + x *o (308)
y teniendo en cuenta (303) resulta
x = Gp+x* (309)
o bien
x* = x-Gp (310)
en términos ya de los parámetros incógnita.
La solución buscada de constreñimientos internos debe conducir a
una matriz de varianza-covarianza I:x*x* de traza mínima. La
definición del sistema de coordenadas en el que esto se verifique
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dependerá del conjunto de parámetros x* que se utilice y por lo tanto
de la relación entre x y p. Es decir, partimos de un conjunto de
parámetros incógnita x referidos a un sistema de referencia original
arbitrario, en el que tendremos la matriz G calculada con (306) y
deseamos llegar a otro conjunto de parámetros x* referidos a un
sistema en el que se verifique la propiedad de la traza. Entonces
hemos de obtener el vector p de transformación en función de x para
que al aplicar la relación (310) resulten los nuevos parámetros x*
deseados.
Supongamos la relación lineal matricial
P =Bx (311)
se trata de encontrar la matriz B que haga mínima la traza de la matriz
1:x*x*. De las relaciones (310) Y(311) se obtiene
x* = x -Gp = x-GBx = (1 -GB)x (312)
Sean 1:xx Y 1:x*x* las matrices covarianza de los vectores x y x*
respectivamente. Para obtener una matriz covarianza en función de
otra aplicamos a (312) la ley de propagación de las covarianzas.
Entonces podremos escribir
1:x*x* = (1 - GB) 1:xx (1 - GB) T (313)
Operando resulta
(314)
y la traza será
(315)
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El mínimo de esta traza respecto de B se obtiene igualando a cero
la derivada parcial correspondiente. Aplicando propiedades de la
traza, se obtiene
8Tr:Ex*x*= 8Tr:Exx -2 8TrGB:Exx + 8TrGB:ExxBTGT
8B 8B 8B 8B
= -2 8Tr:ExxGB + 8Tr:ExxBTGTGB
8B 8B




Esta relación debe verificarse para cualquier sistema de referencia
original arbitrario, por consiguiente ha de ser independiente de :Exx, 10




y como la matriz G definida en (306) es de rango completo resulta
finalmente
(320)
Entonces, si los parámetros de transformación p verifican la
condición Bx=p con la matriz B de (320) la matriz de varianza-
covarianza :Ex*x*de los parámetros x* calculados con (312) tiene traza
mínima.
Entonces, sustituyendo (320) en (312) resulta
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x* = [ 1 - G (G TGr GT] X (321)
Yponiendo
H = 1 -GB = 1 _G(GTG)-l GT (322)
queda
x*=Hx (323)
Además, la matriz covarianza de traza mínima vale
(324)
pues la matriz H de dimensión (n,n) es simétrica. También es
idempotente, como se comprueba sin dificultad
HH =[I-G(GTGt GT J[I-G(GTGt GTJ =
=I-G(GTGt GT -G(GTGt GT +G(GTGt GTG(GTGt GT
=I-G(GTGtGT =H
(325)
El sistema de referencia al que conduce H, que podemos llamar
óptimo, es único. En efecto, supongamos que existiera otro y sean x
y :EiX los parámetros y matriz covarianza a él referidos. Entonces si
tomamos x* y :Ex'x' como elementos de partida, pues pueden ser
arbitrarios, resulta
x = Hx* = HHx = Hx = x * (326)
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es decir, se llega a los mismos x* y r.x*x*' luego el sistema al que se
llega es único.
Las relaciones (326) y (327) demuestran, además, unas interesantes





donde ya el sistema en el que se tornen los valores aproximados de los
parámetros X solo sirve para calcular los elementos de la matriz H y
este puede ser arbitrario.
La matriz B = (GTG )-i GT obtenida con este método la lugar a un
mínimo realmente, como vamos a comprobar a continuación. En
efecto, sea
B, =B+~B (330)
una matriz de transformación distinta de B y sean
x, = (1-GB,)x = H,x
r.x x = H,r.xxH,, ,
(331)
(332)
Entonces, al igual que en (314), y sustituyendo (330)
Trr. =Trr. -Tr(GB,r. +r. BT,GT)+TrGB,r.xxBT,GT
XIX, xx xx xx
= Trr.xx -Tr(GBr.xx +G~Br.xx +r.xxBTGT +r.xx~BTGT)
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Ahora bien por (320) y propiedades de la traza
Tr(GBI:xxllBT GT) = Tr(G(GT cr:' GI:xxllBGT)
= Tr(GTG(GTGfIGI:xxllBTGT) = Tr(I:xxllBTGT)
(335)
resulta
Como la matriz GllBI:xxllBT GT es semidefinida positiva, entonces
el menor valor de Tr I: . es Tr I: * • que se alcanza para llB = O, esXIXI x x
decir la traza de Tr I:x*x* es el mínimo precisamente para
B = (GTG )-1 GT lo que constituye por lo tanto una condición
suficiente.
Hemos visto que la propiedad de traza mínima nos ha permitido
definir en función de una matriz G, cuyos elementos se obtienen con
las coordenadas aproximadas de los puntos de la red en un sistema de
referencia arbitrario, otra matriz B dada por (320) y finalmente una
matriz H dada por (322) que respecto de los parámetros x* en el
sistema óptimo y respecto a la matriz de varianza-covarianza Tr I:x*x*'
de traza mínima, verifica las propiedades (328) y (329).
Ahora apoyándonos en estas propiedades, trataremos de buscar las
expresiones de las matrices D y te que caractericen un conjunto de
constreñimientos mínimos que nos lleven a la propiedad de traza
mínima tantas veces mencionada.
Comencemos considerando el modelo (281) con un conjunto
adicional de constreñimientos mínimo
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Dx - te = O (337)
cuyo número n-r es igual a la deficiencia de rango de la matriz A que,
además, son independientes. Entonces, descompongamos el vector x
(que evidentemente será el x* anterior) en dos partes, una primera XI
que contenga los n-r primeros parámetros y una segunda X2 con los r
restantes; si descomponemos por cajas adecuadamente las matrices A
y D podemos escribir el sistema conjunto en la forma
A1x1+A2x2 -t=v
D1x1+D2x2 -te = O
(338)
(339)
La matriz DI es de dimensión (n-r,n-r) y de rango completo,
entonces aplicando el método de eliminación de los constreñimientos
obtenemos al igual que en (224)
Ax, - t = O (340)
donde por (223)




con las soluciones (221) Y(222) en la forma
(342)
y la matriz cofactor (228)
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Definamos ahora las matrices W de dimensión (n,r) y ( de
dimensión (n, 1) (Blaha)
W(n,r) = (-D~ID2(n - r,r)J
I(r,r)




En función de estas matrices y llamando
(346)
podemos escribir (342) y (343) en la forma
x = WX2 +(
Q" =WQ" WTxx '2'2
(347)
(348)
como puede comprobarse sin dificultad.
Estos valores serán los que andamos buscando cuando cumplan las
condiciones (328) y (329) para los parámetros y para la matriz de
varianzas covarianzas respectivamente. Imponiendo dichas
condiciones resulta
Hx = (I-G(GTGt GT)(wx2 +() =
= WX2 +t; -G(GTGt GTWX2 -G(GTGt GTt;
(349)
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WT (1 -G(GTGt GT) =
= WQ, , WT -G(GTG)-I GTWQ, , WT -
X2X2 X2X2








Se deduce inmediatamente que las condiciones se cumplen cuando
(351)
(352)
Como W consta de dos cajas, efectuemos una partición adecuada
de G (n,n-r) de la forma
(353)
donde G¡ será de dimensión (n-r,n-r) que sabemos es no singular
como se deduce de (306) y G2 de dimensión (r,n-r). Entonces con
(344) Y(353) la condición (351) se escribe
(354)
Esta condición se verifica para
(355)
lo que equivale a poner
(356)
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Por otra parte, la condición (352) con (345) se verifica para
(357)
Entonces el conjunto de constreñimientos mmimos (337) que
conducen a la solución i: con matriz de varianza-covarianza de traza
mínima queda definido por
(358)
En definitiva, dado el modelo singular que aparece en la
compensación de una red geodésica por el método de variación de las
coordenadas, Ax - t = v , donde rango A =r < n < m, tomamos unos
valores aproximados XOi de las coordenadas de los k puntos, i=I, ....k,
en un sistema de referencia arbitrario; con dichos valores construimos
una matriz G de la forma (306), entonces resulta que la matriz GT de
dimensión (n-r,n) define unos constreñimientos mínimos GTx=O que
añadidos al modelo singular y aplicando el método de mínimos
cuadrados, permiten obtener unas estimaciones únicas de los
parámetros incógnita i: = X - x, tales que la traza de su matriz de
varianza-covarianza a postenon l:Xi es mínima. Además, se
comprueba en cada caso que AG=O por lo que G T define un conjunto
de constreñimientos internos.
8.8.1. Interpretación geométrica de la solución
constreñimientos internos.
Explicitando la relación (358) podemos obtener una interpretación
geométrica de las relaciones de constreñimiento interno inducidas por
la matriz G T . A la vista de (306), el producto GTx=O permite escribir




para las tres primeras filas.
k k
IZOiYi - IYaiZi = O
i=1 i=1
k k




IYaiXi - IXOiYi = O
i=1 i=1
para las tres siguientes y
k k k




Sustituyendo en (359) Xi = Xi - XOi' Yi = Y¡ - YOi' Zi = Z, - ZOi y
dividiendo por el número k de vértices resultan las relaciones
1 k 1 k
-IXi=-IXOi
k i=1 k i=1
1 k 1 k- Iy¡ =- IYai
k i=1 k i=1
1 k 1 k
-IZi =-IZOi
k i=1 k i=1
(362)
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lo que nos dice que la posición media (baricentro) del conjunto de
puntos antes y después de la compensación se conserva.
Si interpretamos (Xi, Yi, z.) como las componentes de una rotación
infinitesimal del punto (XOi, YOi, ZOi) las relaciones (360) se escriben
(363)
luego la suma de las hipotéticas rotaciones individuales de los puntos
y por tanto las rotaciones medias de todos los puntos es cero por lo
que la orientación media del sistema de referencia también se
conserva.
La relación (361) puede escribirse en la forma
k k
¿(X~¡ +Ya: + Z~¡) = ¿(XO¡X¡ + Ya)~ + ZO¡Z¡)
¡~1 ¡~1
(364)
Entonces es evidente que los constreñimientos internos que se
definen con la matriz G van a fijar implícitamente el sistema de
referencia de nuestra red, eliminando así su singularidad, pero no de
una forma arbitraria sino de tal forma que al obtener en dicho sistema
los valores compensados de los parámetros estos van a ser únicos con
una matriz de varianza-covarianza de traza mínima, lo que significa
que los valores estimados serán de varianza mínima y mínimo sesgo
pues también son de norma mínima en el espacio de parámetros.
8.8.2. Aplicación de la solución constreñimientos internos.
Analicemos a continuación la forma de la matriz GT de
constreñimiento s internos y la del producto G TG en algunos casos
particulares de compensación de redes geodésicas libres según la
deficiencia de rango de la matriz A y del tipo de incógnitas del
sistema. Estas matrices serán muy útiles en las aplicaciones prácticas.
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1.- SISTEMA DE REFERENCIA CARTESIANO
TRIDIMENSIONAL
Cada punto Pi, i= 1,...,k viene definido por sus coordenadas (Xi, Y¡,
Z¡). El vector de incógnitas es x = (xpYpzp ... ,Xk'Yk,Zk f, con
x = X - X¿ y solución X = X¿ + x .
1.1. Deficiencia de rango 7. Red completamente libre. No se ha
definido el origen del sistema de referencia, ni la orientación de
los ejes ni la escala. Este es el caso considerado en el desarrollo
del método. Entonces con (306), omitiendo el subíndice cero,
resulta
1 O O 1 O O
O 1 O O 1 O
O O 1 O O 1
GT= O ZI -Y¡ O ZK -YK (365)
-ZI O XI -ZK O XK
Y¡ -XI O YK -XK O
XI Y¡ ZI XK YK ZK
k o o o -Iz, Ir; Ix,
o k o Iz, o -Ix, Ir;
o o k -Ir; Ix, o Iz,
GTG= o Iz, -Ir; I(Z,2+r;') -Ir;x¡ -Iz,x¡ o
-Iz, o Ix, -Ir;x, I(zi+xi) Iz,y, o
Ir; -Ix, o Iz,x, Iz,r; I(X,' +r;') o
Ix, Ir; Iz, o o o I(X,' +r;2+Z,')
(366)
1.2. Deficiencia de rango 6. Sin punto fijo, sin orientación, con
escala. Basta eliminar la última fila de la matriz G T Y la última fila y
la última columna de la matriz G TG
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1 O O 1 O O
O 1 O O 1 O
GT= O O 1 O O 1 (367)
O ZI -Y¡ O Zk -~
-ZI O XI -Zk O x,
Y¡ -XI O ~ -Xk O
k O O O -¿Z¡ ¿1';
O k O ¿Z¡ O -¿Xi
GTG=
O O k -¿1'; ¿Xi O
O ¿Z¡ -¿1'; ¿(Z¡2 + 1';2) - ¿1';X¡ -¿Z¡X¡
-¿Z¡ O ¿Xi -¿1';X¡ ¿(Z¡2 +X¡2) ¿Z¡1';
¿1'; -¿Xi O ¿Z¡X¡ ¿Z¡1'; ¿(X¡2 + 1';2)
(368)
1.3. Deficiencia de rango 4. Con punto fijo, sin orientación, sin
escala. Basta eliminar las tres primeras filas de la matriz G T Y las tres
primeras filas y tres primeras columnas de la matriz GT G
O ZI - Y¡ O Zk - ~
GT = -ZI O XI -Zk O x,
Y¡ - XI O ~ - X, O

















I(X¡2 + Y¡2+ Z¡2)
(370)
1.4. Deficiencia de rango 4. Sin punto fijo, con orientación, sin
escala. Basta eliminar las filas 4, 5 Y 6 de la matriz GT y las filas y
columnas 4, 5 Y6 de la matriz G TG .
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1 O O 1 O O
GT=
O 1 O O 1 O
(371)
O O 1 O O 1
XI Y¡ ZI Xk ~ Zk
k O O ¿Xi
GTG=
O k O ¿Y¡
(372)
O O k ¿Z¡
¿Xi ¿Y¡ ¿Z¡ ¿(X¡2 + Y¡2+Z¡2)
1.5. Deficiencia de rango 3. Con punto fijo, sin orientación, con
escala. Basta eliminar las filas 1, 2, 3 Y7 de la matriz G T Y las filas y
columnas 1, 2, 3 Y7 de la matriz G TG .
GT_p ZI -Y¡ O Zk -y, JO XI -Zk O Xk (373)- I
Y¡ -XI O ~ -Xk O
T -l~(Z"+ 1;') - ¿Y¡X¡ -¿Z,X, J
G G- ¿X¡Y¡ ¿(Z¡2 + X¡2) ¿ZY (374)
¿Z¡X¡ ¿Z¡Y¡ ¿(X¡2 ~'Y¡2)
1.6. Deficiencia de rango 3. Sin punto fijo, con orientación, con
escala. Basta eliminar las filas 4, 5,6 Y 7 de la matriz GT y las filas y
columnas 4,5 ,6 Y7 de la matriz GT G
(375)
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[
k O 0J
GTG = O k O
O O k
(376)
1.7. Deficiencia de rango 1. con punto fijo, con orientación, sin
escala. Basta tomar la última fila de la matriz GT Yel último elemento
de la matriz GTG.
(377)
(378)
2.- SISTEMA DE REFERENCIA CARTESIANO
BIDIMENSIONAL
2.1. Deficiencia de rango 4. Sin punto fijo, sin orientación, sin escala.
Esta es una red bidimensional completamente libre. La matriz GT
se deduce de (365) eliminando la tercera coordenada es decir las filas
3, 4 Y 5 Y las columnas 3i, i=1, ...,k. La matriz GTG se obtiene de la
(366) eliminando filas y columnas 3, 4 y5. Así resulta
1 O 1 O
GT=
O 1 O 1
(379)
1'; -XI ~ -Xk
XI 1'; Xk ~
k O ¿)~ IXi
GTG=
O k -IX¡ Iy¡Iy¡ -IX¡ I(X¡2 + y¡2) O (380)
IX¡ Iy¡ O I(X¡2 + y¡2)
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2.2. Deficiencia de rango 3. Sin punto fijo, sin orientación, con
escala. Basta eliminar la última fila de la matriz G T Y la última fila y
última columna de la matriz G TG .
GT ~[~
O 1 .,1 O~ -XI ~
k O ¿Y¡
GTG= O k -¿Xi
¿Y¡ -¿Xi ¿(Xi2 + y¡2)
(381)
(382)
2.3. Deficiencia de rango 3. Sin punto fijo, con orientación, sin
escala. Basta eliminar la fila 3 de la matriz GT y la fila y columna 3
de la matriz GTG.
GT~[~ O 1 n1 OXI ~ x,
G'G~[ ~ O LX, Jk ¿Y
¿Xi ¿Y¡ ¿(X} ~ y¡2)
(383)
(384)
2.4. Deficiencia de rango 2. Sin punto fijo, con orientación, con
escala. Basta eliminar las dos últimas filas de la matriz G T Y las dos
últimas filas y columnas de la matriz G TG .
GT = [1 O 1 0
1
1
O 1 O )
(385)
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T (k 0)G G= ° k (386)
2.5. Deficiencia de rango 2. Con punto fijo, sin orientación, sin
escala. Basta eliminar las dos primeras filas de la matriz G T Y las dos




2.6. Deficiencia de rango 1. Con punto fijo, sin orientación, con
escala. Basta tomar la tercera fila de la matriz GT y el elemento (3,3)
de la matriz GTG.
GT = (Y¡ -XI ... ~ -Xk) (389)
(390)
2.7. Deficiencia de rango 1. Con punto fijo, con orientación, sin
escala. Basta tomar la cuarta fila de la matriz GT y el elemento (4,4)
de la matriz GT G.
(391)
(392)
3- SISTEMA DE REFERENCIA CARTESIANO
UNIDIMENSIONAL
3.1. Deficiencia de rango 2. Sin punto fijo y sin escala
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Esta es una red unidimensional completamente libre. La matriz GT
se deduce de (7.275) eliminando la segunda y tercera coordenada es
decir las filas 2, 3, 4, 5 Y 6 Y las columnas 2i y 3i, i=l , ... ,k. La matriz





3.1. Deficiencia de rango 1. Sin punto fijo y con escala. Eliminamos
la ultima fila de la matriz G T Y queda
GT=(1 ... 1) (394)
3.1. Deficiencia de rango 1. Con punto fijo y sin escala. Eliminamos
la primera fila de la matriz G T Y queda
(395)
4.- SISTEMA DE REFERENCIA CARTESIANO LOCAL
TRIDIMENSIONAL
Pos último puede presentarse el caso en el que el modelo de
ecuaciones de observación se establece en el sistema de referencia
local. Entonces, en dichas ecuaciones aparecen las componentes de la
desviación de la vertical (e;, '7) y la constante de orientación (a) del
sistema compensado en cada punto con respecto al sistema original.
En algún caso puede interesar considerar estas componentes como
parámetros incógnita.
Entonces, el vector de parámetros X contendrá para cada punto, no
sólo sus coordenadas tridimensionales (X¡. Yi, Z¡) sino también las
componentes (c;¡, '7¡, a¡,). Por un proceso análogo al seguido en el caso
del vector coordenadas deberíamos establecer la transformación
infinitesimal del vector desviación 8=( C;, '7, o)T.
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Sean 80 las componentes en el sistema provisional y e las
compensadas, entonces de forma análoga a (284)-(289) tendremos
s = °0-0
s- ° -O- o
dOo = 00 - 00
ds=s-s
(396)
Queda claro que el vector diferencia d80 coincide, salvo quizá el
signo, con el vector infinitesimal ro de la transformación (298).
Entonces, acompañando a (302) obtendríamos
T'x
T'y
[~-40J-[O O O 1 O O
~~
T'z
770 -770 - O O O O 1 O OJx (397)
s, - (}o O O O O O 1 OJy
OJz
J1
Por consiguiente la correspondiente matriz G ampliada para el
vector ampliado
viene dada por la (306) ampliada con la matriz de (374), de manera
que la matriz G T de constreñimientos internos es
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1 O O O O O 1 O O O O O
O 1 O O O O O 1 O O O O
O O 1 O O O O O 1 O O O
GT= O Z) -~ 1 O O O Zk -~ 1 O O
-Z) O X) O 1 O -z, O Xk O 1 O
~ -X) O O O 1 ~ -Xk O O O 1
X) ~ Z) O O O x, ~ Zk O O O
(399)
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