Hamiltonian formulation of N = 3 systems is considered in general. The Jacobi equation is solved in three classes. Compatible Poisson structures in these classes are determined and explicitly given. The corresponding bi-Hamiltonian systems are constructed and some explicit examples are given. 0 1. Introduction.
Introduction.
Hamiltonian formulation of a system of dynamical equations is important not only in mathematics but also in physics and other branches of natural sciences. They in general describe conserved systems. Among all possible odd dimensional cases the three dimensional dynamical systems have a unique position. The Jacobi equation in this case reduces to a scalar equation for three components of the Poisson structure J. Due to this property N = 3 dynamical systems attracted many researches to derive new Hamiltonian systems, [4] - [9] . More recently [1] , a large class of solutions of the Jacobi equation in R 3 was given. In this work, we divide the whole solutions into three classes. The first class is the one discussed in Ref. [1] . The other classes are new. We find the compatible Poisson structures in each class and give the corresponding bi-Hamiltonian systems. We give all explicit examples in tables at the end.
Let us give necessary information about the Poisson structures in R 3 . A matrix J = (J ij ), i, j = 1, 2, 3, defines a Poisson structure in R 3 if it is skew-symmetric, J ij = −J ji , and its entries satisfy the Jacobi equation
where i, j, k = 1, 2, 3. Here we use the summation convention, meaning that repeated indices are summed up. Let us introduce the following notations. For matrix J put J 12 = u, J 31 = v, J 23 = w. Then Jacobi equation (1) takes the form u∂ 1 v − v∂ 1 u + w∂ 2 u − w∂ 2 u + v∂ 3 w − w∂ 3 v = 0.
It can also be rewritten as
(We assume that none of the functions u, v and w vanish. If any one of these functions vanishes then the equation (2) In the next sections we study these classes in detail, find compatible pairs of Poisson structures and investigate bi-Hamiltonian systems.
Class I.
Recently, a large set of solutions of the Jacobi equation (3), belonging to Class I, was given in [1] . For all such solutions Darboux transformation and Casimir functionals were obtained, see [1] .
Definition 1. For every domain Ω ∈ R
3 let I a (Ω) be the set of all solutions of (3) defined in Ω with u(x), v(x) and w(x) non vanishing in Ω and C 1 (Ω).
Following [1] we have. 
define a solution of equation (1) belonging to I a (Ω).
Definition 2.
For every domain Ω ∈ R 3 , let I b (Ω) be the set of all solutions of (3) defined in Ω where one of the functions u(x), v(x) and w(x) is zero and the others are non vanishing in Ω.
Following [1] we have.
define a solution of equation (1) belonging to I b (Ω), u = 0. Similar solutions can be given in the case v = 0 and the case w = 0.
The solutions of Jacobi equation in the Class I have a nice algebraic structure that allows us to construct compatible Poisson structures. The compatible Poisson structures can be used to construct bi-Hamiltonian equations.
Definition 4. A Hamiltonian equation is said to be bi-Hamiltonian if it admits two Hamiltonian representations with compatible Poisson structures
where J andJ are compatible.
Now we give some compatible Poisson structures belonging to the Class I.
where η, φ i , ψ i , i = 1, 2, 3, are given in (4) andφ i (x i ), i = 1, 2, 3, are some differentiable functions. Then the sum J +J belongs to I a (Ω). That is J and J are compatible.
Lemma 2. Let J ∈ I a (Ω) be given by (4) andJ ∈ I a (Ω) has entries
where η, φ i , ψ i , i = 2, 3 are given in (4)andφ 1 (x 1 ),ψ 1 (x 1 ) are some differentiable functions. Then the sum J +J belongs to I a (Ω). That is J andJ are compatible.
Lemma 3. Let J ∈ I a (Ω) be given by (4) andJ ∈ I b (Ω), with u = 0, be given byũ
where ξ 1 , ξ 2 are given in (4) 
and
where f (x 3 ) is an arbitrary non vanishing differentiable function defined in Ω.
Analogous statement holds forJ
Proof. If one of the equalities (10), (11) holds then J +J obviously satisfies the equation (3) . Let J +J ∈ I b (Ω) then the equations
) and the equation
gives either (10) or (11). 2
In the same way we can prove the following lemma.
whereη,ξ 1 ,ξ 2 are some differentiable functions. Then the sum J +J belongs to I a (Ω), that is J andJ are compatible if and only if
Analogous statement holds for other pairs J andJ belonging to I b (Ω).
Let us now use the above compatible structures to construct bi-Hamiltonian equations.
Lemma 5. Consider a Hamiltonian system
where J ∈ I a (Ω) is given by (4) . Then the system (16) admits bi-Hamiltonian representation:
1. with the second Poisson structureJ ∈ I a (Ω) given by (7) if the following equality holds
2. with the second Poisson structureJ ∈ I b (Ω), with u = 0, given by (11) if the following equality holds
Other similar pairs, the case v = 0 and the case w = 0, of compatible structures can also be considered.
Proof. The equations (17) and (18) arise as a compatibility condition for solving a linear system J∇H =J ∇H
with the entries of ∇H as unknowns. Note that matrices J andJ are degenerate. 2
Lemma 6. Consider a Hamiltonian system
where J ∈ I b (Ω), with u = 0.
1. Let J be given by (9) then the system (20) admits bi-Hamiltonian representation with second Poisson structureJ ∈ I a (Ω) given by (4) if condition (10) of Lemma 3 is satisfied and the following equality holds
Let J be given by (5) then the system (20) admits bi-Hamiltonian representation with second Poisson structureJ ∈ I b (Ω) given by (14) if condition (15) of the Lemma 4 is satisfied and the following equality holds
Other similar pairs of the compatible structures can be considered.
Proof. The equations (21) and (22) 
Lemma 7. Let J ∈ I a (Ω) be given by (4) and
where
is bi-Hamiltonian with the second Poisson structure given byJ with entries
Proof. If functions H 1 (x 1 ), H 2 (x 2 ) and H 3 (x 3 ) are non vanishing in Ω theñ J belongs to I a (Ω) and, by the Lemma 1, J andJ are compatible. If one of ∂ i H i (x i ), i = 1, 2, 3, is zero thenJ belongs to I b (Ω) and by the Lemma 3 J andJ are compatible. The equality
can be easily checked. Hence the system
, with u = 0, be given by (5) and
then the Hamiltonian equation
is bi-Hamiltonian with the second structure given byJ with entries
Proof. If the functions H 1 (x 1 ), H 2 (x 2 ) and H 3 (x 3 ) are non vanishing in Ω thenJ belongs to I a (Ω) and, by the Lemma 3, J andJ are compatible. If one
, is zero thenJ belongs to I b (Ω) and, by the Lemma 4, J andJ are compatible. The equality
is bi-Hamiltonian. 2
Let us give several examples of systems that admit bi-Hamiltonian representation described by the Lemma 7 and Lemma 8. Example 1. Consider Lotka-Voltera system [6] , [7] 
where a, b, c, µ, ν ∈ R are constants. The matrix J is given by
The matrixJ is given byũ
Example 2. Consider Kermac-Mackendric system [6] , [8] 
where r, a ∈ R are constants. The matrix J is given by
Example 3. Consider Lorenz system [6]
The matrix J is given by
and H = x Example 4. Consider Circle maps system [6]
Example 5. Consider May-Leonard system [6]
The matrix J is given by u = 0
Example 6. Consider Maxvel-Bloch system [6]
This system admits tri-Hamiltonian representation, with compatible Poisson structures, described by the previous lemmas. The matrix J is given by
). The matrixJ is given byū
Example 7. Consider systems that are obtained from Lorenz system [10]
Following [9] , for appropriate subset of parameters by recalling we have:
(56)
and H = x Lorentz(5) systemẋ
(62)
and H = −rx Following [9] , for appropriate subset of parameters by recalling we have: Rabinovich (1) systemẋ
(66)
The matrix J is given by u = 1 2
and H = x 
and H = x Rabinovich (4) systeṁ
The matrix J is given by u = he
and H = x Rabinovich (5) systeṁ
The matrix J is given by u = −he
For bi-Hamiltonian systems given by the Lemma 7 and Lemma 8 one does not have an infinite hierarchy of Hamiltonians. The hierarchy starts with a Casimir of the second structure and terminates with a Casimir of the first structure. Such systems are equivalent to the quasi-bi-Hamiltonian systems of lower dimension with non-degenerate Poisson structures (see [3] pp. 185-220).
Class II.
For the Class II of solutions we assume that only one of the expressions ∂ 1 v u ,
We denote this class by II(Ω).
Considering Class II we will assume that ∂ 3 w v is zero, other cases can be considered in the same way. If ∂ 3 w v is zero then the Jacobi equation (3) reduces to
and can be written as
is a function of x 1 , x 2 only, one can write a solution of (79) as
Proof. Let (80) be a function of x 1 , x 2 only and functions u, v and w be given by (81). Then ∂ 3 w v = 0 and equation (79) is trivially satisfied. 2 One can also construct compatible structures for this class.
Lemma 9. Let J ∈ II(Ω) andJ ∈ II(Ω). If u = λũ, where λ ∈ R 3 , and
is a function of x 1 , x 2 only, then the sum J +J belongs to II(Ω).
Class III.
For the Class III we assume no restrictions. We denote this class by III(Ω). Let us rewrite the Jacobi equation (3) as follows
Let ρ = v u and χ = w u then equation (83) can be written as
Remark 1. The equation (84) is a linear first order equation. Given one of the function it can be solved for the other functions.
Remark 2. Since the following equality
holds one can take ρ, χ satisfying ρ = (∂ 2 − ρ∂ 3 )S and χ = (∂ 1 − χ∂ 3 )S to solve equation (85), where S is an arbitrary twice differentiable function in Ω. Thus one obtains solution in terms of u and S
Solutions in the Remark 2 belong to the following family of solutions.
Proposition 4. Let Ψ(x 1 , x 2 , x 3 ) be a twice differentiable function defined in Ω and µ be a differentiable function defined in Ω, then the functions
where ǫ ijk is the Levi-Civita symbol for three dimensions, define a solution of equation (1) .
This family has a simple algebraic structure that allows to construct biHamiltonian systems. 
Lemma 11. Let J be given by (88) and H(x 1 , x 2 , x 3 ) be any differentiable function. Then the Hamiltonian equation
andH(Ψ(x 1 x 2 x 3 ), H(x 1 , x 2 , x 3 )), whereΨ andH are differentiable functions satisfying the identity
Proof. By the Lemma 10, J andJ are compatible and the equalitỹ
follows from the equality (93). Hence the system
Example 9. Consider Euler equations ( [2] , pp.397-398,)
where I 1 , I 2 , I 3 ∈ R are constants. This system admits Hamiltonian representation described by the Proposition 4. The matrix J can be defined in terms of function Ψ = − 1 2
and H = x 2 1
Using the Lemma 11 we can construct infinitely many compatible Hamiltonian representations. For instance, if we assume µ = 1 andμ = 1 then we can takeJ given byΨ = ΨH andH = ln H to obtain second Hamiltonian representation of equation (96). Let us give examples of such bi-Hamiltonian representations. In the examples we give Poisson structures in terms of functions µ, Ψ andμ,Ψ.
Example 10. Consider systems that are obtained from RTW system [11] x = γx + δy + z − 2y
for appropriate subset of parameters by recalling. Following [9] we have:
The matrix J is given by (89) with µ = 1 and Ψ = 1 2 (x 
The matrix J is given by (89) with µ = 1 and Ψ = (x −t and HamiltonianH = ln(x 3 x 2 ). RTW(4) systemẋ
The matrix J is given by (89) with µ = 1 and Ψ = (x x 2 = −δx 1 + 2x 1 x 2 e −2ṫ
The matrix J is given by (89) with µ = 1 and Ψ = δ 2 (
2 )e −2t ) and
The matrixJ is given by (89) withΨ = δ 2 (x 3 +(x 
Putting θ = ρ 1 − ρ , one obtains 
We can also put χ = 1 θ D 2 2 θ + 1 2 θ, so the equation (105) is transformed into the KdV equation
where 
Conclusion
We considered the Jacobi equation for the case N = 3. We showed that there are three classes to cover the whole set of solutions. The first class was studied recently by Ref. [1] . The other two classes were studied in this work in detail. We found all possible compatible Poisson structures for the first class, this problem was not considered in [1] . We have found the compatible Poisson structures for the second and third classes as well . For each class, using the compatible structures, we gave bi-Hamiltonian systems for N = 3.
As an application of our results we gave several examples which were reported earlier [6] - [11] as bi-Hamiltonian systems.
