Abstract -In this paper, we propose a generic text summarization method that generates summaries of Turkish texts by ranking sentences according to their scores calculated using their surface level features and extracting the highest ranked ones from the original documents. In order to extract sentences which form a summary with an extensive coverage of main content of the text and less redundancy, we use the features such as term frequency, key phrase, centrality, title similarity and position of the sentence in the original text. Sentence rank is computed using a score function that uses its feature values and the weights of the features. The best feature weights are learned using machine learning techniques with the help of human constructed summaries. Performance evaluation is conducted by comparing summarization outputs with manual summaries generated by 25 independent human evaluators. This paper presents one of the first Turkish summarization systems, and its results are promising.
INTRODUCTION
In past, retrieving any information about a subject was hard because of lack of resources. However, today, resources have increased in an uncontrolled manner by the exponential growth of world-wide web. Due to huge amount of information on the Internet, information retrieval technologies have become more popular for finding relevant information effectively. Text search engines return hundreds or even thousands of pages that people are overwhelmed to identify which page corresponds to their needs. These huge amount of retrieved pages make people to have a decision about which page contains more relevant to their needs. Therefore, there is an increasing need for new technologies that help users to access desired and relevant information quickly. Providing the documents with summary of each will smooth the progress of finding the desired documents. Text search and summarization are technologies to reduce the access time for information. Text search engines filter the pages according to user query and generate an initial set of relevant documents and text summarizers generates summary of documents that enables users quickly identify the content of the text to determine final set of relevant documents [5] .
A document generally consists of several topics. Some topics are explained deeply by many sentences, and therefore form the main content of the document. Other topics may just be briefly described and supplied to make the whole story more complete. A good generic summary should cover the major topics of the text as much as possible while keeping redundancy to a minimum.
Automatic text summarization takes a document (or documents) as input and presents a well-formed summary by extracting the essence of the document(s) [4] . In text summarization, we can use sentence extraction or abstraction method. Abstraction is a method for novel phrasing describing the content of the text which requires heavy machinery from natural language processing, including grammars and lexicons for parsing and generation. Extraction is a method for determining salient text units (typically sentences) by looking at the text unit's lexical and statistical relevance or by matching phrasal patterns [9] . We cannot say any of the approaches are absolutely better than the other. Abstraction approaches provide sophisticated summaries and adapt well to high compression rates while extraction approaches are easy to adapt larger sources although the resulting summaries may be incoherent. The extraction method is used in the text summarization system presented in this paper.
In this paper, we propose generic text summarization method that creates summaries of Turkish texts by ranking and extracting valuable sentences from the original documents. This method uses information retrieval (IR) techniques like term frequency and Natural Language Processing (NLP) techniques like key phrase and centrality. In addition, position of sentences in the original document and existence of title keywords in sentences are some of heuristic approaches that are used to generate summaries. Our method aims to rank the sentences in the document and extract the higher ones in order to generate a summary with an extensive coverage of main content of the document. A score function of mentioned features is used to rank the sentences, and machine learning techniques are used to determine the optimal combination of coefficients of features. Performance evaluation is conducted by comparing summarization outputs with manual summaries generated by 25 independent human evaluators. ROUGE evaluation technique [15] is used to compare summarization outputs with human generated summaries.
The contribution of our study is the construction of a single document summarization system for Turkish texts by observing effects of features of sentences to form a good summary. The presented Turkish text summarization system is one of the first Turkish text summarization systems, and its results are promising. Moreover, summarization studies on Turkish texts are not sufficient, and there is no corpus for Turkish 224 225 summarization systems. With 115 human generated summaries, this study contributes the researchers who want to study text summarization on Turkish texts.
The remaining parts of the paper consist of four sections: Section 2 describes related works, Section 3 describes the proposed technique and system, Section 4 presents the performance evaluations and Section 5 concludes the paper by summarizing the study and gives some future work.
II. RELATED WORK
Text summarization has been studied since 1950s [10] and a variety of summarization methods has been proposed and evaluated. There are two ways of summarization: abstraction and sentence extraction. In fact majority of researches have been focused on summary extraction, which selects the pieces such as keywords, sentences or even paragraph from the source to generate a summary. Abstraction can be described as "reading and understanding the text to recognize its content which is then compiled in a concise text." [2] . Hovy & Lin distinguished summaries as indicative vs. informative; generic vs. query-based; single-document vs. multi-document [1] . Our proposed summarization system can be categorized as a generic single-document summarization system that uses sentence extraction.
Lin studied on a selection function for extraction and used a machine learning algorithm to automatically learn good features coming from several heuristics [3] . On the other hand, Yeh & Ke used Latent Semantic Analysis (LSA) approach for extraction and compared the results with the feature extraction algorithm [4] . Gong and Liu are also worked on summarization by using relevance measure and LSA [5] .
Barzilay and Elhadad [11] describe a summarization system based on lexical chains of words. Since a lexical chain for a set of words is created if those words are semantically related, the semantic relations among the words play a role in the sentence extraction. Brunn et al. [12] and Doran et al. [13] also use semantic relations among the words in their summarization systems. In order to improve the sentence selection, Ercan and Cicekli [14] use the clusters of lexical chains instead of lexical chains alone.
The summarization system described in this paper extracts the sentences depending on their surface level features. An original feature that is tried for this Turkish summarization is the key phrase feature. The weights of features are determined with the help of machine learning techniques.
III. SYSTEM DESCRIPTION
In this section, we propose a method that creates generic summaries by selecting valuable sentences with the help of a score function. This formula takes into account several kinds of document features, including term frequency, key phrase, and positions of the sentences in the original text, centrality and existence of title keywords in the sentences to generate summaries. First of all, document is decomposed into individual sentences for further score computation. Later on, sentences are ranked to emphasize the significance of different sentences. Finally, the top scored sentences are selected in the order how they are in the original document to generate a wellformed summary. The details of features and summary generation part are explained in following subsections.
A. Feature Selection
In order to find the score of a sentence S, indicating the degree whether it belongs to the summary or not, the following features are used in the score calculation.
1) f1: Term Frequency (TF):
The term frequency of a term in a given document is simply the number of occurrences of the term in that document. This count is usually normalized to prevent a bias towards longer documents (which may have a higher term frequency regardless of the actual importance of that term in the document) to give a measure of the importance of the term i tf within the particular document. Term frequency of a term is calculated as follows:
where n i is the number of occurrences of the considered term, and the denominator is the number of occurrences of all terms in document (1). In our case, only nouns are considered as terms.
The term frequency score of a sentence S is defined as (2).
To avoid the bias of the sentence length, the summation of TF scores of the nouns in the sentence is normalized by the length of the sentence, which is number of nouns in the sentence.
In order to find the nouns in a sentence, Zemberek which is an open source ongoing study on Turkish Language is used in this study [6] .
2) f2: Title Similarity (TS):
Titles contain groups of words that give important clues about subjects of documents. Therefore, if a sentence S has higher intersection with the title words than others, then we can assume that S is more important than others. Hence, we can formalize TS score of a sentence S as (3).
3) f3: Key Phrases (KP):
Since words are the essential elements of a sentence, the more content-covering keywords that a sentence has, the more important it is. Key phrases are short noun phrases that capture the main topics discussed in a given document. In order to evaluate key phrase scores of sentences, the key phrases of the document are required. The key phrases of a document are found by the key phrase extraction system described in [7] . However, the number of key phrases should be limited for summarization because a high amount of key phrases decreases the importance of key phrases. Therefore, we limited our key phrase number to 10. For a sentences S, the key phrase score is defined as follows:
The number of key phrases in the sentence is divided by the number of nouns in S in order to avoid the bias of the sentence length.
4) f4: Sentence Position (SP):
Locations of sentences are important in order to get a well-formed, easy-understandable document. Sentences at the beginning of the texts, especially of news documents, give the general information of the document which are suitable to form a summary. The sentences at the middle of the documents are details about the news which we need them less in a summary. Therefore we can say that important sentences, which should be included in the summary, are usually located at some particular positions [4] . In order to formulize the sentence position, we give each sentence a position value P i (P i is equal to i). Then to give higher score to the first sentences, we use the formula in (5) which gives the position score of a sentence S.
where R is the total number of sentences in the corresponding document.
5) f5: Centrality (C):
The centrality of a sentence implies its similarity to others, which can be measured as the degree of vocabulary overlapping between the sentence and other sentences. If a sentence has high centrality, then we can use that sentence in the summary to introduce many topics of the document. Therefore, high centrality sentences are more preferable in summary than low centrality sentences. To find score of centrality of a sentence S, the formula defined in (6) is used.
B. Summary Generation
For a sentence S, the weighted score function in (7) is used to combine all the feature scores of the sentence, where w i indicates the weight of score of feature f i .
After finding scores of all sentences of a document, sentences are ranked according to their scores and top-ranked sentences are selected and those sentences are sorted according to their order in the document in order to have a well-formed summary.
Score function is trained by using machine learning techniques in order to obtain a suitable combination for feature weights. For this aim, a training set which consists of documents and their human generated summaries. For this training set, all possible weight combinations between 0 and 1 where interval between two features are at least 0.01 are experimented. Then, the one that generates highest average accuracy result for the training set is selected. The found weights of features are presented in the evaluation part.
IV. EVALUATION
In this section, we describe our corpus and evaluation techniques, and the results of our summarization system.
A. Data Corpus
25 independent human annotators who are senior and graduate students helped us to construct our corpus. Each of annotators selected news articles independently without any restriction on subject and sources of the news. We obtained articles in the domain of politics, sports, economy, entertainment and etc. They are collected from the online Turkish newspapers such as Milliyet News, Hurriyet News, Zaman News and some news portals. Also there was no restriction on the size of summaries. Hence, we get a chance to observe the size of a summary that humans think considerable. Table 1 shows statistics of the data corpus. This data corpus is one of the main contributions of this study since there is no enough study on Turkish and there is no reference summary data corpus for Turkish. It is available to ones who want to study in this field and need data corpus.
B. Performance Evaluation
There are different methods to evaluate the performance of a text summarization system. In this study, we have chosen intrinsic evaluation. Intrinsic evaluation judges the quality of a machine generated summary based on the correspondence between the generated summary and the human generated summary. We have used precision (P) and recall (R) to judge the coverage between manual and machine generated summaries. Assume T is a manual summary and S is a machine generated summary, the precision can be defined as (8) and recall can be defined as (9) .
We separated the corpus into a training set consisting of 50 articles and a test set consisting of 65 articles. First, we generated summaries of 65 articles of corpus, which are not used for training, by using each feature individually in order to see the effect of each feature. In Table 2 , the recall and precision results of each feature tested individually can be found. When only TF is considered, the recall result is 0,197. TS, KP, POS and CN produce the results of 0,262, 0,282, 0,339 and 0,241 respectively. The highest recall and precision results are produced by the sentence position feature. The reason for this is that our data corpus consists of news articles and first sentences of news articles usually mention the main idea of the article, thus, first sentences are suitable to form a summary. The feature that gives the second highest recall is key phrase feature which is an expected result since key phrases are noun phrases that covers the content more than other nouns. Title similarity is also useful to form generic summaries. This is because titles should represent the topic of the article since people select news articles to read by looking their titles. To generate a well-formed and most content covering summary, we can use all features and each can have different weights according to their importance. In order to find the optimal weight of the features, all possible combinations in range 0 to 1 were tested with 50 articles of the data corpus. The one which maximizes the f-value is selected. The compression rate is set to %21 which is average compression rate of training part of the corpus and this rate is also enough for a well-formed summary. Table 3 represents the optimal weights of each feature that gives maximum f-value, which is 0,436, for the training set. When we look at Table 3 , term frequency seems to have lowest effect on summary and position has the highest. However, we cannot say this without performing a test for recall and precision values on a different corpus since heuristics used for scoring sentences may affect the coefficients highly. That is to say, for example, if we use five key phrases instead of ten, the coefficient of key phrase would increase, vice versa. Therefore, finding optimal coefficients eliminates the anomalies come from heuristics.
After finding optimal weights of each feature, we have tested the system with the remaining 65 articles. In Table 4 , recall and precision results of applying all features and all quadruple combinations of features with their weights in Table  3 can be found. When all features are taken into account, recall result is 0,324 and precision is 0,354. However, when we used all features except title similarity or except centrality, recall and precision results interestingly increases which means they had negative effect for test part of corpus. On the other hand, when we ignore sentence position or term frequency, recall and precision decreases which means that they both have a positive effect for generating a well-formed summary. Key phrase has a little negligible effect on recall and negative effect on precision. In addition, we can say that sentence position is the most important feature since the decrease is the highest when sentence position is ignored. Our evaluation is performed by intrinsic method which checks exact match of sentences. That is to say, if we have two different sentences that have same (or similar) meaning and only one of them is in summary. Then if we choose the other one, we will get a zero point because of this mismatch. However, it is obvious that using different sentences that have same (or similar) meaning will not decrease the quality of summary so much. Therefore, we have also evaluated our system with ROUGE (Recall-Oriented Understudy for Gisting Evaluation) evaluation technique [15] . In Table 5 , ROUGE results for recall and precision values of each feature tested individually can be found. The reason for high ROUGE scores is that the human annotators also selected the sentences from texts to create their summaries.
When we compare Table 2 and Table 5 , we interestingly see the huge increase in recall value of centrality. Centrality gives the highest recall value when we used ROUGE and lowest value in intrinsic method. Therefore, we can say that centrality is also a good measure to generate a good summary. However, in terms of precision, centrality becomes the 4 th of the features while sentence position gives the highest score. While title similarity and term frequency gives similar results as in intrinsic method, key phrase becomes the worst feature. In Table 6 , there are ROUGE results for recall and precision values of applying all features and all quadruple combinations of features with their weights in Table 3 . In terms of recall, term frequency and sentence position have no effect and key phrase has insignificant negative effect. Centrality and title similarity have positive effect on recall values which is 228 opposite of evaluation by intrinsic method. This indicates that we can form good summaries without using sentence position feature which is known as most significant feature. That is to say, our rest of the features are good enough to select the middle-positioned sentences giving the main idea of the article. In terms of precision, while term frequency has no effect, centrality seems to have negative effect and the rest has positive effect. When we look at the big picture, we can say that sentence position is the most important feature to form a good summary. However, not using sentence position does not decrease ROUGE recall value which indicates that other features are also good enough. Centrality is another important feature. By using centrality feature, although we may not select the exact sentences that users selected (intrinsic method), the system-selected sentences are similar to the userselected sentences. This explains the reason of having big difference between intrinsic results and ROUGE results. Title similarity also acts like centrality giving low results in intrinsic method and higher in ROUGE results. Term frequency has little effect on summary since term frequency is also used for finding key phrases. Therefore, key phrase may decrease its effect. Although key phrases have small effect on summary, this can be improved by developing the better extraction method for key phrases. The number of key phrases may also affect the result. We can claim that key phrase feature is a good feature that can be used in generation of summaries.
V. CONCLUSION AND FUTURE WORK
In this study, a generic text summarization system for Turkish texts is developed using sentences extraction method. The surface-level document features such as term frequency, title similarity, key phrases, position of the sentence in the document, and centrality of the sentence are used to determine significance of the sentence. These document features are combined by a scoring function in which each feature has a different weight. The most suitable combination of feature weights is obtained by using a training corpus. This scoring function aims to rank sentences and summary generation is performed by selecting the top-ranked sentences. In order to test the system, we used a test corpus having more documents than training corpus. We have obtained 0,54 recall and 0,809 precision values with ROUGE evaluation method when compression rate is the average compression rate for test set of corpus.
Besides building a summarization system for Turkish articles working with high precision value, data corpus is another main contribution of this study. Since there is not enough study on Turkish text summarization, the data corpus is available for ones who study on Turkish language.
We have just made an introduction to Turkish text summarization by this study. Therefore, we have many future works to do after this study. We plan to focus on observing effect of key phrases by changing scoring function of key phrase and number of key phrases while trying different compression rates.
Improvement of existing document features and adding some new features such as cue phrases, conjunctions and answers of 5W1H ( Who, Where, Why, When, What and How) is also a future work. Some words make the sentences more important than the others which can be seen as cue phrases. For instance, "Özetle", "Neticede" (as a conclusion) in Turkish, summarizes and concludes the document content and therefore their occurrences in the summary makes the summary more content-bearing. In addition to that, Turkish has some conjunction words such as "Çünkü" (because), "Ancak" (but) etc. but their usage in the sentences makes the sentences longer than the other and these sentences mostly includes detailed information. Since, our aim is to make the summary as concise as possible; these sentences need to be eliminated. On the other hand, the sentences with these conjunction words sometimes carry the content of the text. In order to make a distinction, the weight of this feature will determine the importance of these sentences. Moreover, news include answers of questions "Who, Where, Why, When, What, How" which are known as 5W1H. As a characteristic of news, sentences which answer one of these questions get more important than others. Finding cue phrases, conjunctions and answers of 5W1H will make our study to more specific work on Turkish language which is important because of existence of less study on Turkish.
Besides these, we plan to apply Latent Semantic Analysis (LSA) combined with document features to Turkish text summarization. We also plan to use other semantic based approaches to text summarization in Turkish text summarization systems.
