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THE STRUCTURE OF THE W ∗–TENSOR PRODUCT
OVER A W ∗–SUBALGEBRA AND ITS PREDUAL
(σ–FINITE CASE)
FRANCESCO FIDALEO
Abstract. Let M , N , R be W ∗–algebras, with R unitally em-
bedded in both M and N . by using Reduction Theory, we extend
the previous description of the W ∗–tensor product M⊗RN over
the common W ∗–subalgebra R and its predual
(
M⊗RN
)
∗
to the
σ–finite case.
Mathematics Subject Classification: 46L35, 46L07.
Key words: Classifications of C∗–algebras, factors. Operator
spaces and completely bounded maps.
1. introduction
The structure of W ∗–tensor products over common subalgebras was
investigated in [17]. The tensor product over subalgebras generalizes
the usual W ∗–tensor product M⊗N , corresponding to the case when
R is the field of complex numbers. The main goal of the paper [17]
is to prove the generalization of the celebrated Tomita Commutation
Theorem to the case of tensor products over subalgebras in the full
generality. If properly interpreted, the commutant assumes the form(
M⊗RN
)′
= M ′⊗R′N
′ ,
and reduces itself to Tomita Commutation Theorem when R = C act-
ing on C, see [17], Section 5.9.
In the case ofW ∗–tensor productM⊗N , there is an explicit descrip-
tion of the predual as (
M⊗N
)
∗
∼= M∗⊗̂N∗ (1.1)
where ⊗̂ denotes the operator–projective tensor product, see [6].1 No-
tice that (1.1) has several applications to various fields, see e.g. [4, 8,
9, 18] and the reference cited therein.
1For standard definitions and results relative to operator space theory, the reader
is referred to [5] and the references cited therein.
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In the present paper we extend to the σ–finite case, the results of
the previous paper [10] relative to the structure of theW ∗–tensor prod-
uct of von Neumann algebras over a common W ∗–subalgebra. This is
done by using reduction theory. Namely, using the extremal decompo-
sition of KMS states (see e.g. [1]) for C∗–dynamical systems, and the
general properties of W ∗–tensor products over common subalgebras,
we describe the structure of such a tensor product, following the lines
adopted in [14]. Also for this situation, R, M , N , and finally M⊗RN
admit a common decomposition over the centre of R. Theorem 1 and
Corollary 1 of [10] can be generalized to σ–finite case, and describe the
structure of the W ∗–tensor product a common W ∗–subalgebra, and its
predual respectively. These results can be considered as a further step
towards the fully understand of the general case.
2. on the tensor product over subalgebras
We start with the definition of the tensor product over a subalgebra,
as well as some preliminary properties already considered in [17].
Definition 1. Let IA ∈ R ⊂M ⊂ A, IA ∈ R ⊂ N ⊂ A be inclusions of
von Neumann algebras. The W ∗–algebra A is said to be the W ∗–tensor
product of M and N over their common W ∗–subalgebra R if
(i) A = M
∨
N ,
(ii) for some normal representation π of A,
π(M) ⊂ π(R)
∨
M1 , π(N) ⊂ π(R)
∨
N1
for commuting type I von Neumann subalgebras M1, N1 ⊂ π(R)
′
whose common centre Z coincides with that of R.
In the situation described by Definition 1, we write A = M⊗RN and
identify π(A) with A itself. Any such a representation as that in Defi-
nition 1 is said to be a splitting one. Further, the type I von Neumann
algebras M1, N1 given in (ii) can be chosen to be homogeneous, see
[10], Proposition 1. Then, we can start without loss of generality, by
the following inclusions of von Neumann algebras
I1 ⊗R ⊂M ⊂ B(H1)⊗R ,
R⊗ I2 ⊂ N ⊂ R⊗B(H2) , (2.1)
where R is acting on B(H). The W ∗–tensor product of M and N over
R is described with a slightly abuse of notation, by
M⊗RN =
(
M ⊗ I2
)∨(
I1 ⊗N
)
. (2.2)
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Further,
I1 ⊗ Z(R) ⊂ Z(M) , Z(R)⊗ I2 ⊂ Z(N) .
From now on, we suppose that A is σ–finite if it is not otherwise
specified.
We construct normal faithful conditional expectations which are use-
ful in the sequel.2
Proposition 1. There are normal faithful conditional expectations
ε1 : A 7→ M , ε2 : A 7→ N .
Furthermore,
ε1 ◦ ε2 = ε2 ◦ ε1. (2.3)
Proof. Consider for ϕ ∈ L1(H2)+,1, the slice map of B(H1)⊗R⊗B(H2)
onto B(H1)⊗R,
F 1ϕ(x⊗ y) = ϕ(y)x⊗ I2 ,
together with its restriction E1ϕ := F
1
ϕ⌈A. The set {E
1
ϕ |ϕ ∈ L
1(H2)+,1}
is a separating family of conditional expectations of A onto M . As
A is σ–finite, there exists a denumerable maximal family {E1ϕk} with
mutually orthogonal support–projections (see [15], 11.5). Define
ε1 :=
∞∑
k=1
1
2k
E1ϕk ,
which is the searched conditional expectation. Starting from
F 2ψ(x⊗ y) = ψ(x)I1 ⊗ y ,
construct ε2 : A 7→ N by a denumerable maximal family {E2ψk} with
mutually orthogonal support–projections, where ψk ∈ L1(H1)+,1. We
have, for a ∈ A,
E1ϕ(E
2
ψ(a)) ≡ F
1
ϕ(F
2
ψ(a))
=F 2ψ(F
1
ϕ(a)) ≡ E
2
ψ(E
1
ϕ(a)) ,
which leads to the assertion taking into account (2.3) for ε1, and the
analogous one for ǫ2. 
Define
ǫ := ε1 ◦ ε2 , ǫ1 := ε1⌈M , ǫ2 := ε2⌈N . (2.4)
Consider the diagram
2We sometimes identify M , N , R with their isomorphic copies M ⊗ I2, I1 ⊗ N
and I1 ⊗R⊗ I2 in A ≡M⊗RN .
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❄ ❄
✛
 
 
 
 ✠
✛M
R N
M⊗RN
ǫ1 ε2
ǫ2
ε1
ǫ
(2.5)
where εj , j = 1, 2 are given in Proposition 1, and ǫ, εj, j = 1, 2 are
given in (2.4).
Corollary 1. The above diagram gives rise to a commuting square of
normal faithful conditional expectations.3
Proof. The proof immediately follows by (2.3) as M ⊗ I2
∧
I1 ⊗ N =
I1 ⊗ R⊗ I2. 
Now we pass to investigate the standard representation of M⊗RN
for general (non necessarily σ–finite) W ∗–algebras.
By applying the considerations in the beginning of Section 6 of [17],
we can describe M⊗RN in the following way. Put
M˜ := M
∧
B(H1)⊗Z , N˜ := N
∧
Z⊗B(H2) .
Then,
M⊗RN = M˜ ⊗ I2
∨
R
∨
I1 ⊗ N˜ ≡ M˜⊗ZR⊗ZN˜ .
Theorem 1. The standard representation of the W ∗–tensor product
over a W ∗–subalgebra is a splitting representation.
Proof. After taking a possible ampliation, we can suppose that R is
acting on L2(Z)⊗H ,4 and the standard representations of M˜ , N˜ and
R can be obtained by induction on the Hilbert spaces H1 ⊗ L2(Z),
3For the definition of a commuting square of conditional expectations see e.g.
[11].
4In the general commutative case, representing Z by the GNS representation
relative to a normal faithful weight ϕ ([17], Section 10.14), we have Z ∼ L∞(Γϕ, µϕ)
where µϕ is a positive Radon measure on the locally compact dense subspace Γϕ
of the spectrum Ω of M , see [19], Theorem III.1.18. Hence, L2(Z) ∼= L2(Γϕ, µϕ).
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L2(Z)⊗H2, L2(Z)⊗H where they are naturally acting. Let e1 ∈ M˜ ′,
e2 ∈ N˜ ′, e ∈ R′ be the corresponding selfadjoint projections. Put
E := (e1 ⊗ I ⊗ I2)(I1 ⊗ e⊗ I2)(I1 ⊗ I ⊗ e2) .
Due to Theorem 4.7, the operator defined above is a selfadjoint pro-
jection. Furthermore, e1 ∈ B(H1)⊗Z, e2 ∈ Z⊗B(H2).
The proof follows as (M⊗RN)E is the standard representation of
M⊗RN acting on E(H1 ⊗ L2(Z) ⊗ H ⊗ H2), and the ampliations–
inductions (e1(B(H1)⊗Z)e1⊗ I ⊗ I2)E, (I1⊗ I ⊗ e2(Z⊗B(H2))e2)E of
the reduced algebras e1(B(H1)⊗Z)e1, e2(Z⊗B(H2))e2 are the splitting
type I algebras appearing in Definition 1 
We end by noticing that the standard representation is not homoge-
neous in general.
3. on the decomposition of von Neumann algebras arising
from left Hilbert algebras and their predual
Let {Aξ}ξ∈Ω be a field of left Hilbert algebras defined on the finite
measure space (Ω, µ). We suppose that such a field of left Hilbert al-
gebras satisfies Conditions (1.1)–(1.5) listed in [14]. In this situation,
the field {Aξ}ξ∈Ω is said to be integrable. This is the case arising from
left Hilbert algebras associated to GNS representations of KMS states
for C∗–dynamical systems. To the field mentioned above, there is as-
sociated a Hilbert space H which is the direct integral of an integrable
field {Hξ}ξ∈Ω of Hilbert spaces, see e.g. [21].
Let L(A) be the associated left von Neumann algebra together with
the corresponding field {L(Aξ)}ξ∈Ω of left von Neumann algebras. Con-
sider a measurable vector field ξ 7→ T (ξ) such that T (ξ) ∈ L(Aξ)′
almost surely. It is readily seen that
T :=
∫ ⊕
X
T (ξ) dµ(ξ) (3.1)
defines an element of L(A)′. Conversely, any T ∈ L(A)′ admits a
(essentially unique) decomposition as above. Indeed, denote by Z the
algebra consisting of all diagonal operators on H (see e.g. [19, 20]).
Any such T is decomposable as T ∈ Z′, see Theorem 1.7 of [21], and
Proposition 2.1 of [20]. Define Θ := JTJ ∈ L(A), where J is the
canonical conjugation associated to A (see e.g. [16], Section 10.1). By
Proposition 1.3 and Theorem 1.4 of [14], Θ admits a unique natural
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decomposition ξ 7→ Θ(ξ).5 Taking into account (1.4) of [14], ξ 7→
J(ξ)Θ(ξ)J(ξ) provides a natural decomposition of T as in (3.1), which
is essentially unique.
Now we pass to the description of the predual L(A)∗ of L(A) in the
situation described above. This description parallels the analogous one
concerning the separable situation (see e.g. [19], Section IV. 8), taking
into account of appropriate changes.
Consider the subfield of
∏
ξ∈X
L(Aξ)∗ consisting of elements ξ 7→ ϕ(ξ)
such that
(i) the map ξ 7→ ϕ(ξ)(T (ξ)) is measurable for each T ∈ L(A),
T =
∫ ⊕
X
T (ξ) dµ(ξ) being the natural decomposition of T ;
(ii) there exists an element cϕ ∈ L1(X, µ)+ such that ‖ϕ(ξ)‖ ≤
cϕ(ξ) almost everywhere.
6
Proposition 2. There is a one–to–one correspondence between ele-
ments ϕ ∈ L(A)∗ and elements ξ ∈ X 7→ ϕ(ξ) ∈ L(Aξ)∗ satisfying
(i), (ii) above.
Proof. Let ξ 7→ ϕ(ξ) be a measurable field of functional as above.
Define
ϕ(T ) :=
∫
X
ϕ(ξ)(T (ξ)) dµ(ξ) ,
which is well defined by Proposition 1.3 of [14]. We get
|ϕ(ξ)(T (ξ))| ≤ ‖ϕ(ξ)‖‖T‖ ≤ cϕ(ξ)‖T‖ ,
which means
|ϕ(T )| ≤
∫
X
|ϕ(ξ)(T (ξ))| dµ(ξ) ≤
(∫
X
cϕ(ξ) dµ(ξ)
)
‖T‖ ,
that is ‖ϕ‖ ≤ ‖cϕ‖. It is readily seen by Dominated Convergence The-
orem, that ϕ is normal. Moreover, by considering the polar decomposi-
tion of normal functionals (see e.g. Theorem 5.16 of [16]), and Theorem
1.4 of [14], if ϕ is the null functional, then ϕ(ξ) = 0 almost surely. The
construction of a field of functional ξ 7→ ϕ(ξ) as above, starting from
ϕ ∈ L(A)∗ follows the same line of the analogous construction in the
separable situation, see [19], Proposition IV. 8. 34. 
5A natural decomposition for T ∈ L(A) (resp T ∈ L(A)′) is a decomposition
ξ 7→ T (ξ) of T such that T (ξ) ∈ L(Aξ) (resp T (ξ) ∈ L(Aξ)′) almost surely, see [14],
Definition 1.2.
6Notice that we cannot conclude, in non separable cases, that ξ 7→ ‖ϕ(ξ)‖ is
measurable.
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Summarizing, we have the following terminology. Define
M := L(A) , M(ξ) := L(Aξ) , ξ ∈ X
M ′ := L(A)′ , M(ξ)′ := L(Aξ)
′ , ξ ∈ X
M∗ := L(A)∗ , M(ξ)∗ := L(Aξ)∗ , ξ ∈ X .
We write
M =
∫ ⊕
X
M(ξ) dµ(ξ) ,
M ′ =
∫ ⊕
X
M(ξ)′ dµ(ξ) ,
M∗ =
∫
⊕
X
M(ξ)∗ dµ(ξ) .
4. the structure of the tensor product over a
subalgebra and its predual
We proved in Theorem 1, that the standard representation is a split-
ting one. In general, it is non homogeneous. We start by recalling the
structure of such a standard representation of A ≡M⊗RN .
Let I, J be the sets of cardinalities appearing in the decomposition
in homogeneous parts ([19], Theorem V.1.27) of M1, N1 respectively
appearing in the standard representation of A. We have
H =
⊕
α,β
Hα ⊗Hα,β ⊗Kβ
where dim(Hα) = α, dim(Kβ) = β. Accordingly,
R =
⊕
α,β
IHα ⊗ Rα,β ⊗ IKβ , Z =
⊕
α,β
IHα ⊗ Zα,β ⊗ IKβ ,
M =
⊕
α,β
Mα,β ⊗ IKβ , N =
⊕
α,β
IHα ⊗Nα,β , (4.1)
M1 =
⊕
α,β
B(Hα)⊗Zα,β ⊗ IKβ , N1 =
⊕
α,β
IHα ⊗ Zα,β⊗B(Kβ) .
Looking at any single summand, we have for every α ∈ I, β ∈ J ,
IHα ⊗ Rα,β ⊂Mα,β ⊂ B(Hα)⊗Rα,β ,
Rα,β ⊗ IKβ ⊂ Nα,β ⊂ Rα,β⊗B(Kβ) .
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As A is σ–finite, we have that I and J are finite or countable sets.
In this situation
M⊗RN =
⊕
α,β
(
Mα,β ⊗ IKβ
)∨(
IHα ⊗Nα,β
)
. (4.2)
Let now N ⊂ M be an inclusion of σ–finite von Neumann algebras
such that there exists a normal faithful conditional expectation E :
M 7→ N of M onto N . Pick a normal faithful state ϕ on N , and
consider ψ := ϕ ◦ E. Consider the weakly dense C∗–subalgebra M
(resp. N ) made of elements T ∈ M (resp. T ∈ N) such that the
function τ 7→ σψt (T ) (resp. τ 7→ σ
ϕ
t (T )) is continuous w.r.t. the norm
topology.
Lemma 1. We have N =M
⋂
N and E⌈M is a conditional expecta-
tion of M onto N .
Proof. By Takesaki Theorem (see e.g. [15], Section 10), it is enough
to show that E(M) ⊂ N . Let M be directly represented in standard
form on H, such that the standard vector Ψ ∈ H gives rise the state ψ
on M . Let ∆ be the modular operator relative to Ψ, and P ∈ N ′ the
projection inducing the standard representation of N on PH. Then P
reduces ∆, and we have
σ
ϕ
t (E(T ))Ψ =σ
ψ
t (E(T ))Ω = ∆
itPTΨ
=P∆itTΨ = E(σψt (T ))Ψ ,
that is σϕt ◦E = E ◦ σ
ψ
t . Namely, if T is a regular element of M , E(T )
is a regular element of N . 
Fix a normal faithful state φ on R, and extend it to all of A by using
the conditional expectation ǫ. Taking into account the commuting
square given in (2.5), we easily have
φ ◦ ǫ⌈M= φ ◦ ǫ1 , φ ◦ ǫ⌈N= φ ◦ ǫ2 .
Moreover,
[Aφ◦ǫ] =[Mφ◦ǫ1
⋃
Nφ◦ǫ2]
[Rφ] =[Mφ◦ǫ1
⋂
Nφ◦ǫ2] , (4.3)
where Aφ◦ǫ, Mφ◦ǫ1, Nφ◦ǫ2, Rφ are the left Hilbert algebras with (the
same) unity relative to the states φ ◦ ǫ, φ ◦ ǫ1, φ ◦ ǫ2, φ, respectively, [ · ]
denotes the closed generated subspace, and Aφ◦ǫ is a dense subspace of
the Hilbert space of the standard representation of A.
Consider the C∗–subalgebras A, M, N , R of regular elements of A,
M , N , R w.r.t. the modular group.
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Proposition 3. We have
M⊗RN ≡ πφ◦ǫ(A)
′′ =
(
πφ◦ǫ1(M)
′′
)
⊗(
πφ(R)′′
)(πφ◦ǫ2(N )′′) .
Proof. The assertion immediately follows by Lemma 1, and the previ-
ous considerations. 
Now we are ready to describe the structure of theW ∗–tensor product
over aW ∗–subalgebra and its predual. In order to give a more readable
description, we treat each homogeneous component separately.7
Fix a sequence {φαβ} of normal states on Rαβ , one for each homo-
geneous component in (4.1). By restricting ourselves to each homoge-
neous component, we consider separately Aαβ := Mαβ⊗RαβNαβ . In this
situation, Aαβ has the form (2.2), for inclusion of algebras as in (2.1).
Let φαβ ◦ ǫ, φαβ ◦ ǫ1 and φαβ ◦ ǫ2 be the corresponding extensions to
Aαβ, Mαβ and Nαβ respectively. Consider the C
∗–dynamical systems
(Aαβ, αφαβ◦ǫ, φαβ ◦ ǫ), (Mαβ, αφαβ◦ǫ1 , φαβ ◦ ǫ1) (Nαβ, αφαβ◦ǫ2 , φαβ ◦ ǫ2),
(Rαβ, αφαβ , φαβ), where the α# are the restriction of the modular groups
σ# to the corresponding regular elements. Consider the extremal de-
composition of the αφαβ–KMS state φαβ. Let µαβ be the maximal mea-
sure on the compact convex set K(Rαβ , αφαβ) corresponding to φαβ,
K(Rαβ , αφαβ) denoting all αφαβ–KMS states on Rαβ . It is well known
that µαβ coincides with the central measure of φαβ on K(Rαβ , αφαβ),
see e.g. [2]. Moreover, the measure µαβ is pseudo–supported on the
extreme point ∂K(Rαβ , αφαβ). Take
Ωαβ := ∂K(Rαβ , α
φαβ) ,
and define on M ∩ Ωαβ ,
ν˜αβ(M ∩ Ωαβ) := µαβ(M)
where M is a Baire measurable set of K(Rαβ , α
φαβ). Let ναβ be the
completion of the probability measure ν˜αβ.
Consider the integrable field {Rϕ}ϕ∈Ωαβ of left Hilbert algebras whose
elements have the form
ϕ ∈ Ωαβ 7→ πϕ(T )Ψϕ , T ∈ Rαβ ,
where (πϕ,Hϕ,Ψϕ) is the GNS representation of the modular state ϕ
on Rαβ .
Let {Mϕ◦ǫ1}ϕ∈Ωαβ , {Nϕ◦ǫ2}ϕ∈Ωαβ , {Aϕ◦ǫ}ϕ∈Ωαβ be the integrable fields
of left Hilbert algebras analogously obtained starting from the states
7We pursue such a strategy in order to give a more readable description of the
structure of M⊗RN and its predual, see below.
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ϕ◦ǫ1 ∈ K(Mαβ , αφαβ◦ǫ1) ϕ◦ǫ2 ∈ K(Nαβ, αφαβ◦ǫ2) ϕ◦ǫ ∈ K(Aαβ , αφαβ◦ǫ)
respectively.8
Define
Ω :=
◦⋃
αβ
Ωαβ , ν :=
∑
αβ
ναβ , (4.4)
where “
◦⋃
” stands for the disjoint union, and ναβ is understood as a
measure on all of Ω with support Ωαβ .
Proposition 4. We have for the tensor product,
M⊗RN =
∫ ⊕
Ω
M(ϕ)⊗R(ϕ)N(ϕ) dν(ϕ)
where {R(ϕ)}ϕ∈Ω is the measurable field relative to the factor decom-
position of R, and {M(ϕ)}ϕ∈Ω, {N(ϕ)}ϕ∈Ω to the subcentral decom-
position of M , N w.r.t.
⊕
αβ
Iα ⊗ Zαβ ⊂ Z(M),
⊕
αβ
Zαβ ⊗ Iβ ⊂ Z(N)
respectively.
Proof. We first consider the homogeneous case. Taking into account
(4.3) and Proposition 3, we have the inclusions
I1 ⊗ L(Rφ) ⊂ L(Mφ◦ǫ1) ⊂ B(H1)⊗L(Rφ) ,
L(Rφ)⊗ I2 ⊂ L(Nφ◦ǫ2) ⊂ L(Rφ)⊗B(H2) ,
M⊗RN ≡ L(Aφ◦ǫ) =
(
L(Mφ◦ǫ1)⊗ I2
)∨(
I1 ⊗ L(Nφ◦ǫ2)
)
.
Taking into account the above considerations together with the struc-
ture of the commutant of the left von Neumann algebra of a left Hilbert
algebra (see Section 3), we obtain by applying the results of [14] and
the Commutator Theorem 5.9 of [17],
M⊗RN ≡L(Aφ◦ǫ) =
∫ ⊕
Ω
L(Aϕ◦ǫ) dν(ϕ)
=
∫ ⊕
Ω
(
L(Mϕ◦ǫ1)⊗ I2
)∨(
I1 ⊗ L(Nϕ◦ǫ2)
)
dν(ϕ)
≡
∫
⊕
Ω
M(ϕ)⊗R(ϕ)N(ϕ) dν(ϕ) .
8Notice that the pull–back measures ǫ∗
1
(ναβ), ǫ
∗
2
(ναβ), ǫ
∗(ναβ) are precisely the
orthogonal measures on K(Mαβ , αφαβ◦ǫ1), K(Nαβ , αφαβ◦ǫ2), K(Aαβ , αφαβ ) corre-
sponding to the abelian algebra Zαβ ∼ Iα⊗Zαβ⊗Iβ which is a common subalgebra
of Z(Mαβ) ∼ Z(Mαβ)⊗ Iβ , Z(Nαβ) ∼ Iα ⊗ Z(Mαβ), Z(Aαβ) respectively, see e.g.
[1, 2]. They provide the subcentral disintegration of the KMS states φαβ ◦ ǫ1,
φαβ ◦ ǫ2, φαβ ◦ ǫ respectively.
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Here, M(ϕ) := L(Mϕ◦ǫ1), N(ϕ) := L(Nϕ◦ǫ2), R(ϕ) := L(Rϕ). The
proof follows summing up all the homogeneous components appearing
in th standard representation of M⊗RN . 
We are ready to describe the structure of M⊗RN and its predual in
the σ–finite case.
Theorem 2. Let {M(ϕ)}ϕ∈Ω, {N(ϕ)}ϕ∈Ω, {R(ϕ)}ϕ∈Ω be the measur-
able fields of von Neumann algebras appearing in the decompositions of
M , N , R given in Proposition 4, respectively. Define {M˜(ϕ)}ϕ∈Ω and
{N˜(ϕ)}ϕ∈Ω as the measurable fields of von Neumann algebras such that
M˜(ϕ)⊗ I(ϕ) = M(ϕ)
∧(
B(Hαβ)⊗ I(ϕ)
)
,
I(ϕ)⊗ N˜(ϕ) = N(ϕ)
∧(
I(ϕ)⊗ B(Hαβ)
)
whenever ϕ ∈ Ωαβ.
Then we have
M⊗RN =
∫ ⊕
Ω
M˜(ϕ)⊗R(ϕ)⊗N˜(ϕ) dν(ϕ) .
Proof. Looking at each fiber, we have by Lemma 1 of [10],
M(ϕ)⊗R(ϕ)N(ϕ) = M˜(ϕ)⊗R(ϕ)⊗R(ϕ)R(ϕ)⊗N˜(ϕ) ,
where the last equality follows as all the R(ϕ) are factors. The proof
follows as R(ϕ)⊗R(ϕ)R(ϕ) coincides with R(ϕ). 
As an immediate corollary we have the structure of the predual(
M⊗RN
)
∗
, taking into account the description given in Section 3, of
the predual of a direct integral of left von Neumann algebras arising
from an integrable field of left Hilbert algebras.
Corollary 2. In the situation of Theorem 2, we have
(
M⊗RN
)
∗
=
∫ ⊕
Ω
M˜(ϕ)∗⊗̂R(ϕ)∗⊗̂N˜(ϕ)∗ dν(ϕ) (4.5)
where ⊗̂ denotes the operator–projective tensor product between opera-
tor spaces given in [6].
Proof. The proof directly follows from Theorem 2, taking into account
Theorem 3.2 of [7]. 
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