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a b s t r a c t
In this paper,we consider online and semi-online hierarchical scheduling for load balancing
on m parallel uniform machines with two hierarchies. There are k machines with speed
s and hierarchy 1 which can process all the jobs, while the remaining m − k machines
with speed 1 and hierarchy 2 can only process jobs with hierarchy 2. For the model
with the objective to maximize the minimummachine completion time, we show that no
online algorithm can achieve bounded competitive ratio, i.e., there exists no competitive
algorithm. We overcome this barrier by way of fractional assignment, where each job
can be arbitrarily split between the machines. We design a best possible algorithm with
competitive ratio 2ks+m−kks+m−k for any 0 < s < ∞. For the model with the objective
of minimizing makespan, we give a best possible algorithm with competitive ratio
(ks+m−k)2
k2s2+k(m−k)s+(m−k)2 for any 0 < s < ∞. For the semi-online model with the objective
to minimize makespan, where the total job size (sum) is known in advance, we present an
optimal algorithm (i.e., an algorithm of competitive ratio 1).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Problem statement. The hierarchical scheduling problem is an important practical paradigm. It hasmany applications in
diverse areas, such as assigning classes of service to calls inwireless communicationnetworks, routing queries to hierarchical
databases, signing documents by ranking executives, and upgrading classes of cars by car rental companies. Consider a
wireless communication network, similar to that of cellular phone system,where customers arrive (i.e., turn on their phone)
one by one in an arbitrary order. Upon arrival each customer discloses the extent of service it requires andmust be assigned
a base station, from those within range, to service it. Improper station assignment may cause overloading of some station
(or equivalently, entail penalty of hand-off). Thus it is desirable to spread the load as evenly as possible.
In this paper, we study online and semi-online hierarchical scheduling for load balancing onm parallel uniformmachines
with two hierarchies. Given a set of jobs J = {J1, J2, . . . , Jn} and a set of machinesM = {M1,M2, . . . ,Mm}, jobs arrive one
by one. The job Jj has a positive size pj and a hierarchy gj = 1 or 2, j = 1, . . . , n, and the machineMi is also associated with
a hierarchy g(Mi), i = 1, . . . ,m. The job Jj can be scheduled on the machine Mi only if gj ≥ g(Mi). There are k machines
M1 = {M1, . . . ,Mk} with speed s(0 < s < ∞), the time required to process Jj is pjs . The remaining m − k machines
M2 = {Mk+1, . . . ,Mm} have speed 1, and the time required to process Jj is pj. We assume that g(Mi) = 1, i = 1, . . . , k and
g(Mi) = 2, i = k+ 1, . . . ,m, where 1 ≤ k ≤ m− 1. According to the scheduling notation introduced by Graham et al. [7],
the problem is denoted by Qm|online, g = 2, frac|Cmin(Cmax).
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For online scheduling problems, we measure the performance of online algorithms using the competitive ratio. For an
online algorithm A, let CA denote the cost of A, and COPT denote the cost of an optimal offline algorithm. For minimization
problems, the competitive ratio of A is the infimumR ≥ 1 such that for any input, CA ≤ RCOPT . Formaximization problems,
the competitive ratio of A is the infimumR ≥ 1 such that for any input, COPT ≤ RCA. An online algorithm Awith competitive
ratio c is called c-competitive algorithm. If the competitive ratio of an online algorithm is at most c , we say that it is
c-competitive. If noR satisfying the inequality exists, we say that the competitive ratio is unbounded or∞.
Related works. Online load balancing on uniform machines was first studied by Aspnes et al. [1] and Berman et al. [3].
Recently, Chassid and Epstein [4] considered the hierarchical model on two uniform machines, they showed that no online
algorithm can achieve bounded competitive ratio for the objective to maximize the minimum machine completion time.
For Q2|online, g = 2, frac|Cmin, they proposed a best possible algorithmwith competitive ratio 2s+1s+1 for any 0 < s <∞. For
Q2|online, g = 2, sum|Cmin, i.e., the semi-online model where the total job size (sum) is known in advance, they gave a best
possible algorithmwith competitive ratio max{s+ 1s , 1+ 1s } for any 0 < s <∞. For Q2|online, g = 2, frac, sum|Cmin(Cmax),
they presented an optimal algorithm. For Q2|online, g = 2, frac|Cmax, they provided a best possible algorithm with
competitive ratio (1+s)
2
1+s+s2 for any 0 < s < ∞. For Pm|online, g = 2, frac|Cmax, Zhang et al. [13] proposed a best possible
algorithm with competitive ratio m
2
m2−km+k2 .
Dosa andEpstein [6] studied the preemptive versionQ2|online, g = 2, pmtn|Cmax, they obtained a best possible algorithm
with competitive ratio max{ (1+s)2
1+s+s2 ,
s(1+s)2
1+s2+s3 }. And later, Tan and Zhang [12] considered the model Q2|online, g = 2|Cmax,
they proposed a best possible algorithmwith competitive ratiomin{1+s, 1+ 1+s
1+s+s2 } for 0 < s < 1, and gave a best possible
algorithm with competitive ratio min{ 1+ss , 1+ 2s1+s+s2 } for s ≥ 1.
For Pm|online, g = m|Cmax, Bar-Noy et al. [2] and Crescenzi et al. [5] independently designed a non-preemptive
e + 1-competitive algorithm, which is also showed to be e-competitive when all jobs have unit size. Afterwards, Jiang
[10] considered Pm|online, g = 2|Cmax, he proposed two online algorithms and a lower bound. Recently, Zhang et al.
[14] further studied Pm|online, g = 2|Cmax, they presented an online algorithm with competitive ratio 1 + m2−mm2−km+k2 .
For P2|online, g = 2|Cmax, Jiang et al. [9] and Park et al. [11] independently presented a best possible algorithm with
competitive ratio 53 . In addition, Hwang et al. [8] considered the offline version of the problem and presented an algorithm
with performance ratio no more than 54 form = 2 and 2− 1m−1 form ≥ 3.
Our results. In this paper, we consider Qm|online, g = 2, frac|Cmin(Cmax). For Qm|online, g = 2|Cmin, we show that
no online algorithm can achieve bounded competitive ratio. In order to overcome this barrier, we consider the fractional
assignment model Qm|online, g = 2, frac|Cmin, where each job can be arbitrarily split between the machines. We design a
best possible algorithmwith competitive ratio 2ks+m−kks+m−k for any 0 < s <∞. For Qm|online, g = 2, frac|Cmax, we design a best
possible algorithm with competitive ratio (ks+m−k)
2
k2s2+k(m−k)s+(m−k)2 for any 0 < s <∞. For Qm|online, g = 2, frac, sum|Cmax, i.e.,
the semi-online model where the total job size (sum) is known in advance, we give an optimal algorithm with competitive
ratio 1.
This paper is organized as follows. In Section 2, we give some basic notations and a useful lemma, and show that no online
algorithm can achieve bounded competitive ratio for Qm|online, g = 2|Cmin. In Sections 3 and 4, we consider the model
Qm|online, g = 2, frac|Cmin and Qm|online, g = 2, frac|Cmax, respectively. In Section 5, we present an optimal algorithm for
Qm|online, g = 2, frac, sum|Cmax. Finally some conclusions are given in Section 6.
2. Preliminaries
The following notations and the lemma are required in this paper.
T The total size of all jobs.
Ti The total size of jobs with hierarchy i.
Pi The total size of jobs assigned toMi.
Lj−1i The current load ofMi right before the assignment of job Jj.
Li The final load of machineMi.
Next we give the bounds on COPT .
Lemma 2.1. For the offline problem Qm|g = 2, frac|Cmax, we have COPT ≥ max{ T1ks , Tks+m−k }. For the offline problem Qm|g =
2, frac|Cmin, we have COPT ≤ min{ T2m−k , Tks+m−k }.
Proof. For the offline problem Qm|g = 2, frac|Cmax, it is clear that COPT ≥ Tks+m−k . Note that all jobs with hierarchy 1 can
be only processed on machines in M1, which implies that COPT ≥ T1ks . Hence the result follows. For the offline problem
Qm|g = 2, frac|Cmin, it is clear that COPT ≤ Tks+m−k . Note that all jobs with hierarchy 2 can be processed on all machines in
M1 andM2, then COPT ≤ T2m−k . So the result holds. 
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In the following, we show that no online algorithm with bounded competitive ratio exists for Qm|online, g = 2|Cmin.
Theorem 2.1. For Qm|online, g = 2|Cmin, any online algorithm has an unbounded competitive ratio.
Proof. Let N > 0 be a sufficiently large number. Consider an online algorithm A and the following sequence of jobs.
The first m − k jobs are of size 1 and hierarchy 2. If some of these jobs are scheduled on machines inM1 or if there is
a machine inM2 which processes at least two jobs, then k jobs with size s and hierarchy 1 arrive. For both cases, we have
CA = 0, COPT = 1, and thus R = ∞.
If the firstm− k jobs are all scheduled on machines inM2 and each machine inM2 process exactly one job, thenm− k
jobs with size sN and hierarchy 2 arrive. If some machine inM1 does not process any job, then no new job arrives. We have
CA = 0, COPT ≥ 1, R = ∞ again. If each machine inM1 processes at least one job, then the last k jobs with size s(sN + 1)
and hierarchy 1 arrive. Obviously, the last k jobs must be scheduled on machines inM1. Hence CA = 1, COPT = sN + 1, and
R = COPT
CA
= sN + 1→∞(N →∞). 
3. The model Qm|online, g = 2, frac|Cmin
The next algorithm is defined for any 0 < s <∞.
Algorithm A1. When a new job Jj arrives:
1. If gj = 1, split job Jj into k equal parts. Each machine inM1 processes a part of size pjk of job Jj.
2. If gj = 2, split job Jj intom parts in the ratio
(m− k)s : (m− k)s : . . . : (m− k)s  
k
: ks+m− k : ks+m− k : . . . : ks+m− k  
m-k
.
Each machine in M1 processes a part of size
spj
2ks+m−k of job Jj, and each machine in M2 processes a part of size
(ks+m−k)pj
2k(m−k)s+(m−k)2 of job Jj.
Clearly, for the jobs with hierarchy 1, the best way is to schedule them on machines inM1 evenly. The reason that we
split the jobs with hierarchy 2 into m parts and assign a part of the job to each of the machines in M1 is to ensure that
Algorithm A1 can get a better competitive ratio when there are no jobs with hierarchy 1. Since machines inM1 andM2 are
the same, respectively, the part assigned to machines inM1 andM2 are equal, respectively.
From the designment of Algorithm A1, the total size of jobs on machines in M1 (or M2) are equal, and the loads of
machines inM1 (orM2) are equal when Algorithm A1 is completed. Let P 1 = P1 = P2 = · · · = Pk,P 2 = Pk+1 = Pk+2 =
· · · = Pm,L1 = L1 = L2 = · · · = Lk andL2 = Lk+1 = Lk+2 = · · · = Lm. Thus,L1 = P 1s andL2 = P 2.
Theorem 3.1. Algorithm A1 has a competitive ratio of at most 2ks+m−kks+m−k for any 0 < s <∞.
Proof. If there is no job with hierarchy 2, then CA1 = 0 and COPT = 0, thus the competitive ratio is 1. Otherwise, we have
L2 = P 2 = ks+m− k
2k(m− k)s+ (m− k)2 (T − T1),
and
P 1 = T1
k
+ s
2ks+m− k (T − T1)
= s
2ks+m− kT +
ks+m− k
k(2ks+m− k)T1,
and thus
L1 = 1
2ks+m− kT +
ks+m− k
ks(2ks+m− k)T1.
If T1 ≤ ksks+m−kT and CA1 = L1, then by Lemma 2.1 and T1 ≥ 0, we have
COPT
CA1
≤
T
ks+m−k
1
2ks+m−kT + ks+m−kks(2ks+m−k)T1
≤
T
ks+m−k
T
2ks+m−k
= 2ks+m− k
ks+m− k .
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If T1 ≤ ksks+m−kT and CA1 = L2, then by Lemma 2.1 we have
COPT
CA1
≤
T
ks+m−k
ks+m−k
2k(m−k)s+(m−k)2 (T − T1)
≤
T
ks+m−k
ks+m−k
2k(m−k)s+(m−k)2 · m−kks+m−kT
= 2ks+m− k
ks+m− k .
If T1 ∈ ( ksks+m−kT , T ], thenL1 >
ks
ks+m−k T
ks = 1ks+m−kT . Hence,
L2 = ks+m− k
2k(m− k)s+ (m− k)2 (T − T1)
<
1
m− k (T − T1)
<
1
m− k

T − ks
ks+m− kT

= 1
ks+m− kT
< L1.
So, CA1 = L2. By Lemma 2.1 we have
COPT
CA1
≤
T−T1
m−k
ks+m−k
2k(m−k)s+(m−k)2 (T − T1)
= 2ks+m− k
ks+m− k . 
Theorem 3.2. For Qm|online, g = 2, frac|Cmin, any online algorithm has a competitive ratio of at least 2ks+m−kks+m−k for any
0 < s <∞.
Proof. The job J1 with p1 = m− k and g1 = 2 arrives first. Let δ be the minimum part of J1 scheduled on machines inM2.
If δ ≥ ks+m−k2ks+m−k , then no new job arrives. At this time, COPT = m−kks+m−k . Let γ = min{Li|i = 1, 2, . . . , k}, then
γ ≤ (m− k)(1− δ)
ks
≤ (m− k)
ks
2ks+m−k
ks
= m− k
2ks+m− k .
So, CA ≤ m−k2ks+m−k . Hence
COPT
CA
≥
m−k
ks+m−k
m−k
2ks+m−k
= 2ks+m− k
ks+m− k .
If δ < ks+m−k2ks+m−k , then the last job J2 with p2 = ks and g2 = 1 arrives. Then COPT = 1. Since J2 must schedule on machines
inM1, CA ≤ δ. Hence
COPT
CA
≥ 1
δ
≥ 2ks+m− k
ks+m− k . 
From Theorems 3.1 and 3.2, we obtain that Algorithm A1 is the best possible algorithm for Qm|online, g = 2, frac|Cmin.
Corollary 3.1 ([4]). If k = 1,m = 2, the problem Qm|online, g = 2, frac|Cmin is identical to Q2|online, g = 2, frac|Cmin.
Algorithm A1 has a competitive ratio of 2s+1s+1 for any 0 < s <∞, which is the best possible.
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4. The model Qm|online, g = 2, frac|Cmax
The next algorithm is defined for any 0 < s <∞.
Algorithm A2. When a new job Jj arrives:
1. If gj = 1, split job Jj into k equal parts. Each machine inM1 processes a part of size pjk of job Jj.
2. If gj = 2, split job Jj intom parts in the ratio
ks2 : ks2 : . . . : ks2  
k
: ks+m− k : ks+m− k : . . . : ks+m− k  
m-k
.
Each machine inM1 processes a part of size
ks2pj
k2s2+k(m−k)s+(m−k)2 of job Jj, and each machine inM2 processes a part of size
(ks+m−k)pj
k2s2+k(m−k)s+(m−k)2 of job Jj.
The main idea of Algorithm A2 is similar to Algorithm A1. From the designment of Algorithm A2, the total size of jobs on
machines inM1 (orM2) are equal, and the loads of machines inM1 (orM2) are equal when Algorithm A2 is completed. Let
P 1 = P1 = P2 = · · · = Pk,P 2 = Pk+1 = Pk+2 = · · · = Pm,L1 = L1 = L2 = · · · = Lk and L2 = Lk+1 = Lk+2 = · · · = Lm.
Thus,L1 = P 1s andL2 = P 2.
Theorem 4.1. Algorithm A2 has a competitive ratio of at most (ks+m−k)
2
k2s2+k(m−k)s+(m−k)2 for any 0 < s <∞.
Proof. By Algorithm A2, we have
L2 = P 2 = ks+m− k
k2s2 + k(m− k)s+ (m− k)2 (T − T1),
and
P 1 = T1
k
+ ks
2
k2s2 + k(m− k)s+ (m− k)2 (T − T1)
= ks
2
k2s2 + k(m− k)s+ (m− k)2 T +
(m− k)(ks+m− k)
k(k2s2 + k(m− k)s+ (m− k)2)T1,
and thus
L1 = ks
k2s2 + k(m− k)s+ (m− k)2 T +
(m− k)(ks+m− k)
ks(k2s2 + k(m− k)s+ (m− k)2)T1.
If T1 ≤ ksks+m−kT and CA2 = L1, then by Lemma 2.1 we have
CA2
COPT
≤
ks
k2s2+k(m−k)s+(m−k)2 T + (m−k)(ks+m−k)ks(k2s2+k(m−k)s+(m−k)2)T1
T
ks+m−k
≤
ks
k2s2+k(m−k)s+(m−k)2 T + m−kk2s2+k(m−k)s+(m−k)2 T
T
ks+m−k
= (ks+m− k)
2
k2s2 + k(m− k)s+ (m− k)2 .
If T1 ≤ ksks+m−kT and CA2 = L2, then by Lemma 2.1 we have
CA2
COPT
≤
ks+m−k
k2s2+k(m−k)s+(m−k)2 (T − T1)
T
ks+m−k
≤ (ks+m− k)
2
k2s2 + k(m− k)s+ (m− k)2 .
If T1 ∈ ( ksks+m−kT , T ], thenL2 ≤ T−T1m−k <
m−k
ks+m−k T
m−k = 1ks+m−kT . Hence,
L1 = ks
k2s2 + k(m− k)s+ (m− k)2 T +
(m− k)(ks+m− k)
ks(k2s2 + k(m− k)s+ (m− k)2)T1
>
ks
k2s2 + k(m− k)s+ (m− k)2 T +
m− k
k2s2 + k(m− k)s+ (m− k)2 T
L.-y. Hou, L. Kang / Theoretical Computer Science 412 (2011) 1092–1098 1097
= ks+m− k
k2s2 + k(m− k)s+ (m− k)2 T
>
1
ks+m− kT
> L2.
So CA2 = L1. By Lemma 2.1, we have
CA2
COPT
≤
ks
k2s2+k(m−k)s+(m−k)2 T + (m−k)(ks+m−k)ks(k2s2+k(m−k)s+(m−k)2)T1
T1
ks
<
ks+m−k
k2s2+k(m−k)s+(m−k)2 T1 + (m−k)(ks+m−k)ks(k2s2+k(m−k)s+(m−k)2)T1
T1
ks
=
(ks+m−k)2
ks(k2s2+k(m−k)s+(m−k)2)T1
T1
ks
= (ks+m− k)
2
k2s2 + k(m− k)s+ (m− k)2 . 
Theorem 4.2. For Qm|online, g = 2, frac|Cmax, any online algorithm has a competitive ratio of at least (ks+m−k)2k2s2+k(m−k)s+(m−k)2 for
any 0 < s <∞.
Proof. The job J1 with p1 = m− k and g1 = 2 arrives first. Let λ be the maximum part of J1 scheduled on machines inM2.
If λ ≥ (m−k)(ks+m−k)
k2s2+k(m−k)s+(m−k)2 , then no new job arrives. At this time, we have C
OPT = m−kks+m−k and CA ≥ λ. Hence
CA
COPT
≥
(m−k)(ks+m−k)
k2s2+k(m−k)s+(m−k)2
m−k
ks+m−k
= (ks+m− k)
2
k2s2 + k(m− k)s+ (m− k)2 .
If λ < (m−k)(ks+m−k)
k2s2+k(m−k)s+(m−k)2 , then the last job J2 with p2 = ks and g2 = 1 arrives. Obviously, J2 must be scheduled on
machines inM1. Then COPT = 1. Let µ = max{Li|i = 1, . . . , k}, then we have
µ ≥ (m− k)(1− λ)+ ks
ks
>
k2(m−k)s2
k2s2+k(m−k)s+(m−k)2 + ks
ks
= k(m− k)s
k2s2 + k(m− k)s+ (m− k)2 + 1
= (ks+m− k)
2
k2s2 + k(m− k)s+ (m− k)2 .
Hence
CA
COPT
≥ µ > (ks+m− k)
2
k2s2 + k(m− k)s+ (m− k)2 . 
From Theorems 4.1 and 4.2, we obtain that Algorithm A2 is the best possible algorithm for Qm|online, g = 2, frac|Cmax.
Corollary 4.1 ([13]). If s = 1, the problemQm|online, g = 2, frac|Cmax is identical to Pm|online, g = 2, frac|Cmax. AlgorithmA2
has a competitive ratio of m
2
m2−km+k2 , which is the best possible.
Corollary 4.2 ([4]). If k = 1,m = 2, the problem Qm|online, g = 2, frac|Cmax is identical to Q2|online, g = 2, frac|Cmax.
Algorithm A2 has a competitive ratio of (1+s)
2
1+s+s2 for any 0 < s <∞, which is the best possible.
5. The model Qm|online, g = 2, frac, sum|Cmax
In this section we give an optimal algorithm which has competitive ratio 1.
Let KLj−1 = min{Lj−1i |i = k+ 1, . . . ,m} andMtj−1 be one of the machines whose loads are KLj−1, tj−1 ∈ {k+ 1, . . . ,m}.
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Algorithm A3. 1. Let j = 1 and L0i = 0, i = 1, . . . ,m.
2. If gj = 1, assign job Jj by the following rule. Split job Jj into k equal parts, each machine inM1 processes a part of size
pj
k of job Jj. Let L
j
i = Lj−1i , i = k+ 1, . . . ,m, go to step 4.
3. If gj = 2:
(3.1) If Lj−1k+1 = · · · = Lj−1m = Tks+m−k , assign job Jj by the rule in step 2. Let Ljk+1 = · · · = Ljm = Tks+m−k , go to step 4.
(3.2) Otherwise if KLj−1 + pj ≤ Tks+m−k , assign job Jj to Mtj−1 . Let Ljtj−1 = Lj−1tj−1 + pj and Lji = Lj−1i , i ≠ tj−1, i ∈
{k+ 1, . . . ,m}. Compute KLj and determineMtj , go to step 4.
(3.3) If KLj−1 + pj > Tks+m−k , assign a part of size Tks+m−k − KLj−1 of job Jj to Mtj−1 . Let Ljtj−1 = Tks+m−k and
Lji = Lj−1i , i ≠ tj−1, i ∈ {k+ 1, . . . ,m}. Compute KLj and determineMtj . Let j = j+ 1, pj = pj− ( Tks+m−k − KLj−1),
go to step 3.
4. If no new job arrives, stop. Otherwise, let j = j+ 1, go to step 2.
The main idea of Algorithm A3 is that the jobs with hierarchy 1 are assigned to machines inM1 evenly, and the jobs with
hierarchy 2 are assigned to machines inM2 as many as possible, in other words, they will not be assigned to machines in
M1 unless the loads of all the machines inM2 reach the threshold number.
Theorem 5.1. The running time of Algorithm A3 is O(nm2).
Proof. At each time, the machine with minimum load can be found in O(m). Each job is split into at mostm parts, and there
are n jobs. Hence Algorithm A3 can be implemented with O(nm2). 
Theorem 5.2. Algorithm A3 is an optimal algorithm.
Proof. Let L1 = max{L1, . . . , Lk} and L2 = max{Lk+1, . . . , Lm}. By the designment of Algorithm A3, we have Li ≤
T
ks+m−k , i = k + 1, . . . ,m. If Lk+1 = · · · = Lm = Tks+m−k , then L1 = · · · = Lm = Tks+m−k . Clearly, Algorithm A3 is optimal
in this case. Otherwise, there is some machine Mi, i ∈ {k + 1, . . . ,m}, such that Li < Tks+m−k . Then L2 ≤ Tks+m−k < L1.
By Algorithm A3, all jobs with hierarchy 2 are scheduled on machines inM2 and all jobs with hierarchy 1 are scheduled on
machines inM1, so Algorithm A3 is optimal as well. 
6. Conclusions
This paper studied online and semi-online hierarchical scheduling for load balancing on m parallel uniform machines
with two hierarchies. There are kmachines with speed s and hierarchy 1 which can process all the jobs, while the remaining
m−kmachineswith speed 1 and hierarchy 2 can only process jobswith hierarchy 2.We showed that no online algorithm can
achieve bounded competitive ratio for the model with the objective to maximize the minimum machine completion time.
We overcame this barrier byway of fractional assignment, where each job can be arbitrarily split between themachines.We
designed the best possible algorithmwith competitive ratio 2ks+m−kks+m−k for any 0 < s <∞. For themodel with the objective of
minimizing makespan, we gave the best possible algorithm with competitive ratio (ks+m−k)
2
k2s2+k(m−k)s+(m−k)2 for any 0 < s < ∞.
For the semi-online model with the objective to minimize makespan, where the total job size (sum) is known in advance,
we presented an optimal algorithm. Obtaining the best possible algorithms form uniformmachines with general speed and
hierarchy is still an open problem.
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