This work addresses a full characterization of three new q−polynomials derived from the q−oscillator algebra. Related matrix elements and generating functions are deduced. Further, a connection between Hahn factorial and q−Gaussian polynomials is established.
Introduction
The q−deformed Lie algebras whose applications in the quantum field theory and quantum groups [1] possess an important and useful representation theory in connection to that of their classical limit algebra. The q−deformed harmonic oscillator algebra introduced by Arik and Coon [2] , and Biedenharn [3] plays a similar role as the usual boson oscillator in nonrelativistic quantum mechanics. This is why various q−deformed boson oscillator commutation relations attracted more attention during the last few years [4] - [8] . Furthermore, quantum groups and their representations are closely related to the so-called q−calculus: q−numbers, q−factorials, q−differentiation, basic hypergeometric functions, special functions and q−orthogonal polynomials. The connection between special functions and group representations was first discovered by Cartan [9] in 1929. Vilenkin made a systematic account of the theory of classical special functions [10] , while Koekoek R. et al gave a scheme on the hypergeometric orthogonal polynomials and their q−analogues [11] . In this scheme, all polynomials are characterized by a set of properties: (i) they are solutions of difference equations, (ii) they are generated by a recursion relation, (iii) they are orthogonal with respect to weight function and (iv) they obey the Rodrigues-type formulas.
Other polynomial families which do not obey the above characteristic properties, do not belong to the Askey q−scheme. In this work, we deal with the study of some properties of three types of polynomials: q−Gaussian, q−factorial and Hahn factorial polynomials.
The paper is organized as follows. In Section 2, we define the q−Gaussian polynomials. Matrix elements of the deformed exponential functions are computed and the generating function of the q−Gaussian polynomials is deduced. The inversion formula is derived. Section 3 is devoted to the q−factorial polynomials. Matrix elements are computed and used to deduce some associated properties. In Section 4, we recall some results on the Hahn calculus, define the Hahn factorial polynomials and compute the matrix elements of the new deformed exponential function E (µ) q,ω (x). A connection between q−Gaussian and Hahn factorial polynomials is established. The related inversion formula and generating function are deduced in the Section 5. We end by some concluding remarks in Section 6.
2
q−Gaussian polynomials Definition 2.1 The q−Gaussian polynomials are defined as follows
with φ 0 (x) := 1 and the q−binomials coefficients are given by
and zero otherwise,
Proposition 2.1 The q−Gaussian polynomials obey the following recursion relation
Proof. Multiplying
by q ( k 2 ) (−1) k x n+1−k and summing over k = 0, 1, · · · , n + 1, we get
which achieves the proof.
Definition 2.2 Let a and a † be the operators defined as follows:
where
is the ordinary derivative and
The operators a and a † act on the q−Gaussian polynomials (1) as follows:
Besides,
and
Proof. See appendix A. Therefore, the set of polynomials {φ n (x)|n = 0, 1, · · · } provides a basis for a realization of the q−deformed harmonic oscillator algebra given by
where the operator N is such that
From the Definition 2.2, we deduce the following differential equation
for the q−Gaussian polynomials where
In order to derive their generating function, let us start defining the following (q, µ)−exponential function [12, 13] 
In the limit q → 1, E
q (x) tends to the ordinary exponential, i.e., lim q→1 E (µ)
q (x) = e x , and for some specific values of µ, it corresponds to the standard q−exponentials, i.e. for µ = 0 and µ = 1/2 one has [11]
Besides, let us introduce the following operator [12] 
In the limit case when q → 1, it goes into the Lie group element exp(αa † ) exp(βa). Then, the matrix elements, in the representation space spanned by the q−Gaussian polynomials φ n (x), are defined by
n,r (α, β) is explicitly given in this work by
if r ≤ n, and
The underlying polynomials U (µ,ν) n (x; q 1+θ |q) are defined by the expression
generating the standard q−polynomials for particular values of µ and ν. Indeed,
where p n (x; γ, σ|q) is the little q−Jacobi polynomials [11] .
or vice-versa,
n (x|q) are the q−Laguerre polynomials [11] .
Using the relations (8), (9) and the operator (20), we derive the generating function of the q−Gaussian polynomials.
Theorem 2.1
The generating function of the q−Gaussian polynomials satisfies the relation
Proof. See Appendix B.
Note that the generating function (28) can be used to find different forms of formulas appearing in this work. From (1), we deduce the inversion formula for the q−Gaussian polynomials
Corollary 2.1
From the Definition 2.1, the q−Gaussian polynomials can be also determined under the form
Let |ψ := ∞ n=0 c n (x)φ n (x) be the eigenvector of the position operator X := a † + a with the the eigenvalue x, i.e., X|ψ = x|ψ .
Since (8) is satisfied, equating coefficients of the polynomials φ n (x) in both the sides of (33), we obtain the following three-term recursion relation for the coefficients c n (x):
with c 0 (x) := 1. Since [n] q = q 1−n , the position operator is not symmetric. Immediatly, one can see that
As matter of illustration, we compute the first five coefficients as follows:
3 q−Factorial polynomials Definition 3.1 The q−factorial polynomials are defined as follows:
The q−factorial polynomials behave as ordinary monomials under the action of the operatorŝ
where e ±∂x f (x) := f (x ± 1). Indeed, a and a † are called step operators when they appear in the q−deformed quantum theory and they satisfy the following relation.
Proof. By actingâ † on the q−factorial polynomialsφ n (x), we havê
In the same way, by actingâ on the q−factorial polynomialsφ n (x), one getŝ
which achieves the proof. Since (43) holds, we havê
Therefore, the set of polynomials {φ n (x)|n = 0, 1, · · · } provides a basis for a realization of the q−deformed harmonic oscillator algebra given bŷ
Following the previous development for the q−Gaussian polynomials, the introduction of the operatorL
leads to the matrix elements, in the representation space spanned by the q−factorial polynomialŝ φ n (x) defined byL
n,r (α, β) are here explicitly given bŷ
if n ≤ r. Therefore, the following statement holds.
Theorem 3.1
The generating function for the q−factorial polynomials is defined by
Proof. From the definition of the matrix elements (49), we havê
• If µ = 0, we arrive at the generating function of the q−factorial polynomials
By using the identity
we get
• If µ = 1/2, (55) takes the form
The rest is achieved by setting t = αq 1/2 on the right hand-side of (59).
Hahn calculus: Hahn factorial polynomials
Quantum difference operators are receiving an increasing interest in applied mathematics and theoretical physics because of their numerous applications [14] - [18] . Further, the quantum calculus generates the ordinary derivative by a difference operator, which allows us to treat sets of non-differentiable functions. Since Jackson [19] introduced the first expression of difference operator, called the Jackson derivative, several expressions of the difference operator appeared. Among them, the most famous one is Hahn's difference operator [20] , which has two deformation parameters ω and q. Hahn's operator reduces to Jackson's q−derivative when the parameter ω goes to 0.
Hahn's calculus Definition The Hahn's derivative is defined as follows
Theorem 4.1 The Hahn's derivative satisfies the following deformed Leibniz rule:
The proof is straighforward. See Appendix C. The Hahn integral is introduced as the inverse operation of the Hahn derivative, i.e.,
Theorem 4.2 The Hahn integral is defined by
Summing (64) to (66), we arrive at
When n → ∞, the latter expression takes the form
what achieves the proof.
Hahn factorial polynomials
Definition 4.2 The Hahn factorial polynomials are defined bẏ
withφ 0 (x) := 1, satisfying the following recursion relation
Theorem 4.3 Letȧ andȧ † be the operators defined as follows:
where e ±ω∂x f (x) := f (x ± ω). Then,
Proof.
In the same way, we haveȧ †φ
which achieves the proof. Since (72) holds, we geṫ
Therefore, the set of polynomials {φ n (x)|n = 0, 1, · · · } provides a basis for a realization of the q−deformed harmonic oscillator algebra given bẏ
Definition 4.3 The Hahn exponential function e q,ω (x) is defined as
Thus, we have the following.
Proof. Since (79) is satisfied, we have
equivalent to e q,ω (x) = e q,ω (qx + ω)
When s → ∞, |q| < 1, the latter expression takes the form
In the limit when ω 0 → 0, we recover the well known exponential function E
q (x). The definition of the matrix elements for the Hahn factorial polynomials requires the construction of the (q, ω, µ)−exponential function in the form:
giving, for ω = 0, the (q, µ)−exponential function E (µ) [12, 13] . For
while in the limit q → 1,
q,ω (x) tends to the ordinary exponential:
For ω = 0 = µ and ω = 0, µ = 1/2 one has [11]
Introduce the previous operator
going into the Lie group element exp(αȧ † ) exp(βȧ) in the limit ω = 0, q → 1. Their matrix elements, in the representation space spanned by the Hahn factorial polynomialsφ n (x), are defined byL
whereL (µ,ν) n,r (α, β) is explicitly given bỹ
if n ≤ r.
In the limit when ω 0 goes to 0, the matrix elements (91) and (92) are reduced to (22) and (23), respectively.
Connection between the Hahn factorial and the q-

Gaussian polynomials
In this section, we establish a connection between the Hahn factorial and the q−Gaussian polynomials. The inversion formula and generating function related to the Hahn factorial polynomials are given. Let us start with an alternative definition of the Hahn factorial polynomials (69) as follows:
withφ 0 (x) := 1 and ω 0 = ω/(1 − q), satisfying the recursion relation
Proposition 5.1 The connection formula between the Hahn factorial polynomialsφ n (x) (93) and the q−Gaussian polynomials φ n (x) is given bẏ
Proof. Immediately, one can see that
Then, the relation (69) takes the forṁ
The rest of the proof is achieved by combining (4) and (95).
Since (29) is valid, the inversion formula for the Hahn factorial polynomials is 
Proof. From the definition of the matrix elements (90) and the relation (73), we havẽ
If µ = 1/2, we arrive at the generating function of the Hahn factorial polynomials
The proof is achieved by using (28) and setting t = α(1 − ω 0 )q 1/2 on the right-hand side of (101).
Concluding remarks
In this work, we have studied three types of q−polynomials related to the q−oscillator algebra. Matrix elements of each family of polynomials are computed and the associated generating functions are deduced. Finally, a connection between Hahn factorial and the q−Gaussian polynomials is established. (q
Appendix B
From the definition of the matrix elements (20) , we have
If µ = 1/2, we arrive at the generating function of the q−Gaussian polynomials
By introducing the new summation index m = n−k on the right-hand side of (105), one obtains L (1/2,0) (α, 0).1 = e q (q 1/2 αx(1 − q))E q (−q 1/2 α(1 − q)).
The proof is achieved by taking t = αq 1/2 on the right-hand side of (106).
= (f (qx + ω) g(qx + ω) − g(x) (q − 1)x + ω + g(x) f (qx + ω) − f (x) (q − 1)x + ω = f (qx + ω)D q,ω g(x) + g(x)D q,ω f (x).
(107)
In the same way,
(q − 1)x + ω = f (qx + ω)g(x) − g(qx + ω)f (x) ((q − 1)x + ω)g(x)g(qx + ω) = g(x) f (qx + ω) − f (x) ((q − 1)x + ω)g(x)g(qx + ω) − f (x) g(qx + ω) − g(x) ((q − 1)x + ω)g(x)g(qx + ω)
