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Abstract
Long reach passive optical networks (LR-PONs), which integrate fibre-
to-the-home with metro networks, have been the subject of intensive
research in recent years and are considered one of the most promising
candidates for the next generation of optical access networks. Such
systems ideally have reaches greater than 100km and bit rates of at
least 10Gb/s per wavelength in the downstream and upstream direc-
tions. Due to the limited equipment sharing that is possible in access
networks, the laser transmitters in the terminal units, which are usu-
ally the most expensive components, must be as cheap as possible.
However, the requirement for low cost is generally incompatible with
the need for a transmitter chirp characteristic that is optimised for
such long reaches at 10Gb/s, and hence dispersion compensation is
required.
In this thesis electronic dispersion compensation (EDC) techniques
are employed to increase the chromatic dispersion tolerance and to en-
hance the system performance at the expense of moderate additional
implementation complexity. In order to use such EDC in LR-PON
architectures, a number of challenges associated with the burst-mode
nature of the upstream link need to be overcome. In particular, the
EDC must be made adaptive from one burst to the next (burst-mode
EDC, or BM-EDC) in time scales on the order of tens to hundreds of
nanoseconds.
Burst-mode operation of EDC has received little attention to date.
The main objective of this thesis is to demonstrate the feasibility of
such a concept and to identify the key BM-EDC design parameters re-
quired for applications in a 10Gb/s burst-mode link. This is achieved
through a combination of simulations and transmission experiments
utilising off-line data processing. The research shows that burst-to-
burst adaptation can in principle be implemented efficiently, opening
the possibility of low overhead, adaptive EDC-enabled burst-mode
systems.
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Chapter 1
Introduction
The application of optical fibres in the field of telecommunications was made
possible in the early 1970s thanks to the progress in silica fibre-optic production
technologies along with the development of compact and more efficient semicon-
ductor laser diodes. Since then, the use of and demand for optical fibre have
grown tremendously, and some view this as the beginning of the ‘information
age’ comparing today’s social revolution of information accessibility to last cen-
tury’s industrial revolution, in terms of scope and impact [1]. While 20 years ago
people around the world could communicate in real-time only through the phone,
today it is possible to transmit voice, data, and video at the speed of light along
a strand of glass thinner than a human hair. Optical fibre technology rapidly en-
abled a fast and reliable delivery of the services upon which all people depend in
today’s world. Indeed, everyone expects to be seamlessly, instantly, and continu-
ously connected to the network using a myriad of devices such as smart phones,
computers, hand-held devices, high definition TV, game systems, GPS, e-book
readers, and others. If today’s generation had to be described using one word,
that word would be ‘connected’. None of this would be possible without opti-
cal fibre. Currently more than 1.8 billion kilometres of optical fibre is deployed
around the world [1], connecting people, businesses, communities, countries, and
continents.
While today’s core and metro networks (hence the majority of the Internet’s
physical distance) are dominated by optical fibre, the access network is still mostly
based on copper or wireless technologies. To keep up with increasing bandwidth
demands, however, telecoms operators are gradually migrating to fibre-based net-
works, which promise to deliver significantly higher speeds. The actual level of
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penetration of fibre in the access network varies between countries. Figure 1.1
shows the data collected by the Organisation for Economic Co-operation and De-
velopment (OECD) for the number of fibre connections as a percentage of total
broadband connections among OECD countries reporting fibre subscribers as of
June 2013 [2].
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Figure 1.1: Percentage of fibre connections in total broadband subscriptions (June
2013).
The reason why the percentage of fibre connections in most of the countries re-
ported in Fig. 1.1 is still relatively modest is due to the fact that migration
to an all-fibre network infrastructure requires major investment and takes con-
siderable time to complete. In fact, in some countries there is still a lack of
applications to take full advantage of the high bandwidth offered by the fibre and
as a consequence there is limited near or medium term demand for high-speed
residential services to justify such investments in new technology. This pushed
most operators to opt against providing immediate fibre-to-the-home (FTTH)
or fibre-to-the-building (FTTB) solutions and opting, instead, for an incremen-
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tal network upgrade to maximally reuse the already existing infrastructures. In
the short term, therefore, access to high-speed broadband services will still be
provided by copper-based solutions [3]. However, looking at the trend in Fig.
1.1 of countries like Japan and Korea where FTTH/B is already the leading ac-
cess technology [4], it is clear that fibre-optic access infrastructure is no longer a
matter of if, but when. Indeed, copper-based and wireless technologies will not
be able to support the continuously growing demand for higher bit-rates due to
physical media constraints which eventually limit the performance either in terms
of bandwidth or physical reach.
1.1 Context of the Study
The most promising and high-performance architecture to drive FTTH is ar-
guably the passive optical network (PON). A PON is a point-to-multipoint fibre
network architecture in which optical splitters are used to enable a single optical
fibre to serve multiple users. The term passive derives from the fact that in a
conventional PON there are no powered components deployed in the field. Al-
though PONs are undeniably cost-effective architectures thanks to their ability
to share network costs among a number of customers, the cost reduction offered
by PONs alone is still not enough to guarantee the margins and hence the prof-
itability expected by operators [5]. This is mainly due to the high cost of optical
components along with the fact that conventional metro/core networks are built
upon a large base of power-hungry (thus expensive) electronic equipment. This
means that, in order to further reduce costs, metro and core networks will also
need upgrading.
One potential solution in order to address this problem is to simplify the
current network architecture. This could be achieved, for instance, by combining
the access and metro networks into a single, integrated, all-optical system by
using optical amplification. The concept of increasing the reach and/or split
of a PON via intermediate equipment is known as long-reach PON (LR-PON).
LR-PONs are a very cost-effective solution as the CAPEX and the OPEX of
the network are lower mainly due to the fact that the number of equipment
interfaces, network elements, and nodes are reduced, and moreover, the network
management complexity is also simplified [6]. In conventional PON architectures
such as Ethernet PON (E-PON) from IEEE [7] and the Gigabit PON (G-PON)
3
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from ITU-T [8], the maximum logical reach can typically be increased from 20km
up to 60km by using an intermediate reach-extender. However, for more advanced
network architectures [9, 10, 11] this target reach can be increased significantly
up to 100km or beyond. Note that another objective of such next generation
access networks is to achieve bit rates of at least 10Gb/s per wavelength in the
downstream and upstream directions [12].
It is clear that with increasing bit rates, reaches, and more generally with
increasing complexity of the optical layer, signal distortions are also increasing,
whereas the component and system tolerances are typically decreasing. In partic-
ular, for the single channel applications that this thesis is focusing on, chromatic
dispersion (CD) can pose severe limitations to the system performance. Consider-
ing also that the low cost transmitter targeted for use in each optical network unit
(ONU) might not have a chirp characteristic that is optimised for such reaches at
10Gb/s, some sort of dispersion compensation is required. Multiple techniques
have been proposed and implemented both in the electrical and optical domain
in order to compensate/mitigate for CD [13]. Among these, for example, the sys-
tem impact of CD could be reduced by means of dispersion compensating fibres
(DCFs) or dispersion compensating gratings (DCGs) in the optical domain, or
else by means of linear/quasi-linear equalisers, Volterra equalisers, or maximum-
likelihood sequence estimation (MLSE) equalisers in the electrical domain.
The main advantage offered by optical compensators over electronic tech-
niques is that they operate prior to square-law photodetection, and can therefore
make use of the full optical field information (amplitude and phase) rather than of
the optical intensity only, resulting in significantly better performance. However,
these methods are relatively expensive and moreover they are typically static in
nature and hence they cannot respond to time-dependent variations of the sig-
nal impairments. On the other hand, electronic equalisers can be much cheaper
once they have entered large volume production and, in principle, they could also
be made adaptive. Therefore, the advantages offered by these techniques over
optical compensators can justify the loss in performance associated with direct
detection and the loss of phase information.
In this thesis work a subset of the aforesaid electronic equalisation techniques,
namely feedforward equalisers (FFEs) and decision feedback equalisers (DFEs),
is studied to demonstrate that their use in next generation PONs can efficiently
mitigate the effect of CD as well as other types of impairments.
4
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1.2 Objectives and Overview of the Thesis
In conventional PON systems all the users time-share the same wavelength and fi-
bre infrastructure. While in the downstream direction transmitters and receivers
operate in continuous-mode as data packets (referred to as bursts) are broadcast
to all ONUs, in the upstream direction only one burst from a single ONU can
be transmitted at a given time in order to avoid collision. This type of com-
munication is known as burst-mode transmission. The fundamental difference
between burst-mode and conventional continuous-mode transmission is that even
if all bursts are launched from each ONU at the same average optical power, each
will experience a different amount of fibre and number of splitters enroute to the
OLT and hence will arrive with varying power levels depending on the individual
path loss. Recently, there has been increasing interest in supporting larger dif-
ferential reaches1, as evident in latest updates to the ITU-T GPON and XGPON
standards which now support a 40km differential reach rather than the conven-
tional 20km [14]. As a consequence, the burst-to-burst amplitude variation in
the upstream signal can be greater than 20dB (×100) [15, 16]. Furthermore, due
to such differential reaches, consecutive bursts may undergo different amounts
of dispersion. This means that if an equaliser is employed to mitigate the ef-
fect of dispersion, it must also be adaptive on a burst-by-burst basis. While a
number of adaptive electronic equalisers are already commercially available, they
are typically characterised by slow adaptation rates (in the order of seconds or
even minutes [13]). This is clearly unacceptable for the LR-PONs applications of
interest in this work, where adaptation should be achieved in the order of tens
or hundreds of nanoseconds to support PON time sharing protocols. It is clear
that a number of major challenges posed by the next generation PONs arise from
the requirement for high speed (≥10Gb/s) technologies which must operate in
burst-mode. These involve burst-mode transmitters/receivers, burst-mode opti-
cal amplifiers, and ultimately the burst-mode electronic equalisers that this thesis
is focusing on.
Indeed, the main objective of this thesis is to demonstrate the feasibility of
a burst-mode electronic dispersion compensator (BM-EDC) based on FFE/DFE
structures, and to obtain its main design parameters through simulations as well
1The difference between the maximum and minimum fibre length of the ONUs to the central
office.
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as off-line processing of lab-data obtained from an emulated 10Gb/s burst-mode
link. Note that the hardware implementation of an EDC chip requires that the
amplitude of the incoming signal remains constant with time and also that the
pulse shapes are preserved, which in a continuous mode link is achieved using
a linear variable gain amplifier [17]. In a burst-mode link, a linear burst-mode
receiver (LBMRx) is then required, which amplifies linearly the incoming pack-
ets such that they all have the same amplitude. Our group at Tyndall National
Institute recently developed the first receiver of this type [18]. Therefore, an-
other key aspect of this thesis is the study and characterisation of this state of
the art 10Gb/s LBMRx that would accompany the BM-EDC. This involves the
development of novel characterisation techniques and test-beds, as the conven-
tional continuous-mode methods alone cannot be fully applied. All the work
described in this thesis was carried out within the Photonics Systems Group,
Tyndall National Institute and Department of Physics/Electrical and Electronic
Engineering, University College Cork, Cork, Ireland. This activity was funded
by Science Foundation Ireland (SFI) under grants 06/IN/I969, 10/CE/I1853 and
12/IA/1270, the European Commission Seventh Framework Programme for Re-
search (FP7) project DISCUS, and Enterprise Ireland under grant CF2011 1009.
Outline of the thesis and key results:
This thesis presents a study of electronic equalisation for 10Gb/s direct-detection
LR-PONs. In particular, the fundamental limitations due to chromatic disper-
sion and their practical impact on the equaliser design are explored. The main
achievements are in overcoming all the physical layer challenges associated with
the burst-mode nature of the transmission in these network architectures. This
work has resulted in a number of papers published in renowned journals and in-
ternational conferences (see List of Publications for details). Note however that
the thesis mainly focuses on research described in eight of the published papers,
which is reproduced here together with addition information and analysis. This
document is organised as follows.
The context and objectives of this work, along with some of the key challenges
to be addressed, have been discussed in Chapter 1.
In Chapter 2 the physical background of fibre-optic based transmission sys-
tems is briefly presented. The fundamental impairments that affect such systems
have been taken into account, with particular focus on chromatic dispersion.
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The noise mechanisms used to stress the system under test, along with the per-
formance evaluation methods used in this work are also discussed in detail.
Chapter 3 reviews the state-of-the-art technologies in optical access, focusing
on the PON architectures that are believed to be the most promising candidates
for the mass market. In order to achieve long-reaches, optical amplification can-
not be avoided, and must be employed at the local exchange as well as in the
metro/core node. Several technology options are discussed, and a novel poten-
tial solution for a semiconductor optical amplifier (SOA) based reach-extender
is presented and analysed experimentally in detail. This study resulted in two
publications ([C1] and [J3], see List of Publications).
Chapter 4 provides a review of linear and quasi-linear electronic adaptive
equalisers (with adaptation based upon the least mean squares, or LMS, algo-
rithm). For the first time, to the best of our knowledge, the analysis of these
equalisers is extended specifically with a view to optimisation for applications in
LR-PONs. Indeed, a detailed characterisation of the FFE and DFE (simulated)
performance is presented in order to understand how such electronic equalisation
techniques can be used to mitigate the intersymbol interference due to chromatic
dispersion, and to extract a number of key design parameters such as optimum
number of taps, tap delay, step-size, training length, etc., to mention a few.
In Chapter 5, the performance of the FFE/DFE architectures used to com-
pensate for chromatic dispersion is discussed when other degrading effects, such
as non-optimal transmitter and receiver bandwidths or the presence of patterning
introduced by a saturated SOA, are also involved. A detailed numerical analysis
is carried out in order to determine whether the same equaliser can also mitigate
for such effects without losing its effectiveness in compensating chromatic dis-
persion. This chapter also investigates whether the FFE/DFE exhibits a loss in
performance when used in beat noise limited systems rather than thermal noise
limited systems (or vice-versa). The impact of such different noise mechanisms
on the equaliser design are taken into account, with focus on the optimisation of
the DFE slicing-threshold.
Chapter 6 can be divided into two main parts. The first one presents a
detailed characterisation of the world’s first 10Gb/s LBMRx employed to enable
the use of a BM-EDC module. The processes followed in order to assemble
and package this prototype device are also illustrated. In the second part, the
findings obtained from the simulations presented in Chapters 4 and 5 are verified
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using transmission experiments and oﬄine processing in an emulated (lab-based)
10Gb/s LR-PON upstream link. The requirements on the BM-EDC in terms of
adaptation speed are also derived. To the best of our knowledge, this work led to
the first demonstration of 10Gb/s burst-mode transmission using a LBMRx and
a BM-EDC (emulated using oﬄine processing). The findings obtained from the
work presented in Chapters 4, 5, and 6 resulted in three high impact conference
publications ([C7], [C8], and [C9] in List of Publications) and a journal publication
(invited , [J7] in List of Publications). All the work related to the characterisation
and test of the LBMRx chip contributed to a number of publications, among
which a conference paper (post-deadline paper, [C2] in List of Publications) and
a journal paper ([J2] in List of Publications).
Finally, Chapter 7 concludes the thesis with a brief summary of all important
achievements and some suggestions for potential future work in this area.
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Chapter 2
Transmission Impairments and
Performance Measurements in
Fibre Optic Systems
In general, the impairments in fibre optic systems can be classified into three cat-
egories: linear distortions, nonlinear effects, and noise. These three categories of
impairments can accumulate along the fibre and can influence each other. The in-
teraction between these phenomena may lead to deterministic as well as stochastic
impairments. The major linear effects include fibre loss, group velocity disper-
sion (GVD), polarisation mode dispersion (PMD), adjacent channel crosstalk,
and filter-induced distortion. The main nonlinear effects, on the other hand, in-
clude self-phase modulation (SPM), cross phase modulation (XPM), four-wave
mixing (FWM), stimulated Brillouin scattering (SBS), and stimulated Raman
scattering (SRS). In Section 2.1 each of these linear and nonlinear impairments
is briefly discussed.
Optical amplifiers can be used in order to compensate for the fibre propaga-
tion losses in long distance links and branching losses in access networks avoiding
costly optical-electrical-optical (OEO) regeneration. Some general concepts com-
mon to all optical amplifiers, such as gain saturation and signal degradation due
to amplifier noise, are described in Section 2.2.
Section 2.3 deals with various noise sources that limit the signal-to-noise ratio
in optical receivers, with focus on thermal noise, shot noise, and beat noise.
Finally, Section 2.4 is devoted to the system performance evaluation methods
9
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used in this thesis. The difference in behaviour of a thermal noise limited system
when compared to a beat noise limited system is also discussed.
2.1 Fibre Impairments
The optical fibre is often seen as a perfect transmission medium with almost
limitless bandwidth, but in practice the propagation through the fibre is affected
by several limitations, in particular for high bit-rates and when the transmission
distance is increased as in multi-span amplified systems. Indeed, when short
optical pulses propagate through a fibre, both dispersive and nonlinear effects
influence their shape and spectra. In order to better understand these phenomena,
it is necessary to consider the theory of electromagnetic wave propagation in
dispersive nonlinear media and examine the wave equation that describes light
propagation in optical fibres. After making several simplifying approximations
[19], it is possible to obtain the propagation equation of short optical pulses in
single mode fibres as a function of the mode propagation constant β(ω), which
determines how the phase of a pulse of light at a given frequency varies along the
propagation direction. First, in order to simplify the mathematical treatment,
it is useful to expand β(ω) in a Taylor series around the carrier frequency ω0 at
which the pulse spectrum is centred:
β(ω) = n(ω)
ω
c
= β0 + (ω − ω0)β1 + 1
2
(ω − ω0)2β2 + 1
6
(ω − ω0)3β3 + ..., (2.1.1)
where n(ω) is the refractive index, and βm = (d
mβ/dωm)ω=ω0 . Note that such an
expansion in a Taylor series is a valid approximation as there is only interest in
relatively small deviations around the carrier frequency (slowly varying envelope
approximation [20]). Equation (2.1.1) represents the local variation of the mode-
propagation constant due to the fibre and the β coefficients are defined as follows:
β0 ≡ β(ω)
∣∣
ω=ω0
= n(ω0)
ω0
c
=
ω0
νp(ω0)
≡ ω0
phase velocity
, (2.1.2a)
β1 ≡ dβ
dω
∣∣∣∣
ω=ω0
=
1
c
(
n(ω) + ω
dn(ω)
dω
) ∣∣∣∣
ω=ω0
=
ng(ω)
c
∣∣∣∣
ω=ω0
=
1
νg(ω0)
≡ 1
group velocity
,
(2.1.2b)
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β2 ≡ d
2β
dω2
∣∣∣∣
ω=ω0
=
1
c
(
2
dn(ω)
dω
+ ω
d2n(ω)
dω2
) ∣∣∣∣
ω=ω0
=
d
dω
(
1
νg(ω)
) ∣∣∣∣
ω=ω0
≡ GVD,
(2.1.2c)
β3 ≡ d
3β
dω3
∣∣∣∣
ω=ω0
=
1
c
(
3
d2n(ω)
dω2
+ ω
d3n(ω)
dω3
) ∣∣∣∣
ω=ω0
≡ TOD, (2.1.2d)
where the quantity ng(ω) in Eq. (2.1.2b) is called the group index. The first
term in Eq. (2.1.1) is related to the carrier phase velocity νp as shown in Eq.
(2.1.2a) and it adds a constant phase shift that has no effect on the shape of the
pulse [21]. The physical meaning of the group velocity dispersion (GVD) and the
third order dispersion (TOD) used in Eqs. (2.1.2c) and (2.1.2d) is discussed in
the remainder of this section.
If the input electric field is assumed to propagate in the z-direction, under
the aforesaid assumptions and after introducing the slowly varying amplitude
A(z, t) of the pulse envelope (simply called A from now on for clarity), the basic
propagation equation that governs the evolution of a pulse inside a single-mode
fibre can be written as [19]:
∂A
∂z
= −α
2
A− iβ2
2
∂2A
∂T 2
+
β3
6
∂3A
∂T 3
+ iγ |A|2A, (2.1.3)
↙ ↓ ↓ ↘
linear second third Kerr
attenuation order order effect
dispersion dispersion
where a frame of reference moving with the pulse at the group velocity νg is used
by making the transformation
T = t− z
νg
≡ t− β1z. (2.1.4)
The reason for this transformation can be explained by noting that in the second
term of Eq. (2.1.1) it is possible to observe a linear phase ramp in frequency
which corresponds, through the Fourier shift theorem, to a delay of the pulse in
time [21] that does not affect its shape.
The quantity α in Eq. (2.1.3) is the fibre attenuation parameter [1/km], β2 is
the second order propagation constant defined in Eq. (2.1.2c) [ps2/km], β3 is the
third order propagation constant defined in Eq. (2.1.2d) [ps3/km], and γ is the
11
2. Transmission Impairments and Performance Measurements in Fibre Optic Systems
Kerr nonlinear parameter [km−1 · W−1] defined as
γ(ω0) =
n2(ω0) · ω0
c · Aeff , (2.1.5)
where n2 is the nonlinear refractive index and Aeff is known as the effective
mode area and depends on fibre parameters such as the core radius and the core-
cladding index difference. The pulse amplitude A in Eq. (2.1.3) is assumed to be
normalised such that |A|2 represents the optical power, thus if n2 is expressed in
units of [m2/W] the quantity γ |A|2 is then measured in [m−1].
In general, the cubic and higher order terms in the Eq. (2.1.1) are negligible in
the case of quasi-monochromatic light, that is if the spectral width ∆ω = (ω−ω0)
of the pulse satisfies the condition ∆ω  ω0 1. Therefore, as long as the carrier
wavelength is not in the proximity of the zero-dispersion region, Eq. (2.1.3) can
be further simplified to
∂A
∂z
=
[
iγ|A|2 −
(
iβ2
2
∂2
∂T 2
+
α
2
)]
A = (N + L)A, (2.1.6)
where N and L are respectively the nonlinear and linear operators defined as
N = iγ|A|2, (2.1.7a)
L = −iβ2
2
∂2
∂T 2
− α
2
. (2.1.7b)
Eq. (2.1.6) is the simplest nonlinear equation for studying third order nonlin-
ear effects in optical fibres and when α = 0 it is referred to as the nonlinear
Schro¨dinger equation (NLSE). Note that in order to study systems with higher-
order nonlinear effects (e.g. systems characterised by high peak powers, ultra-
short optical pulses, or that take into account inelastic scattering processes, etc.)
Eq. (2.1.3) needs to be modified suitably to include their contribution. However,
this remains beyond the scope of this thesis and is not further discussed2.
1Note however that when the centre wavelength of an optical signal is near the zero-
dispersion wavelength, as for broad spectrum signals, then the β3 terms should be included.
2The reader can refer to [19] for a detailed description on the topic.
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2.1.1 Linear Distortions
In this section the main fibre linear effects such as fibre loss, GVD, PMD, and
adjacent channel crosstalk are briefly discussed.
Fibre propagation losses:
If the group velocity dispersion β2 and the Kerr nonlinear parameter γ are ne-
glected, the NLSE (Eq. (2.1.6)) can be simply rewritten as ∂A/∂z = −A · α/2.
This means that the complex envelope of the electric field at the output of an
optical fibre of length z = L is given by
A(L) = A(0) · e−L·α/2, (2.1.8)
where A(0) denotes the electrical field at the fibre input. From Eq. (2.1.8) it is
clear that the optical power P (L) = |A(L)|2 decreases exponentially as e−L·α with
increasing distance. The attenuation coefficient α is often expressed in dB per unit
length and is related to the linear scale coefficient by the following relationship:
αdB = −10
L
log
[
P (L)
P (0)
]
= 4.343 · α. (2.1.9)
The attenuation in optical fibres can be caused by intrinsic factors like scattering
and material absorption, and by extrinsic factors which include stress from the
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Figure 2.1: Fibre loss as a function of wavelength and operating bands.
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manufacturing process, environmental and physical bending. Also, as one may
expect, fibre losses depend on the wavelength: the attenuation spectrum for a
few different silica single mode fibres developed over the years, along with the
typical operating bands terminology, are shown in Fig. 2.1.
The wavelength range used in optical systems is defined in the ITU standard
[22]: it spans from 1260nm to 1625nm and is divided into 6 bands, namely O, E,
S, C, L, and U as illustrated in Fig. 2.1. Such operating bands are summarised
in Table 2.1. The most of the experiments and simulations presented in this
thesis employ the C-band, except for the ones presented in Chapter 3, which are
performed in the O-band.
Band Description Range Bandwidth 
O - band Original 1260-1360nm 100nm (17.5THz) 
E - band Extended 1360-1460nm 100nm (15.1THz) 
S – band Short wavelength 1460-1530nm 70nm (9.4THz) 
C - band Conventional 1530-1565nm 35nm (4.4THz) 
L - band Long wavelength 1565-1625nm 60nm (7.1THz) 
U - band Ultra long wavelength 1625-1675nm 50nm (5.5THz) 
 
Table 2.1: Operating wavelength bands for single mode fibre optic communication.
Since bending losses can be minimised, the main contribution to fibre attenuation
is given by material absorption and Rayleigh scattering. Material absorption con-
sists of the intrinsic absorption of pure silica and extrinsic absorption of impurities
or dopants. Pure fused silica has strong absorption in the ultraviolet (UV) and
far-infrared (IR), but relatively low intrinsic absorption in the telecom windows.
The absorption peaks seen near the telecom wavelengths at approximately 0.95-,
1.24-, and 1.39µm are due to the OH ion, which are present due to unavoidable
water vapour in the fabrication process. Rayleigh scattering, instead, results from
microscopic fluctuations in material density as a result of the rapid cooling of the
glass during the final stage of the fabrication process. These structural varia-
tions manifest themselves as refractive index variations on a scale much smaller
than the optical wavelength. In the region 800-1600nm, and hence in the wave-
length operating bands used in conventional communication systems, Rayleigh
scattering is the dominant loss factor. Despite the fact that its contribution is
significantly reduced in the far-IR region beyond 2µm, silica fibres cannot be used
14
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at these wavelengths since IR absorption related to vibrational resonances in the
bonds of the silica molecules begins to dominate the fibre loss beyond 1.6µm. In
spite of all these effects, a minimum loss of αdB < 0.2dB/km can be achieved for
silica fibres around 1.5µm when employing appropriate manufacturing processes.
Although this loss is wavelength dependent, it can be assumed to be constant
within the modulation bandwidth of a single-channel for current data rates [23].
Modal dispersion:
When light travels in multimode fibres that have core diameters of about 50 to
80µm1, each mode travels at a different speed for a given fibre length. In fact,
because different modes are associated to different light paths, it is obvious that
the mode following the shortest overall path near the centre of the core arrives
at the end of the fibre before the mode following the longer outer path, even
assuming that the speed of all the modes are constant. Since in a multimode
fibre an individual optical pulse may comprise a significant number of modes,
the potential for pulse broadening and hence signal degradation due to modal
dispersion is considerable. In order to avoid strong signal distortion, it is usually
necessary to keep the pulses long enough to maintain a reasonable temporal over-
lap of components from different modes, and this unavoidably sets a limit on the
data rate. As a result, modal dispersion in multimode fibres limits the maximum
transmission rate and the achievable reach.
However, due to the low cost and ease of connection, multimode fibres are still
the choice for short reach applications. If cost is not a concern, then, a natural
way of eliminating modal dispersion is to use single mode fibres. Since all the
analysis and experiments presented in this thesis are performed using single mode
fibre, modal dispersion is no longer taken into account or discussed (more details
on the topic can be found in [20]).
Chromatic dispersion:
Single mode fibres effectively eliminate the impact of modal dispersion by lim-
iting the number of modes to just one through a smaller diameter (∼ 8-10µm).
However, despite the fact that the energy of the injected pulse is transported
1Optimal performance in short-distance optical connections can be achieved using 50/125µm
multimode graded index optical fibres [24].
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only by the fundamental mode, there can still be pulse broadening due to chro-
matic dispersion. Chromatic dispersion arises from the wavelength dependence
of the propagation constant β(ω), as discussed above: this causes different spec-
tral components to propagate along the fibre with different group velocities. In
particular, if the attenuation parameter α and the Kerr nonlinear parameter γ
are neglected, the NLSE (Eq. (2.1.6)) can be rewritten as
∂A
∂z
= −iβ2
2
∂2A
∂T 2
, (2.1.10)
whose solution, shown in frequency domain for simplicity, is given by
A˜(z, ω) = A˜(0, ω)ei
β2
2
ω2z, (2.1.11)
where A˜(z, ω) is the Fourier transform of A(z, T ). Equation (2.1.11) shows that
the group velocity dispersion parameter β2 changes the phase of each spectral
component of the pulse by an amount that depends on both the frequency and
the propagated distance [19]. Therefore, β2 is used as quantitative measure of the
frequency-dependent delay accumulated over a certain fibre length by different
spectral components. In optical communications the GVD parameter β2 is usually
defined as a derivative with respect to wavelength rather than angular frequency:
Dλ =
∂
∂λ
(
1
νg
)
= −2pic
λ2
·GVD. (2.1.12)
Dλ is called the dispersion parameter and is expressed in [ps/(nm · km)]. It is
important to realise the different signs of GVD and Dλ, result from the fact
that a longer wavelength corresponds to a smaller optical frequency. In order to
avoid confusion, the terms normal (β2 > 0, Dλ < 0) and anomalous (β2 < 0,
Dλ > 0) dispersion can be used instead of positive and negative dispersion. In
material with positive GVD the components at longer wavelengths move faster
than components at shorter wavelengths, whereas in material with the negative
GVD the situation is the opposite. The larger the group velocity dispersion
GVD, the larger the broadening of the temporal pulse. It is said, that the pulse
is positively chirped, when the longer wavelength components lead the shorter
ones, and vice versa. Hence, anomalous dispersion induces negative chirp. Note
that when the signal is transmitted at a wavelength not coinciding with the zero-
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dispersion wavelength, the frequency chirp is translated to amplitude distortion
by phase modulation (PM)-to-amplitude modulation (AM) conversion induced
by GVD [25, 26].
In general, different types of fibre have different dispersion characteristics;
however, for a standard single mode fibre, the dispersion parameter Dλ can usu-
ally be extrapolated using the following expression [27]:
Dλ =
S0
4
(
λ− λ
4
0
λ3
)
, (2.1.13)
where λ0 is the zero-dispersion wavelength and S0 the dispersion slope (Sλ ≡
dDλ/dλ, see Eq. (2.1.16)) at the zero dispersion wavelength. For standard single
mode fibre λ0 lies around 1312nm and S0 is approximately 0.090ps/(nm
2·km).
The corresponding dispersion parameter Dλ (called D from now on for simplic-
ity) obtained using Eq. (2.1.13) is summarised in Fig. 2.2.
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Figure 2.2: Dispersion parameter D as a function of the wavelength for standard single
mode fibre.
Both material property and waveguide structure may contribute to the disper-
sion parameter D and they are referred to as material dispersion and waveguide
dispersion, respectively. Material dispersion is caused by the dependence of the
refractive index of the material used for fibre manufacturing on the optical wave-
length. On a fundamental level, the origin of material dispersion is related to the
characteristic resonance frequencies at which the material absorbs the electro-
magnetic radiation. In the wavelength region where the absorption is negligible,
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the refractive index can be described using an empirical formula known as the
Sellmeier equation [20]:
n2(λ) = 1 +
∑
k
Ak · λ2
λ2 − λ2k
, (2.1.14)
where λk is the resonance wavelength and Ak is the strength of the k
th resonance.
For silica, a three-term sum is normally used and the parameters λk and Ak are
experimentally estimated by fitting the measured dispersion curve to Eq. (2.1.14).
They are found to be [19] A1 = 0.6961663, A2 = 0.4079426, A3 = 0.8974794, and
λ1 = 0.0684043µm, λ2 = 0.1162414µm, λ3 = 9.896161µm. The resulting varia-
tion of refractive index n and group index ng with wavelength for fused silica is
shown in Fig. 2.3.
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Figure 2.3: Refractive index n and group index ng as a function of the wavelength for
standard single mode fibre.
Waveguide dispersion, on the other hand, arises from the guiding properties of
the fibre and is caused by the boundary conditions at the fibre surface which
are influenced by geometrical parameters and chemical composition. In standard
single mode fibre the optical field is not entirely confined to the core, and a per-
centage of the energy actually propagates through the inner layer of the cladding,
where the propagation velocity is greater than that of the core due to the smaller
refractive index. Consequently, waveguide dispersion can also cause pulse broad-
ening. Note that this type of dispersion would occur even if the refractive indices
of the core and cladding were independent of wavelength.
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In general, if left unmanaged, pulse spreading caused by chromatic dispersion
eventually results in inter-symbol interference (ISI) when adjacent pulses overlap,
leading to errors in the recovery of transmitted bits, as shown in Fig. 2.4. This,
unavoidably, places a limit on the maximum distance a signal can be transmitted
without being regenerated or without using dispersion compensation techniques.
Such distance can be determined as shown in Eq. (2.1.15).
 
Dispersive fibre 
  
Signal IN 
1       0      1 
Signal OUT 
1       0      1 
Figure 2.4: Chromatic dispersion in standard single-mode fibre: shorter wavelengths
travel faster than the longer ones. The broadening of pulses due to chromatic dispersion
leads to optical eye closure.
If ∆λ is the range of wavelengths of the optical pulse propagating through the
fibre of length L, the extent of pulse broadening is given by ∆T = |D| · L ·∆λ.
The effect of dispersion on the bitrate B can be estimated by using the criterion
B ·∆T < 1 [20], that is to say the broadening is smaller than the bit period. In
the specific case of a signal generated by external modulation with non-return-
to-zero on-off-keying (NRZ-OOK, simply called NRZ from now on for clarity),
which is the most widely used modulation format in optical access networks,
the optical bandwidth in frequency units can be considered to be approximately
∆ω ≈ 1.2 ·B [28]. Converting to wavelength units this means that, for a 10Gb/s
NRZ signal centered at λ = 1550nm, ∆λ = (1.2 · B · λ2)/c ≈ 0.1nm. Therefore,
the transmission distance LD at which the pulse has broadened by one bit interval
(B ·∆T = 1) can be calculated as
LD =
1
B|D|∆λ =
c
1.2B2|D|λ2
∣∣∣∣
D=17ps/(nm · km)
≈ 61[km]. (2.1.15)
B=10Gb/s
λ=1550nm
This estimated limit is close to the 70km observed in practice for a 1dB power-
penalty [28], and therefore it can be used to calculate the maximum transmission
distance at which the penalty due to dispersion can still be assumed negligible.
From Eq. (2.1.15) it is clear that the amount of chromatic dispersion that a
19
2. Transmission Impairments and Performance Measurements in Fibre Optic Systems
system can tolerate is inversely proportional to the square of the bit rate because
an increased data rate means not only a wider spectrum and increased spreading,
but also narrower bit slots that are more sensitive to the spreading of neighbouring
pulses. Also, from Eq. (2.1.15) it appears that the transmission distance LD can
be increased indefinitely by operating at the zero-dispersion wavelength where
D = 0. However, as mentioned above, optical pulses still experience broadening
because of higher order dispersive effects [20], and this is due to the fact that D
cannot be made zero at all the wavelengths contained within the pulse spectrum.
The higher order effects are governed by the differential-dispersion parameter S,
which is expressed in [ps/(nm2·km )] and related to the coefficient β3 according
to
S ≡ dD
dλ
=
(
2pic
λ2
)2
β3 +
(
4pic
λ3
)
β2. (2.1.16)
Note that since the bandwidths of a 10Gb/s signal are much narrower than the
bandwidth over which β2 varies for the most common fibre types [29], the TOD
coefficient β3 represents an effective change of β2 from channel to channel in a
wavelength-division-multiplexing (WDM) system rather than having a notice-
able impact within a WDM channel itself. In case of a signal operating near
the zero-dispersion wavelength the effective value of dispersion can be seen as
Deff = D+ ∆λ · S ≈ ∆λ · S, and the limiting bit-rate distance product now can
be written as B · L · |S| ·∆λ < 1 [20].
Polarisation mode dispersion (PMD):
PMD is a source of pulse broadening caused by fibre birefringence, which is the
difference in refractive index experienced by light in different polarisation modes.
In fact, despite the name, even a single mode fibre is not truly single mode be-
cause it can support two degenerate modes polarised in two orthogonal directions.
In ideal optical fibres, these two modes have identical propagation properties and
are indistinguishable. In reality, however, minute waveguide asymmetries, either
due to intrinsic perturbations1 or due to extrinsic perturbations2 cause the two
polarisation modes to become slightly non-degenerate. The resulting two po-
larisation states, propagating in the x- and y-direction respectively, are called
1Permanent features caused by manufacturing imperfections like non-circular fibre core
geometry, etc.
2Stress imposed by mechanical vibrations, bending, temperature variations, etc.
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principal states of polarisation, and they are characterised by different mode-
propagation constants βx and βy. In other words, the PMD resulting from fibre
birefringence leads to fast and slow modes of propagation and consequently to
dispersion. The extent of pulse broadening can be estimated from the time delay
∆T occurring between the two polarisation components of the optical pulse. For
a fibre of length L and constant birefringence, ∆T is given by [19]
∆T =
∣∣∣∣ Lνgx − Lνgy
∣∣∣∣ = L · |β1x − β1y| = L ·∆β1, (2.1.17)
where νgx and νgy are the group velocities in the x- and y-polarisation components
of the signal, and ∆β1 is the group velocity mismatch. However, for standard
telecommunication fibres, Eq. (2.1.17) cannot be used to estimate the PMD be-
cause of the random changes in birefringence occurring along the fibre. These
changes tend to average the propagation time for the principal states of polarisa-
tion. In fact, although ∆T can have large variations, it will be close for the most
of the time to some average value, and therefore PMD can be characterised by the
root mean square (RMS) ∆TRMS obtained averaging the random perturbations
[20]:
∆TRMS = Dp ·
√
L, (2.1.18)
where Dp is the PMD parameter and is expressed in [ps/
√
km]. Typical values for
Dp are in the range of 0.1 to 1ps/
√
km. Because of the
√
L dependence, PMD-
induced pulse broadening is relatively weak compared to the broadening caused
by chromatic dispersion. The maximum tolerable PMD without compensation
is estimated to be around 15% of the data period [30, 31], and for a 10Gb/s
NRZ signal operating at 1550nm on a fibre with Dp ≈ 1ps/
√
km this means that
the maximum transmission distance limited by PMD is around 170km [31], well
above the chromatic dispersion limiting distance obtained using Eq. (2.1.15) for
the same signal. Note, however, that PMD can become a limiting factor at higher
bit rates (i.e. > 40Gb/s) or in the case of systems designed to operate over long
distances near the zero-dispersion wavelength of the fibre [19].
Note that all the experimental results presented in this thesis were carried
out at either bit rates or transmission distances not high enough to allow PMD
to become a limiting factor in comparison to other impairments such as CD. For
this reason PMD is no longer discussed and its effects are not taken into account
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in the simulations presented throughout the thesis.
Other linear effects:
Two additional key impairments present in optical networks that are not an is-
sue in point-to-point WDM systems are in-band (linear) crosstalk and signal
distortion from filter concatenation [32]. Both of these impairments can arise
after filtering and multiplexing/demultiplexing operations at an optical node,
where optical cross-connects and optical add/drop multiplexers (OADMs) are
employed to add, drop, and switch channels from one optical fiber to another
(without optical-to-electrical-to-optical (OEO) regeneration). In particular, lin-
ear crosstalk is introduced by an optical filter/mux whose pass-band leaks other
channels that are not spaced far apart, while filter-induced distortion can arise
as a result of filter concatenation when the signal passes through a large num-
ber of optical filters (cascading of many filters may narrow bandwidth enough to
produce clipping of the signal spectrum). Note that as this thesis concentrates
mainly on single optical channel transmission and on access network applications
where the overall number of employed filters/multiplexer is limited to a few, such
impairments do not represent a major issue and for this reason they are no longer
taken into account or discussed. Further details on this topic can be found in
[20, 32, 33].
2.1.2 Nonlinear Effects
In optics, the terms linear and nonlinear, mean intensity-independent and intensity-
dependent phenomena respectively [34]. In particular, nonlinear effects in optical
fibres occur due to changes in the refractive index of the medium with optical
intensity (also known as the Kerr-effect) and to inelastic scattering phenomena.
Kerr-nonlinearities:
Depending on the type of input signal, the Kerr-nonlinearity manifests itself
in three different effects: self-phase modulation (SPM), cross-phase modulation
(XPM or CPM) and four-wave mixing (FWM). SPM is a nonlinear phase mod-
ulation of a beam that is caused by its own intensity. This means that, due to
the intensity dependent variations in the refractive index, optical power fluctua-
tions in a light wave are converted into phase fluctuations. In this way, an initial
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unchirped optical pulse acquires a chirp, i.e., a temporally varying instantaneous
frequency.
XPM is a nonlinear impairment affecting WDM systems where the optical in-
tensity of one beam influences the phase change of another co-propagating beam.
XPM arises from the Kerr-effect as SPM, but the result of XPM is more rele-
vant for multi-channel transmission while in single-channel transmission systems
only SPM is significant. For this reason, in principle, XPM can potentially im-
pose more limitations than SPM in WDM systems since a significant number of
channels contribute to generate the phase shift and intensity fluctuations.
Another impairment that occurs in WDM systems is FWM. It is an inter-
modulation phenomenon by which two (or more) signals at different wavelengths
modulate the refractive index of the fibre. As a consequence, two (or more) mod-
ulated indices of refraction result, and the phase matching between the signals
produces beating. This beating creates additional signals at new wavelengths at
the expense of the power of the original signals.
Inelastic scattering phenomena:
At high power levels, the energy of an optical pulse travelling along a fibre can
also be affected by stimulated scattering phenomena such as stimulated Brillouin
scattering (SBS) and stimulated Raman scattering (SRS) which lead to an inten-
sity dependent attenuation constant. In both these inelastic processes, scattering
of an incident photon interacting with the dielectric medium results in a lower
energy photon, while the energy difference is released in the form of phonons.
The main difference between SBS and SRS scattering is that the former gener-
ates acoustic phonons that are coherent and give rise to a macroscopic acoustic
wave in the fibre, while the latter generates optical phonons that are incoherent
and do not result in macroscopic wave formation. In particular, SBS is a narrow
band effect (the Brillouin gain has an intrinsic bandwidth of 50MHz) relative
to signals operating in the terahertz range and the physical process behind it is
the tendency of materials to compress in the presence of an electric field. The
acoustic wave generated by the incident signal modulates the refractive index of
the fibre and the resulting periodic variation causes back-reflection similar to the
effect of a Bragg grating. Such a Bragg grating moves with a certain acoustic ve-
locity depending on the material of the medium, and in silica glass fibre it causes
a shift of approximately 11GHz between the original and reflected wave.
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On the other hand, SRS is an interaction between the vibrations of the atoms
in the fibre (associated with optical phonons) and the incident optical signal.
Indeed, the light propagating through the fibre can excite the atoms to higher
energy vibrational states. The energy removed from the incident signal is then
scattered by such excited atoms as a new light wave. Contrary to SBS, SRS can
scatter light in both directions and the Raman gain extends over a much larger
frequency range (up to 40THz, with maximum at 13THz [19]).
Both the SBS and SRS phenomena have a threshold-like behaviour which
means that the intensity of scattered light grows exponentially if the incident
power exceeds a certain threshold value. SRS does not represent a practical issue
for the systems taken into account in this thesis, as signal degradation occurs only
at very high powers, typically in the hundreds of milliwatt range. However, SBS
can be observed at powers as low as several milliwatt depending on the transmit-
ter and fibre characteristics. Nevertheless, SBS can be significantly suppressed
by applying a frequency dither to the laser bias, which causes a broadening of
the laser optical spectrum above the Brillouin gain bandwidth. As a matter of
fact, all experiments presented in this thesis were carried out applying such fre-
quency dither to suppress SBS, which effectively had no impact on the system
performance.
Impact of nonlinear effects on the systems under consideration:
As the effect of both SBS and SRS can be neglected, they have not been taken
into account in any of the simulations or experiments presented here and for
this reason they are not further discussed. Regarding the Kerr-nonlinearities de-
scribed above, since the main focus of this thesis is to investigate single optical
channel only, FWM has also been ignored.
In the burst-mode applications of interest in this work, SPM was found to
have no influence on the system performance for most of the burst powers taken
into account, and to be actually beneficial (resulting in lower system penalty) for
the highest burst powers. In fact, it is well known [19, 20] that the interplay of
SPM and GVD can be advantageous when operating in the anomalous disper-
sion regime. This is due to the fact that SPM-induced chirp is positive while
GVD-induced chirp is negative in the anomalous dispersion regime, hence they
compensate each other resulting in lower broadening than for the case of GVD
alone. Therefore, for the fibre launched powers involved in this thesis work, there
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was no penalty observed due to SPM, and for this reason it has been effectively
ignored in all simulations and experiments presented here.
In summary, of all the various nonlinear effects discussed above, none have
a significant impact on the system performance for the power levels, bit rates,
and transmission distances taken into account, and as a consequence attention
is focused on CD only, which is the dominant linear effect degrading the signal
quality.
2.2 Loss Management: Optical Amplification
Optical amplifiers are of strategic importance for telecommunications as they
compensate for fibre propagation losses in long distance links and branching losses
in access networks avoiding costly optical-electrical-optical (OEO) regeneration.
Indeed, before the commercialisation of optical amplifiers, it was necessary to
electronically regenerate the optical signals every 80-100km in order to achieve
transmission over long distances. While this can still be feasible when transmit-
ting a single low capacity optical channel, it quickly becomes not viable when
transmitting tens of high capacity WDM channels, resulting in a highly expen-
sive, power-hungry and bulky regenerator stations. In addition, regenerators are
typically channel number, bit-rate, and modulation format specific, meaning that
any upgrade to the link would require an upgrade of the regenerators as well. In
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Figure 2.5: Applications of optical amplifiers as booster amplifier, in-line amplifier and
pre-amplifier (OA: optical amplifier, Tx: transmitter, Rx: receiver).
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contrast, an optical amplifier can handle multiple WDM channels simultaneously
and is generally transparent to bit-rate and modulation format. In other words,
a single optical amplifier can replace all the multiple components necessary for
OEO regeneration. Note also that the transparency of optical amplifiers imply
that the link can be upgraded without the need to alter or replace the amplifier
itself.
The main applications of optical amplifiers in communication systems can be
classified into three areas [35], as illustrated in Fig. 2.5: booster amplifiers to in-
crease the transmitted power, in-line amplifiers to compensate the fibre and other
transmission losses, and pre-amplifiers to improve receiver sensitivity. The two
types of amplifiers that are of most interest for the access architecture presented
in this thesis are erbium doped fibre amplifiers (EDFAs) and semiconductor op-
tical amplifiers (SOAs). Both types are discussed more in detail in Chapter 3
with regards to their different implications when used in the burst-mode systems
studied in this work, whereas in the remainder of this section their common as-
pects such as gain saturation and signal degradation due to amplifier noise are
briefly described.
2.2.1 Gain Saturation
The gain of an optical amplifier can be dependent on the input signal level.
This condition, known as gain saturation, is caused (in the semiconductor case)
by a reduction in the number of electrons in the conduction band available for
stimulated emission and occurs when the rate of input photons is greater than the
rate at which electrons used for stimulated emission can be replaced by current
injection [36]. The gain G of an optical amplifier is defined as the ratio of the
output power Pout to the input power Pin of the continuous-wave signal being
amplified:
G =
Pout
Pin
. (2.2.1)
It can be determined by knowing the relation that describes the power evolution
through the gain media:
dP (z)
dz
= g(ω)P (z), (2.2.2)
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Figure 2.6: Amplifier gain G (normalised to the unsaturated gain G0) as a function of
the output power Pout (normalised to the saturation power Ps).
where P is the optical power at a distance z from the input end (z = 0), and g is
the material gain that, under the assumption of incident frequency tuned to the
peak gain1, can be expressed as a function of the saturation power Ps of such a
gain medium and the small-signal gain g0 as [20]:
g(ω) =
g0
1 + P/Ps
. (2.2.3)
By solving the differential equation obtained by combining Eq. (2.2.2) and (2.2.3)
for an amplifier medium of length L with respect to the boundary conditions
P (0) = Pin and P (L) = Pout = G · Pin, the large-signal amplifier gain can be
written as
G = G0 exp
[
−G− 1
G
Pout
Ps
]
, (2.2.4)
where G0 = exp[g0 ·L] is the unsaturated gain of the amplifier (i.e. for P  Ps).
Equation (2.2.4) shows that the gain G decreases from G0 when Pout approaches
Ps. Figure 2.6 shows the saturation characteristics for three different unsaturated
gain values. Another quantity of practical interest is the output saturation power
P sout defined as the output power for which the amplifier gain G is reduced by a
factor of 2 (i.e. 3dB) from its unsaturated value G0:
1i.e. the incident frequency coincides with the atomic transition frequency.
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P sout =
G0 · ln 2
G0 − 2 Ps. (2.2.5)
Effects of saturation in SOAs:
When working in the saturation regime, the SOA behaviour becomes nonlinear
causing a number of effects to occur, including cross-gain modulation (XGM),
cross-phase modulation (XPM), four-wave mixing (FWM), self-phase modulation
(SPM), and self-gain modulation (SGM). The latter is the only effect of interest
in this thesis, so the other effects are not considered further1.
When an SOA amplifies a high intensity modulated signal, SGM can lead
to a serious waveform distortion commonly referred to as patterning. In fact,
under these conditions, an SOA is effectively a nonlinear element with memory
[38]. The nonlinearity of the SOA is mainly due to carrier depletion induced
saturation, whereas its memory is due to the finite carrier lifetime (in the order
of 100–500ps). The signal-dependent instantaneous gain of the saturated SOA
results in non-Gaussian statistics of the optical noise at the output, and the
finite memory of the SOA leads to bit patterning effects, thus resulting in signal-
dependent enhancement of the intersymbol interference (ISI), on top of the linear
ISI enhancement stemming from fibre dispersion, optical and electrical filters, etc.
Such a concept is illustrated in Fig. 2.7, where a typical eye diagram of a signal
affected by patterning is shown.
Figure 2.7: Example of a (simulated) eye diagram for a signal affected by patterning.
Therefore, if the input signal to the SOA has a bit-rate comparable (or lower)
than the gain recovery time, an isolated ‘1’ or multiple ‘1s’ after a long sequence
of ‘0s’ will be characterised by the leading part of the pulse being amplified with
unsaturated gain and the trailing part being amplified with a lower gain as the
1Note however that their consequences are conceptually the same of the respective counter-
part described in Section 2.1.2 in regards to the fibre nonlinear effects; further details can also
be found in [35, 37].
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SOA approaches saturation. Moreover, for even higher bit-rates the amplifier gain
does not return to the unsaturated value and also the leading part is amplified
with a partially reduced gain.
Due to their slow relaxation response in comparison to SOAs, EDFAs do not
exhibit such bit pattern dependence. On the other hand, they can still exhibit
large saturation-induced gain transients (in the order of up to several milliseconds)
for signal level changes occurring on microsecond or millisecond timescales. More
details on this phenomenon and its implications on the burst-mode systems of
interest can be found in Section 3.2.1.
2.2.2 Amplifier Noise
The main disadvantage of optical amplification is the generation of ASE (ampli-
fied spontaneous emission) noise. While the ASE generated in the wavelength
region not coincident with the signal can be suppressed by using an optical
(narrow-band) filter, the ASE that appears in the signal wavelength region can-
not be separated and constitutes the added noise from the amplifier, which in the
case of multi span systems can build up compromising the maximum achievable
OSNR (optical signal-to-noise ratio). The ASE spectral density SASE [W/Hz]
can be written as in [20]
SASE = nsp(G− 1)hν, (2.2.6)
where G is the amplifier gain, h is the Planck’s constant, ν is the optical frequency
(i.e. hν is the energy of one photon at the signal frequency), and nsp is the
spontaneous-emission factor (known also as population-inversion factor). For a
two level system nsp is given by
nsp =
N2
N2 −N1 , (2.2.7)
where N1 and N2 are the atomic populations for the ground and excited states
respectively. The ASE power PASE [W] is related to SASE as
PASE = 2SASEBref = 2nsp(G− 1)hνBref . (2.2.8)
Note that the spectral density of Eq. (2.2.6) is per spatial and polarisation
mode, and as the single mode fibres (and fibre amplifiers) have two orthogonal
polarisation modes (see Section 2.1.1), Eq. (2.2.8) includes a factor of 2 to get
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the total ASE power.
The OSNR is defined as the average optical signal power divided by the ASE
power, and is typically measured in both polarisations and with an optical ref-
erence bandwidth Bref of 12.5GHz (∼0.1nm). Therefore, at the output of an
optical amplifier the OSNR can be written as
OSNR =
Pout
PASE
=
Pout
2SASEBref
=
GPin
2nsp(G− 1)hνBref , (2.2.9)
where Pin and Pout are the optical signal power at the input and output of the
amplifier respectively.
In practice, the degradation of the signal-to-noise ratio associated to the use
of an amplifier is quantified in terms of a parameter known as noise figure (NF ),
which can be expressed as a function of the ASE power and the optical reference
bandwidth [39]:
NF =
PASE
hνBrefG
+
1
G
=
2SASE
hνG
+
1
G
=
2nsp(G− 1)
G
+
1
G
∣∣∣∣
G1
≈ 2nsp. (2.2.10)
Note from Eq. (2.2.10) that even an ideal amplifier for which nsp = 1 would
result in a noise figure NF of 2 (i.e. 3dB), meaning that in practical situations
any amplifier degrades the SNR at least by a factor of 2. Combining Eqs. (2.2.9)
and (2.2.10) it is possible to express the OSNR at the output of an amplifier in
terms of its noise figure and input power as
OSNR =
GPin
(NF ·G− 1)hνBref
∣∣∣∣
G1
≈ Pin
NFhνBref
. (2.2.11)
2.3 Receiver Noise Mechanisms
An optical receiver converts data from the optical domain into the electrical
domain using a photodiode. It is well known that photodiodes are square law
detectors whose output is not proportional to the optical electric field but rather
to the square of the field. In other words, the output is linearly proportional
to the power or intensity of the light, with no direct dependence on optical fre-
quency, phase, or polarisation. The relation between the optical power and the
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photocurrent is linear, i.e.
〈isig(t)〉 = R · Pin, (2.3.1)
where 〈isig(t)〉 is the photo-current (〈·〉 refers to an average quantity), R is the
responsivity of the photo-detector [A/W], and Pin is the incident optical power.
The responsivity R can be written as [20]:
R =
ηq
hν
≈ λµm
1.24
η, (2.3.2)
where η is a fundamental quantity known as quantum efficiency and defined as
the percentage of incident photons which contribute to the external photocurrent.
Note that Eq. (2.3.1) assumes that such a conversion is noise free. However,
the interaction of photons with the matter in a photodetector is a statistical pro-
cess. This means that even in an ideal receiver the aforesaid linear relationship
is valid in an average sense only. In other words, if the behaviour of the incom-
ing photons is studied on a microscopic level, it would be possible to observe
considerable fluctuations in the photocurrent around its mean. Such fluctuations
represent the receiver noise.
The receiver performance, then, can be expressed in terms of electrical signal-
to-noise ratio (SNR), defined as the ratio of the electrical peak power of a 1-bit
〈isig,1(t)〉2 to the associated noise variance σ2n [40]:
SNR =
〈isig,1(t)〉2
σ2n
. (2.3.3)
For noise processes that can be approximated by Gaussian statistics, the mean is
always zero and the variance is equal to the mean-square value σ2n = 〈i2n(t)〉. Note
that as the autocorrelation function of 〈in(t)〉 is related to the spectral density
Sn(f) by the Wiener-Khinchin theorem [20], it is possible to express the variance
of the received photocurrent noise as
σ2n = 〈i2n(t)〉 =
∫
Be
Sn(f)df, (2.3.4)
where Be [Hz] is the effective noise electrical bandwidth of the receiver. The ulti-
mate value of σ2n = 〈i2n(t)〉 depends on the actual noise mechanism responsible for
the current fluctuations. In particular, the two fundamental noise mechanisms
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generated at the receiver are thermal noise and shot noise. Note that in addition
to these mechanisms also the optical noise accumulated along the transmission
system can be responsible for signal degradation. For instance, if optical ampli-
fiers are used in order to compensate for the fibre losses, it is logical to expect that
the system performance has a dependence on the received OSNR, as the optical
noise gets converted into electrical beat-noise components. In the remaining part
of this section thermal noise, shot noise, and beat noise are briefly discussed.
A final point to note here is that the SNR described by Eq. (2.3.3) only
accounts for the 1-bit statistics. This implies that if the extinction ratio of the
transmitted signal is not large enough (i.e. isig,0  isig,1 is not true), only crude
system performance estimates can be made [40]. For more accurate analysis,
then, the Q-factor should be taken into account as it includes both 0-bit and
1-bit statistics (see Section 2.4).
Thermal noise:
Thermal noise, also known as Johnson noise or Nyquist noise, is the electronic
noise generated by the thermal agitation of electrons inside an electrical conduc-
tor at equilibrium, and it can be seen as a consequence of Brownian motion [41].
In optical receivers, the random thermal motion of electrons in the load resistor
of the receiver front-end manifests as fluctuations to the current generated by
the photodiode. As thermal noise is characterised by a random nature, it must
be treated by statistical means. Indeed, even though the actual noise waveform
cannot be predicted, it is possible to estimate the statistics such as the mean
(average) and variance. The current fluctuation ith(t) induced by thermal noise
can be mathematically modelled as a stationary Gaussian random process with a
spectral density Sth(f) that is nearly frequency independent (up to approximately
1THz) [20]. That is, for all bandwidths of interest, thermal noise is white. The
spectral density is given by
Sth(f) =
2kBT
RL
, (2.3.5)
where kB is the Boltzman constant, T is the absolute temperature, and RL is the
load resistor. Using Eq. (2.3.4) it is then possible to express the thermal noise
variance as
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σ2th = 〈i2th(t)〉 =
∫
Be
Sth(f)df =
4kBT
RL
Be. (2.3.6)
Note that Eq. (2.3.4) includes only the thermal noise generated by the load
resistor. In practical situations, however, many other electrical components can
contribute additional noise, for example electrical amplifiers. A common approach
accounts for such noise by introducing the parameter Fn, known as the amplifier
noise figure, to Eq. (2.3.4) which can be rewritten as follows
σ2th =
4kBT
RL
FnBe. (2.3.7)
Accordingly, when thermal noise is the only mechanism of noise taken into ac-
count, the SNR can be calculated as
SNR =
〈isig,1(t)〉2
σ2th
=
R2P 2sig,1RL
4kBT · Fn ·Be . (2.3.8)
From Eq. (2.3.8) it is possible to note the SNR is proportional to P 2sig,1 when
the system is thermal noise limited. Also, another important aspect is that the
SNR could be improved in principle by employing a large load resistor RL (i.e. a
high impedance front end). However, increasing excessively the value of the load
resistor to reduce thermal noise reduces the receiver bandwidth as well.
Shot noise:
Electrical currents do not flow uniformly and do not vary smoothly in time like
the standard water flow analogy. Current flow is not continuous, but results from
the motion of charged particles (i.e. electrons and holes) which are discrete and
independent [42]. Indeed, at a microscopic level, currents vary in unpredictable
ways. For instance, photodiodes work on the basic principle that when photons
strike the surface they generate free electrons and the movement of the free elec-
trons results in a measurable current. Shot noise in the current is due to the
statistical nature of the generation of the free electrons. In any given time inter-
val, there will be random fluctuations in the number of free electrons generated
as the photons strike that surface. As a result, the noise current is a stationary
random process described by Poisson statistics. However, given the large number
of photons involved in the process (102-103 photons/pulse), a Gaussian distribu-
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tion can be used as a valid approximation. The spectral density of the shot noise
is practically constant over a very wide band (i.e. the noise can be effectively
considered as white) and is given by
Sshot(f) = q〈isig,1(t)〉. (2.3.9)
Using Eq. (2.3.4) the variance of the shot noise can be written as
σ2shot = 〈i2shot(t)〉 =
∫
Be
Sshot(f)df = 2q〈isig,1(t)〉Be, (2.3.10)
and the SNR for a shot noise limited system becomes
SNR =
〈isig,1(t)〉2
σ2shot
=
〈isig,1(t)〉
2qBe
=
ηPsig,1
2hνBe
. (2.3.11)
Eq. (2.3.11) shows that for shot noise limited systems the SNR varies linearly
with Psig,1. Furthermore, comparing Eqs. (2.3.8) and (2.3.11) using for RL, Fn,
Be, and η some typical values obtained from the datasheets of commercially avail-
able PIN receivers employed in a number of experiments presented in this thesis
[43], it is possible to see that thermal noise effectively dominates the receiver
performance for all practical cases of interest.
Beat noise from ASE:
As discussed in Section 2.2.2, in multi span systems the ASE noise from optical
amplifiers can build up compromising the maximum achievable OSNR. At the re-
ceiver side, the ASE noise power is converted from an optical to an electrical level
in parallel with the optical signal conversion. However, as the detector is inher-
ently a square law device which responds to the intensity of the incoming optical
field, the ASE is not simply converted to the corresponding electrical noise due to
the beating process between the ASE electric field EASE(t) and the signal electric
field Esig(t). This process results in the appearance of several components that
are often called the beat noise components. As a result, the total photocurrent
generated at the receiver output can be written as
irx(t) = R · |Esig(t) + EASE(t)|2
= R · |Esig(t)|2 + 2R · < [Esig(t) · E∗ASE(t)] +R · |EASE(t)|2,
(2.3.12)
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where R is the photodiode responsivity defined in Eq. (2.3.2), <[·] is the real part
of a complex quantity, and ∗ represents the complex conjugate. From Eq. (2.2.8)
and recalling the relation PASE = 2SASEBref = 2|EASE|2 it is clear that Eq.
(2.3.12) contains only half of the noise power. This is because the orthogonally
polarised components cannot beat effectively as it does not coherently interfere
with the signal, and only the components that have the same polarisation with
the signal can contribute to the beat noise.
The first term in Eq. (2.3.12) represents the desired information; the second
one is the beating of the signal with the ASE noise and it is often referred to
as signal-ASE beat noise; the last term represents the instantaneous power of
the noise field generated by the beating of its different components, and it is
often referred to as ASE-ASE beat noise. Note that while the ASE-ASE beat
noise generated in the wavelength region not coincident with the signal can be
suppressed by using a narrow optical filter, the signal-ASE beat noise cannot be
separated and effectively contributes to the OSNR degradation.
Under the assumption that the optical filter bandwidth of the receiver sig-
nificantly exceeds both the bandwidth of the optical signal and the electrical
bandwidth of the receiver1, the beat noise variances can be expressed as [40]:
σ2sig−ASE = 〈i2sig−ASE(t)〉 = 4R2SASEPsig,1Be, (2.3.13)
σ2ASE−ASE = 〈i2ASE−ASE(t)〉 = 4R2S2ASEBoptBe, (2.3.14)
where Psig,1 is the optical power of a 1-bit incident to the photodetector, Be is
the effective noise electrical bandwidth of the receiver, SASE is the ASE spectral
density defined in Eq. (2.2.6), and Bopt is the bandwidth of the optical filter
centred at the signal wavelength.
As mentioned above, since the contribution of the ASE-ASE beat noise of
Eq. (2.3.14) can be suppressed by proper filtering, the sig-ASE beat noise can be
considered the dominant term. Accordingly, for beat noise limited systems the
SNR defined in Eq. (2.3.3) can be expressed in terms of OSNR as
SNR =
〈isig,1(t)〉2
σ2sig−ASE
=
R2P 2sig,1
4R2SASEPsig,1Be
= OSNR · Bref
Be
, (2.3.15)
1This approximation is reasonably accurate, unless highly spectrally efficient systems are
considered.
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where the OSNR has been derived from Eqs. (2.2.8) and (2.2.9) as follows
OSNR =
Psig,average
2 · SASEBref =
Psig,1
4 · SASEBref . (2.3.16)
Combination of multiple noise mechanisms:
Equations (2.3.8), (2.3.11), and (2.3.15) provide a convenient expression that can
be used to estimate the received SNR when the system is thermal noise limited,
shot noise limited, or beat noise limited respectively. In some practical cases,
however, it is possible that none of the aforesaid mechanisms is dominant, and
that all are actually contributing in different ways to the signal degradation.
In this scenario all the noise terms must be included in the SNR calculation in
order to ensure an accurate estimation of the system performance. Since all the
noise sources discussed above are statistically independent and approximated as
Gaussian, their sum can also be considered Gaussian and the overall noise term
(simply called electronic noise) is determined by the sum of the individual noise
variances. Accordingly, the overall SNR can be written as
SNR =
〈isig,1(t)〉2
σ2total
=
R2P 2sig,1
σ2sig−ASE + σ
2
ASE−ASE + σ
2
shot + σ
2
th
. (2.3.17)
2.4 System Performance Evaluation
The SNR parameter used in the previous section is a convenient measure used
in engineering to quantify how much a signal has been corrupted by noise. For
digital signals, it can limit the reliability of detecting correctly, which can be
quantified with a bit-error-rate (BER). Indeed, the BER is the ultimate perfor-
mance measure of optical communication systems. It is statistically defined as
the time-averaged ratio of bits that have errors relative to the total number of
bits received in a transmission. For long averaging times, the BER can also be
considered as the probability of having a detection error for an individual bit [40].
Note that the maximum capacity of a reliable data transmission system is not
reached by keeping the BER at an extremely low level (nearly avoiding any bit er-
rors), but by pushing the data rate to a level where some tolerable BER (typically
between 10−12 and 10−9) can be maintained. A virtually error-free transmission
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can still be achieved by detecting and correcting most of the remaining bit errors,
e.g. based on check sums.
Figure 2.8 shows the eye diagram and associated histograms of a received
signal sampled at the decision instant Td and with a threshold value Id. Con-
ceptually, the BER depends on the probability P (1/0) of deciding a 1 when 0 is
received, and on the probability P (0/1) of deciding 0 when 1 is received:
BER =
1
2
[P (0/1) + P (1/0)] , (2.4.1)
where the factor of 1
2
indicates equal probability of 0s and 1s to occur.
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Figure 2.8: Electrical eye diagram at the receiver output and Gaussian probability
densities of 1- and 0-bits. P (0/1) and P (1/0) represent the probability of incorrect
identification when the data is sampled at a decision instant Td with a threshold value
Id.
The BER is often expressed in terms of a more convenient parameter called Q-
factor, and their relation is given by
BER =
1
2
erfc
(
Q√
2
)
, (2.4.2)
where erfc (·) is the complimentary error function. One of the reasons why the
evaluation of the system performance through the Q-factor can sometimes be
more convenient is that the BER measurement for a high performance transmis-
sion link can be extremely impractical. For example, to measure a BER of 10−15
with 95% confidence level by counting errors for a bit rate of 10Gb/s, approxi-
mately 3.5days are required. This value rises drastically up to over 35days for a
BER of 10−16 at the same confidence level. On the other hand, the Q-factor is
37
2. Transmission Impairments and Performance Measurements in Fibre Optic Systems
a prediction of system performance, based on the observation of mean and stan-
dard deviation of the electrical signal at the decision circuit, rather than on error
counting. Under the common approximation of Gaussian noise statistics [20, 40]
and optimised decision threshold Id, the Q-factor is defined as
Q =
I1 − I0
σ1 + σ0
, (2.4.3)
where I0,1 are the noise-free average signal currents for the 0- and 1-bits respec-
tively, and σ0,1 are the associated noise standard deviations (see Fig. 2.8).
From Eq. (2.4.3) it is possible to see that under the frequently met assumption
of good signal extinction ratio (Psig,1  Psig,0, i.e. I1  I0), for NRZ modulation
format the Q-factor is directly related to the SNR as follows:
Q =
√
SNR
2
for thermal noise limited systems, (2.4.4)
Q =
√
SNR for beat noise limited systems. (2.4.5)
By combining Eq. (2.4.2) with Eqs. (2.4.4) and (2.4.5), the BER can be expressed
in terms of SNR as
BER =
1
2
erfc
(
1
2
√
SNR
2
)
for thermal noise limited systems, (2.4.6)
BER =
1
2
erfc
(√
SNR
2
)
≈ 1
2
erfc
(√
OSNR ·Bref
2 ·Be
)
for beat noise limited systems.
(2.4.7)
In other words the SNR, Q-factor, and BER of a received signal are all interre-
lated, and each one of them can be equally used based on what is more convenient
for a given application. Note, however, that the exact relationship between them
depends on the detection scheme that is used and on the aforesaid assumptions
of Gaussian noise, optimised decision threshold, and high extinction ratio, that
if violated could lead to inaccurate system performance estimates.
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Impact of intersymbol interference and pattern effects on BER:
Another important aspect that cannot be overlooked when estimating the BER
through the Q-factor is the presence of inter-symbol interference (ISI) or pattern
effects on the detected signal. In fact, in this case, there is typically no single
value for I0 and I1 or for σ0 and σ1, as the eye diagram exhibits a number of
different traces for the 1-bits and 0-bits. To illustrate this concept Fig. 2.9 shows
the eye diagram and associated histograms of a sequence of bits intentionally
degraded by using a low pass filter with a cut-off frequency of 2.5GHz in order
to induce ISI.
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Figure 2.9: Electrical eye diagram at the receiver output and Gaussian probability
densities of 1- and 0-bits with: no ISI-prebits and ISI-postbits (a); one ISI-prebit and
one ISI-postbit (b).
ISI can be seen as the dependence of the signal representing the current bit on
the preceding and following bits. The effect of ISI on stochastic BER estimation
is to overestimate the BER (Fig. 2.9(a)). However, this overestimation can be
reduced by grouping identical patterns of bits before estimating the associated
probability density functions and hence their BERs (Fig. 2.9(b)). The numbers
of preceding and following bits to be grouped in a pattern are often called ISI-
prebits and ISI-postbits. Such a bit pattern is referred to as a meta-symbol.
For example, if only one preceding and one following bit is considered, there
are eight possible meta-symbols1: four corresponding to a logical ‘1’ (i.e. 010,
011, 110, 111) and four meta-symbols corresponding to a logical ‘0’ (i.e. 000,
001, 100, 101). As with the case of simple ‘1’ and ‘0’ symbols, the BER can be
121-pre+1-current+1-post = 23.
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calculated separately for each meta-symbol using Eqs. (2.4.2) and (2.4.3) with the
respective values of average currents and standard deviations associated to such
meta-symbol. The total error probability is then given by a weighted sum of all
the ‘partial’ BERs estimated for the various meta-symbols. This is the principle
behind the stochastic BER estimators used in current design automation software
for photonic systems such as VPItransmissionMakerTM. In the experiments and
simulations presented in this thesis, both conventional counting techniques and
stochastic estimation techniques have been employed. Note however that all the
BER values reported in the following chapters are measured by counting, while
estimation techniques are used only as a further verification and to gain a deeper
insight on the impairments taken into account by generating useful eye pattern
histograms and statistical data not otherwise easily obtainable.
2.4.1 OSNR and Power Penalties
The transmission of a signal over the fibre can suffer from a number of different
impairments, as described in the previous sections. In optically pre-amplified
systems the effect of such impairments on the transmission performance can be
captured by the difference between the required OSNR1 measured with and with-
out the respective impairment. This difference is referred to as OSNR penalty
[44]. In order to measure and understand the system performance in terms of
BER, then the receiver needs to be deliberately stressed to introduce the effects
of the various noise mechanisms discussed above. For instance, in optically pre-
amplified systems where the beat noise (signal-ASE) is typically the dominant
noise mechanism, the receiver can be stressed with respect to the impairment
under test by adding a controlled amount of ASE noise to the incoming signal
in order to degrade the OSNR (and thus the electrical SNR, see Eqs. (2.3.15)
and (2.3.16)). This concept is illustrated in Fig. 2.10(a), where the system BER
is plotted as a function of the received OSNR for different values of transmitter
extinction ratio2.
Note that sweeping the extinction ratio effectively captures the difference
between a ‘good’ and a ‘poor’ transmitter rather than the effect of one of the
fibre impairments discussed above. The extinction ratio is used in this context
1Defined as the minimum necessary OSNR that is required to achieved a target BER.
2The extinction ratio is defined as the ratio between the optical power P1 of a 1-bit and the
optical power P0 of a 0-bit.
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Figure 2.10: Simulated (analytical) results showing the dependence of system BER on
input received OSNR (a) and power (b) for different values of transmitter extinction
ratio (ER, from 3dB to 25dB in steps of 2dB).
purely for convenience to make this treatment easier to follow and to under-
stand. In fact, the effects of extinction ratio are relatively simpler to describe
analytically in comparison to the effects of other system impairments such as
CD, PMD, patterning-induced distortions, etc. Conceptually, however, the same
system characterisation methods can be applied also to any of the aforesaid fibre
impairments with no difference whatsoever. For example, an extensive (numeri-
cal) analysis on CD will be presented in the following chapters using the system
characterisation techniques discussed in this section.
If the systems of interest are not optically pre-amplified, on the other hand,
they are typically thermal noise limited and the performance is therefore measured
in terms of power penalty rather than OSNR penalty. In this case the receiver can
be stressed with respect to the impairment under test by reducing the input power
to the receiver (for the same amount of thermal noise) to degrade the electrical
SNR (see Eq. (2.3.8)). This concept is illustrated in Fig. 2.10(b), where the
system BER is plotted as a function of the receiver input power for different
values of transmitter extinction ratio. Similarly to the beat noise limited case,
the effects of the impairment of interest (i.e. extinction ratio in this case) are
captured by the difference between the required input power to achieve a target
BER with and without the respective impairment. This difference is referred
to as power penalty. In the remainder of this thesis, the systems characterised
by reducing the OSNR (Fig. 2.10(a)) are referred to as OSNR-limited systems,
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whereas the systems characterised by reducing the optical input power to the
receiver (Fig. 2.10(b)) are referred to as power-limited systems.
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Figure 2.11: OSNR and power penalties at FEC threshold (BER=1.1 × 10−3) as a
function of the transmitter extinction ratio.
Both the x-axes of Figs. 2.10(a) and 2.10(b) are intentionally plotted using
the same scale to cover for an input OSNR and power range of approximately
20dB(m). This is deliberately done in order to better emphasise the different
nature of the two systems under test, whose curves clearly result in significantly
different slopes and shifts. In particular, in the power-limited case the curves
present a greater slope in comparison to the OSNR-limited case, as well as a
reduced shift between different extinction ratio values. Another way of looking
at this is to plot the respective OSNR and power penalties necessary to achieve a
target BER of e.g. 1.1×10−3 for the different values of extinction ratio taken into
account1. This is shown in Fig. 2.11, where the OSNR and power penalties are
calculated using as reference the respective highest extinction ratio curve taken
into account (25dB). From Figs. 2.10 and 2.11 it is clear that for high extinction
ratio values (e.g. >15dB) both system types present similar performance with
nearly negligible penalty in comparison to their respective reference curve. How-
ever, when the extinction ratio is reduced to more realistic values (<15dB, i.e.
typical values achieved by the modulators employed in the experiments presented
in this thesis), the two system penalties start to perform rather differently, with
1Throughout this thesis the use of Reed-Solomon (223,255) forward error correction (FEC)
is assumed, as is commonly incorporated in PON standards today.
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the OSNR-limited case rising much faster than the power-limited one. In order
to better understand the reasons behind such a different behaviour, the OSNR-
limited and power-limited cases can be compared by taking a detailed look at the
analytical expressions used to model the system BERs of Fig. 2.10.
Note that Eqs. (2.4.4)-(2.4.7), which link the BER to the electrical SNR for
thermal noise limited systems and beat noise limited systems, cannot be used in
this context as the assumption of high extinction ratio is violated. For this reason
it is necessary to rewrite the BER for the two system cases as a function of their
respective Q-factor, which includes the 0-bits statistics as well.
Power-limited case:
From Eq. (2.4.3) the Q-factor for the power-limited case is given by
Q =
I1 − I0
σ1 + σ0
=
R · Psig,1 −R · Psig,0
σ1 + σ0
∣∣∣∣
σ0=σ1=σth
=
R · (Psig,1 − Psig,0)
2 · σth , (2.4.8)
where σth is derived from Eq. (2.3.7) and can be rewritten as
σth =
(
4kBT
RL
FnBe
) 1
2
= NEP ·R ·
√
Be. (2.4.9)
The parameter kB in Eq. (2.4.9) is the Boltzman constant, T is the absolute
temperature, RL is the load resistor, Fn is the (front-end) amplifier noise figure,
and Be is the effective noise electrical bandwidth of the receiver. The quantity
NEP =
(
4kBT
RL ·R2Fn
) 1
2
, (2.4.10)
is called noise-equivalent power (NEP) and is defined as the minimum optical
power per unit bandwidth required to produce an SNR = 1. It is essentially a
measure of the sensitivity of a photodetector and it is often used to compare dif-
ferent receiver noise specifications. Regarding the effective noise electrical band-
width of the receiver Be, note that it is different from the typically stated 3dB
bandwidth (B3dB). For a Bessel filter response (as is often the case for these
applications [45]), for example, the two are related according to the relation
Be = (pi/2) · B3dB. Remembering that the extinction ratio ER and the received
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average optical power PRx are defined respectively as
ER =
P1
P0
, (2.4.11a)
PRx =
P0 + P1
2
, (2.4.11b)
it is possible to rewrite Eq. (2.4.8) as
Q =
R · PRx
σth
(
ER− 1
ER + 1
)
. (2.4.12)
Note that the curves of Fig. 2.10(b) have been generated by substituting Eq.
(2.4.12) into Eq. (2.4.2), with a B3dB of 12.5GHz and a NEP of 24pW/Hz
1
2 . Both
these values have been obtained from the datasheet of a conventional 10Gb/s off-
the-shelf receiver.
OSNR-limited case:
Using the expressions for the signal-ASE and ASE-ASE beat noise variance in
Eqs. (2.3.13)-(2.3.14) and the relation between PASE and SASE of Eq. (2.2.8),
the noise variance corresponding to the 1-bits can be written as
σ21 = 2R
2PASEPsig,1
Be
Bref
+R2P 2ASE
Be
B2ref
Bopt, (2.4.13)
where Bopt [Hz] is the bandwidth of the optical filter used before the receiver.
Expressing Eq. (2.4.13) in terms of extinction ratio ER and OSNR, the noise
variance for the 1-bits becomes
σ21 = R
2P 2ASE
Be
Bref
(
4 ·OSNR ER
ER + 1
+
Bopt
Bref
)
. (2.4.14)
Similarly, the noise variance for the 0-bits can be derived as
σ20 = R
2P 2ASE
Be
Bref
(
4 ·OSNR
ER + 1
+
Bopt
Bref
)
. (2.4.15)
Using, once again, Eq. (2.4.3) the Q-factor for the OSNR-limited case can be
finally written as
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Q =
I1 − I0
σ1 + σ0
=
R · Psig,1 −R · Psig,0
σ1 + σ0
=
2 ·OSNR (ER−1
ER+1
) ·√Bref
Be√
4 ·OSNR ER
ER+1
+ Bopt
Bref
+
√
4·OSNR
ER+1
+ Bopt
Bref
.
(2.4.16)
Note that the curves of Fig. 2.10(a) have been generated by substituting Eq.
(2.4.16) into Eq. (2.4.2), with Bref = 12.5GHz, B3dB = (2/pi) · Be = 12.5GHz,
and Bopt = 50GHz.
OSNR and power penalties different behaviour:
From Eqs. (2.4.9) and (2.4.13)-(2.4.15) it is clear that the noise variances for the
power-limited and OSNR-limited systems have radically different characteristics.
In fact, while the thermal noise variance is completely independent of the optical
power of the signal incident on the photodetector, the beat noise variance is pro-
portional to it, as well as to the power of the optical noise. This means that if in
a power-limited system the Q-factor needs to be increased by a certain amount
in order to compensate for the effect of a given impairment, it will be sufficient
to increase the received input power PRx by the same amount (see Eq. (2.4.12)).
In contrast, this is not true for the case of OSNR-limited systems, as increasing
the OSNR by the aforesaid amount also increases the beat noise by a proportional
factor. Indeed, looking at Eq. (2.4.16), it is possible to note that both the
numerator and denominator are dependent on the OSNR. However, while the
numerator is characterised by a linear relation with the OSNR, the denominator
is only proportional to its square root, and hence increasing the OSNR is still
beneficial. This different dependence of the noise variance on PRx and on the
OSNR for thermal noise limited and beat noise limited systems respectively, is
fundamentally the physical reason for the different trend between the curves of
Fig. 2.10(a) and Fig. 2.10(b) (or, equivalently, the reason why the OSNR penalty
curve of Fig. 2.11 rises faster than the power penalty curve for the same amount
of impairment). It is possible to conclude from this line of reasoning that the
concept of penalty could potentially be misleading if the type of noise limited
system that the penalty is associated with is not specified.
45
2. Transmission Impairments and Performance Measurements in Fibre Optic Systems
2.5 Summary
In this chapter, the fundamental impairments that affect a fibre optic system have
been described. These can be categorised as linear distortions (such as fibre loss,
GVD, PMD, and adjacent channel crosstalk), nonlinear effects (such as Kerr-
effects and inelastic scattering phenomena), and noise. Each one of the aforesaid
linear and nonlinear effects has been briefly discussed. For the power levels, bit
rates, and transmission distances of interest in this work, the majority of them
do not have a significant impact on the system performance, or can even be
beneficial like the interplay of SPM and GVD. As a result, chromatic dispersion
can be reasonably assumed to be the dominant effect degrading the signal quality,
and for this reason in the remainder of the thesis attention is focused on this type
of impairment only. The pulse broadening resulting from chromatic dispersion
has been discussed, and the physical reason for this is the wavelength dependence
of the fibre’s refractive index.
The transmission distance of any fibre optic system is eventually limited by
fibre losses. The use of optical amplifiers to compensate for such losses, along
with the general concepts common to all optical amplifiers such as gain saturation
and signal degradation due to amplifier noise, have been discussed. In particular,
it has been shown that the main disadvantage of optical amplification is the
generation of amplified spontaneous emission noise, which can accumulate along
a transmission link eventually compromising the maximum achievable OSNR.
The dependence of optically amplified system performance on the received
OSNR due to the optical noise that is converted into electrical beat noise com-
ponents has been discussed. In addition to such a beat noise contribution, the
other two fundamental noise mechanisms generated at the receiver, namely the
thermal noise and shot noise, have also been described. For the applications of
interest in this work, thermal noise and beat noise can be assumed to be the dom-
inant mechanism of noise in a power-limited system and OSNR-limited system
respectively.
Finally, it has been shown that the impact of a given impairment on the system
performance can be captured in terms of bit-error-rate by deliberately stressing
the receiver in order to introduce the effects of the aforesaid noise mechanisms.
That is, thermal noise for power-limited systems and beat noise for OSNR-limited
ones. The overall performance of these two system types in terms of power
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penalty and OSNR penalty respectively can be significantly different. This has
been demonstrated both qualitatively (through bit-error-rate and power/OSNR
penalty curves) and analytically. The reason for such a different behaviour is
due to the fact that, unlike the thermal noise of the receiver, the signal-ASE
beat noise is proportional to the optical power of the signal as well as the optical
noise incident on the photodetector. As a consequence of this, it should be
noted that the concept of penalty alone without any information on the system
that the penalty is associated with (e.g. power-limited or OSNR-limited), could
potentially be misleading, as the same value of penalty in different systems can
have a radically different interpretation and impact.
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Chapter 3
Next Generation Optical Access
The present access network, which connects subscribers to their immediate ser-
vice provider, is still mainly copper cable-based and it is currently being upgraded
in order to support the growing bandwidth demand. In fact, copper cables have
effectively achieved their physical limits and more advanced solutions capable of
meeting the bandwidth requirements of (future) new services, such as video on
demand, videoconferencing, high-definition TV (HDTV), E-learning, interactive
games, voice over IP, etc., are therefore necessary. Wireless access technology,
such as WiMAX, is relatively simple and cost-effective, but, although continu-
ously improving, it will never approach the current or future speed achievable via
fibre optic-based solutions. Indeed, passive optical networks (PONs) are seen by
telecom operators and the research community as one of the most promising and
future-proof candidates for next-generation optical access [6]. In this chapter,
some of the proposed schemes for all optical access networks as well as the major
challenges associated with them will be discussed.
Section 3.1 illustrates the evolution of today’s access networks. Some of the
technologies that are commercially available and already deployed are reviewed,
and the new trends that are aiming at increasing the network efficiency and
flexibility and at reducing the operating costs are also discussed.
The burst-mode nature of the upstream link in PONs represents one of the
major challenges related to the use of time division multiple access protocols.
This type of transmission along with some of its key enabling technologies is
briefly presented in Section 3.2.
The long-reach of next-generation PONs in combination with bit-rates of at
least 10Gbit/s necessitates the use of some form of chromatic dispersion compen-
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sation, in particular if cost-effective transmitters are employed in the upstream
direction of the network. Some of the main optical and electrical compensators
are briefly presented and compared in Section 3.3. Some of the implementation
options for an electronic-based compensator are also discussed.
Section 3.4 describes a novel solution that could potentially be used as an
upstream reach-extender in traditional PONs. Such a reach-extender consists of
a cascade of two semiconductor optical amplifiers which can be carefully optimised
to provide a significant dynamic range compression and to enable the use of an
ac-coupled continuous-mode receiver at the optical line terminator.
3.1 Access Network Evolution
To keep up with increasing bandwidth demands, telecoms operators are migrat-
ing from copper-based networks to fibre-based networks, which promise to de-
liver higher speeds. However, migration to an all-fibre network infrastructure
requires major investment and takes considerable time to complete. In the short
term, therefore, access to high-speed broadband services will still be provided
by copper-based solutions [3]. Among these, the most widely used employ DSL
(digital subscriber line) technologies and coaxial cable-based schemes. The latter
reutilise the cable television (CATV) network that was originally established as a
high-quality alternative to terrestrial television broadcasting. On the other hand,
the DSL family includes asymmetric digital subscriber line (ADSL) and very high
speed digital subscriber line (VDSL) solutions, and provide digital data over the
wires of a local telephone network (the classical ‘twisted pair’). A number of
wireless technologies are also used to provide broadband services: these include
mobile radio solutions (e.g. HSPA, LTE), fixed radio solutions (e.g. WiMAX),
and satellite solutions. However, it is clear that copper-based and wireless tech-
nologies will not be able to satisfy the continuously growing demand for higher
bit-rates due to physical media constraints which eventually limit the performance
either in terms of bandwidth or physical reach.
This has driven operators to consider new architectures, based e.g. on optical
fibre cables, that can provide a significant increase in bandwidth in comparison to
the more conventional media outlined above, while reducing at the same time the
cost associated with such a bandwidth provision. One of the most effective ways
to reduce costs in telecommunications networks has been, historically, sharing
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network capacity among multiple users. This has been a natural choice in metro
and core networks, where traffic is progressively aggregated into a smaller number
of higher-capacity links [46]. In the access, however, because of the need to max-
imally reuse the already existing infrastructures, networks have been deployed as
point-to-point links connecting users directly to the local exchanges. Neverthe-
less, the recent deployment of fibre technology in the access has removed such
capacity constraints, making sharing of access link capacity feasible and cost ef-
fective. Indeed, this idea has been exploited in current passive optical network
(PON) deployments.
A PON is a point-to-multipoint fibre-to-the-X (FTTX1) network architecture
in which optical splitters are used to enable a single optical fibre to serve multiple
users. The term passive derives from the fact that in a conventional PON there are
no powered components deployed in the field. A PON consists of an optical line
terminal (OLT) at the local exchange (LE) and a number of optical network units
(ONUs) at customer premises. It is immediately clear that a PON configuration
reduces the amount of fibre and central office equipment required compared with
point-to-point architectures.
Passive optical 
splitter (1×N) 
Optical line termination (OLT) 
at local exchange (LE) 
Optical network units (ONUs) 
at customer premises 
US 
λU: 1.31µm 
DS 
λD: 1.49µm 
Figure 3.1: Typical configuration for E-PON, and G-PON.
It is widely accepted that PONs are the most promising, cost-effective, and high-
performance access network solutions [47, 48, 49]. PON technology has been avail-
able since the mid-1990s, and significant development activities occurred during
the early 2000s with the Gigabit-capable solutions [50]. The first generation of
these solutions are now standardised and commercially available: the Ethernet
PON (E-PON) from IEEE [7] and the Gigabit PON (G-PON) from ITU-T [8],
typically offer 2.5Gb/s or 1.25Gb/s downstream and 1.25Gb/s upstream shared
1X is a generic letter indicating how close the fibre-end comes to the actual user: H for
home, O for office, P for premises, C for curb/cabinet, N for neighbourhood.
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between 32 customers via passive optical splitters and time division multiple ac-
cess (TDMA) protocols, over a reach of up to 20km [51]. A simplified illustration
of E-PON and G-PON architecture is shown in Fig. 3.1, where single-fibre op-
eration is made possible using wavelength division multiplexing (WDM) with
upstream wavelengths in the 1310nm region and downstream wavelengths in the
1490nm region [52].
PONs have been widely deployed around the world. In Europe, smaller op-
erators have installed point-to-point Ethernet networks, but G-PON is rapidly
becoming the preferred choice among major operators. G-PON is the dominant
technology choice in North America. Asia saw significant E-PON deployments in
Japan and South Korea. China, which is the world’s largest FTTH market, re-
cently embarked on a large-scale deployment using a mix of E-PON and G-PON
[53].
3.1.1 Long-Reach PONs
One of the problems facing the telecommunications industry is that the cost
of increasing network capacity to meet the inevitable demand for bandwidth
driven by broadband services can far exceed the subsequent growth in revenues
[6]. Conventional networks are built upon a large base of electronic equipment
which only price declines in line with the usual price declines seen within the
electronics industry1. In [5] it is also shown that if this learning curve is applied
when the expected bandwidth growth is substituted for volume, the growth of the
associated costs is remarkably steeper even than any overly optimistic (greater
than typical sustainable rates) revenue growth. In other words, future network
architectures that continue to use traditional electronic solutions will not be able
to price decline sufficiently fast to be able to maintain profitability. From this
perspective it is clear that with these bandwidth growth figures there will be
a decline in margins unless new solutions are found, that can yield faster unit
cost decline than electronic solutions have traditionally produced. Radical new
architectures may be necessary to change the network structure and massively
reduce the cost of bandwidth provision [54].
One potential solution to this problem is to simplify the current network ar-
1On average, electronic products have traditionally followed an 80% price learning curve
[5], i.e. for every doubling of product volume the unit price dropped to 80% of the previous
price.
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chitecture: this could be achieved, for instance, by combining the access and
metro networks into a single, integrated, all-optical system by using optical
amplification, as shown in Fig. 3.2. This would allow the disposal of rather
expensive electronic components and nodes within the network (such as op-
tical/electrical/optical converters), offering much higher capacities and much
smaller equipment inventory [6]. The idea of increasing the reach and/or split of
PONs via intermediate equipment has been of research interest since the 1990s,
and in more recent years the attention has been focused on extending the reach
of G-PON and E-PON via mid-span optical amplifiers [52], a concept that has
recently been standardised by ITU-T [55]. Now, this technology is known as long-
reach PON1. The actual achievable transmission distance physically depends on
factors like splitting-ratio, wavelength, laser type, etc., and for traditional sys-
tems like G-PON the protocol supports a maximum logical reach of 60km [14].
However, for more advanced network architectures this target reach can be in-
creased significantly up to 100km or beyond (see Section 3.1.3).
 
Access 
Metro 
Core 
Access 
Local exchange 
Metro 
Core 
Optical amplifier  Fibre Power splitter 
Figure 3.2: Example of network simplification and node consolidation through inte-
gration of access and metro networks into a single all-optical system by using optical
amplification.
Optical amplifier technology options:
There are available several technology options to provide optical amplification
employing either optical fibre or semiconductor gain media. In metro and long-
1Note that in this context the term passive does not strictly mean unpowered, but is related
to the absence of active electronic routing elements in the field.
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haul networks erbium-doped fibre amplifiers (EDFAs) are widely used as they
provide excellent gain, power, and noise performance in the 1530–1565nm wave-
length window. The range can be shifted to the longer wavelength band (e.g.,
1570-1605nm) by changing the design parameters [51]. EDFAs allow amplifica-
tion in the low attenuation region of the optical fibre and for this reason they
rapidly became one of the most popular options for present fibre links. While the
vast majority of commercial optical-fibre amplifiers deployed to date are EDFAs,
alternative fibre amplifiers, which operate in other wavelength regions, are pos-
sible. Of particular interest with regard to a standard PON are praseodymium
doped fibre amplifiers (PDFAs) for the upstream and thulium doped fibre am-
plifiers (TDFAs) for the downstream. Note, however, that these options are not
taken into account in this work (the reader can refer to [56, 57, 58] for further
details).
An alternative to fibre amplifiers are the semiconductor optical amplifiers
(SOAs), which are based on mature III-V semiconductor technology and, as such,
there are commercial devices available from many vendors in the marketplace.
This should ensure that costs can be low enough for the access network, and that
there is little development required to bring suitable products to volume produc-
tion [58]. While SOAs do not provide as good gain and noise performance as
EDFAs, they have the advantages of small size, high reliability, low power con-
sumption, easy integration with other components on a single planar substrate,
as well as the advantage of being able to operate at any wavelength of interest
(800-, 1300-, and 1500nm windows) [52]. For this reason SOAs are considered at-
tractive candidates for reach extension in conventional (e.g. G-PON and E-PON)
systems.
In this thesis, both the SOA and EDFA options are explored for the LR-PON
application and further details on their operation are provided in the remainder
of this chapter. In particular, in Section 3.4 a comprehensive study is presented
to illustrate a special case of an SOA-based reach-extender suitable for use in
the current G-PON or E-PON standards. In the remaining part of the thesis,
attention is moved towards more radical new architectures where the optical
amplifiers have to support multiple WDM channels, and hence higher aggregate
powers, operating over longer reaches compared to G-PON or E-PON. In this
case, EDFAs offer significantly superior performance to SOAs and have been
chosen as reach-extenders and/or preamplifier solutions.
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3.1.2 Next Generation PONs (NG-PONs)
Worldwide, operators are seeking to increase revenue by developing new services:
an example is represented by HDTV, which requires about 20Mb/s per chan-
nel [59]. Furthermore, in the near future, new business models such as home
video editing, online gaming, interactive E-learning, remote medical services, and
next-generation 3D-TV will dramatically increase bandwidth demand. As a con-
sequence, much more is expected from PONs, including improved bandwidths
and service support capabilities, as well as enhanced performance of access nodes
and supportive equipment over their existing PON networks. All this implies
that operators need to make a careful decision about the investment into FTTX
technology. For this reason, in early 2006, IEEE began to work on an even
higher-speed 10Gb/s Ethernet PON (10G-EPON) standard, that was ratified in
2009 as IEEE 802.3av [15]. Similarly, in late 2006, the full-service access network
(FSAN) group and ITU-T began to work on the standard that would follow the
G-PON. At first, a number of systems were proposed as possible candidates, but
it proved rather difficult to perform a realistic comparison between them as many
of them were radically different in architecture and service profile. As a conse-
quence, the system proposals were divided into two groups, as shown in Fig. 3.3:
~2010 
Coexistence 
not required 
WDM 
coexistence 
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ity
 
Time 
G-PON 
NG-PON2 
NG-PON1 
DS: 2.5G 
US: 1.25G 
DS: 10G 
US: 2.5G or 5G 
Current work focus:  
selecting the most suitable 
technology for NG-PON2 
40G 
TWDM 
DWDM 
OFDMA 
… 
~2015 
Figure 3.3: NG-PON roadmap by FSAN [59] (DS: downstream, US: upstream,
TWDM: time and wavelength division multiplexing, DWDM: dense wavelength di-
vision multiplexing, OFDMA: orthogonal frequency division multiple access).
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NG-PON1:
The next-generation PONs (NG-PONs) was divided into two phases namely NG-
PON1 and NG-PON2, a mid-term and a long-term solution respectively. The
first group included systems that could coexist with G-PON on the very same
optical distribution network (ODN), while the second group included all other
systems that either required a different ODN, or required technologies that were
not available in the expected time horizon. This key decision on the scope of
NG-PON1 enabled the comparison of a reasonable set of alternative systems (see
[60] for further details), among which the 10Gb/s downstream (DS) and 2.5Gb/s
upstream (US) was selected the best candidate for standardisation development
as an optimum compromise between compatibility, technical risk (not too forward
looking), costs, etc. [59, 61]. This system, named XG-PON and described in the
ITU G.987 series [16], was standardised in 2010 and it can be effectively seen as
an enhancement of G-PON in terms of channel rates.
NG-PON2: TWDM-PON:
The NG-PON2 project was initiated by FSAN in 2011 with the objective of in-
vestigating new technologies enabling a bandwidth increase beyond 10Gb/s [62]:
the basic requirements were for a system with at least 40Gb/s of capacity, 40km
reach, 1:64 split-ratio, and at least 1Gb/s access rate per ONU, but not neces-
sarily backward compatible with existing ODN technology or even previous PON
systems. Based on this very loose scope of requirements, many different systems
were proposed, among which [12]:
• 40Gb/s TDM-PON (named XLG-PON), which increases the single carrier
serial downstream bit rate for XG-PON from 10Gb/s to 40Gb/s, while the
upstream supports a 10Gb/s serial TDMA bit rate;
• Time and wavelength division multiplexed PON (TWDM-PON), which
stacks multiple XG-PONs using WDM;
• WDM-PON, which provide a dedicated wavelength channel at the rate of
1Gb/s (symmetrical) to each ONU;
• Orthogonal frequency division multiplexed (OFDM)-based PON, which em-
ploys quadrature amplitude modulation and fast Fourier transform to gen-
erate digital OFDM signals for transmission.
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In 2012 the FSAN community selected the TWDM-PON as the primary approach
for NG-PON2, which is now in the process of being standardised by ITU-T.
In fact, operators consider TWDM-PON to be less risky, less disruptive and
less expensive than other approaches because it reuses existing components and
technologies. Fig. 3.4 shows the basic TWDM-PON architecture, where four
pairs of wavelengths support aggregated rates of 40Gbps in the downstream (DS,
4×10Gb/s) and 10Gbps in the upstream (US, 4×2.5Gb/s), effectively stacking
four XG-PON architectures. The proposed wavelength plan (ITU-T G.989.2 –
draft in progress) defines a 100GHz DWDM (dense WDM) grid from 1596.34nm
to 1603nm for the DS, and a 50GHz or 100GHz DWDM grid from 1524nm to
1544nm for the US.
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Figure 3.4: Simplified TWDM-PON system architecture (US: upstream, DS: down-
stream, Tx: transmitter, Rx: receiver, OA: optical amplifier, OLT: optical line terminal,
ONU: optical network unit, AWG: arrayed waveguide grating).
Each ONU is equipped with a tunable transceiver, so it can selectively transmit
and receive data on a pair of US/DS wavelengths. This avoids ONU inventory
issues and supports load balancing within the TWDM-PON. On the other hand,
the need for such tuneable optical components represents the main challenge for
TWDM-PON architectures. In fact, while most of the TWDM-PON components
are commercially available1, tuneable devices (such as tunable lasers and tunable
filters) based on current technologies require expensive temperature-stabilisation
control circuitry and despite research activities to lower the cost of these tech-
nologies, they are not ready for mass production. This problem is still being
1Already developed for XG-PON reusing the mature technology from the optical transport
network.
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addressed and vendors are currently developing new technologies to help reduce
the costs. The use of photonic integrated circuits (PICs), for instance, is highly
attractive because the potentially low cost manufacturing process would enable
mass deployment [53].
In order to achieve a power budget higher than that of XG-PON, optical
amplifiers (OAs) are used at the optical line terminal (OLT) side to boost the
DS signals as well as to preamplify the US ones. Note that despite the use of
active elements (they are located at the OLT side), the ODN remains passive.
The preliminary information on this NG-PON2 architecture indicates that, given
the similarity in ODN loss budget compared to XG-PON, the reach can also be
increased from 20km up to 60km by using an intermediate reach-extender.
The current situation for XG-PON and 10GE-PON is that products are avail-
able from multiple vendors, and these products are being trialled at low volume.
However, while accessible for some time, these solutions have generated little
traction in the market, since there is limited near or medium term demand for
10Gb/s residential service to justify investment in new technology [61]. In the
meantime, emerging technologies such as the TDWM-PON described above are
also offering capabilities beyond higher speeds, and as a consequence the market
focus is certainly moving towards NG-PON2. What is likely to happen, there-
fore, is that there will be a minor amount of XG-PON deployment, followed on
by more extended deployments of NG-PON2. Nevertheless, this should not to be
seen as NG-PON2 taking over the market from XG-PON as the majority of work
that went into XG-PON is effectively being reused [61].
3.1.3 Long Term PON Developments
While the TWDM-PON architecture discussed above undeniably offers a signifi-
cant improvement with respect to E-PON/G-PON and 10G-EPON/XG-PON, it
does not introduce a radical innovation, but rather an incremental one. For this
reason, researchers have always shown interest in more radical improvements to
the PON architectures in comparison to NG-PON2, which would allow an even
greater exploitation of the opportunities that are enabled by the introduction of
optical fibre into the access network. A number of research projects ([9, 10, 11]
among others), showed how employing hybrid DWDM-TDM approaches it is
possible to achieve features totally beyond the capability of today’s PONs: for
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instance, using 32 wavelengths each carrying 10Gb/s shared by up to 512 ONUs,
it is possible to achieve a network capacity of 320Gb/s with up to 16,384 users
and over reaches of 100km [10]. Although the aforesaid projects have been very
successful in demonstrating the potential of LR-PON and node consolidation con-
cepts, they were not conceived with the objective of carrying out an exhaustive
investigation of all the new key enabling technologies. For example, such systems
were implemented using a static WDM approach, whereas the trend for future
solutions is to avoid the lack of flexibility associated with these methods and to
implement dynamic wavelength and time slot allocation, addressing one of the key
limitations of today’s existing access infrastructure. As a consequence, in 2012
the European FP7 Integrated Project DISCUS (DIStributed Core for unlimited
bandwidth supply for all Users and Services) [46] was founded with the objective
of filling the gaps of previous projects and of continuing the development of the
missing enabling technologies.
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Figure 3.5: DISCUS initial (simplified) architecture (ONU: optical network unit, Tx:
transmitter, Rx: receiver, ODN: optical distribution network, LE: local-exchange, M/C
node: metro/core node, OLT: optical line terminal, EDFA: erbium-doped fibre ampli-
fier, MUX: multiplexer).
The overall goal of the DISCUS project is to design a network architecture that
can deliver ubiquitous high speed broadband access to all users independent of
their geographical location. Figure 3.5 shows a simplified block diagram of one of
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the basic (single fibre working in the ODN and two fibres working in the backhaul)
DISCUS architectures which is currently under study. From this diagram it is
clear that by introducing a longer fibre reach (>100km) from the user to the
network node and a larger split in the ODN, a much larger number of customers
(≥512) can be served by the same infrastructure. The longer optical reach allows
fibre terminations from many PONs to be concentrated into a smaller number of
nodes, each covering large areas. Thus, a substantial number of nodes deployed
in current telecoms networks, which carry out electronic packet switching and
processing, can be consolidated as long-reach access systems that can bypass
local exchanges and terminate directly on a core node.
Recent studies have shown that the proposed DISCUS architecture would
reduce the number of nodes carrying out electronic packet processing by almost
two orders of magnitude [46, 63]. For instance, in a test scenario carried out for
the U.K. network, the number of nodes with electronic processing equipment can
technically be reduced from about 5600 down to around 75 [46, 64]. Similarly, the
number of nodes of the Irish network could be reduced from 1100 to approximately
18 [64, 65], as illustrated in Fig. 3.6.
(a) (b) 
Figure 3.6: Ireland with all 1100 exchange buildings (a), and with 18 nodes (b).
The other main areas of interest within DISCUS include low cost tunable trans-
ceivers (with tunable optical filters), burst-mode electronic dispersion compensa-
tion (BM-EDC), burst-mode forward error correction (BM-FEC), dynamic band-
width assignment (DBA), dynamic wavelength assignment (DWA), and higher
rate multipoint and point-to-point wavelength services over PON infrastructure.
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Among the above, the subject of particular interest in this thesis is the develop-
ment of a BM-EDC: a number of simulations and experiments will be presented
throughout the next chapters to demonstrate the feasibility of this technology as
well as the requirements to operate in the network topologies presented in this
section. The other key enabling technologies will not be discussed here and for
a more complete description about the objectives and impact of the DISCUS
project the reader can refer to [46, 65, 66, 67].
3.2 Burst-Mode Nature of Upstream Link
In a TDM PON system, all the users share the same wavelength and fiber in-
frastructure. In the downstream (DS) direction, data packets are broadcast to
all ONUs and hence OLT transmitters and ONU receivers operate in continuous-
mode (CM). Synchronisation is maintained at all times since, even if there is no
data to send, the ONUs can still retrieve the clock continuously from the down-
stream signal as the OLT keeps transmitting idle bit patterns. In the upstream
(US) direction, however, to avoid packet collision only one packet from a single
ONU can be sent to the OLT at any given time1. Figure 3.7 illustrates such a con-
cept, and this type of communication is known as burst-mode (BM) transmission.
US 
OLT 
ONU 1 
ONU N 
ONU 2 
2 
N 
2 N 1 
1 
Figure 3.7: Example of a burst-mode upstream (US) link. The three optical network
units (ONUs) operate in time division multiple access (TDMA) protocol and commu-
nicates with the optical line terminal (OLT) in their given time slot.
1The OLT coordinates all the upstream transmissions scheduling the time-slot associated
to each user.
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3.2.1 Key Enabling Technologies
While the state-of-the-art data rate for CM optical links is already over 40Gb/s,
the BM components at Gb/s data rates still remain very challenging. In this
section some of the key aspects associated with BM transmission are briefly dis-
cussed.
Burst-mode transmitters and receivers:
The fundamental difference of BM transmission from the conventional CM one is
that even if all packets are launched from each ONU at the same average optical
power, every one of them will undergo a different amount of fibre and number
of splitters and arrive at the OLT with varying power levels depending on the
individual path loss. Throughout this thesis, the burst arriving at the OLT with
the highest power is referred to as loud packet (LP) and the one arriving with
the lowest power as soft packet (SP). In Fig. 3.7, for instance, they correspond to
packet 1 and 2 respectively. The power difference between bursts is often referred
to as dynamic range and for the network topologies taken into account in this
thesis it can be greater than 20dB (×100) [15, 16].
Furthermore, each burst arrives at the OLT with different (unknown) bit
phase, as the propagation delay of the fibres will have a large variation compared
to the bit period. This means that the OLT receiver should be able to adjust to
different power levels as well as synchronise the phase on a burst-by-burst basis in
a short period of time (e.g. tens of nanoseconds): that is, a BM transimpedance
amplifier (BM-TIA) and a BM clock and data recovery (BM-CDR) need to be
employed respectively. Similarly, at the ONU side each transmitter has to work
in burst mode and this implies that it must be enabled/disabled in a brief pe-
riod of time (from tens to hundreds of nanoseconds). In addition to such short
turn-on/-off performance, the ONUs have also to guarantee substantial optical
power suppression during the idle state, as the maximum limit on the aggregate
off-state power is given by the sum of all off-state powers of inactive users. There-
fore, another critical requirement in high-split networks is to minimise this sum
sufficiently to prevent penalties arising from in-band crosstalk [68, 69].
As a result receivers and transmitters for PONs are quite different from their
counterparts in point-to-point CM optical communication links and their design
represents one of the major challenges posed by these transmission schemes.
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Optical amplifiers in burst-mode:
In order to achieve long-reaches, it is necessary to employ optical amplification
at the local exchange as well as pre-amplification in the metro/core node (see,
e.g., Fig. 3.5). As mentioned in Section 3.1, EDFAs remain the preferred option
due to their excellent performance in DWDM applications (high gain and output
power, low noise etc.). Nevertheless, there is a major issue associated with the
use of EDFAs in a PON and this is related to the BM nature of the upstream
data. EDFAs operating with high output powers exhibit gain saturation effects,
in which their gain is reduced. While this does not represent a problem for long-
haul CM applications as the gain is not affected by any variation in the data
stream, in the upstream link of a PON input power fluctuations can occur in a
timescale of (fractions of) microseconds. Since EDFAs exhibit a slow relaxation
response to variations in input signal level, this results in output signal distor-
tion. In other words, if a LP enters the EDFA after a SP, the corresponding
amplified signal would exhibit a large saturation-induced gain transient. As a
BM receiver sets its gain and extracts a decision threshold from a short (tens of
nanoseconds) preamble, any long transient (∼microseconds) will result in signif-
icant performance degradation and/or sync loss, or even damage to the receiver.
Accordingly, suitable mitigation strategies must be employed.
The requirement to support channel add/drop in reconfigurable WDM net-
works, has recently driven developments in EDFA transient control circuitry [70]
that may also provide a solution for supporting BM traffic. A number of gain
stabilisation techniques have been reported for BM operation of EDFAs by us-
ing, for example electro-optical feedback [71, 72]. The details of these techniques
are outside the scope of this thesis, but, in order to avoid the aforesaid issues, all
experiments presented in Chapter 6 employ commercially available gain transient-
suppressed EDFAs, which will be referred to as BM-EDFAs.
On the other hand SOAs do not introduce envelope transients in the packets
because of their fast relaxation response. Hence, SOAs are able to operate in BM
without need for additional control circuitry or out-of-band optical stabilising
signals [52]. For this reason, they are often used not only as amplifiers, but
also as gate switching devices [73]. A disadvantage of the SOA’s fast relaxation
response or gain recovery time (typically 100-500ps) is that when intense signals
at a bit rate comparable to (or faster than) the gain recovery time are input to
an SOA, the signal waveform can be distorted due to gain saturation. This effect
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is also known as patterning (see Section 2.2.1 for further details). This means
that a LP entering the SOA after a SP may not be affected by envelope transient
distortion. However, it is very likely to be affected by patterning if extra measures
are not adopted in order to avoid it. Indeed, if the dynamic-range between the
two packets is high (for a 10G-EPON class PR20 the dynamic-range can be as
high as 20dB [15]) the LP will certainly drive the SOA into (deep) saturation,
resulting in a loss of performance. Further details on this matter will be given in
Section 3.4.
This effect of distortion due to gain saturation not only results in patterning
effects in single channel systems, but also in channel cross-talk in WDM systems.
This is another reason why EDFAs are in general preferred for WDM amplifica-
tion. However, SOAs are potentially low cost compared to EDFAs and, although
they can effectively be used only for single-channel operation, they are suitable for
the ‘pay as you grow’ business model often adopted in current PONs deployments
[74].
3.3 Equalisation in Modern Optical Systems
As discussed in the previous sections, hybrid DWDM and TDMA PONs, which
integrate fibre-to-the-home with metro networks, have been the subject of in-
tensive research in recent years. The trend outlined in Section 3.1.3 indicates
that such systems will have reaches greater than 100km and bit rates of at least
10Gb/s per wavelength in the downstream and upstream directions. It is clear
that with increasing bit rates and increasing complexity of the optical layer, signal
distortions are increasing as well, while the components and system tolerances
are typically decreasing. Both linear and nonlinear distortions (in the optical
domain) can limit the system performance. However, as outlined in Chapter 2,
for the applications of interest in this work CD is assumed to be the dominant
impairment, and for this reason in the remainder of this thesis attention will be
focused mainly on this type of distortion.
Multiple techniques have been proposed and implemented in order to compen-
sate/mitigate the physical impairments which arise in fibre optic systems. These
techniques can be classified as purely optical or optoelectronic-based solutions.
In the first case, compensators try to mimic the inverse transfer function of the
linear physical impairment in the optical regime. For instance, the chromatic
63
3. Next Generation Optical Access
dispersion accumulated over a given length of standard single mode fibre can be
cancelled by sending the signal through a spool of fibre with the same magnitude
but opposite sign of dispersion. On the other hand, optoelectronic compensators
do not directly try to undo a specific physical effect but rather attempt to si-
multaneously address signal distortions of various physical origins by minimising
the inter-symbol interference at the decision time point of each bit [13, 75, 76].
This minimisation concept will be discussed in greater detail in Section 4.4. In
the following section, a brief review is presented in order to highlight the main
advantages/disadvantages of both techniques.
3.3.1 Optical vs Electrical Equalisation
In direct-detection systems, the advantages of optical compensators/equalisers
compared to electronic ones are manifold. To name a few, they operate prior to
square-law photodetection, and can therefore make use of the full optical field in-
formation (amplitude and phase) rather than the optical intensity only, resulting
in better performance of the equaliser. In addition, when used in WDM systems,
optical equalisers can be placed in front of the WDM demultiplexer and oper-
ate simultaneously on multiple channels that are affected by similar impairments
[77]. In contrast, electronic equalisers always act on the optical intensities of an
individual channels after square-law photodetection, and are therefore inherently
per-channel devices. On the other hand, compensation carried out in the ana-
log optical domain employing, for instance, dispersion compensating fiber (DCF)
or dispersion compensating gratings (DCGs) can present multiple disadvantages.
DCF is bulky, costly, has large insertion loss, and is characterised by strong op-
tical non-linear effects due to its small mode size. DCGs, as compared to DCF,
present smaller form factor, lower cost, insertion loss, and optical non-linear ef-
fects. However, these methods have drawbacks such as sophisticated structures
and complex control systems, limited tuneability, and undulatory behaviour of
the dispersion (also known as group-delay ripple) that can lead to performance
penalties [78]. Moreover, even though DCGs are optically transparent and can op-
erate over a broad range of wavelengths, they typically suffer from the drawback
that they do not achieve precise dispersion compensation across all channels.
In addition to all this, looking at the evolution of optical access networks, it
is clear that the objective of future PONs is to provide enhanced agile architec-
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tures combining TDM and WDM to increase user-density and resource-sharing,
particularly allowing smooth upgrade to reconfigurable optical networks capa-
ble of dynamic bandwidth and wavelength allocation. In this scenario, optical
compensators such as DCF or DCG present a another significant disadvantage,
as the amount of dispersion compensation required in the upstream link of a
TDMA-PON can vary from user-to-user and hence needs to be tuned on a case-
by-case by the operator. In fact, DCF/DCG compensate well for CD as long as
the differential reach (difference between maximum and minimum fiber length of
all ONUs) is sufficiently small compared to the total network reach. If this is
not the case, then a shared DCF/DCG module is no longer viable. This issue
could be overcome using, e.g., an optical switch in order to interchange different
DCF/DCG modules on a burst-by-burst basis: note, however, that this solution
would exacerbate the disadvantages of cost, physical volume and optical insertion
loss even further.
Consequently, electronic compensation techniques provide a superior solution
in many respects, as they have no inherent insertion loss, negligible physical
volume, and reduced CAPEX and inventory cost compared to DCF/DCG. Ad-
ditionally, if electronic equalisation can be made adaptive from one TDMA burst
to the next, high differential reach can also be supported. In direct-detection sys-
tems, it is reasonable to expect a lower CD tolerance of electronic compensators in
comparison to optical ones, as the former does not retain the full optical field in-
formation. Nevertheless, it has been shown that the required reach (>100km) for
the applications of interest in this thesis, can be achieved using 10Gb/s electronic
equalisation with direct-detection [79]. Note that, in principle, EDC based on co-
herent detection could also be implemented and has already been demonstrated
[80, 81]. Such schemes can access both the intensity and the phase of the opti-
cal field, thus allowing full CD compensation. However, they require additional
tight-specification optical components, and signal polarization and phase track-
ing or recovery, as well as power-hungry digital signal processing (DSP) circuitry
which add additional hardware complexity and hence cost.
As a result, electronic compensation based on direct detection represents the
preferable solution for the access applications of interest, and for this reason the
remainder of this thesis will focus on such techniques. Table 3.1 summarises
the advantages and disadvantages of both optical and electrical techniques, mak-
ing a high-level comparison between them when employed to compensate for CD.
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Feature Optical Electrical 
Cost   
Volume (space)   
Bandwidth  
(multiple channel) 
 
(per-channel) 
Bit-rate/format  
(possibly independent) 
 
(dependent) 
CD tolerance 
 
(full optical field info) 
 
(lower benefit  
due to direct-detection) 
Adaptive  
(burst-to-burst)   
 
Table 3.1: High-level comparison between optical and electrical compensation.
EDC implementation options:
Electronic compensation circuits can improve system performance at a small cost
premium once they have entered large volumes and development cost is negligible.
Indeed, transponder vendors start to utilise these circuits to increase transmission
distance, improve margins, or allow less expensive optical components. Today,
there are two main electronic dispersion compensation (EDC) implementations:
firstly, an analog or mixed-signal M -tap (fractionally or symbol-spaced) feedfor-
ward equaliser (FFE) combined with an N -tap decision feedback equaliser (DFE),
and secondly a DSP based equalisers which first digitise the signal from the pho-
todiode(s) using an analog-to-digital converter (ADC) and then use DSP to re-
cover the data. Analog or mixed-signal fractionally-spaced FFE/DFE have found
wide application in optical receivers, where deep submicron CMOS technologies
are used to achieve high speed operation with relatively low power consumption
(∼1W). The ultimate performance is achieved with DSP based equaliser chips, as
these allow implementation of maximum likelihood sequence estimation (MLSE)
which has significantly better equalisation performance than FFE/DFE struc-
tures [76, 82, 83]. However, this is at the cost of complex (i.e. costly) and power
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hungry ADC+DSP electronics. For access applications, cost and power consump-
tion are major concerns, and for this reason the FFE/DFE based EDC has been
selected as optimum trade-off between performance and implementation com-
plexity. This architecture is discussed in more detail in the following chapters. A
high-level comparison of the three electronic dispersion compensation techniques
discussed above is shown in Table 3.2.
Feature FFE FFE/DFE MLSE 
Complexity    
CD tolerance    
Cost    
Power consumption    
 
Table 3.2: High-level comparison between electronic dispersion compensation tech-
nologies for access applications.
3.4 Reach-Extender Based on SOA Cascade
As mentioned in the previous sections, recently there has been significant interest
in developing mid-span reach-extenders (REs) in order to increase the PON op-
tical budget and support the additional insertion loss of the trunk fibres. SOAs
have been shown to be good candidates for REs in conventional G-PONs [84] and
several authors have considered their use in 10Gb/s PONs [85, 86, 87]. A solution
explored in [85, 86, 87] is to also use the SOA to compress the input dynamic-
range of the upstream channel, thus reducing the required dynamic-range for the
BM receiver located in the OLT.
In [85], it is proposed to boost the signal and compress the input dynamic-
range by operating the SOAs in deep saturation for strong input signals. However,
as discussed in the previous section, operation in deep saturation of conventional
SOAs leads to large overshoots on rising edges in the input signal and eye clo-
sure due to gain compression and recovery effects. The authors in [85] therefore
propose to use an SOA with an increased gain recovery time (in the order of a
nanosecond or more) and show theoretically that this reduces the signal quality
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degradation. However, standard SOAs do not exhibit such long gain recovery
times, making this option rather impractical.
Another solution uses a narrow optical filter at the receiver side to reduce the
signal distortion by suppressing the broadening caused by the chirped compo-
nents of the signal in the frequency domain [86]. However, this introduces loss
and would require the use of tightly wavelength-specified, temperature-controlled
lasers in the ONU, which are expensive. In contrast, recent 10Gb/s PON stan-
dards specify a wide 20nm wavelength band for the upstream channel to allow
the use of uncooled lasers at the ONU.
In [87], it is proposed to switch the SOA bias current based on the magni-
tude of the incoming packets. While this allows significant compression of the
input dynamic-range and avoids saturation of the SOA, it requires a monitoring
photodiode and high-speed electronics to adjust the bias current on a per packet
basis. This section demonstrates the feasibility of an upstream RE based on an
optimised cascade of two SOAs that overcomes the disadvantages of the above
methods. The scheme gives sufficient dynamic-range compression without any
dynamic control to enable the use of an ac-coupled, CM receiver at the optical
line termination.
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Figure 3.8: Experimental setup (DML: directly modulated laser, PG: pattern gener-
ator, PC: polarisation controller, VOA: variable optical attenuator, RX: receiver, CR:
clock recovery, LA: limiting amplifier, ED: error detector, DR: dynamic range).
Figure 3.8 shows the experimental setup. The ONU employs a 1310nm DFB
laser (as a 1270nm laser was not available for this experiment) which is directly
modulated at a bit-rate of 10.3125Gb/s (NRZ, 231 − 1 PRBS, 6.5dB extinction
ratio, close to the worst-case 10G-EPON specification). An SOA whose bias
current is modulated on a per packet basis is used to emulate an alternating
sequence of LPs (corresponding to the maximum expected input power to the
RE) and SPs (corresponding to the minimum expected input power to the RE)
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thus emulating two ONUs with different path losses to the OLT. For correct
emulation, a 1nm wide optical filter is used to suppress the ASE noise from this
gated SOA. A variable optical attenuator is used to emulate splitting loss in the
PON distribution network. The RE is located between the distribution network
(split: 32, reach: 10km) and a 60km trunk fibre. Due to differential access loss,
the power of packets at the input of the RE is assumed to range from -25dBm
(SP) to -6dBm (LP) according to the IEEE 802.3av standard, class PR20 [15].
The RE consists of a cascade of two SOAs where the first SOA provides low-
noise amplification and the second SOA provides additional compression of the
input dynamic range and boosts the signal launched into the trunk fibre. A
mid-stage optical filter, which is typically used to remove out-of-band ASE noise
from the first SOA, was intentionally omitted here. Note that in order to satisfy
the specifications in [15] for a 10G-EPON system (which defines the upstream
wavelength window from 1260 to 1280nm), the bandwidth of any mid-stage filter
needs to be at least 20nm wide.
The OLT comprises an SOA preamplifier, a 17nm band-pass filter for out-
of-band amplified spontaneous emission (ASE) suppression and a conventional
CM PIN receiver with a reduced 56ns ac-coupling time constant (560pF coupling
capacitor) to make it suitable for BM operation with less than 800ns preamble
(10G-EPON standard). The 20nm filter specified in [15] was not available at the
time, however this does not alter the outcomes of this experiment. A variable
optical attenuator is added in front of the PIN receiver to measure power penal-
ties. The SOAs used in the experiments has +21dB small signal gain, -3dB gain
saturation output power of +11dBm, 1dB polarisation dependent gain (PDG)
and a 7dB noise figure at 1310nm wavelength and 250mA bias. The polarisation
controllers are for experimental characterisation purposes only and would not
be required in a real deployed system, where the reach-extender would need to
provide sufficient system margin for all input polarisation states, including the
worst-case state.
ASE as ‘holding’ beam to speed-up SOA gain recovery:
The reach-extender was first characterised in continuous-mode and in a back-
to-back (B2B) configuration without the fibres and the OLT preamplifier SOA.
Figure 3.9 shows the eye diagrams measured at the output of the reach-extender
for the SP case (bias current of the 2nd stage SOA: 250mA) with and without
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the mid-stage filter. It is evident that a significant reduction of the eye-closure
induced by patterning can be achieved by omitting such a filter. As mentioned
in the previous sections, patterning occurs when the input signals at a bit rate
comparable to the gain recovery time are sufficiently strong to saturate the SOA,
leading to carrier depletion in the gain medium and consequently reducing the
optical gain. The signal-dependent gain of the saturated SOA leads to distortions
at the bit level, which results in a signal-dependent extinction ratio degradation
and intersymbol interference (ISI) [38, 73]. The observed reduction in patterning
can be explained by noting that for SPs the input to the 2nd stage SOA mainly
consists of ASE noise (-4.5dBm signal power, +2.7dBm ASE power). The total
power is sufficiently high to saturate the 2nd stage SOA. The ASE noise acts as
a ‘holding’ beam, which is known to speed-up the gain recovery in the SOA and
reduce the patterning. In general, the term holding beam refers to a saturating
continuous-wave (CW) beam at a wavelength other than that of the signal to be
amplified that is incident on the SOA and increases its effective carrier recovery
rate [88]. The effect of such a holding beam is to clamp the carrier concentration
depressing the SOA gain, and this leads to faster recovery times for the gain and
phase (hence the patterning reduction).
(b) (a) 
Figure 3.9: Soft packet eye diagrams (time scale: 20ps/division) at the RE output in
back-to-back when using a 17nm band-pass filter (a), and without any optical filter (b).
No similar improvement can be observed for LPs, which is consistent with the
above explanation as the input to the 2nd stage SOA is then dominated by the
signal rather than the ASE from the first SOA. Hence, a mid-stage filter is un-
necessary for LPs and its omission is shown to enhance the performance in the
SPs case, besides being a more cost-effective solution.
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Dynamic-range compression and patterning mitigation:
In principle, SOA gain saturation can be used to reduce the dynamic-range that
must be supported by the OLT receiver if the concomitant patterning effect can
be ameliorated. In this section it is demonstrated that this can be achieved by
reducing the bias current of the 2nd stage SOA. This allows significant reduction
of patterning induced penalties stemming from deep saturation of the 2nd stage
SOA, while at the same time maintaining essentially the same amount of input
dynamic-range compression. An explanation for this is provided hereafter. The
large-signal gain of an SOA can be written according to Eq. (2.2.4) as [20]:
G = G0 exp
[
−(G− 1)Pin
Ps
]
, (3.4.1)
where G represents the amplifier gain, G0 its unsaturated value, Pin the input
power of the signal being amplified, and Ps the saturation power which depends
on the gain-medium properties. The input saturation power P sin of an amplifier
can be defined as the input power for which the gain G is reduced by half (or
by 3dB) from its unsaturated value G0, and can be derived from Eq. (3.4.1) by
using G = G0/2:
P sin =
2 ln(2)
[G0(Ibias)− 2]Ps(Ibias), (3.4.2)
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Figure 3.10: 2nd stage SOA gain as a function of the input power (solid lines) and P sin
for different bias currents (dots).
71
3. Next Generation Optical Access
where it is indicated explicitly that G0 and Ps are both dependant on the amplifier
bias settings Ibias. Both Eqs. (3.4.1) and (3.4.2) agree with the experimental
data shown respectively in Figs. 3.10 and 3.11, where G0 and Ps are measured
for different values of the 2nd stage SOA bias current (15, 17.5, 20, 25, 30, 40,
50, 100, 150, 250mA). Figure 3.10 shows the well-known relation between the
gain of the amplifier and its input power. The input saturation powers P sin are
emphasised with a circular marker for each bias current. From this set of curves
one can see that P sin rapidly decreases with increasing SOA bias current. This
is especially clear when re-plotting P sin as a function of bias current as shown in
Fig. 3.11.
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Figure 3.11: Input saturation power of the 2nd stage SOA as a function of the SOA
bias current.
For the maximum bias current of 250mA P sin is -6dBm, while for a bias current of
15mA P sin increases up to +4dBm. In other words, if the bias current is reduced
from 250 to 15mA, the 2nd stage SOA is able to tolerate a 10dB stronger input
signal before entering the saturation regime.
Reducing the bias current of the 2nd stage SOA may degrade the overall noise
figure, however here such degradation is negligible. Indeed the noise figure NFtot
of the cascaded SOA equals to [89]:
NFtot = NF1 +
(NF2 − 1)
G1
≈ NF1, (3.4.3)
where NF1 and G1 are respectively the noise figure and the gain of the first
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SOA, and NF2 the noise figure of the second SOA. The approximation holds
when the gain of the first SOA is sufficiently large and the noise figure of the
2nd SOA reasonably small (which is the case here as the gain of the 1st SOA
is greater than 20dB, and the noise figure of the 2nd SOA equals 7dB). In the
worst-case a negligible 0.25dB degradation of the overall noise figure is measured
for a reduction of the bias current from 250mA to 15mA.
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Figure 3.12: Dynamic range after the reach-extender and launched power for SP and
LP as a function of the SOA bias current (B2B).
Note that reduction of the bias current reduces the power launched into the trunk
fibre, but this is acceptable as long as the input power to the OLT receiver remains
higher than its sensitivity. Obviously, this requirement is most stringent for the
SP. With the setup shown in Fig. 3.8, in order to support 60km trunk fibre for
the SP, it is found that a launched power at the output of the cascade of at least
0dBm is sufficient. Figure 3.12 shows the output power of the reach-extender
for both LP and SP. For the LP sufficient launch power is always available,
however for the SP the bias current of the 2nd stage SOA needs to be at least
30mA. Figure 3.12 also shows the RE output dynamic range for a 19dB input
dynamic-range. It can be seen how larger dynamic-range compression is achieved
for higher bias currents. For bias currents higher than 30mA an almost constant
output dynamic-range of 7dB can be observed.
Next, the power penalty induced by patterning is obtained by measuring the
power on the PIN photodiode (without SOA3) required to achieve a bit-error-
rate (BER) of 1.1×10−3 (FEC threshold for RS(255,223) encoding, as specified in
73
3. Next Generation Optical Access
10G-EPON), and comparing it to the receiver sensitivity. The results, which are
taken in CM and B2B for both SP and LP power levels, are shown in Fig. 3.13
plotted as a function of the 2nd stage SOA bias current. Up to 5dB reduction
in patterning-penalty can be obtained for the LP by reducing the 2nd stage SOA
bias current from 250 to 30mA. Note that although the LP power penalty is only
reduced and not entirely removed, these residual penalty values do not represent
a practical issue as the LPs are characterised by large received powers.
0 50 100 150 200 250
0
2
4
6
8
10
12
14
16
Bias current SOA2 [mA]
Po
w
er
 p
en
al
ty
 (B
ER
=1
.1
x1
0 -
3 )
 [d
B]
 
 
Soft packets penalty
Loud packets penalty 
 
  
Figure 3.13: SP and LP power penalty at FEC threshold (BER=1.1×10−3) as a
function of the SOA bias current (B2B).
From Fig. 3.12, one can see that this results in a negligible 0.3dB reduction in
output dynamic-range compression. The SP output power is reduced to +1dBm
at 30mA bias, which results in an OLT input power of -20dBm if a 60km trunk
fibre with 21dB (0.35dB/km) insertion loss is used. To avoid additional bit er-
rors due to thermal noise of the receiver electronics, this requires the use of an
avalanche photodiode (APD) receiver to ensure operation sufficiently above the
receiver sensitivity. As a suitable ac-coupled APD receiver was not available for
this experiment, an SOA preamplifier (SOA3) was used instead.
Receiver recovery time and system performance:
The optimised cascade has then been used in a BM transmission experiment,
designed to emulate a 10G-EPON system. Sufficient reduction in dynamic-range
is obtained to enable the use of a conventional ac-coupled continuous-mode PIN
receiver (albeit with a reduced 56ns ac-coupling constant) followed by a conven-
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tional 10Gb/s limiting amplifier which equalises the different amplitudes of the
packets after detection. When operating ac-coupled receivers in burst-mode, the
ac-coupling time constant sets the required time needed to discharge the coupling
capacitor after the end of a burst, and charge the coupling capacitor for a new
burst. The worst-case situation occurs when a SP occurs immediately after a LP.
It can be shown that the recovery time for a given power penalty αR (expressed
as a linear value) is then given by [90]:
tRx = τ ln
(
1 + ER
1− ER · (DRlin − 1) ·
αR
αR − 1
)
, (3.4.4)
where τ is the RC time constant of the ac-coupling network, ER is the extinction
ratio (defined as the power in a 1 to the power in a 0) and DRlin is the is
the loud/soft ratio (i.e. the dynamic-range expressed as a linear value). For a
negligible power penalty of 0.5dB, an extinction ratio of 6.5dB, a dynamic-range
of 7.4dB at the input of the receiver and the mentioned 56ns ac-coupling constant,
the recovery time is calculated to be 292ns which is well in line with the 10G-
EPON standard preamble time of 800ns. It should be noted that if the ac-coupled
receiver is required to handle the entire dynamic-range of 19dB, the recovery
time would be 452ns, hence the achieved dynamic-range compression allows a
significant reduction in the required receiver recovery time. It is known that a
smaller ac-coupling capacitor increases the baseline wander, which introduces a
power penalty. This power penalty αP can be calculated as [90]:
αP = exp
[
CBDAV ·
(
Tb
τ
)]
, (3.4.5)
where CBDAV is the averaged cumulative bit difference in the received bit se-
quence (difference between number of transmitted 1s and number of transmitted
0s) [91] and Tb the bit period. For the 64B/66B scrambling specified in the 10G-
EPON standard, CBDAV is 8, resulting in a negligible 0.1dB penalty due to
baseline wander.
Figure 3.14 shows the structure of the packet signal used to evaluate the per-
formance of the network at a bit rate of 10.3125Gb/s. Each packet (2040ns)
consists of a preamble (800ns, alternating ‘1010’ pattern) followed by the BM
synchronisation pattern, a burst delimiter and a data payload. The data pay-
load (1240ns) consists of 231− 1 pseudo-random bit sequence (PRBS) sequences,
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additionally stressed with 66 consecutive 1s and 66 consecutive 0s. The pattern
terminates with an end burst delimiter. The guard time between successive bursts
is 25.6ns. The synchronisation pattern, burst delimiter, and end burst delimiter
structures have been adopted from the IEEE Standard 802.3av, and they are all
considered as part of the payload in measuring the burst BER.
 Burst Delimiter 
Payload Preamble CID 0 CID 1 Payload 
Guard 
time 
25.6ns 800ns 1240ns 
Sync Pattern End Burst Delimiter 
MEASURED BER 
Loud Packet 
Soft Packet 
Figure 3.14: Pattern structure of packets used to evaluate the performance.
The BER is measured in a given packet, always preceded by the worst-case packet
that maximally stressed the packet under consideration. For SP, the worst-case
preceding packet is the LP and similarly, for the LP, the worst-case preceding
packet is the SP. The measured BER as a function of the power input at the reach-
extender is shown in Fig. 3.15 for the best-case and worst-case polarisations.
For best-case polarisation, over 19dB dynamic range (assuming a BER less than
1.1×10−3) corresponding to the 10G-EPON power levels is easily achievable. For
practical reasons the maximum packet power level is limited to -6dBm for the
measurements presented here. However, the trend of the best polarisation curve
suggests that this dynamic-range could be further improved, since for the LP there
is still a significant margin before the FEC threshold is reached. If the attention
is focused on the worst-case polarisation it is possible to see that the dynamic-
range supported by the RE before achieving the FEC threshold is reduced to
approximately 14dB. This is attributed to the relatively large combined PDG of
the three SOAs used in the system. In principle, this can be improved by using
lower PDG SOAs in the RE along with an APD receiver at the OLT (which
avoids PDG of the third SOA).
The curves in Fig. 3.15 confirm that the RE structure under consideration
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Figure 3.15: BER as a function of the input power to the reach-extender.
gives sufficient dynamic-range compression without any dynamic control to sup-
port 70km reach for a 32-split 10Gb/s PON. Note that although the aforesaid
technique enables the use of a conventional ac-coupled CM receiver, this has not
to be interpreted as a solution for replacing the BM receiver with a less complex
CM one, but rather for reducing the BM receiver specifications. If such a BM
receiver is linear, then, electronic equalisation could also be employed to further
improve the system performance and reduce the penalty induced by patterning.
This point will be briefly discussed in Section 5.3.
3.5 Summary
This chapter reviews the state-of-the-art technologies in optical access, focusing
on the PON architectures that are believed to be the most promising candidates
for the mass market. The evolution from current E-PON and G-PON architec-
tures to more advanced (short term) 10G-EPON and XG-PON schemes as well as
the migration scenarios towards next-generation PONs is briefly described. The
attention is focussed on the hybrid TDWM approach which has been selected as
primary solution to NG-PON2, and on long-reach architectures which can offer
higher capacities and much lower bandwidth costs than any electronic-intensive-
based solution. Such long-reach TWDM PONs, along with a number of more
radical future-looking schemes, are currently being investigated under the Eu-
ropean FP7 Integrated Project DISCUS, which was founded with the objective
77
3. Next Generation Optical Access
of filling the gaps of previous projects and of developing the missing enabling
technologies. Among all these key technologies, burst-mode electronic dispersion
compensation represents the main subject of interest in this thesis, and an ex-
haustive analysis will be presented throughout the next chapters to demonstrate
the feasibility of this technology as well as its requirements to operate in the
network topologies discussed in this chapter.
In order to achieve long-reaches, optical amplification must be employed at
the local exchange as well as pre-amplification in the metro/core node. Several
technology options employing either optical fiber or semiconductor gain media
are currently available and, among these, EDFA- and SOA-based reach-extender
solutions are considered. EDFAs seem to be the best choice of amplifiers for next
generation access networks and for this reason they have been employed as reach-
extenders and/or preamplifiers in the majority of the experiments presented in
this thesis. On the other hand, SOAs are certainly suitable for the ‘pay as you
grow’ business model often adopted in current PON deployments.
Some of the main optical and electrical compensators necessary to mitigate
dispersion in long-reach PONs enabling the use of cost-effective transmitters are
briefly presented. A high-level comparison between optical and electrical tech-
niques is illustrated and the reason for choosing an electronic-based solution for
access applications is also discussed.
Finally, a potential solution for an SOA-based reach-extender is presented
and analysed experimentally in detail. Up to 12dB compression of a 19dB input
dynamic-range is achieved without any dynamic control. A reduction in pattern-
ing induced penalties for SPs can also be achieved by using the broadband ASE
from the 1st stage SOA to clamp the gain of the 2nd stage SOA. For LPs, it is
shown that significant reduction in patterning induced penalties can be achieved
through careful optimisation of the bias current of the 2nd stage SOA. The reach-
extender is shown to be able to support 70km reach for a 32-split 10Gb/s PON.
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Chapter 4
Design of an Electronic
Dispersion Compensator for
Long-Reach PONs
Over the past few decades, several equalisation techniques have been proposed in
order to combat frequency selective and dispersive transmission channels, which
introduce intersymbol interference (ISI) in digital communication systems. It is
known [92] that the optimum receiver in terms of BER is the maximum likeli-
hood sequence estimation (MLSE) detector, but its associated computational cost
grows exponentially with the channel memory [93] and this makes it unattrac-
tive for many applications. Linear feedforward equalisers (FFE) followed by a
symbol-by-symbol detector are attractive in terms of complexity, although they
might introduce excessive noise enhancement if the channel frequency response
presents deep nulls [94]. Decision feedback equalisers (DFE), on the other hand,
provide post-cursor ISI cancellation with reduced noise enhancement and are
widely recognised to offer better steady-state performance than pure FFEs.
In this chapter, a characterisation of the FFE and DFE (simulated) per-
formance is presented in order to understand how such electronic equalisation
techniques can be used to mitigate the ISI due to chromatic dispersion (CD)
in long-reach passive optical networks (LR-PONs). Since CD is the dominant
impairment taken into account in this thesis, the FFE/DFE structures here anal-
ysed will be also referred to as electronic dispersion compensators (EDCs). Note
that all the analyses presented throughout this chapter (and Chapter 5) are con-
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ducted using continuous-mode packets in order to focus on the ability of the EDC
in mitigating the impairment under study, rather than the adaptation speed of
the EDC itself (for a detailed analysis on the latter, see Chapter 6).
Section 4.1 illustrates the simulation setup employed to simulate the EDC
dispersion tolerance, and describes in detail each key device/component.
In Section 4.2 the principle of operation of a linear transversal filter is dis-
cussed and the ability of a symbol-spaced equaliser (SSE) and fractionally-spaced
equaliser (FSE) to mitigate CD in a power-limited system is compared in order
to highlight the advantages offered by the latter. An optimisation of the FSE in
terms of tap-spacing and number of taps is also performed.
The basic concepts behind decision feedback equalisation (DFE) are covered
in Section 4.3, where it is shown that the addition of a feedback section to the
conventional FFE can significantly improve the equaliser performance. As for the
linear equaliser case, the optimum number of FFE/DFE taps is also discussed.
Section 4.4 deals with the basic concepts behind the adaptation process of an
equaliser of the type FFE/DFE. The steepest descent method is recalled from
theory and its instantaneous approximation that leads to the well-known least
mean square (LMS) algorithm is described. Some practical considerations on the
convergence of the LMS algorithm along with its adaptation speed are also em-
phasised: in particular it is shown how a careful choice of the step-size parameter
in the LMS update equation can guarantee a good trade-off between adaptation
speed (essential for the burst-mode applications that this thesis is focusing on)
and low steady-state error.
Finally, a brief summary about the main results and inferences obtained from
these analyses and characterisations is presented in Section 4.5.
4.1 Simulation Testbed
In Chapter 2 it is explained that if the systems of interest are not optically pre-
amplified they are typically thermal noise limited and the performance is normally
measured in terms of power penalty. On the other hand, in optically pre-amplified
systems where the beat noise (signal-ASE) is typically the dominant noise mech-
anisms, the performance is normally measured in terms of OSNR penalty. In
Chapter 2 it is also shown that these two noise mechanisms have significantly dif-
ferent nature which can lead to radically different system performance in terms
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of power penalty and OSNR penalty respectively. Even though the ASE beat
noise is often approximated as Gaussian (under the assumption of systems with
Gaussian filters and Gaussian optical pulses [40]) after square-law detection it
can actually contain a signal dependent non-symmetric Gaussian term having a
variance determined by the signals level of bits (0 and 1), and a nonzero-mean
non-central χ2 term [95]. Thermal noise, in contrast, is well described by Gaus-
sian statistics [20, 96].
Taking this into account, one may wonder whether these two noise mecha-
nisms have a different impact on the performance of a given electronic equaliser.
In particular, as will be discussed in greater detail later in this chapter, attention
is focused on adaptive equalisers based on the standard least mean square (LMS)
algorithm. The reason for this choice is that the use of LMS is highly desirable
in access networks due to its simplicity, robustness, and low computational cost.
However, it is well known [95] that the LMS algorithm is optimum for Gaus-
sian noise, but not necessarily for noise with other probability density functions.
Therefore, the study of the LMS based electronic equaliser is divided into two
phases. Firstly, in Chapter 4, power-limited systems are taken into account to
evaluate a possible best-case scenario where the presence of thermal noise guar-
antees the equaliser-under-test to perform to its full potential. Once this is done,
it is then reasonable to quantify the potential loss in performance (if there is any)
when ASE beat noise is dominant and the LMS algorithm might prove to be a
sub-optimal choice (a detailed analysis on this matter is presented in Section 5.1,
where the system taken into account is OSNR-limited rather than power-limited).
In order to compare the performance of different LMS based equaliser struc-
tures in the context of optical access networks, the setup in Fig. 4.1 has been
implemented using the numerical computing environment Matlabr. Such a setup
will be used throughout Chapter 4 and Chapter 5 to study the effect of different
network impairments (and mechanisms of noise) on the system performance, and
to quantify the benefits introduced by an electronic equaliser under these cir-
cumstances. Table 4.1 summarises the network impairments taken into account,
along with the noise mechanisms used to stress the system.
The setup emulates a simplified 10Gb/s LR-PON upstream link and it con-
sists of three main blocks: the transmitter (Tx), the optical channel, and the
receiver (Rx).
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Optical channel 
Figure 4.1: System setup of a simplified LR-PON upstream link implemented in
Matlabr or VPItransmissionMakerTM(Tx: transmitter, DFB: distributed feedback
laser, MZM: Mach-Zehnder modulator, PPG: pulse pattern generator, LPF: low-pass
filter, SMF: single mode fibre, SOA: semiconductor optical amplifier, VOA: variable
optical attenuator, AWGN: additive white Gaussian noise, BPF: band-pass filter, PD:
photodetector, EDC: electronic dispersion compensation, BERT: bit error rate tester,
Rx: receiver).
Network impairment Nature Solution 
Chromatic dispersion 
(Chapters 4 and 5) deterministic Electronic equalisation 
Rx thermal noise 
(Chapter 4 and Section 5.1) stochastic FEC 
Unwanted Tx/Rx (electrical) 
filtering effects 
(Section 5.1) 
deterministic Electronic equalisation 
ASE beat noise 
(Section 5.2 and 5.3) stochastic FEC 
SOA patterning  
(Section 5.3) deterministic Electronic equalisation 
 
Table 4.1: Summary of network impairments studied in Chapter 4 and Chapter 5.
Transmitter:
The transmitter employs a distributed feedback laser (DFB) operating at a wave-
length of 1550nm, followed by a Mach-Zehender modulator (MZM) driven in
continuous-mode at 10Gb/s with a 27-1 PRBS (pseudo random bit sequence) non-
return-to-zero pattern. Since the aim of this analysis is to quantify the impact
of the equalisers-under-test on the channel impairments (for example chromatic
dispersion), the transmitter has been implemented using quasi-ideal components,
ensuring that the measured penalty at the receiver side is effectively given by
the impairment under consideration, rather than a poor choice/design of com-
ponents. In the latter case, indeed, it would be quite challenging to distinguish
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among the different sources of penalty and to establish which one is eventually
limiting the equaliser. Therefore, the DFB has been implemented as an ideal
zero-noise monochromatic source (linewidth → 0) with infinite side-mode sup-
pression ratio (SMSR), and the MZM as an ideal push-pull driven (zero-chirp),
lossless external-modulator, based on e.g. LiNbO3 (lithium niobate) technology.
Under these assumptions, the input-output relation for the MZM electric field E
can be written as
Eout = Ein cos
[
pi
2
∆v(t)
Vpi
]
, (4.1.1)
where ∆v(t) is the differential RF voltage between the two arms of the modu-
lator, and Vpi the voltage required to change the optical power transfer function
from the minimum to the maximum [27] 1. The MZM generates an optical signal
whose extinction-ratio (ER) is set to 10dB, and is driven by a pulse pattern gen-
erator (PPG) with an inbuilt rise-time Gaussian filter that transforms the ideal
rectangular electrical pulses into smoother ones with a rise-time (10%-90% of the
pulse height) of approximately 1/4th of the bit-period. This limits the bandwidth
of the modulated optical signal in order to avoid numerical errors during compu-
tation. Since one of the objectives of this analysis is also to study the effect of
the Tx bandwidth on the equaliser performance (see Section 5.1), an additional
4th order Bessel low-pass filter (LPF) is added after the PPG: unless specified
otherwise, its cut-off frequency (-3dB) is set 12.5GHz. The resulting electrical
drive-signal is shown in the Tx-inset of Fig. 4.1.
Optical channel:
The modulated optical signal at the output of the MZM is then launched into
a spool of standard single mode fibre (SMF) with variable length. As discussed
in Section 2.1, the dependence of the fibre’s refractive index on frequency causes
the signal’s spectral components to travel at different velocities along the fibre,
so that this chromatic dispersion (CD) spreads the optical pulse in time, leading
to ISI. This is one of the most important limiting factors in optical communica-
tion systems and, for this reason, the remainder of the thesis will focus attention
mainly on this fibre impairment, showing how efficiently different equaliser struc-
1Note that since Pout = |Eout|2 and Pin = |Ein|2 respectively, the MZM power transfer
function can be easily derived from Eq. (4.1.1).
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tures can compensate for it. Before discussing how the SMF dispersive nature has
been emulated in the setup above, a number of assumptions have to be made. For
instance, since the focus of this thesis is on single optical channels only, FWM
and XPM are not taken into account in the model. Furthermore, if the peak
power of the optical pulse is lower than the respective nonlinear thresholds of the
transmission fibre, then also the other nonlinear effects of the fibre like SPM and
inelastic scattering effects (SBS, SRS) can be ignored (approximately -5 to 0dBm
for SPM, up to +7dBm or higher for SBS/SRS). Lastly, PMD can be neglected
as well, since the bit-rate and transmission distances considered in this thesis are
not high enough for it to become a limiting factor with modern fibre (see Section
2.1.1 for further details). Under these assumptions it is possible to isolate the
effect of CD and to obtain an equivalent baseband linear-time-invariant model
for the optical fibre. Indeed, the SMF is modelled as a band-pass filter with flat
amplitude response and linear group delay within the data bandwidth [97, 98].
These are valid assumptions, since the transmission system considered has a nar-
row bandwidth with respect to the absolute value of the optical frequency [97].
The fibre can therefore be expressed in terms of its frequency response as
H(ω) = exp
[
−i
(
1
2
β2ω
2 +
1
6
β3ω
3
)
· Lfibre
]
, (4.1.2)
where β2 and β3 are defined in Eqs. (2.1.2c) and (2.1.2d) respectively, and are
obtained under the assumption of quasi-monochromatic light1. The propagation
constant β(ω) can then be expanded in a Taylor series around the carrier fre-
quency according to Eq. (2.1.1). In this way the CD-impaired optical signal at
the fibre-end can be easily computed by multiplying the fibre transfer function
of Eq. (4.1.2) with the Fourier-transform (FT) of the signal launched into the
channel (i.e. the FT of Eq. (4.1.1)). Note that the attenuation of the fibre has
not been taken into account at this stage, in order to isolate and highlight the
effects of dispersion. However, attenuation will be included in later chapters.
Figure 4.2 depicts the phase of H(ω) for an SMF at 1550nm (193.41THz) and
three transmission lengths L: 10, 50, and 100km. Note that the phase of H(ω)
is wrapped for clarity in the interval [−pi, pi] and the discontinuities visible for
transmission lengths of 50km and 100km are only an artefact of the representa-
1i.e. pulses characterised by a spectral width ∆ω = (ω−ω0) much smaller than the carrier
frequency ω0.
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Figure 4.2: Wrapped phases in the interval [−pi, pi] of SMF as a function of the optical
frequency for a transmission distance of 10, 50, and 100km.
tion that reflect the actual periodicity of the phase response. The phase of H(ω)
varies parabolically and periodically with a maximum value at 193.41THz1 and
the phase reduces for frequencies at either side of the maximum because of the ω2
term in Eq. (4.1.2) (the term ω3 is nearly negligible). One may wonder why the
phase of H(ω) is now taken into account as, eventually, any phase information is
lost after detection: note, however, that when the signal is transmitted at a wave-
length not coinciding with the zero-dispersion wavelength, the frequency chirp is
translated to amplitude distortion by phase modulation-to-amplitude modulation
conversion induced by GVD [25], as explained in Chapter 2.
The optical channel also includes a semiconductor optical amplifier (SOA)
which is used in the next chapter (Section 5.3) in order to study how efficient
an electronic equaliser is in mitigating its saturation effects. An additive white
Gaussian noise generator is used then to emulate the ASE arising from the am-
plifier and to stress the system limiting the achieved OSNR at the receiver side.
Finally, before detection, the signal is optically filtered to remove out-of-band
noise, or to perform wavelength division demultiplexing: such a filter emulates
an optical band-pass filter (BPF) with a 1st order Gaussian transfer function and
a bandwidth of 40GHz (∼0.3nm). Note that since the main objective in Chapter
1This is equivalent to a wavelength of 1550nm, corresponding to the carrier frequency
around which the propagation constant is expanded in Taylor series.
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4 is to study thermal noise limited systems, the SOA can be ignored at this stage,
or equivalently it can be thought as an ideal unitary-gain, noise-free amplifier for
modelling purposes (the AWGN generator is effectively switched off).
Receiver:
At the receiver side of Fig. 4.1, the optical signal is incident on a photodiode for
optical-to-electrical conversion. The detector block emulates a positive-intrinsic-
negative (PIN) junction photodiode, which produces an electrical current pro-
portional to the incident optical power. Inside the detector, a transimpedance
amplifier (TIA) converts the photodetector current into a sufficiently large volt-
age suitable for further signal processing. The photodiode can be viewed as a
band-limited square-law device that produces the following output current
iRx(t) = R · |ERx(t)|2 +Nth(t), (4.1.3)
where R [A/W] is the responsivity of the detector (typically between 0.6A/W and
0.85A/W for InGaAs-based PIN receivers), ERx(t) is the received electric field at
the fibre output, and Nth(t) is the input-referred additive Gaussian noise intro-
duced by the receiver electronics. From Eq. (4.1.3) it is clear that the use of a
square-law device makes, by definition, the system nonlinear. This is a character-
istic that distinguishes all direct-detection systems, and one of the fundamental
reasons why the conventional linear (or quasi-linear) equalisers present a loss in
performance when used in an optical system rather than for example an electrical
communication link or an optical system employing a coherent receiver. Indeed,
a key issue in the effectiveness of ISI compensation using electronic equalisation
techniques is the linearity of the ISI itself. As explained in Chapter 2, CD is a
linear phenomenon, but linear in the field not in the intensity. In principle, the
simulation setup under consideration (or in general any direct-detection optical
 Fibre Dispersion 
( )2 
Transmitter Receiver 
signal, 
intensity 
signal, 
intensity 
fields fields 
linear 
Figure 4.3: Block diagram of a direct-detection optical system.
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system) can be represented as the block diagram shown in Fig. 4.3.
An electrical signal is converted into light which is carried by an electromag-
netic field proportional to the square-root of its intensity. This field disperses
linearly in the fibre and at the receiver side it is reconverted into an electrical
signal proportional to the square of the field. This is clearly a nonlinear system;
note that the nonlinearity being discussed is due to the square-law relating the
intensity and the field, and has nothing to do with the fibre nonlinear effects
discussed in Section 2.1.2. Therefore, the result of direct square-law detection
on a linear optical impairment such as CD is to make it nonlinear in the elec-
trical domain. This unavoidably limits a linear equaliser performance [83] that
cannot offer the same benefits introduced by more advanced nonlinear electronic
equalisers or by optical equalisers. Indeed, the former can include a more effec-
tive nonlinear combination of the input samples taken at different time instances
[99] in comparison to the much simpler linear combination carried out by conven-
tional equalisers (see Sections 4.2 and 4.3), while the latter act before square-law
detection and have effectively access also to the phase information. At this stage,
one may wonder why the study of linear/quasi-linear equalisers in the context of
optical access networks should be of any interest, since it is clear that they can
only represent a sub-optimal solution. The answer is that, due to their inherent
simplicity and reduced implementation complexity, linear/quasi-linear equalisers
can improve system performance at a small cost premium and, once they have
entered large volume production, this cost would become insignificant. Therefore,
the advantages offered by these techniques justify the loss in performance. For
this reason they can be seen as a promising and cost-effective method to extend
the reach of current access networks.
After detection, the resulting electrical signal is sent through a 4th order Bessel
low-pass filter (LPF) that, unless specified otherwise, has a 3dB cut-off frequency
of 7.5GHz. This operation is performed in order to reduce the out-of-band noise
arising from the receiver electronics.
Finally, the signal is processed by the equaliser under test. Bit-error estima-
tion or error counting is done by a bit-error-rate tester (BERT, see Section 2.4).
Note that at this stage no further details on the equaliser block are provided,
as the aim of this analysis is to compare the performance of different equaliser
structures which will be discussed in detail one by one in the following sections.
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4.2 Linear Transversal Equaliser
As discussed in Section 3.4, in principle the ISI introduced by a linear channel can
be removed using a linear equaliser that inverts the channel frequency response
maximising the probability of correct decisions at the receiver. Such an equaliser
can be implemented as a transversal filter (called feedforward equaliser (FFE)
and also known as tapped-delay-line) with adjustable coefficients as shown in
Fig. 4.4 [92, 100].
 
t0 + kT 
r(t)  r(t-T/l)  r(t-2T/l)    
T/l T/l 
 
T/l 
 
T/l 
 
    
input     r(t) 
c1 c2 c3 cM  
+
 
y(k)  
output rate 1/T 
Figure 4.4: Schematic diagram of a linear transversal equaliser.
The number of delay elements M determines the duration of the filter impulse
response and is called the filter order. When the delay τ = T/l between con-
secutive taps is equal to the symbol interval T (i.e. l = 1) the filter is known
as symbol-spaced equaliser (SSE), whereas for delays smaller than T (i.e. l > 1)
the filter is known as fractionally-spaced equaliser (FSE). After the delay-line, the
current and past values of the received signal are linearly weighted by appropriate
tap coefficients cm, m = 1, 2,. . . , M , and summed once per symbol to produce
the filter output y(t0 + kT ), called y(k) for simplicity, according to
y(k) =
M∑
m=1
cmr(t0 + kT −mτ), (4.2.1)
where r(t0 +kT −mτ) is the received signal sampled at the instant t0 +kT −mτ .
These M coefficients may be chosen to force the samples of the combined channel
and equaliser impulse response to zero at all except one of the M symbol-spaced
instants in the span of the equaliser [92, 94]. Such an equaliser is known as a zero-
forcing (ZF) equaliser and, in the ideal case of an infinite tapped-delay-line (i.e.
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M → ∞) and noise-free conditions, it would guarantee the ISI to be zero at its
output. If implemented as a SSE , its frequency response Heq(f) is periodic with
a period equal to the symbol rate 1/T , and the combined response of the channel
with the equaliser must satisfy Nyquist’s first criterion of zero ISI condition
Hch(f) ·Heq(f) = 1, |f | < 1
2T
, (4.2.2)
where Hch(f) is the folded, i.e. aliased or overlapped, channel spectral response
after symbol-rate sampling1. In other words, this means that an infinite length ZF
equaliser is simply an inverse filter which inverts the folded frequency response of
the channel. However, the above equaliser structure is unfeasible since an infinite
length transversal filter cannot be realised, and in practical cases the inverse
channel response is approximated using a finite-impulse response (FIR) filter
instead. In fact, the ISI caused by channel distortion is usually limited to a finite
number of symbols on either side of the desired one, and therefore a finite-length
ZF equaliser can be used to compensate for the aliased channel-distorted signal.
One of the disadvantages of such a ZF equaliser is that it neglects the effect of
noise altogether and the resulting inverse filter may excessively amplify the noise
at frequencies where the folded channel spectrum presents spectral nulls or, more
generally, high attenuation. For this reason, in practice, other criteria are used
to determine the coefficients of the equaliser. An example is the minimum mean
squared error (MMSE) method, which relaxes the zero ISI condition and selects
the channel equaliser characteristic such that the combined signal power in the
residual ISI and the additive noise at the output of the equaliser is minimised2.
This is discussed more in detail in Section 4.4 in the context of adaptive equalisers.
4.2.1 Symbol-Spaced vs Fractionally-Spaced Equaliser
A significant drawback of a SSE is that it cannot perform matched filtering, and
therefore it cannot realise, by itself, the optimal linear receiving filter. Matched
filters are used to maximise the peak signal to noise ratio (SNR) in the presence of
additive stochastic noise in all applications where SNR is of critical importance.
The principle of operation of a matched filter is illustrated in Fig. 4.5.
1Note that in this context Hch(f) should be interpreted as the combined impulse response
of the transmitter, the channel itself and the RF section of the receiver.
2i.e. it maximises the signal to noise-plus-distortion ratio.
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Figure 4.5: SNR improvement after matched filtering.
Matched filtering:
In signal processing, matched filtering is obtained by correlating a known signal,
or template, with an unknown signal to detect the presence of the template in
it. For instance, in the example of Fig. 4.5, the received signal is convolved
with a filter matched to an NRZ pulse1 resulting in the ‘clean’ signal shown
on the top-right inset. Note that to fully exploit the benefits introduced by
the matched filter, the resulting signal still needs to be sampled at the correct
sampling instants, as shown by the red dots in Fig. 4.5.
 
-1/T          -1/2T            0            1/2T          1/T 
SSE 
Figure 4.6: Spectral overlap (aliasing) caused by symbol-rate sampling at the SSE
input.
Based on the aforesaid concepts, it is clear that matched filtering cannot be
achieved by a SSE alone, since folding around 1/2T takes place before equalisa-
tion leading to aliasing at the transition band as shown in Fig. 4.6 (the SNR is
no longer optimum). Indeed, it is well known [94, 101] that the optimum receive
filter in a linear system is represented by the cascade of a filter matched to the ac-
tual channel-distorted transmitted pulse with a transversal SSE. In other words,
a separate matched filter must be employed prior to equalising with a SSE. In
most applications, however, the channel pulse response may not be accurately
1i.e. the matched filter impulse response is a (time-reversed complex conjugate) rectangular
function.
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known at the receiver, and hence the design of a matched filter becomes a rather
challenging task1.
Tolerance to sampling phase:
Even if a suitable matched filter could be easily realised, the SSE would still need
to sample the received signal at its maximum strength (i.e. best eye opening) as
shown in Fig. 4.5 (red dots in top-right inset), and this implies that the optimum
sampling phase must be precisely known. This is often not the case, in particular
for the applications that this thesis is focusing on, and therefore the use of an
SSE can represent a major limitation. Indeed, as introduced in Chapter 3, the
receiver in the upstream link of a time-division multiple access (TDMA) system
does not see a continuous stream of data symbols. In such a burst-mode link
specific time slots are assigned to each customer, whose data is allocated into
fixed-length packets that can arrive at the receiver with unknown random bit
phase. As a consequence, a SSE becomes impractical in this context and for this
reason the remainder of this thesis will focus on fractionally-spaced solutions.
 
-2/T           -1/T             0             1/T           2/T 
FSE 
Figure 4.7: An FSE with tap spacing τ > 2|f | satisfies the sampling theorem.
As a matter of fact, an FSE with tap spacing τ selected such that the bandwidth
occupied by the signal at the equaliser input is |f | < 1/2τ (i.e. τ -sampling satis-
fies the sampling theorem, as shown in Fig. 4.7) can effectively compensate for
more severe delay distortion than an SSE, and exhibit a significant improvement
in sensitivity to sampling-phase errors [94, 101]. If the tap spacing τ satisfies the
aforesaid condition, an FSE with an adequate number of taps can synthesise and
combine the characteristics of an adaptive matched filter and an SSE, eliminating
the need for an actual analog matched filter2. This improvement in the FSE per-
1Note that this is true even when the transmission is performed using a ‘static’ channel,
since the channel itself slowly changes in time due to e.g. temperature variations.
2Note, however, that an anti-aliasing filter is still necessary in order to avoid spectral overlap
at the input of the FSE.
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formance in comparison to a conventional SSE can be explained as follows: when
a signal is sampled after an anti-aliasing filter at least at the Nyquist rate, then
information about the entire signal waveform is retained. In other words, the
FSE can synthesise, via its transfer characteristic, a phase adjustment (concep-
tually interpolating to the correct phase) so as to correct the timing offset in the
sampling device [102]. The symbol-spaced equaliser, on the other hand, cannot
interpolate to the correct phase because no interpolation is correctly performed
at the symbol rate.
Noise enhancement:
Besides a better tolerance to sampling-phase errors, an FSE can also mitigate
amplitude distortion with less noise enhancement than an SSE, since the occur-
rence of spectral nulls due to cancellation by aliasing is no longer an issue [94].
Indeed, as shown in Figs. 4.6 and 4.7, a FSE equalises before it aliases1, whereas
a SSE aliases before it equalises and as a consequence it has to compensate for
the aliased version of the channel rather than the actual channel2. When imple-
mented as an FIR filter, the major drawback of a T/l FSE over a SSE is that
to span the same interval in time it requires a factor l more coefficients, leading
to an increase in memory by a factor l. The FSE outputs may also appear to
be computed l times more often, however, since the signal at the input of the
decision device has to be at symbol-rate, only (1/l)th of the output samples need
be actually computed. In other words, computation of an FSE is approximately
l times that of an SSE, due to the l additional coefficients necessary to span the
same time interval.
System simulations on SSE and FSE tolerance to sampling phase:
In order to summarise the aforesaid concepts and illustrate the advantages of-
fered by an FSE over an SSE, a number of simulations have been run for different
equaliser configurations using the setup presented in Section 4.1. As outlined
above, an SSE should be preceded by a matched filter in order to obtain op-
timum performance. However, in most applications it is impractical to design
1Aliasing does occur at the output of the equaliser where symbol-rate sampling is performed,
see block diagram of Fig. 4.4.
2This can possibly lead to noise enhancement if nulls are created due to aliasing with
destructive interference between overlapping components.
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Figure 4.8: SSE and FSE performance comparison: power penalty at FEC threshold
(BER=1.1×10−3) as a function of the sampling phase delay after 100km of SMF.
in advance a filter which is reasonably matched to the variety of received sig-
nal spectra resulting from transmissions over different channels or a time-varying
channel, thus, very often, a fixed-filter is used instead. The fixed-filter response
is either matched to the transmitted signal shape or is designed as a best-effort
equaliser which attempts to equalise the average of the class of line character-
istics expected for the application [94]. In this specific analysis, a standard 4th
order Bessel LPF with a cut-off of 7.5GHz (see setup of Fig. 4.1) is employed
in order to replace the matched-filter. Note that the same filter is used also for
the FSE case, where it acts as anti-aliasing filter. The performance is shown in
terms of received power penalty to achieve a BER of 1.1×10−3, and the curves
are normalised to the back-to-back (B2B) case without equalisation. Figure 4.8
compares a standard 5-tap SSE with a 10-tap T/2-FSE1 as a function of different
sampling phase delays and for a transmission length of 100km. For simplicity,
the optimum sampling phase corresponding to the best eye opening is normalised
to 0ps. Note that, at this stage, the number of taps is simply chosen to span
an arbitrary time interval equivalent to 5bits (i.e. equal to 5×T = 10×T/2 =
500ps, with T = 100ps) larger than the channel memory for the transmission
lengths taken into account in this analysis (<300ps), but it is not necessarily the
optimal one. This matter is discussed in more detail in the remainder of this
1As explained above, the FSE requires double the number of taps compared to the SSE in
order to cover the same time window.
93
4. Design of an Electronic Dispersion Compensator for Long-Reach PONs
section, where a proper analysis is carried out in order to determine the optimum
number of taps for a linear equaliser. From the curves in Fig. 4.8 it is appar-
ent that the performance of the SSE is closely dependent on the sampling phase
which, if not within ±20% of the bit period from the optimum phase (i.e. ±20ps
at 10Gb/s), causes the penalty to rise very quickly losing all the benefits intro-
duced by the equaliser. On the contrary, the performance of the FSE is virtually
independent of the sampling phase and shows a nearly flat response across the
complete range of sampling values that span over an entire bit period (±50ps).
This shows that the sampling device at the FSE output needs only to be locked
to the symbol rate, but can otherwise provide any sampling delay, since the phase
is effectively corrected to the optimum value inside the linear filter implementing
the FSE [102]. In addition, the curves in Fig. 4.8 also show that, for the same
optimum sampling delay (0ps), the performance of an FSE is superior by about
1dB to that of an SSE. Note that although this is generally true since an FSE
does not have to compensate for an aliased signal like an SSE (with possible
noise enhancement), in this specific case a fraction of that penalty could be actu-
ally due to the non-optimal choice of a 7.5GHz LPF as matched filter for the SSE.
Optimum tap-spacing for a FSE:
The next aspect to be investigated is the optimum tap-spacing for the linear
equaliser. In this analysis, as in the previous case, the overall time window cov-
ered by the equaliser is set to 500ps (5bits memory). Figure 4.9 compares the
case where no equalisation is used with three equaliser structures: a 5-tap SSE,
a 10-tap T/2-FSE, and a 20-tap T/4-FSE. These curves are plotted as a function
of the transmission length and confirm that, in general, an FSE performs better
than an SSE (at optimum sampling phase). In fact, looking at the transmission
lengths that result in 1dB penalty, it can be seen that a SSE only increases the
distance from ∼73km (no equalisation) to ∼81km providing a gain of about 1.1,
while a FSE extends it up to ∼110km providing a gain of about 1.5. The other
interesting aspect is that no significant improvement is measured when reducing
the tap-spacing from T/2 to T/4. Moreover, in order to cover for the same time
window with a reduced tap-spacing it is necessary to increase the number of taps,
which increases the implementation complexity. Therefore, the optimum trade-
off between performance and complexity is represented by the 10-tap T/2-FSE.
Consequently, the remainder of this thesis will focus on FSE structures of the
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T/2-type. Another interesting aspect that is evident from Fig. 4.9 is that even
in B2B both FSE structures improve the receiver sensitivity by approximately
0.5dB in comparison to case without equalisation. This is probably due to the
fact that the 4th order Bessel 7.5GHz LPF used after the receiver is not an opti-
mum filter for this system, and the equaliser compensates for this by effectively
acting as matched filter. This is indirectly confirmed by the SSE curve, which
does not show the aforesaid improvement since an SSE cannot perform matched
filtering for the reason outlined above.
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Figure 4.9: SSE and FSE performance comparison: power penalty at FEC threshold
(BER=1.1×10−3) as a function of the transmission length for different tap-spacings.
Optimum number of taps for a T/2-spaced FSE:
The remaining question to be addressed in this study on linear equalisers, is to
determine the minimum number of taps that guarantee optimum equaliser per-
formance. If the system was linear, in principle, a relatively simple way to do
so would be to quantify the memory of the channel1 and, indirectly, estimate
the number of taps necessary to construct an equaliser with at least the same
memory. However, since the result of direct-detection is to make the ISI nonlin-
ear in the electrical domain, even an accurate estimation of the channel memory
would not guarantee such an equaliser to be the best choice. Nevertheless, due
to its simplicity, this method could still be used as a rule of thumb to extract an
1i.e. the number symbols on either side of the desired one that are responsible for most of
the ISI.
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approximate number of taps which can then be rounded up to the next integer to
account for possible errors introduced by the linear assumption1. This is shown
in the following example, where Eq. (2.1.15) has been rewritten to express the
pulse broadening (and hence the channel memory) as a function of a specific fibre
length according to:
Nbit−broadening = LfibreB|D|∆λ = Lfibre1.2B
2|D|λ2
c
, (4.2.3)
where Lfibre is the transmission distance under consideration, B = 10Gb/s is
the bit-rate, λ = 1550nm is the wavelength, and D = 17ps/(nm·km) is the dis-
persion parameter at that wavelength. For instance, when the fibre length is
120km, the overall amount of spreading is Nbit−broadening = 1.96 ≈ 2bits. This
means that, assuming symmetrical broadening, most of the ISI is caused by one
bit on either side of the desired one, making the overall channel memory equal
to 3bits. Accordingly, an FSE of the T/2-type should have at least 6 taps to
compensate for that channel. In order to reduce any possible error associated
with the linear approximation and to have a safety margin (ensure more, not less
than the minimum), this number can be increased by adding an extra tap on
both sides, bringing the overall number to 8 taps2. Note, however, that adding
extra taps does increase the complexity and does not necessarily guarantee that
the equaliser will have improved performance due to the nonlinear nature of the
ISI. Therefore, it requires prudent engineering analysis to determine the number
of taps in the different applications.
To confirm this finding, in the absence of a more accurate analytical model
that could be used in this nonlinear system, a series of numerical simulations
have been carried out using the setup of Fig. 4.1. The performance of a T/2-FSE
has been measured as a function of the transmission distance and for different
equaliser lengths ranging from 3 taps to 12 taps. The corresponding results are
shown in Fig. 4.10 in terms of received power penalty to achieve a BER of
1.1×10−3 (normalised to the B2B case without equalisation). From these curves
it is clear that for small lengths, e.g. 3 taps, the equaliser does not introduce any
advantage in comparison to the case without equalisation. To see a visible im-
provement a minimum number of 4 taps is required: comparing the transmission
1A recommended value is about 25-50% more than is required to cover the delay spread
[103].
2i.e. 4bits memory, approximately 33% more than required to cover for the delay spread.
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lengths at which the power penalty is equal to 1dB, it is possible to observe a gain
of about 1.2 (from 73.1km to 90.7km). If the equaliser length is increased up to
6-taps the gain is approximately 1.4 (from 73.1km to 102.3km), and for an 8-tap
FSE it becomes 1.45 (from 73.1km to 106km). It is clear that a further increase
in length beyond 8 taps does not bring any major benefit (apart from offering
more tolerance to the sampling phase) since the gain offered by a 10-tap and a
12-tap FSE only moves to 1.5 and 1.53 respectively and this does not justify the
additional implementation complexity.
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Figure 4.10: Power penalty at FEC threshold (BER=1.1×10−3) as a function of the
transmission length and for different equaliser lengths.
It is only for reaches greater than 120km that an appreciable improvement in per-
formance is seen when using a 12-tap FSE in comparison to an 8-tap FSE, but it
is obvious that at those transmission distances the equaliser starts to lose its effec-
tiveness due to the highly nonlinear ISI. In fact, beyond 120km the power penalty
rises extremely quickly demonstrating that a linear equaliser cannot provide sig-
nificant dispersion compensation at long distance even when the number of taps
is very large. The results show that the best trade-off between performance and
complexity when working with transmission distances of up to 120km is offered
by the 8-tap T/2-FSE. This confirms the rule of thumb discussed above which,
although only approximate, can still provide good guidance on the best choice of
equaliser when a proper analytical model or a numerical simulation environment
are not available. Note that these findings will also be verified experimentally in
Chapter 6.
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SSE vs FSE summary:
To conclude this section, Table 4.2 is used to summarise the main results obtained
comparing a SSE with a FSE.
Feature SSE (T-spaced) FSE (T/2-spaced) 
Simple to implement   
Can perform matched filtering   
Mitigates noise enhancement   
Retains info of entire signal before 
equalising (satisfies sampling theorem)   
Tolerant to sampling phase 
(can perform as CDR)   
 
Table 4.2: SSE vs FSE summary.
Note that for all the cases taken into account in this section the optimum tap
weights that guarantee the best performance of the equalisers-under-test are as-
sumed to be known. In practice, however, they are estimated during an adapta-
tion process which is described in detail in Section 4.4.
4.3 Decision Feedback Equaliser
A common technique that may provide significantly better performance than a
linear equaliser in the presence of severe amplitude distortion is represented by
the decision feedback equaliser (DFE). The idea behind a DFE is that if decisions
on past symbols have been made and are assumed to be correct, the ISI from these
past symbols on the current symbol can be reconstructed and subtracted with
appropriate weighting from the equaliser output before a new decision is made
[94, 103]. The structure of a DFE is shown in Fig. 4.11. It consists of a linear feed-
forward equaliser (FFE) of the types illustrated in Section 4.2 (very often an FSE
structure is used, with τ = T/2), followed by a linear causal feedback filter which
accepts as input the decision from the previous symbol (thus, the name ’decision
feedback’). Note that in literature the term DFE often refers to the combination
of the feedforward and feedback sections. However, for the remainder of this thesis
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Figure 4.11: Schematic diagram of a decision feedback equaliser.
DFE indicates only the feedback part, while the structure in Fig. 4.11 is referred
to as FFE/DFE for clarity. The feedback section is normally implemented as
a FIR symbol-spaced filter that, combined with the feedforward section, forms
a filter with infinite impulse response (IIR). The equalized signal prior to the
decision is given by the sum of the feedforward and feedback filter outputs to
produce y(t0 + kT ), called y(k) for simplicity, according to:
y(k) =
M∑
m=1
cmr(t0 + kT −mτ) +
N∑
n=1
fndˆ(k − n), (4.3.1)
where cm and fn are the forward and feedback tap coefficients respectively (with
m = 1, 2,. . . , M , and n = 1, 2,. . . , N), r(t0 + kT −mτ) is the received signal
sampled at the instant t0 + kT −mτ , and dˆ(k − n) are the previously detected
symbols after the decision device. The M -tap feedforward section is used to shape
the channel output signal so that it is causal and with minimum ISI induced by
‘future’ symbols (often known as pre-cursor ISI), while the N -tap feedback sec-
tion subtracts any trailing ISI (post-cursor ISI) before the decision is made. Note
that since the output of the feedback section is a weighted sum of noise-free past
decisions, the feedback coefficients play no part in determining the noise power
at the equaliser output [94]. The forward and feedback tap coefficients may be
adjusted simultaneously, and this can be done either with a zero-forcing or an
MMSE approach, as for the linear equaliser discussed above. In this thesis only
the latter case is taken into account (see Section 4.4 for further details). Note
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that, because of the presence of a slicer (i.e. the decision device), the FFE/DFE
is inherently a nonlinear device; however, it can be analysed using linear tech-
niques, if one assumes all previous decisions are correct [102]. For this reason,
the FFE/DFE is sometimes referred to as a ‘quasi-linear’ equaliser. In practice,
the assumption of correct decisions may not be true, and this can be a significant
weakness of a FFE/DFE that cannot be overlooked, since the analysis becomes
intractable if it includes errors in the feedback section. One of the most efficient
ways to specify the effect of those errors has often been via measurement [102],
however, this goes beyond the scope of this work and, hence, it is not further
discussed. At this stage the slicer is assumed to be ideal (i.e. with optimised
threshold), while in Section 5.2 a more comprehensive analysis on the impact of
non-optimum threshold is presented.
Optimum number of FFE/DFE taps:
A performance analysis of the FFE/DFE is carried out using the setup shown in
Fig. 4.1, and the relative results are shown in Fig. 4.12. Note that the feedfor-
ward section is implemented as a FSE with τ = T/2. Firstly, the power penalty
is measured as a function of the number of taps that compose the equaliser, using
as reference the B2B case without equalisation; the number of FFE-taps is swept
from 3 to 12, while the number of DFE-taps from 0 to 3. The curve representing
the 0-tap DFE (i.e. FFE only) is essentially a subset of the results shown in
Fig. 4.10, and it is used here in order to better emphasise the benefits introduced
by using a feedback section. These benefits can clearly be seen in the results,
which show that when 1 or more DFE taps are used, the performance is greatly
improved. Importantly, a FFE/DFE can provide the same amount of ISI miti-
gation as a linear FFE using a much smaller total number of filter coefficients.
For instance, a 3-tap FFE + 1-tap DFE performs similarly to a 12-tap FFE,
resulting in a power penalty of about 1.3dB and 1.5dB respectively. Moreover,
if the comparison is done using the same total number of taps, it is possible to
see that a 3-tap FFE + 1-tap DFE results in a power penalty that is about 2dB
lower than a 4-tap FFE, further emphasising the superior performance offered
by a FFE/DFE. The reason for this difference in performance between the two
types of equalisers is explained in the final part of this section.
Another interesting characteristic that can be inferred from the curves in Fig.
4.12 is that, for the 120km transmission length considered, increasing the number
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Figure 4.12: Power penalty at FEC threshold (BER=1.1×10−3) as a function of the
number of FFE/DFE taps after 120km of SMF.
of taps in the feedback section above 1-tap does not introduce any significant
benefit. In fact, the three curves corresponding to the 1-,2-, and 3-tap DFE
cases are basically overlying each other, and for all three of them the change in
power penalty is only related to the increasing number of taps in the feedforward
section. The need for a single feedback tap indirectly confirms the results reported
in Section 4.2.1 where, assuming a symmetrical broadening, the amount of pulse
spreading is estimated to be about 2bits (one bit on either side of the desired
one). In other words, a feedback section characterised by one symbol-spaced tap
is enough to cover for most of the post-cursor ISI accumulated over 120km, while
compensating the pre-cursor ISI is done by the feedforward section. However, as
for the linear equaliser case reported in the previous section, a conservative and
recommended approach [103] is to increase the required number of taps by about
25-50% (rounding to the next integer value): for this reason, the overall number
of taps for the feedback section is fixed to 2-taps.
Regarding the number of feedforward taps, the results in Fig. 4.12 show that
when a feedback section is used the FFE can be reduced down to 3- or 4-taps with
only negligible loss in performance compared to a 12-tap FFE. While choosing
a 4-tap FFE + 2-tap DFE would significantly simplify the hardware complexity,
however, it does not represent an optimum choice due to the fact that a reduced
FFE length corresponds to a reduced tolerance to sampling phase1. This is a
1A longer FFE has better resilience against sampling phase drift.
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crucial aspect that cannot be overlooked in particular in the context of burst-
mode links where each packet can arrive at the receiver with unknown random
bit phase. Furthermore, an adequate tolerance to sampling phase can also relax
the design specifications of an actual training sequence generator, which as will
be explained in Section 4.4 is needed to adapt the coefficients of the equaliser.
Without this tolerance, the training sequence would need to be synchronised
with great accuracy to the incoming (unknown) signal phase. Once again, this
confirms that prudent engineering analysis is required to determine the optimum
number of taps which can be different from application to application even when
the required level of impairment compensation is the same.
Therefore, in this work the number of FFE taps is set to 8 taps, as concluded
in the previous section for the linear equaliser case: this is not only the rec-
ommended 25-50% more than is required to cover for the delay spread over the
transmission lengths taken into account, but also offers much greater tolerance to
the sampling phase. This brings the overall number of taps up to 10-taps (8-tap
FFE + 2-tap DFE), which can be considered a reasonable and practical trade-off
between optimal performance and hardware complexity, being on the same order
of the total number of taps in commercially available equalisers currently used for
similar applications (for instance the ’Vitesse’ VSC824X clock and data recov-
ery with integrated adaptive continuous-mode EDC, designed for use in 10Gb/s
Ethernet applications compliant with IEEE 802.3ae and IEEE 802.3aq, consists
of 9-tap FFE + 4-tap DFE).
Tolerance of an 8-tap FFE + 2-tap DFE against CD (power-limited case):
In Fig. 4.13, the performance of the 8-tap FFE + 2-tap DFE is shown as a func-
tion of the transmission distance and compared with the case of the 8-tap FFE
discussed in the previous section. The case without equalisation is also shown
to better illustrate the benefits introduced by equalisation, and the B2B perfor-
mance is used as reference for the power penalty calculation. It is possible to see
that for short distances the FFE can perform the same as the FFE/DFE, how-
ever, after about 80km the power penalty of the FFE starts to increase rapidly
whereas the penalty for the FFE/DFE remains smaller than 2dB up to almost
150km. This result indirectly suggests that the ISI can be approximated as linear
up to about 80km, and only for longer distances its nonlinear nature starts to
dominate making a linear equaliser only a suboptimal solution [83].
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The FFE/DFE can clearly outperform the FFE in presence of nonlinear ISI
however it is not able to completely compensate for it, confirming the limits of
this quasi-linear equaliser architecture. To further improve the performance, more
advanced equalisers such as the nonlinear FFE/DFE or MLSE/Viterbi equaliser
[76, 104] must be employed. However, the latter possibility is not considered in
this work since Fig. 4.13 clearly shows that a FFE/DFE can compensate for a
significant portion of the dispersion accumulated over distances comparable to,
or greater than, those targeted for LR-PONs, with the advantage of much lower
complexity compared to more advanced equaliser designs. In fact, the 8-tap FFE
+ 2-tap DFE can achieve transmission distances of nearly 120km at 1dB penalty,
compared to just 73km obtained for the case without equalisation, providing a
gain greater than 1.6 times.
0 20 40 60 80 100 120 140
0
2
4
6
8
Fibre length [km]
Po
w
er
 p
en
al
ty
 (B
ER
=1
.1x
10
 
−
3 ) 
[dB
]
 
 
without equalisation
8−tap FFE
8−tap FFE + 2−tap DFE
(x1.6)
Figure 4.13: Power penalty at FEC threshold (BER=1.1×10−3) as a function of the
transmission length for different equaliser structures.
Strengths and weaknesses of a FFE/DFE over a linear equaliser:
An intuitive explanation for the advantages offered by the FFE/DFE over a linear
equaliser is the following [94]. The coefficients of a FFE are selected to force the
combined channel and equaliser impulse response to approximate a unit pulse.
In a FFE/DFE, the ability of the feedback section to cancel the post-cursor ISI
imposes fewer constraints in the choice of the coefficients of the feedforward sec-
tion which now only has to suppress the pre-cursor ISI. The combined impulse
response of the channel and FFE section may have non-zero samples following the
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main pulse, meaning that the feedforward section does not need to approximate
the inverse of the channel characteristics and therefore avoids excessive noise en-
hancement showing also less sensitivity to the sampling phase [94] in comparison
to a linear equaliser. In fact, the post–cursor ISI cancelled by the feedback filter
causes no additional noise enhancement at all since the slicer eliminates the noise
before feedback.
As mentioned earlier, one disadvantage of the FFE/DFE architecture is that
incorrect decisions result in error propagation. Fortunately, for bit error rates
below 10−2 [105], this error propagation is usually not catastrophic but causes
some performance degradation compared to error free feedback.
Table 4.3 summarises the main results discussed throughout this section re-
garding the advantages introduced by a FFE/DFE over a FFE-only structure.
Advantages   Disadvantages  
Total number of FFE/DFE coefficients is 
smaller than for a FFE providing the 
same amount of ISI mitigation.  Additional implementation complexity. 
For the same number of taps, a FFE/DFE 
has superior performance to a FFE. 
The DFE allows more freedom in the 
choice of the FFE coefficients. 
Error propagation. 
No noise enhancement for post-curst ISI 
cancellation. 
 
Table 4.3: Summary of advantages/disadvantages of a FFE/DFE.
4.4 Adaptive Equalisers
In recent decades a large amount of research has been conducted on adaptive
equalisation schemes [94, 100, 105]. Traditionally, adaptive filters are required
to compensate for the distortion effects of changing channel conditions: in fact,
in practical situations the channel parameters are not known in advance and
moreover they may vary significantly with time. Adaptive filters, therefore, can be
defined as computational devices that attempt to model the relationship between
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two signals (the received one and the desired one) in real time and in an iterative
manner [96], providing the means of tracking the channel characteristics. In the
context of the burst-mode applications discussed in this thesis, adaptation can
represent a rather challenging task since it has been shown [79, 106, 107] that it
must be performed on a packet-by-packet basis, in particular when the differential
reach of the PON is a significant fraction of the total reach (effectively, it is as
if each packet went through a different channel). Note that, in such burst-mode
systems, the main reason for adaptation is to initialise the filter coefficients for
each new incoming packet rather than tracking of the channel characteristics, as
the channel time variation is slower than the duration of the bursts. In general,
since the channel response is unknown, the adaptive algorithm that determines
the updating of the filter coefficients requires extra information, and this is usually
given in the form of a reference (known) signal called the desired signal or training
sequence which is embedded at the beginning of each burst.
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Figure 4.14: Generic adaptive filter structure (a) and corresponding adaptive
FFE/DFE (b).
The generic structure of a channel equalisation system is shown in Fig. 4.14(a)
where r(t) and y(k) are respectively the received signal and the signal at the
output of the equaliser sampled at the instant k, while the block diagram corre-
sponding to an adaptive equaliser of the type FFE/DFE described in the previous
section is shown in Fig. 4.14(b). In the literature, adaptation is performed in
two steps, namely first training, followed by decision-directed (or tracking) mode.
In training mode, a synchronised version d(k) of the desired signal is generated
at the receiver in order to acquire information about the channel characteristics.
105
4. Design of an Electronic Dispersion Compensator for Long-Reach PONs
Then, a sequence of error samples defined as
e(k) = d(k)− y(k), (4.4.1)
is computed at the equaliser output and used to form a performance function
(often known as the cost function) that is required by the adaptation algorithm
in order to determine the appropriate updating of the filter coefficients. In princi-
ple, the minimisation of this cost function implies that the signal at the equaliser
output is matching the desired signal (at the sampling point). Once the training
sequence is terminated and the coefficients are near optimal, the equaliser can
be switched to decision-directed mode, where the output signal after the decision
device is used to compute the error instead of the training sequence (Eq. (4.4.1)
becomes: e(k) = dˆ(k) − y(k)). In this way, the equaliser tracks the changing
channel and continuously updates its coefficients accordingly over time.
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Figure 4.15: Example of burst-mode required overhead for a conventional non-
equalised system (a) and for a system that employs electronic adaptive equalisation
in trained mode (b).
The training sequence:
Note that the inclusion of the training sequence with the transmitted information
adds an overhead and thus reduces the traffic efficiency of the system1. This is
illustrated in Fig. 4.15, where it is shown that the required burst overhead in a
conventional non-equalised system (Fig. 4.15(a)) needs to be further extended
to accommodate the training sequence necessary in systems which employ an
electronic adaptive equaliser (Fig. 4.15(b)). For this reason, in some applica-
tions, adaptation schemes that do not require the aid of a training sequence d(k)
1The traffic efficiency is defined as the ratio of transmitted data bits to the total number of
transmitted bits.
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are preferred, and the resulting equalisers are known as blind or self-recovering
equalisers. In such cases, one can use additional information about the char-
acteristics of a ‘hypothetical’ d(k) (such as its predicted statistical behaviour
or amplitude characteristics) to form suitable estimates of d(k) from the signals
available to the adaptive filter [96]. Based on these definitions, for example, an in-
tuitive way of performing blind equalisation could be skipping the training mode
mentioned above and running straight in decision-directed mode from the begin-
ning of the adaptation process. Note that blind equalisers present a number of
disadvantages when compared with the traditional trained equalisers. In particu-
lar, the undesired local minima and the slower convergence rate can be considered
main drawbacks of these self-learning structures [108, 109]. The presence of such
local minima can eventually lead to instability and possibly divergence. For this
reason, blind equalisation is beyond the scope of this work and is not discussed
further in detail.
At this stage one may wonder what type of sequence should be used for
training. In general, it may consist of periodic isolated pulses or a continuous
sequence with a broad uniform spectrum such as a pseudo-noise (PN) sequence
[94]: the latter has the advantage of much greater average power, hence a larger
SNR for the same peak transmitted power. The best known example of such
PN waveform is a maximal length pseudorandom binary sequence (m-sequences
or PRBS), which is essentially a two-valued PN-signal. The reason why PRBS
are often used as a general-purpose test pattern in NRZ applications is that they
can provide some of the statistical properties of random signals (average, power,
spectrum, etc.) but with predictable values. The PRBS is typically denoted as a
2X−1 PRBS, where the power X indicates the shift register length used to create
the pattern. Each 2X − 1 PRBS contains every possible combination of X bits
(except one). It is clear that not any value of X is suitable for the applications
of interest in this thesis: in fact, as will be explained throughout the next few
chapters, if training has to be concluded within a limited number of bits (e.g.
in the order of few hundred bits), X must be smaller than 8. As a matter of
fact, a short PRBS such as the 27− 1 PRBS (127 bits), is often used in Ethernet,
Fibre Channel, and high-speed video test-applications, because it provides a good
approximation to an 8b10b-encoded NRZ data stream [110], and for this reason
it is employed in all the experiments presented throughout the thesis as training
sequence.
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As mentioned above, in order to iteratively update the equaliser coefficients,
an adaptive algorithm driven by the error computed during the training process
is needed. Although different methods are available, this thesis focuses on the
least mean square (LMS) scheme, as it is has good performance, is easy to im-
plement, and is very robust [100, 111]. These characteristics enable a trade-off
between performance and computational complexity (thus cost), making it an
excellent candidate as an adaptation algorithm for cost-effective equalisers in ac-
cess networks. The main concepts behind the LMS algorithm and its properties
are explained in Section 4.4.1 below.
4.4.1 MSE Criterion and LMS Algorithm
In the context of equalisation, the idea behind a generic LMS-based algorithm is
to find the optimal filter weights which minimise a particular cost function using
the steepest descent (or gradient descent) method [112]. As the name implies, the
method relies on the slope at any point on the surface of the cost function to pro-
vide the best direction in which to move1. With the knowledge of this direction
it is then possible to move to a lower point on the surface and hence find the bot-
tom of the surface (i.e. the optimum value for the weights) in an iterative manner.
Steepest descent method:
For a FFE/DFE the cost function can be defined according to the mean-squared-
error (MSE) criterion as:
J(k) = E
[
e2(k)
]
= E
[
(d(k)− y(k))2] = E [(d(k)−W (k) ·XT (k))2] , (4.4.2)
where e(k) is the error computed according to Eq. (4.4.1), E[·] is the shorthand
for the expected value, X(k) = [r(t0 + kT − τ) . . . r(t0 + kT −Mτ) d(k− 1) . . .
d(k − N)] is the vector of input signal samples in the feedforward and feedback
section of the equaliser, [·]T is the transpose of a matrix, d(k) is the training
signal2, and W (k) = [c1(k) . . . cM(k) f1(k) . . . fN(k)] is the vector containing
the coefficients of the feedforward and feedback sections at the sampled instant
1The steepest descent direction gives the greatest change in elevation of such a surface.
2Note that if the equaliser is operated in decision directed mode instead of training mode,
d(k) in Eq. (4.4.2) must be replaced by the equaliser output signal after the decision device ,
see Fig. 4.14(b).
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k. Note that the choice of a cost function is not limited to the MSE criterion, and
any arbitrary function of the error Φ(e(k)) that has the following characteristics
can, in principle, be employed:
• Φ(e(k)) is an even function of the estimation error signal, i.e. Φ(e(k)) is
equal to Φ(−e(k));
• Φ(e(k)) is monotonically increasing in the argument |e(k)|: given two errors
e1 and e2, with |e1| < |e2|, Φ(e1) < Φ(e2) must hold.
A complete derivation of the steepest descent method is beyond the scope of
this thesis. However, the reader may refer to [96, 100, 112, 113] for a complete
treatment of the topic, where the authors present a general approach for the
coefficient optimisation in the case of adaptive FIR filters. The authors show
that for these filter structures the error e(k) is a linear function of the weights
and E[e2(k)] represents a quadratic error surface that has a single global minimum
point at which gradient algorithms can successfully converge. In contrast, for IIR
filters the analysis becomes somewhat complicated due to the fact that the output
signal is a nonlinear function of the weights (the current output itself depends on
previous weights) and the MSE is no longer a quadratic function of the feedback
coefficients, although it is for the feedforward equalisers. This means that the
error surface may not be unimodal [114] and, therefore, gradient algorithms may
converge to undesired local minima where the estimates can be only sub-optimal.
Nevertheless, if adaptation is performed using an ‘ideal’ training sequence to
compute the error according to Eq. (4.4.1), then, it is still possible to obtain a
cost function with a unique, global minimum. In fact, since the training signal
d(k) is independent of the equaliser output, one can conceptually think of the
feedforward and feedback sections of an IIR filter as of two independent FIR filters
whose sum y(k) produces an error (calculated using Eq. (4.4.1)) that is a linear
function of the weights [115, 116]. Therefore, under the aforesaid conditions, the
same procedure used for adaptive FIR filters can be directly applied to adaptive
IIR filters as well [96], and the resulting weights update equation is given by:
W (k + 1) = W (k)− 1
2
µ∇W (k)J(k)
= W (k) + µE [e(k)X(k)] ,
(4.4.3)
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where ∇W (k)J(k) = ∂J(k)/∂W (k) = −2E[e(k)X(k)] denotes the gradient of
J(k) with respect to W , and µ is the adaptation gain often called step-size,
which is a real-valued positive constant.
Instantaneous gradient approximation:
From Eqs. (4.4.2) and (4.4.3), it is clear that this method uses the statistics
of the input and desired signals and not the actual measured signal. In prac-
tice, the input signal statistics are not known a priori and, moreover, if they were
known it could be possible to find the optimum solution directly in one step [112].
Accordingly, the method of steepest descent described above cannot be used as
estimation procedure on its own in most practical situations, and a simple ap-
proximation that yields an efficient variation of the steepest descent algorithm is
used instead. Instead of using the MSE cost function defined in Eq. (4.4.2), an
instantaneous squared error function given by
J(k) = e2(k), (4.4.4)
is used. In other words, the gradient vector −2E[e(k)X(k)] is replaced with the
quantity −2e(k)X(k): this approximation is known as the instantaneous gradient
of the mean-squared error surface, and the adaptive filters that are based on it
are often called stochastic gradient adaptive filters. Accordingly, Eq. (4.4.3) can
be rewritten as
W (k + 1) = W (k) + µe(k)X(k). (4.4.5)
Note that the only difference between the procedure given by Eq. (4.4.5) and the
steepest descent method of Eq. (4.4.3) is the removal of the expectation operator
E[·] from the gradient estimate. This is a crude approximation of the gradient of
the MSE surface, however, the quantity points in the same direction as the true
gradient on average. Since the step-size µ is normally chosen to be a moderate
value in order to ensure a low steady-state MSE, any errors introduced by this
instantaneous gradient approximation are averaged over several iterations, and
hence the performance loss is relatively small [112]. The algorithm described by
Eq. (4.4.5) has become known as the Least-Mean-Square (LMS) adaptive filter,
a name coined by its originators (Widrow and Hoff, 1960 [117]), and because of
its simplicity and properties it is the most widely used adaptive filter today.
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4.4.2 Considerations on Convergence with LMS algorithm
As the LMS algorithm does not use the operator E[·] in the gradient estimate,
the weights may never reach their optimal value in the absolute sense, but a con-
vergence is possible on average [112]. This means that even though the weights
may keep changing slightly, they change around their optimal value. However,
if the variance with which the weights change is large, convergence in the mean
would be misleading: this problem may occur, if the value of step-size is not
chosen properly. In fact, from Eq. (4.4.5) it is clear that the step-size µ plays a
critical role in determining the convergence behaviour of the LMS adaptive filter
(or whether it converges at all!).
An upper bound for the step-size:
Once again, a complete derivation of the conditions for which µ guarantees the
convergence of the coefficient’s mean values is beyond the scope of this work. How-
ever, the reader can find an exhaustive analysis on the topic in [96, 100, 112, 113],
where stringent bounds on the step-size values are derived for both FIR and IIR
adaptive filters in order to guarantee their convergence. The final well-known
expression for the FIR case is reported below:
0 < µ <
2
Mσ2r
, (4.4.6)
where M is the number of coefficients in the filter, and σ2r represents the mean-
squared value of the input signal (i.e. its power). For the IIR case, instead, µ
can be chosen to be
0 < µ <
1
Mσ2r +Nσ
2
d
, (4.4.7)
where the first term in the denominator is defined above, N is the number of feed-
back coefficients, and σ2d represents the power of the input signal of the feedback
section. From Eqs. (4.4.6) and (4.4.7) it is clear that the step-size must be posi-
tive1 and at the same time smaller than a quantity that is inversely proportional
to the power of the signals entering the respective sections.
It is possible to see an immediate practical difficulty with the LMS algorithm
in some real applications: namely that some knowledge of the input signal statis-
1A negative value would cause the coefficients to move ‘up’ the MSE surface.
111
4. Design of an Electronic Dispersion Compensator for Long-Reach PONs
tics is required in order to choose a reasonable step-size value, and this knowledge
might not be available. In this case, however, one can always select a conservative
µ value so that the LMS algorithm converges for the ranges of input statistics ex-
pected for a given application. In fact, the equations above do not offer a specific
value for the step-size, and it is up to the designer of the system to provide the
best trade-off for each particular application. Regarding the experimental results
presented in this thesis, the knowledge of the signal powers does not represent a
problem at all, since even the lab-data is always processed oﬄine and hence the
required information can be easily estimated.
Note that, although this could seem an unrealistic approach at first sight, it is
actually very close to the ‘real-world’ application that the experiments presented
in this thesis are trying to address. As is explained in more detail in Section
6.1, the input signal of the feedforward section of a potential ‘real-world’ BM-
EDC is coming directly from the linear burst-mode receiver (LBMRx), whose
output signal is characterised by a peak-to-peak amplitude that is decided by
the designer (and it is constant for optical input signals with a dynamic-range
of less than 15dB). Similarly, the training sequence entering the feedback section
(or the slicer output if the equaliser is operated in decision-directed mode) is
characterized by a well-known amplitude. Therefore, an accurate upper bound
for the step-size can be easily estimated a priori as effectively done with simula-
tions/oﬄine processing. Note, however, that in practice the value of µ should not
be chosen close to the upper bounds specified in Eqs. (4.4.6) and (4.4.7), since
they are somewhat optimistic due to approximations and assumptions made in
the derivation of the bound.
Trade-off between adaptation speed and steady-state error:
A more precise value of µ that guarantees a reasonable trade-off between per-
formance and adaptation speed can be derived as follows. As mentioned above,
in the context of burst-mode application, reducing the overhead introduced by
the use of a training sequence is a crucial aspect that needs to be addressed in
order to improve traffic efficiency. The idea in this work, is to attempt to limit
the length of the training period to be at most of the same order as the burst
overhead in current standards, but with the objective of reducing it even further.
For instance, in current 10Gb/s PON standards like the ITU-T Recommendation
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G.987.2 (2010) or the IEEE 802.3av (2009) [118, 119], the burst overhead1 is of
the order of hundreds of nanoseconds, or equivalently thousands of bits. There-
fore, in order to determine an optimal µ value, one approach is to measure the
performance of a FFE/DFE in terms of power penalty as a function of different
step-size values for a target training length of, e.g., 1000bits (100ns, assuming
one iteration per bit).
The setup used for this experiment is, once again, the one shown in Fig.
4.1, where the transmission distance is set to 120km and the equaliser-under-test
employs an 8-tap FFE + 2-tap DFE as determined in the previous section. In
order to extract a more generic behaviour which is not necessarily related to the
specific power levels considered in the simulation, a normalisation of the step-size
in terms of the upper bound has been adopted. That is, µ can be expressed in
terms of a variable which is a fraction of the upper bound. In the remaining part
of this section, such a variable is called the step-size scaling factor (SF ). Note
that instead of using Eq. (4.4.7) for the upper bound estimation as is often done
for IIR filters [96], a slightly different approach has been used. In principle, it is
possible that the input power in the feedforward section is significantly different
from the power in the feedback one, and therefore updating all the weights using
as step-size a fraction of the same upper bound may not be an optimal choice
(though it is more conservative). In fact, since during the training process one can
conceptually think of the feedforward and feedback sections of an IIR filter as two
independent FIR filters [115], the weights from the two sections can be updated
separately using different values of step-size. Therefore, in this work, instead of
using the generic LMS update equation given by Eq. (4.4.5), two separate update
equations are used for the feedforward and feedback section respectively:
c(k + 1) = c(k) + µFFE · e(k) · r(k), (4.4.8)
f(k + 1) = f(k) + µDFE · e(k) · d(k), (4.4.9)
where µFFE and µDFE are calculated separately using the upper bound of Eq.
(4.4.6) as
µFFE = SF
2
Mσ2r
, (4.4.10a)
1The burst overhead is necessary in order to accommodate several physical processes like
laser on/off time, timing drift tolerance, level recovery, receiver settling, clock recovery, and
start of burst delimitation.
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µDFE = SF
2
Nσ2d
. (4.4.10b)
Figure 4.16 shows the power penalty required to achieve a BER of 1.1 × 10−3
relative to the B2B case without equalisation, obtained using this approach. The
results are presented in as a function of the step-size scaling factor SF (log-scale).
The penalty curve resembles a ‘U’ shape, which is a characteristic behaviour of the
system. The increase in power penalty for small scaling factors (i.e. SF < 1/100)
is due to the fact that adaptation is performed ‘too slowly’, whereas when the
scaling factors approaches unity (i.e. for step-size values that approach the upper
bound) the adaptation is performed ‘too fast’ and the equaliser becomes unstable.
To clarify this concept, the evolution of the weights as a function of the iteration
number (up to a thousand bits, i.e. a thousand iterations) is shown in the insets
of Fig. 4.16 for a few different values of SF .
 
 
10
-3
10
-2
10
-1
0
1
2
3
4
5
Step-size scaling factor (SF)
Po
w
er
 p
en
al
ty
 (B
ER
=1
.1
x1
0 -
3 )
 [d
B]
 
 
too slow too noisy 
 
  
 
Figure 4.16: Power penalty at FEC threshold (BER=1.1× 10−3) as a function of the
step-size scaling factor (SF ) after 120km of SMF when using an equaliser with 8-tap
FFE + 2-tap DFE trained for 1000bits. The insets show the evolution of the FFE
weights as a function of the iteration number (up to 1000bits) for few different SF
values.
For simplicity only the 8-FFE coefficients are reported and, to better illustrate
the concept, all insets are shown using the same scale. Looking at the inset on
the bottom-left side, which corresponds to a SF of 1/200, it is clear that the
choice of a small step-size leads to a slow adaptation. However, it also results in
a low fluctuation of the filter coefficients in the steady-state from their optimum
values. Note that if the step-size is too small, however, these optimum values
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may not be achieved within the desired number of iterations due to the fact that
adaptation is excessively slow, and this can result in additional penalty. This
is the case illustrated by the upper-left inset, where SF is chosen to be 1/1000.
Conversely, looking at the inset on the bottom-right side, which corresponds to
a SF of 1/20, one can see that choosing a large step-size leads to a much faster
adaptation at the expense of a large deviation in the filter coefficients from their
optimum steady-state value. In the extreme case of very large step-sizes, e.g. the
case corresponding to the upper-right inset where SF is about 1/3, the noise due
to these fluctuations becomes so high that a significant penalty is measured in
comparison to previous cases. At this stage it is obvious that a compromise is
necessary in order to achieve the best performance in terms of adaptation speed
and low steady-state noise. This is well illustrated, for example, by the case
shown in the inset at the centre of Fig. 4.16, which corresponds to a SF of
1/100. Indeed, all the step-sizes in the vicinity of this value could represent an
optimal trade-off for the application being studied. Therefore, for the remainder
of this thesis, the scaling factor used to compute µFFE and µDFE according to
Eqs. (4.4.10a) and (4.4.10b) is fixed to SF = 1/50, unless specified otherwise.
4.5 Summary
This chapter presented a review of linear and quasi-linear electronic equalisers.
For the first time to the best of our knowledge, the analysis was extended specif-
ically to consider the optimisation of equalisers for applications in long reach
PONs. The attention was focused on the design and comparison of SSE, FSE,
and FFE/DFE structures employed to compensate mainly for the CD accumu-
lated over >100km of SMF. In particular, it has been shown that an FSE with
tap spacing τ selected such that τ -sampling satisfies the sampling theorem can
effectively compensate for more severe distortion than an SSE, and exhibit a sig-
nificant improvement in sensitivity to sampling-phase errors. Such a FSE can
synthesise and combine the characteristics of an adaptive matched filter and a
SSE, eliminating the need for an actual analog matched filter. In addition to
improved tolerance to sampling-phase errors, a FSE can also mitigate amplitude
distortion with less noise enhancement than a SSE, since spectral nulls arising
from cancellation by aliasing are eliminated.
A rule of thumb is presented to estimate the optimum number of taps for a
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linear equaliser (SSE or FSE) used to compensate for CD over up to 120km of
SMF, and the corresponding results are validated through numerical simulations.
It is found that a further increase in length beyond 8-tap does not bring any major
benefit (the slight improvement does not justify the additional implementation
complexity).
A DFE provides significantly better performance than a linear equaliser in the
presence of severe amplitude distortion by reconstructing and subtracting (with
appropriate weighting) the past-symbol-induced ISI from the equaliser output
before a new decision is made. A detailed study on the optimum number of
FFE/DFE taps was carried out and it was shown that, for the applications of
interest, a reasonable and practical trade-off between optimal performance and
hardware complexity is given by the 8-tap FFE + 2-tap DFE structure. Such an
equaliser can achieve transmission distances of about 120km at 1dB power penalty
against the just 73km obtained for the case without equalisation, providing a gain
greater than 1.6 times.
Finally, a number of considerations on the LMS adaptation speed and its
convergence were discussed: in particular, it was shown that a careful choice of
the step-size parameter in the LMS update equation can ensure convergence in
timescales compatible with the burst-mode overhead in current PON standards
(while providing low steady-state noise). This is achieved by using a scaling factor
of 1/50 in Eqs. (4.4.10a) and (4.4.10b).
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Chapter 5
Impact of Multiple Impairments
on EDC Performance
In the previous chapter, a detailed study and optimisation of a modelled elec-
tronic dispersion compensator (EDC) to be used in access applications was car-
ried out under the assumption that chromatic dispersion (CD) along with the
thermal noise from the receiver are the only effects impairing the desired signal.
In practical situations this may not be the case, and other impairments or noise
mechanisms could contribute to the signal degradation as mentioned in Section
2.1. In this chapter, the performance of adaptive equalisers (with adaptation
based upon the LMS algorithm) used to compensate for CD is discussed when
other degrading effects are also involved, and a detailed numerical analysis is car-
ried out in order to determine whether the same equaliser can also mitigate for
such effects without losing its effectiveness in compensating CD.
In Section 5.1, the attention is focused on how non-optimal transmitter and
receiver bandwidths impact the system performance and how an 8-tap FFE +
2-tap DFE of the type described in Chapter 4 can be used to compensate for such
bandwidth restrictions.
Section 5.2 repeats the analysis presented in Section 4.3, where CD is the
dominant impairment taken into account: here, however, the system is stressed
from noise arising from optical amplifiers to reduce the optical signal-to-noise
ratio (OSNR), rather than the thermal noise from the receiver. This study inves-
tigates whether the FFE/DFE exhibits a loss in performance in comparison to
the previous case, and evaluates the impact of such different noise mechanisms on
the equaliser design, with focus on the optimisation of the DFE slicing-threshold.
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The emphasis of Section 5.3 is on the performance degradation occurring in
the presence of patterning introduced by a semiconductor optical amplifier (SOA)
which is employed as a reach-extender or preamplifier. The benefits introduced
by an FFE/DFE in mitigating patterning are discussed, as well as the equaliser
limits with such impairments.
Finally, a brief summary of the main results obtained in this chapter is pre-
sented in Section 5.4.
5.1 Non-Optimal Tx and Rx Bandwidths
This section first studies the performance of a power-limited system in order to
determine the optimum receiver (Rx) electrical filter bandwidth and analyses
the impact of bandwidth variations1 on receiver sensitivity for the case without
equalisation. Subsequently, the investigation is repeated with the equaliser in
order to understand the effects of the same bandwidth variations on equalised
systems.
To make this study even more complete, the same analysis is then extended
to the electrical filter bandwidth of the transmitter (Tx), both with and without
equalisation. The setup employed for these simulations is again the one reported
in Fig. 4.1 and discussed in detail in Section 4.12. Then, in order to emulate
different Tx and Rx bandwidths, the (-3dB) cut-off frequency of the two Bessel
filters is swept respectively between 1.5- and 15GHz for the Tx filter, and between
1.5- and 10.5GHz for the Rx filter (note that the filter order is maintained constant
and equal to four throughout the sweeps).
5.1.1 Rx-Bandwidth
Over the past several years a number of studies have been carried out in order to
determine the optimum bandwidth for a generic transimpedance front end and
subsequent filter employed in a fiber optic receiver modules [45, 120, 121, 122].
For NRZ transmission, the best receiver performance relies on a balance between
the noise admitted by filters with bandwidths higher than required, and the ISI
1This may occur due to for example temperature drift and fabrication tolerances in the
optical receiver integrated circuit.
2Once again, the SOA is assumed ideal and the AWGN generator is disabled, meaning that
thermal noise is the main noise mechanism limiting system performance
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generated by excessive filtering [123]. This concept is illustrated in Fig. 5.1,
which shows the general trend of BER as a function of the Rx filter bandwidth
for a fixed input power to the receiver and fixed bit rate of 10Gb/s. The eye
diagrams and histograms at the sampling instant (red dashed line) relative to the
3-, 6-, and 15GHz cases are also shown in the insets.
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Figure 5.1: BER trend as a function of the receiver filter bandwidth for a fixed power
input to the receiver. The insets show the relative eye diagrams and histograms (B2B).
ISI vs noise:
If the receiver bandwidth is too wide, the receiver preserves the signal waveform
without distortions, but at the same time it is affected by a considerable amount
of noise, which induces bit errors and hence translates into low receiver sensitivity
(e.g. 15GHz case, right-side inset). On the other, if the receiver bandwidth is
too narrow, the noise is reduced and thus the sensitivity is improved, but extra
penalty is introduced due to intersymbol interference (ISI). ISI also reduces the
sensitivity because the output signal swing is reduced for certain bit sequences
(for example, the signal swing for a ‘01010101...’ sequence will be lower than
that for a ‘00110011...’ sequence), and hence the eye at the receiver output
closes. In order to make this effect more evident the histograms of Fig. 5.1 (one
per meta-symbol) are created using a BER estimator with 1pre-bit and 1post-bit
(see Section 2.3). In other words, the meta-symbols taken in account are 23 (i.e.
000, 001, 010, 011, 100, 101, 110, 111) and each one of them is represented by
a different noise distribution. This is very clear from the histograms relative to
the 3GHz case (left-side inset). Note that the BER estimator is used here only
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to generate the histograms for a qualitative analysis, but all the BER results
presented in this thesis are obtained using counting techniques.
It is possible to conclude from this line of reasoning that there must be an op-
timum receiver bandwidth for which the sensitivity is best. As a rule of thumb for
NRZ receivers, it is often assumed that the optimum bandwidth is approximately
a value close to three quarters of the bitrate (e.g. a number between 0.7 and
0.75 times the bitrate). However, in reality, the optimum bandwidth depends on
the roll-off rate and phase response (group delay) of the receiver. In fact, it can
be shown that the faster the roll-off rate, the lower the bandwidth required, and
the greater the achieved sensitivity due to the narrower bandwidth over which
broadband noise is amplified [124]. In other words, different receiver designs will
have different sensitivities.
B2B (non-optimal Rx bandwidth only):
To better study this behaviour for the applications of interest, the performance
is measured in terms of power penalty required to achieve a BER of 1.1 × 10−3
as a function of the Rx bandwidth, using as reference the 7.5GHz Rx filter case.
The results (with respect to the 7.5GHz case) are presented in Fig. 5.2.
The curves are shown for the B2B case (solid symbols) and for a target trans-
mission length of 120km (open symbols), with and without an 8-tap FFE + 2-tap
DFE LMS-equaliser (dashed lines and solid lines respectively). Note that the Tx
filter bandwidth is fixed to 12GHz while the Rx filter bandwidth is swept. From
Fig. 5.2 it is possible to see that in the B2B case without equalisation the op-
timum filter bandwidth is around 4.5- to 6GHz, proving that the assumption of
optimum filter bandwidth for a cut-off frequency corresponding to three quarters
of the bitrate is not necessary accurate and cannot be generalised.
This curve suggests that for cut-off frequencies in the range from 10GHz (hence
equal to the bit rate) down to 4.5GHz, the benefits introduced by filtering the
thermal noise are greater than the ISI penalty associated with the filtering itself.
However, for filter bandwidths smaller than about 4GHz, the power penalty in-
creases extremely fast up to the point that it is no longer possible to achieve a
BER of 1.1 × 10−3 because of error flooring associated with ISI (the penalty is
greater than 10dB at about 2GHz). This means that, in general, broader than
optimum filtering (>6GHz) is to be preferred to too narrow filtering (<3.5GHz),
since the degrading effect of increasing noise power is less severe than spectrally
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Figure 5.2: Power penalty at FEC threshold (BER=1.1 × 10−3) as a function of the
receiver filter bandwidth in B2B and after 120km of SMF, with and without equalisa-
tion.
truncating the signal [45]. The FFE/DFE (trained for an ideal length of 10000bits
using the LMS algorithm) is able to compensate for the bandwidth reduction due
to low pass filtering down to frequencies of 1.5GHz with less than 2dB penalty
overall, proving that this type of equaliser can be very efficient when compensat-
ing for linear ISI (it can completely correct ISI down to 3GHz with no penalty).
Transmission over 120km of SMF (non-optimal Rx bandwidth + CD):
The curves for the 120km transmission case show the same trend as the B2B
results, except they are shifted by the expected penalty due to chromatic disper-
sion (CD) of about 1.5dB and 4.5dB for the cases with and without equalisation,
respectively (see Fig. 4.13 at 120km). The fact that the two curves corresponding
to the equalised cases (B2B and 120km) show approximately the penalty differ-
ence for the entire range of bandwidths (except for the lowest values), indicates
that the equaliser is able to simultaneously mitigate the ISI introduced by a non-
optimal Rx filter bandwidth and the ISI due to CD with no extra penalty due to
their combination; the effectiveness of the equaliser in compensating CD is not
compromised whatsoever.
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5.1.2 Tx-Bandwidth
The attention is now focused on the transmitter, whose bandwidth is swept from
1.5- to 15GHz while the receiver bandwidth is kept fixed to 7.5GHz. Intuitively,
one should expect a slightly different general trend for the BER curve in compar-
ison to the receiver case presented above. In fact, the way that ISI and thermal
noise affect the performance in this case is conceptually different from the previ-
ous one: while the Tx filter bandwidth is swept, the Rx one is kept fixed, meaning
that the amount of thermal noise is now constant throughout all the cut-off values
considered and, therefore, is independent of the Tx bandwidth. This is illustrated
in Fig. 5.3, where the general trend of the BER is plotted as a function of the Tx
filter bandwidth for a fixed input power to the receiver. The eye diagrams and
histograms at the sampling instant (red dashed line) relative to the 3-, 4.5-, and
15GHz cases are also shown in the insets. As for the previous case, the histograms
are created using a BER estimator with 1pre-bit and 1post-bit in order to better
see the effects of ISI on different meta-symbols.
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Figure 5.3: BER trend as a function of the transmitter filter bandwidth for a fixed
power input to the receiver (the Rx bandwidth is fixed to 7.5GHz). The insets show
the relative eye diagrams and histograms (B2B).
The penalty does not increase for cut-off frequencies greater than the bitrate,
as there is not additional thermal noise to degrade the performance. Moreover,
there is no advantage in reducing the filter bandwidth below the bitrate as this
only increases ISI without reducing noise, as was the case with the Rx filter. To
analyse the impact of this behaviour in the applications of interest, the perfor-
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Figure 5.4: Power penalty at FEC threshold (BER=1.1 × 10−3) as a function of
the transmitter filter bandwidth in B2B and after 120km of SMF, with and without
equalisation.
mance of the system in Fig. 4.1 is measured in terms of power penalty required
to achieve a BER of 1.1× 10−3 as a function of the Tx bandwidth. The relative
results are presented in Fig. 5.4 using the 15GHz Tx filter case as reference. The
curves are shown for the B2B case (solid symbols) and for a target transmission
length of 120km (open symbols), with and without an 8-tap FFE + 2-tap DFE
LMS-equaliser (dashed lines and solid lines respectively). As mentioned above,
note that when the Tx filter bandwidth is swept the Rx filter bandwidth is main-
tained at 7.5GHz. Once again, the main finding of this analysis is that, when an
equaliser is used the shift between the B2B and the transmission curve (120km)
is approximately constant at around 1.5dB for all the modelled filter bandwidths,
except for the lower frequency values where the signal is more tolerant to dis-
persion. This indicates that the equaliser can mitigate the ISI introduced by a
non-optimal Tx filter bandwidth and the ISI due to CD simultaneously, as if they
were acting independently and with no extra penalty due to their combination.
Note also that for low cut-offs the penalty rises much faster than for the Rx
case of Section 5.1.1, indicating that excessive Tx-side filtering should be avoided
whenever possible.
Equalisation for enabling lower data-rate Rxs and Txs:
In summary, from these results it is clear that when using an LMS-equaliser of the
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FFE/DFE type presented in Section 4.3 to compensate for CD it is also possible
to compensate for the ISI due to non-optimal bandwidths of both Tx and Rx
‘at no extra cost’. Or, in other words, when an equaliser is used with the main
objective of mitigating the effect of dispersion and increasing the system reach,
a further important advantage can be obtained, namely the possibility to relax
the specifications of the Tx and Rx photonics (modulator or laser diode, tran-
simpedance amplifier and photodetector). This relaxation can be very significant
up to the point that Tx and Rx designed for 2.5Gb/s systems could be employed
in a 10Gb/s system with minimal penalty. For example, after 120km of fibre,
the penalty measured for both Rx and Tx cases is nearly flat (around 2dB power
penalty) in the range 3- to 15GHz, proving that in principle lower specification,
and hence lower cost, photonics could be used with minimal loss in performance
(this would not be true without an equaliser).
Note, finally, that the results presented in this section are obtained for a
power-limited system and the absolute values of optimum Tx/Rx bandwidths
may not necessarily be the same for OSNR-limited systems (though the principle
of compensating also for the ISI introduced by non-optimal filters still holds).
5.2 Dispersion in OSNR-Limited Systems
In this thesis, under the assumptions discussed in Chapter 2, CD is considered
as the major impairment limiting the transmission distance, and it represents
the main reason for this work’s interest in electronic equalisation. In Sections
4.2-4.4, different equaliser designs have been analysed in detail to determine the
optimum structure that can be used to compensate for such impairment in power-
limited systems, where the thermal noise from the receiver is the dominating
noise mechanism. When optical amplifiers are used in the network, however,
the accumulated ASE noise may become significant and the system performance
could be no longer limited by the signal optical power that reaches the receiver,
but instead by the optical signal-to-noise ratio (OSNR), as explained in Section
2.3. In fact, with the use of optical amplifiers, the level of optical power at the
receiver can usually be high enough that the thermal noise can be neglected in
comparison with signal-ASE beat noise [27].
In order to understand whether a different mechanism of noise can influence
the design and/or the performance of the LMS-equaliser employed to compen-
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sate for CD, the setup of Fig. 4.1 has been re-implemented using the numerical
computing environment VPItransmissionMakerTM: this time, in contrast to all
cases presented so far, the additive white Gaussian noise (AWGN) source before
the receiver is enabled in order to emulate the ASE-noise introduced by optical
amplifiers (the SOA, however, is still assumed ideal at this stage), and the power
input to the receiver is maintained at high enough levels to ensure negligible
penalty from thermal noise.
Optimum number of FFE/DFE taps:
A completely equivalent analysis to the one presented in Section 4.3 is repeated
in order to characterise the equaliser under test in terms of the optimum number
of taps and impairment tolerance (i.e. system penalty reduction, or transmission-
reach extension) when CD is the main impairment in the OSNR-limited system.
The relative results are shown in Fig. 5.5, where the OSNR penalty is measured
as a function of the number of equaliser taps, for a target fiber length of 120km
and using the B2B case without equalisation as reference.
These curves have exactly the same trend as the ones presented in Section
4.3. Note, however, that the OSNR penalty is more prominent compared to the
power penalty, lying in the range from about 3 to 10dB instead of 1 to 5dB as
in the power limited case. The reason for this discrepancy lies in the different
nature of the two noise mechanisms used to limit the performance and in their
different impact on BER (or equivalently on the Q-factor, see Eqs. (2.4.12) and
(2.4.16)) for a given amount of CD. In fact, as anticipated in Section 2.4.1, it is
not entirely correct to compare the two types of penalty using the same scale, and
in principle it would be misleading to state that a given LMS-equaliser structure
in an OSNR limited system has poorer performance than the same structure in
a power limited case, since it can still guarantee the same impairment tolerance
(this is demonstrated in the remaining part of this section).
Therefore, despite the fact that the two mechanisms of noise result in different
system penalties, all the conclusions drawn from the analysis presented in Section
4.3 are still valid. As a matter of fact, the 8-tap FFE + 2-tap DFE can be consid-
ered once again the optimum trade-off between performance and implementation
complexity (increasing the number of taps beyond these values does not lead to
any observable performance improvement whatsoever). Due to the substantial
similarities with the power limited case, Fig. 5.5 is not discussed further and the
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Figure 5.5: OSNR penalty at FEC threshold (BER=1.1×10−3) as a function of the
number of FFE/DFE taps after 120km of SMF.
reader is referred instead to Section 4.3 for a more comprehensive description of
the observed behaviour.
FFE/DFE performance against CD (OSNR-limited system):
Comparing the trends of the curves in Fig. 4.13 and Fig. 5.5, it is clear that the
optimum number of taps is determined solely by the amount of ISI introduced
by CD and is not dependent at all on the noise mechanism limiting the system.
Hence, for these tap numbers, the LMS-equaliser performs identically for both
noise mechanisms considered here. This is confirmed by the curves shown in Fig.
5.6, where the performance of the 8-tap FFE + 2-tap DFE is measured as a func-
tion of the transmission distance and compared with the case of an 8-tap FFE
(both trained for an ideal length of 10000bits using the LMS algorithm). The
curve corresponding to the case without equalisation, whose B2B point is used
as reference for the OSNR penalty calculation, is also shown for clarity.
The 8-tap FFE + 2-tap DFE can still provide the same improvement seen
in the power limited case for a given target reach: for instance, a transmission
distance of about 120km can be achieved at the same OSNR penalty necessary
for an unequalised system to achieve just 72km (i.e. 3dB). This corresponds to
a length increase of about 1.6 times, which is the same as the result obtained for
power limited systems with the same reach in Section 4.3 (see Fig. 4.13). This
confirms that the proposed 8-tap FFE + 2-tap DFE structure performs equally
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well for both noise mechanisms. Similar conclusions can be drawn for the 8-tap
FFE structure which, at an OSNR penalty of 3dB, can increase the transmission
distance by a factor of about 1.5 (from 72km to 108km) as seen in Section 4.3
(Fig. 4.13, 8-tap FFE case). Note, however, that the FFE becomes suboptimal
for reaches greater than 80/100km, if compared with an FFE/DFE structure, as
also found in Section 4.3.
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Figure 5.6: OSNR penalty at FEC threshold (BER=1.1×10−3) as a function of the
transmission length for different equaliser structures.
5.2.1 Impact of Noise on EDC Design
All the analyses presented so far are based on the assumption that the slicer in
the feedback loop is an ideal decision device with an optimised threshold that
guarantees the minimum achievable BER. In reality, however, this might be not
the case: in order to meet the aforesaid condition, an automatic threshold con-
trol algorithm should be designed to track the incoming signal profile and auto-
matically adjust the threshold accordingly based on the signal distribution [95].
In the burst-mode applications studied in this thesis, consecutive bursts could
have significantly different noise statistics, and hence different optimum slicing
thresholds. For instance, it is well known that thermal noise is well described by
Gaussian statistics [20, 96], whereas ASE noise, which can be still be modelled
as AWGN in the optical field, becomes non-Gaussian and signal-dependent after
square-law detection and is often better described by a non-central chi-squared
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(χ2) probability density function [95, 125, 126]. Hence, even in continuous-mode
applications, the optimum DFE slicing-threshold value for an equaliser used in
a power limited system could be sub-optimal if the same equaliser is used in
an OSNR limited one, or vice versa. Therefore, even if consecutive packets are
degraded by similar level of impairments, it cannot be assumed that the same
FFE/DFE structure with non-optimal fixed threshold can perform equally well
in systems limited by different noise mechanisms.
Qualitative analysis through eye diagrams and histograms:
In this section, in order to make a more complete analysis of the optimum
FFE/DFE design for systems where chromatic dispersion is the dominant impair-
ment, a detailed investigation on the impact of non-ideal DFE slicing-threshold
values on the equaliser performance is carried out. Figure 5.7 shows the eye
diagrams (with relative ‘0’ and ‘1’ level histograms at the optimum sampling
instant) after square-law detection using a photodiode in the case of a power
limited system (a, b, c) and an OSNR limited system (d, e, f), for transmission
distances of 0-, 80-, and 120km (a&d, b&e, c&f respectively). Figure 5.8 shows
the corresponding eye diagrams after an 8-tap FFE + 2-tap DFE with DFE
slicing-threshold set to the midpoint between ‘0’ and ‘1’ levels (note that the eyes
after equalisation are ‘reconstructed’ from a signal characterised by one sample
per bit and therefore they are only accurate at the sampling instant where the
histograms are also measured). For clarity, all signals are ac-coupled and their
peak voltage levels are all normalised to ±1V, with the expected mean at 50% of
the eye amplitude (i.e. 0V, represented by the red dashed-lines in both Figs. 5.7
and 5.8). Furthermore, note that all eye diagrams and histograms are measured
at similar BER levels (even after equalisation) in order to facilitate the visual
comparison between all the cases taken into account and to simplify this qualita-
tive analysis.
Looking at the B2B case without equalisation in Fig. 5.7a&d it is clear that
power-limited and OSNR-limited systems exhibit very different ‘0’ and ‘1’ distri-
butions: the power-limited case is characterised by symmetric probability density
functions (PDF) of ‘0’ and ‘1’ bits centred with respect to the 0V midpoint, while
the OSNR-limited case is characterised by a broader ‘1’ PDF and much narrower
‘0’ PDF non-centred around the midpoint. The reason for this difference can be
explained as follows. In a power-limited system, thermal noise is added to the
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Figure 5.7: Eye diagrams and relative 0-1 level histograms for transmission lengths of
0-, 80-, 120km (a&d, b&e, and c&f respectively) for power limited systems (a, b, c)
and OSNR limited ones (d, e, f) without equalisation.
electrical signal after detection and is independent from the signal levels (hence
the noisy signal looks symmetric). On the other hand, in OSNR-limited systems
the ASE noise is added in the optical domain and, as a result, after square-
law detection the noisy signal contains a signal dependent non-symmetric term
having a variance that depends on the signal levels, and a nonzero-mean non-
central χ2 term [95]. This suggests that, in contrast to a power-limited case,
the optimum DFE slicing-threshold for an OSNR-limited system in B2B is not
necessarily around 50%, and better performance would be achieved by reducing
the slicer level down to 35-40% (measured from simulations and confirmed by
the histograms of Figs. 5.7d and 5.8j). When the signal is transmitted through
80km and 120km of SMF with no equalisation (Fig. 5.7b&e,c&f), because of ISI
due to CD, the energy associated with some of the ‘1’ symbols is transferred to
adjacent ‘0’ symbols and this inevitably affects both PDFs which start to ‘split’
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Figure 5.8: Eye diagrams and relative 0-1 level histograms for transmission lengths of
0-, 80-, 120km (g&j, h&k, and i&l respectively) for power limited systems (g, h, i) and
OSNR limited ones (j, k, l) with a 8-tap FFE + 2-tap DFE equaliser.
into multiple PDFs associated with the different meta-symbols1. As a result, the
mean values of the ‘0’ and ’1’ levels start shifting towards the midpoint causing
eye closure: since this shift is more pronounced for the ‘0’ family, the optimum
slicing-threshold without equalisation also changes with respect to the value seen
in B2B and drifts above the midpoint for both the mechanisms of noise.
Fig. 5.8h&k,i&l then shows how this drift affects the optimum slicing-threshold
when an equaliser is employed: the equaliser tries to mitigate the effects of ISI
shifting back the ‘0’ and ‘1’ mean levels to the original values seen in B2B (Fig.
5.8g&j), which would result in an optimum DFE slicing-threshold around 50%
for the power-limited case and 35-40% for the OSNR-limited one. However, since
the equaliser cannot completely compensate for the ISI due to CD, the optimum
DFE slicing-threshold after transmission through the fibre stays approximately
1An isolated ‘1’ between two ‘0s’, i.e. ‘010’, behaves differently than a ‘1’ between two ‘1s’,
i.e. ‘111’.
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at 50% (slightly above) for the power-limited case, while it drifts to about 40-45%
for the OSNR-limited case.
This means that the 8-tap FFE + 2-tap DFE with threshold set to 50% used
in all previous analyses can provide near optimal performance for transmission
over up to 120km of SMF in a power-limited system, but can be only sub-optimal
for the same case in an OSNR-limited system.
Numerical analysis:
In order to confirm the inferences made from the previous qualitative analysis
and quantify the penalty associated with a non-optimal DFE slicing-threshold,
the performance of the 8-tap FFE + 2-tap DFE architecture (trained for an ideal
length of 10000bits using the LMS algorithm) is evaluated through numerical
simulations for both a power-limited and an OSNR limited system. In particular,
the BER is measured at the output of the DFE slicer comparing the logical signal
after hard-decision (dˆ(k) in Fig. 4.14(b)) with the original transmitted sequence.
Firstly, Fig. 5.9 illustrates the power-limited case whose results are obtained
using the setup of Fig. 4.1 (with the AWGN generator switched off and with
an ideal SOA): the curves show the power penalty required to achieve a BER of
1.1× 10−3 as a function of the DFE slicing-threshold level for the B2B case and
for transmission over 120km of SMF (using as reference the B2B case without
equalisation). Both curves confirm the intuitive results obtained from the eye dia-
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Figure 5.9: Power penalty at FEC threshold (BER=1.1 × 10−3) as a function of the
DFE slicing-threshold level for a 8-tap FFE + 2-tap DFE in B2B and after 120km of
SMF for a power-limited system.
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grams and histograms analysis, showing that the optimum DFE slicing-threshold
in a power-limited system stays around 50% for all the transmission distances of
interest.
Secondly, the same experiment is then repeated using the setup of Fig. 4.1
with the AWGN generator enabled (the SOA is still modelled as ideal, i.e, gain
saturation and noise are not taken into account) in order to emulate an OSNR-
limited system. The corresponding curves are shown in Fig. 5.10. Once again, the
curves confirm the trend expected from the qualitative analysis of eye diagrams
and relative histograms, showing that for an OSNR-limited system the optimum
DFE slicing-threshold can vary as a function of the amount of CD that the signal
has experienced from about 40% in B2B, up to about 45% for transmission over
120km of SMF.
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Figure 5.10: OSNR penalty at FEC threshold (BER=1.1× 10−3) as a function of the
DFE slicing-threshold level for a 8-tap FFE + 2-tap DFE in B2B and after 120km of
SMF for an OSNR-limited system.
From the results presented in Figs. 5.9 and 5.10 it is clear that in order to
achieve the ultimate system performance the equaliser should employ an auto-
matic threshold control algorithm that tracks the signal profile and adjust the
DFE slicing-threshold accordingly. However, this solution would result in addi-
tional hardware complexity and thus costs: nevertheless, a reasonable trade-off
can be achieved by fixing the DFE slicing-threshold to a mid-value between the
50% optimum level of power-limited systems and the 40% level of OSNR-limited
systems at low transmission distances. Fixing the DFE slicing-threshold to about
45%, for example, would avoid the issues associated with the design and imple-
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mentation of extra components, ensuring at the same time a minimal loss in
performance of less than 0.3dB for power-limited systems (both in B2B or after
transmission), and of less than 0.6dB for OSNR-limited systems in B2B. Note also
that since the system is in general designed to guarantee a certain margin even
in the worst-case scenario (after transmission), the already small B2B penalty
of 0.6dB does not represent a practical issue as this penalty will be significantly
smaller than the system margin at such distances.
In other words, for the systems taken into account in this thesis where CD is
the dominant impairment, a careful optimisation of the DFE slicing-threshold to
a fixed 45% level can considerably simplify the equaliser design at the expense of
only a negligible increase in penalty.
5.3 Patterning from SOAs
In Sections 3.2 and 3.4 the possibility of increasing the conventional PON op-
tical budget using mid-span reach-extenders that employ semiconductor optical
amplifiers (SOAs) is discussed. The use of SOAs as preamplifiers at the receiver
end of the system is also very attractive since the SOA can boost the signal to
a high level such that the receiver performance is no longer limited by thermal
noise, thereby increasing the receiver sensitivity. In principle, the SOA can be
monolithically integrated with the photodiode to enable compact receivers to be
realised [20]. One of the drawbacks of using SOAs in these configurations, how-
ever, is represented by the so-called patterning effect. This phenomenon, which
is discussed in detail in Section 3.4, is a form of self-gain modulation (SGM) that
depends on the data pattern of the high power intensity modulated signal that
the SOA is amplifying. Indeed, patterning occurs when the input signals at a bit
rate comparable to the gain recovery time are sufficiently strong to saturate the
SOA, leading to carrier depletion in the gain medium and consequent reduction
of the optical gain. The signal-dependent gain of the saturated SOA leads to
distortions at the bit level, which results in a signal-dependent extinction ratio
degradation and intersymbol interference (ISI).
An obvious solution in order to avoid patterning is to limit the optical power
of the input signal to the SOA to levels below the input saturation power1 P sin.
1P sin is defined as the input power for which the gain is reduced by half from its unsaturated
value, not to be confused with the output saturation power.
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However, in the burst-mode applications discussed in this thesis this is not al-
ways possible, particularly if the dynamic-range between packets is high. Since
the minimum input power of a soft-packet (SP) to the SOA is dictated by the
minimum required OSNR for a given network architecture, it is rather challeng-
ing to ensure that a loud-packet (LP), whose power can be e.g. 20dB higher
than the SP, meets the aforesaid condition. For instance, in [127] it is shown
that, due to the differential access loss, the input power to the reach-extender of
a 10GEPON class PR20 can range from -25dBm (SP) up to -6dBm (LP). Note
that the latter value of input power corresponding to LPs is significantly greater
than the typical P sin of medium to high gain SOAs. For example, the value for
P sin in the simulations presented in this section is of approximately -12dBm.
Patterning mitigation using electronic equalisation:
It is clear that not all SOAs can operate in their linear regime for such a wide
range of input powers, and very likely the LPs will cause the SOA to saturate.
While this could be convenient in terms of dynamic-range compression (the out-
put dynamic-range will be smaller than the input dynamic-range, see [127]) and
could relax the burst-mode receiver specifications, it is definitely undesirable be-
cause of the loss in performance due to patterning-induced distortions. The main
objective of this section is to understand whether an equaliser of the FFE/DFE
type discussed earlier can be used also to mitigate patterning (along with chro-
matic dispersion). In order to do that, the setup in Fig. 4.1 has been imple-
mented using the numerical computing environment VPItransmissionMakerTM:
in this case, however, the SOA is no longer assumed ideal and it is modelled in
Matlabr (in co-simulation) to emulate a commercially available device (SOA-S-
OEC-1550) manufactured by CIP Technologies (now Huawei). A detailed list of
the parameters used in the SOA model calculations can be found in [128].
Figure 5.11 shows the gain curve of such an SOA as a function of its input
power. The eye diagrams relative to input powers of -25, -19, -15, -9, and -5dBm
are also shown in the insets. From Fig. 5.11 it is clear that as soon as the in-
put power to the SOA exceeds P sin (∼ -12dBm), the eyes are heavily impaired
by patterning. In order to quantify to what extent it can be corrected using an
8-tap FFE + 2-tap DFE, the performance is measured in terms of OSNR penalty
required to achieve a BER of 1.1 × 10−3 as a function of the input power to
the SOA. The corresponding results are shown in Fig. 5.12 for the B2B case
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Figure 5.11: Gain as a function of the input power of a modelled SOA and relative
eye diagrams showing the patterning effect due to saturation.
(solid symbols) and for transmission over 120km of SMF (open symbols), with
and without equalisation (dashed and solid lines respectively). The equaliser is
trained for an ideal length of 10000bits using the LMS algorithm.
B2B (patterning only):
From the B2B curve without equalisation one can see that as soon as the input
power to the SOA approaches P sin, the OSNR penalty starts rising very quickly, as
expected from the eye diagrams. If the SOA were to be used as a reach-extender
in the 10GEPON system mentioned earlier, this means that it would not be able
to deal with the required dynamic ranges (up to 19dB) without degrading the
packets that have input powers greater than -12dBm. For even greater dynamic
ranges, e.g. 25dB (i.e. input powers from -25dBm to 0dBm), the performance
would be even worse, with nearly 9dB OSNR penalty for the LP (0dBm input
power to the SOA).
The curve corresponding to the B2B case with an 8-tap FFE + 2-tap DFE
shows that the type of equalisers taken into account can mitigate for the patterning-
induced distortions, but cannot completely correct for it. In fact, the improve-
ment in performance is not outstanding, but is still significant. For example, for
an OSNR penalty of 3dB and assuming the minimum SP power of -25dBm, an
unequalised system can deal with a maximum DR of about 16dB, while with the
FFE/DFE it can be extended up to 21dB, resulting in 5dB improvement. Note
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Figure 5.12: OSNR penalty at FEC threshold (BER=1.1×10−3) as a function of the
input power to the SOA in B2B and after transmission over 120km of SMF, without
equalisation and with an 8-tap FFE + 2-tap DFE.
that the SOA also introduces some other advantages such as DR compression at
the SOA output, but this aspect is not discussed further in this context. For
higher OSNR penalties, the DR improvement is even more appreciable, reaching
8dB for an OSNR penalty of 5dB, for example. Another way of reading these
curves is that for very high input DRs, for instance 25dB (i.e. input powers from
-25dBm to 0dBm), the unequalised system results in nearly 9dB OSNR penalty
for the loud packet, whereas with an FFE/DFE this penalty is reduce down to
less than 4dB.
Transmission over 120km of SMF (patterning + CD):
Figure 5.12 also shows the curves after transmission over 120km of SMF (open
symbols) when the system is unequalised (solid line) and with the 8-tap FFE +
2-tap DFE (dashed line). Without equalisation the performance of the system
is rather poor even for low input powers to the SOA (no-patterning), resulting
in nearly 10dB OSNR penalty due CD, as expected from Fig. 5.6 for such a
transmission distance. For higher input powers, the patterning induced distor-
tions also contribute to the loss in performance, causing the OSNR penalty to
increase even further up to impractical values. This curve shows that even if
the system was designed to account for an OSNR penalty of e.g. 10dB, after
120km of SMF an unequalised system could only deal with less than 10dB DR
at the input of the SOA (assuming once again the minimum SP power equal to
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-25dBm). The performance is visibly improved using an FFE/DFE: when the
SOA operates at low input powers, only about 3dB OSNR penalty due to CD is
measured, as expected from Fig. 5.6. The penalty is maintained below 5dB for
input powers up to -10dBm, which results in a DR of 15dB at the SOA input.
Once again, if the system was designed to account for an OSNR penalty of 10dB
as in the previous case, the input DR to the SOA could be increased up to 25dB
when using equalisation, resulting in an improvement of 15dB in comparison to
the unequalised system (plus the advantages of a greater DR compression).
Another interesting aspect that can be seen from Fig. 5.12 is that the shift
between the two curves corresponding to the equalised case in B2B and after
120km stay approximately constant (the curves stay at the same distance from
each other) for all the input powers up to almost -5dBm: this indicates that the
equaliser can still guarantee the same performance with respect to each one of the
two impairments taken into account as if they were acting separately. In other
words, the equaliser’s ability to compensate CD is not affected by the presence
of a second impairment of radically different nature. Thus, the FFE/DFE is able
to simultaneously mitigate the effects of CD and the effects of patterning with
no extra penalty due to their combination for input powers up to -5dBm, which
would cover more than the entire DR expected for a potential reach-extender
used in a 10GEPON class PR20. For higher input powers, however, this is not
guaranteed and an additional loss in performance could be encountered because
of the combination of the two impairment types.
Non-linear nature of patterning:
The reason why the equaliser is not able to entirely correct patterning is due, once
again, to the non-linear nature of the impairment itself (in both the optical and
electrical domain). If the bitrate of the signal is comparable with the timescale of
the gain transient, the gain seen by the ‘1’ bits is dependent on the sequence of
previous bits (for instance an isolated ‘1’ will see higher gain than a ‘1’ preceded
by a long sequence of ‘1s’). Similarly, the gain seen by the ‘0’ bits is also depend-
ing on the previous bits, however the transients are less pronounced than in the ‘1’
bits case since the average ‘0s’ power is much lower than the average ‘1s’ power.
In other words, the effect due to patterning could be conceptually compared to
the one produced by a non-linear high-pass filter which affects mainly the ‘1’ bits
and only partially the ‘0’ bits, resulting in non-symmetric ‘0-1’ distributions.
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Figure 5.13: B2B eye diagrams and relative 0-1 level histograms of the modelled SOA
for an input power of -10dBm: (a) without equalisation, and (b) with an 8-tap FFE +
2-tap DFE.
Figure 5.13 illustrates this concept showing the B2B eye diagrams with relative
‘0’ and ‘1’ level histograms at the optimum sampling instant for an input power
to the SOA equal to -10dBm, when the system is unequalised (a) and when a
8-tap FFE + 2-tap DFE is used (b). To make this qualitative analysis easier,
the eyes/histograms are measured at relatively high OSNR (>20dB) in order
to ensure that the noise does not ‘hide’ the features of the histograms. From
Fig. 5.13(a), as anticipated, it is clear that the patterning induced distortions
are mainly affecting the ‘1’ bits, whose PDF is significantly broader then the ‘0s’
and can be thought of as the sum of all the meta-symbol PDFs of the ‘1’ bit
family. The equaliser, then, tries to increase the eye opening at the sampling
point effectively reducing the spread of all the aforesaid meta-symbol PDFs as
shown in Fig. 5.13(b) (ideally these should all be superimposed as for small
input powers). However, note that in improving this aspect, the equaliser causes
a separation of the ‘0’ bits sub-symbol PDFs that were originally all overlying.
In other words, in order to improve the ‘1’ bits distribution the equaliser
compromises the distribution of the ‘0’ bits. An intuitive explanation for this
behaviour can be obtained by examining the way in which the LMS algorithm
is implemented: in fact, the objective of the algorithm is to minimise the error
used in the update Eqs. (4.4.8) and (4.4.9) on average. Such error, however,
is much higher for the ‘1’ bits than the ‘0’ bits (in the latter case the error
is nearly negligible), but since the algorithm does not distinguish between the
errors associated with ‘1’ bits or ‘0’ bits and only minimises the average value, it
ends-up compromising the error for the ‘0’ bits.
The significant asymmetry between the ‘0’ and ‘1’ distributions due to the non-
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linear nature of patterning is the fundamental reason why this type of distortion
cannot be completely corrected using the equaliser structure considered here.
5.4 Summary
In this chapter it has been shown that the electronic dispersion compensator of
the type 8-tap FFE + 2-tap DFE presented in Chapter 4 can be used to mitigate
for other impairments (of radically different nature) without compromising its
performance in terms of CD tolerance. Particular attention has been focused on
the impact of non-optimal Tx and Rx bandwidths on the system performance:
this can represent a recurring issue in the access applications of interest due to,
for example, to the cost-effective nature of the components themselves that can-
not be optimised on a case-by-case basis. The results confirm that the equaliser
can mitigate simultaneously the ISI introduced by a non-optimal Tx or Rx band-
width and the ISI due to CD as if they were acting independently and with no
extra penalty due to their combination. In other words, if an equaliser is used
with the main objective of mitigating the effects of CD, this could be also used
advantageously in order to relax significantly the specifications of Tx and Rx (i.e.
modulator, laser diode, photodetector, and transimpedance amplifier), up to the
point that devices designed for 2.5Gb/s systems could be employed with minimal
penalty.
A similar analysis to the one presented in Chapter 4 has been carried out
in order to understand whether a different mechanism of noise can influence the
design of the aforesaid FFE/DFE structure when it used to mitigate the ISI due
to CD in OSNR-limited systems (instead of a power-limited system as in for the
previous case). As expected, it is confirmed that the optimum number of taps is
only dictated by the amount of ISI introduced by CD and is not dependent at all
on the mechanism of noise limiting the system: in fact, under this condition the
equaliser can still provide the same gain (∼1.6) in terms of reach extension, as for
the power limited case. Nevertheless, it is shown that the two mechanisms of noise
taken into account can impact on the design of the equaliser in terms of optimum
DFE slicing-threshold. Through numerical simulations it is demonstrated that
the optimum slicing-threshold value for power-limited systems lies around 50%,
whereas for OSNR-limited systems it varies from 40% up to 50% depending on the
target transmission distance. It is shown that fixing the threshold to about 45%
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can guarantee near optimum performance with only negligible loss for all practical
cases of interest. This would also avoid the use of an automatic threshold control
algorithm, otherwise necessary in order to track the incoming signal profile and
automatically adjust the threshold accordingly based on the signal distribution.
Finally, the results indicate that the same 8-tap FFE + 2-tap DFE used to
compensate for CD can also be employed to reduce the effects of patterning in-
troduced by an SOA-based reach extender operating with high input dynamic
ranges. The influence of this further impairment does not result in any loss in
FFE/DFE performance with respect to CD compensation. In fact, it is shown
that the equaliser is able to simultaneously mitigate the effects of CD and the
effects of patterning with no extra penalty due to their combination for a range of
input powers that would cover more than the entire dynamic range expected by a
10GEPON system, class PR20. However, despite offering a substantial improve-
ment in performance, the FFE/DFE is not able to entirely correct patterning due
to the non-linear nature of the impairment.
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Chapter 6
Demonstration of 10Gb/s
Burst-Mode Equalisation
As evident from recent updates to the ITU-T GPON and XGPON standards,
which now support a 40km differential reach rather than the conventional 20km
[14], there is a great interest in supporting larger differential reaches in access
networks. This means that the use of dispersion compensating fibre (DCF, often
placed at the head-end of the PON [9, 10]) is then no longer a viable solution for
mitigating the effects of CD as successive bursts may have undergone different
amounts of dispersion. Electronic dispersion compensation (EDC) can provide a
superior solution: EDC has no insertion loss, negligible physical volume (a small
chip, which would replace the BM-CDR in today’s OLTs), negligible additional
power consumption1, and reduced CAPEX and inventory costs. BM-EDC can
also be used to correct distortion introduced by the ONU transmitter and to
mitigate the effect of patterning, as demonstrated in Chapter 4 and in [106].
Therefore, if EDC can be made adaptive from one burst to the next, high differ-
ential reach can be supported [79, 106]. To realise BM-EDC, several challenges
need to be overcome. Firstly when combined with a direct detection receiver
optical phase and polarisation information is lost, which limits the dispersion
tolerance compared to a DCF solution. However, in Chapter 4 it is demon-
strated through simulations that the dispersion tolerance for the required reach
(∼100km) is achievable at 10Gb/s using direct detection. Secondly, BM-EDC
requires a training sequence embedded in the preamble of each burst [79]. The
1Expected to be no more than 1.5W, compared to the overall 10W per port on a typical
OLT line-card [129].
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number of training symbols then needs to be small in order not to reduce traf-
fic efficiency. Finally, BM-EDC requires a linear burst-mode receiver (LBMRx),
unlike today’s amplitude limiting burst-mode receivers. Our group at Tyndall
National Institute has demonstrated the first such LBMRx [18]. All the aforesaid
challenges are discussed in more detail in the remainder of this chapter.
Section 6.1 presents the 10Gb/s burst-mode receiver (BMRx) designed at
Tyndall to have high linearity (less than 5% total harmonic distortion at 250MHz)
over more than 20dB (optical input power) dynamic range. The processes followed
in order to assemble and package the prototype device are also illustrated.
Section 6.2 proves through transmission experiments and oﬄine processing
that EDC in 10Gb/s burst-mode links must be adapted burst-to-burst, even
for bursts with the same impairment. In this analysis the average powers of
consecutive bursts is kept identical to ensure that any loss in performance at the
receiver arises purely from signal impairment rather than burst-mode penalties
related to different burst powers.
Finally, Section 6.3 demonstrates the feasibility of 10Gb/s burst-mode trans-
mission of high dynamic range packets (15dB) over >100km of fibre using a
LBMRx and a BM-EDC emulated using off-line processing. It is shown that tap
adaptation can be achieved within timescales that are compatible with the packet
structure in current standards [118, 119] even using the simple LMS algorithm,
allowing short preambles and thus opening the possibility of low overheads.
6.1 Burst-Mode Receiver (BMRx) Subsystem
Optical receivers (Rxs) can be classified into continuous-mode or burst-mode
receivers (BMRxs). Continuous-mode Rxs are used when the input consists of
bits whose amplitude varies slowly (e.g. due to temperature drift or ageing of
the laser diode) with a time constant many orders of magnitude larger than
the bit period. Automatic gain control (AGC) and dc-offset control loops have
time constants in the microsecond to millisecond range. BMRxs are required
when the input consists of bursts separated by a guard time of a few tens of
nanoseconds, as discussed in Section 3.2 and shown in Fig. 6.1. For optical
access, the optical power of successive bursts may vary by over 20dB (×100)
[15, 16]. A BMRx thus has to adjust its gain and dc-offsets during a preamble (a
few tens of nanoseconds) at the start of each burst. Continuous-mode Rxs and
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BMRxs can be further classified as limiting or linear Rxs. A limiting Rx makes a
hard decision whether its input represents a 0 or a 1 through comparison against
a threshold, and its output takes on two levels representing a 0 or a 1. A linear
Rx linearly amplifies its input such that the average or peak amplitude equals
a reference. These are needed for electronic dispersion compensation (EDC)
which requires preservation of the signal shape or to support advanced modulation
formats such as multilevel pulse amplitude modulation and orthogonal frequency
division multiplexing (OFDM) techniques. Today, continuous-mode limiting and
linear Rxs with bandwidths up to at least 40Gb/s are widely available, however
commercial BMRxs are only available in limiting form with speeds up to 10Gb/s
[130, 131, 132]. Other techniques such as edge detecting [133] also are highly
non-linear and not suitable for use with EDC.
 
Soft burst Loud burst 
Guard time 
between bursts 
Preamble Preamble Data Data 
Burst-to-burst 
dynamic-range 
Figure 6.1: Optical signal at the input of a BMRx.
In 2011-2012, our group developed and reported for the first time upon an inte-
grated circuit implementation of a linear BMRx (LBMRx) with fast gain adapta-
tion [18, 134, 135, 136]. Such a LBMRx can be used in long-reach passive optical
networks (LR-PONs) where dispersion compensation is needed due to the long
reach and high bitrates [10]. The LMBRx must be highly linear, as characterised
for example using the concept of total harmonic distortion (THD) for optical
receivers, which must be sufficiently low across the entire input dynamic range.
It is also important that the burst-to-burst amplitude variation at the output of
the LBMRx is kept as small as possible, to enable interfacing with subsequent
EDC, clock and data recovery chips or A/D converters. This requires the ability
to adjust the LBMRx gain over a continuous range of values across the input
dynamic range according to the strength of the incoming burst, unlike switch-
ing between a few discrete gain settings as for example in [130, 131, 132]. The
objective of this section is to briefly illustrate the LBMRx top-level architecture,
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describe the main steps in the realisation of the LBMRx subsystem, and present
characterisation results obtained from device prototypes.
6.1.1 LBMRx Architecture
Figure 6.2 shows a block diagram of the LBMRx. In essence, its operation can be
described as follows: using a measurement of the peak amplitude of the incoming
burst, the gain is quickly adjusted such that the bursts at the output of the
LBMRx all have the same amplitude. However, this is challenging to achieve
with conventional receiver designs since the high-speed low-noise transimpedance
amplifier (TIA) saturates for strong input signals. Hence, fast measurement of
the peak amplitude of strong bursts is not possible. Here this is solved by adding
a second measurement path as explained hereafter. The anode of a 10GHz PIN
photodiode is connected to a high-speed (3dB bandwidth: 8.5GHz) TIA A1 whose
gain can be continuously adjusted from 50Ω to 1.8kΩ (Fig. 6.2). The cathode
of the photodiode is connected to a second, low-speed (3dB bandwidth: 75MHz)
TIA A2, which has a linear gain of 500Ω over the entire input dynamic-range
(-25dBm to 0dBm, corresponding to a peak input current ranging from 5.2µA
to 1.6mA at 10dB extinction ratio and a photodiode responsivity of 0.9A/W),
hence its averaged output swing is proportional to the optical input power. By
separating the high-speed signal path and the amplitude measurement block in
this way, it is possible to individually optimise of the functions of each path.
Specifically, the high-speed TIA is optimised for low-noise operation and high
gain, whereas the amplitude measurement block is designed to remain linear
 
Figure 6.2: Top-level architecture of the LBMRx.
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across the entire input dynamic-range.
Next, the peak detector PKD1 measures the amplitude of each burst. This
peak amplitude is provided to the gain adaptation block AGC1 which quickly
(within 25ns) adjusts the gain of A1 such that its output swing equals a given
reference. The gain adaptation block AGC1 also provides half the peak current to
a replica A1’ of the transimpedance amplifier A1, thus creating a reference for the
subsequent single-ended to differential conversion using amplifier A3 (gain: 6dB).
Additional gain is provided by post-amplifiers A4, whose gain can be continuously
adjusted from 4dB to 21dB. Using measurements of the amplitude of the burst
with the peak detecting block PKD2, the gain of the post-amplifiers A4 is quickly
(within 25ns) adjusted such that its output swing equals a given reference. Each
incoming burst undergo an overall gain which is given by the combination of the
TIA A1 and the post-amplifiers A4 gains, and the corresponding output amplitude
swing is guaranteed to exceed the sensitivity of a potential EDC chip that follows
the LBMRx. In fact, with input sensitivities of commercially available EDC chips
as low as 20mV, even for a minimal input power of -25dBm the output swing of
the LBMRx is sufficiently large1. The LBMRx is designed to have minimum
total harmonic distortion (THD) across the input dynamic range of -25dBm to
0dBm. For the chip presented in [18], a THD smaller than 5% is observed both
from simulations and experimental results: this complies with industry-agreed
specifications for linear optical receivers and measured results of continuous-mode
linear optical receivers [137, 138].
Between consecutive bursts, an external reset pulse (width: 10ns) is required
to reset the peak detectors thus preparing the LBMRx for a new burst. The
unavoidable dc-offsets stemming from mismatch between transistors and resistors
are eliminated in a calibration step when the LBMRx is first put into use with
the ‘DC-offset compensation’ block.
6.1.2 LBMRx Assembly and Packaging
IC assembly is the first processing step after wafer fabrication and dicing that
enables ICs to be packaged for systems use. This process was performed in
collaboration with the Photonics Packaging Group at Tyndall and consists of
1Further details on the gain ranges and outputs swing targets for the LBMRx can be found
in [18].
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electrically connecting I/O bond pads on the IC to the corresponding bond pads
on the package. Figure 6.3 illustrates the main steps of such an assembly pro-
cess. Firstly, the die (2.1 × 2.1mm2, see Fig. 6.3(a)) is flip-chipped onto an AlN
ceramic substrate (Fig. 6.3(b)) with tracks and coplanar waveguides (CPWs) for
DC and RF electrical connections respectively. The AlN ceramic provides very
high thermal conductivity and has very low RF losses. The chip is flipped over
so that its top side faces down, and aligned so that its pads align with matching
tracks/CPWs. Coining of the stud bumps (Fig. 6.3(a) top-inset) is performed
to provide a plane surface across all the bumps. The imprints produced on the
tracks/CPWs by this process are then used to verify the alignment (Fig. 6.3(b)
left-inset). Once this is completed, the die is flip-chip bonded onto the ceramic
substrate using thermo-compression bonding which involves the simultaneous ap-
plication of high force and heat (up to 320 oC) to create an Au-Au diffusion bond,
which avoids the need to use solder. This provides good mechanical strength as
well as high electrical conductance.
 
 
 
 
 
(a)                                                 (b)                         (c)                                (d)                
Figure 6.3: LBMRx assembly process: die micrograph (a), AlN ceramic substrate (b),
flip-chipped die onto substrate with wire bonded photodiode and decoupling capacitors
(c), and LBMRx assembly on probe-setup (d).
A 10Gb/s InGaAs/InP PIN photodiode along with four decoupling capacitors
(1nF, one for each supply line) are attached to the substrate using silver epoxy.
The photodiode and decoupling capacitors are then wire bonded to respective
track lines using 18µm diameter gold wire (Fig. 6.3(c) insets). The connections
between the substrate and the chip are tested simply by measuring the resistance
between each pin and ground. This is done by probing the DC tracks of the sub-
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assembly with multi-contact wedge probes and the two RF outputs using high
performance microwave probes as shown in Fig. 6.3(d). The two RF outputs of
the LBMRx are ac-coupled using 560pF capacitors.
Unpackaged LBMRx characterisation:
Once all the connection tests are passed successfully, the LBMRx is optically
tested and its performance is determined by measuring the bit-error-rate (BER)
at the RF-outputs when the input consists of 10Gb/s loud and soft bursts with
up to ∼23dB dynamic-range. The setup used to generate packets with differ-
ent power levels is shown in Fig. 6.4. The outputs of two 1550nm wavelength,
DFB lasers are non-return to zero (NRZ) modulated with 10Gb/s data using
electro-absorption modulators (EAMs). The EAM bias voltages are both set
in order to maximise the extinction-ratio in back-to-back (B2B) conditions: the
extinction-ratio on the soft channel is ∼10dB, whereas on the loud channel it is
∼7.5dB. Next, the stream of alternating loud and soft bursts is generated using
variable optical attenuators (VOAs) and two semiconductor optical amplifiers
(SOAs), whose bias currents are switched on or off in alternating fashion forc-
ing the SOAs to operate either as boosters or shutters (see Fig. 6.4, top inset).
Each packet is 3.27µs long and consists of a 150ns preamble (60 ‘1s’, 60 ‘0s’, five
times 16 ‘1s’ and 16 ‘0s’ for gain settling, the remaining part consists of pseudo
random bit sequence (PRBS) data for settling of the transient across the cou-
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Figure 6.4: Experimental setup used to characterise the LBMRx. (ONU: optical
network unit, DFB: distributed feedback laser, EAM: electroabsorption modulator,
SOA: semiconductor optical amplifier, VOA: variable optical attenuator, LBMRx: lin-
ear burst-mode receiver, BERT: bit error rate tester).
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pling capacitors) followed by a payload consisting of 27− 1 PRBS data on which
BER is measured. Note that this overall settling time of 150ns is necessary to
accommodate the transient from the ac-coupling capacitors when the LBMRx is
operated with the largest dynamic-range (approximately 23dB), but it has been
shown [18] that in general a much lower settling time of order 50ns is required
when the dynamic-range is set to more practical and realistic values of around
15dB. The packets are separated with 25.6ns guard bands. An optical filter with
a 3dB bandwidth of 0.5nm is then used to remove the out-of-band ASE noise
generated by the two SOAs.
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Figure 6.5: LBMRx assembly (unpackaged) performance: BER as a function of input
power (a), performance comparison between first and second LBMRx version at high
input powers (b), and continuous-mode (dynamic-range (DR): 0dB) versus burst-mode
(dynamic-range: 15dB) envelope comparison (c).
The sensitivity and overload of the LBMRx are evaluated by measuring the BER
on the PRBS portion of the SP and LP bursts respectively, as a function of the
optical power: the corresponding results are shown in Fig. 6.5(a). A sensitivity
lower than -22dBm is measured at a BER of 1.1 × 10−3 when the LBMRx is
operated in burst-mode: the BER for powers below -16dBm is measured on the
SP maintaining the LP power fixed to -2dBm (Fig. 6.5(b)), while the single
point on the right is measured on the LP (Pin = −0.5dBm) with a SP power
of -23dBm (the power coupled onto the photodiode is limited to 0dBm due to
setup restrictions). The burst-mode curve measured at low powers presents less
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than 0.5dB power penalty (at FEC threshold) in comparison to the continuous-
mode case (not shown in Fig. 6.5(a) for clarity): this penalty is attributed to the
transient from the ac-coupling capacitors [18].
The insets of Fig. 6.5(a) also show the eye diagrams for various input powers
to the LBMRx. For very low powers, close to the receiver sensitivity, the com-
bination of TIA and post-amplifier gain is not able to guarantee the full output
swing which is achieved for powers greater than -19dBm [18], and the perfor-
mance is limited by thermal noise. For higher powers, open eyes can be observed
up to the point where, for LP powers greater than -2dBm, the BER starts rising
again and the eyes show some features attributed to a reduction of the PIN pho-
todiode bandwidth. Note however that this behaviour, which was reported first
in [18, 135] and is due to a residual drop in the PIN photodiode bias voltage at
these powers, has been considerably reduced in comparison to the first version of
the chip, as shown in Fig. 6.5(b). Note that the LBMRx top-level architecture
is exactly the same for first and second version, but an additional circuit has
been added to the second version in order to reduce the aforesaid drop of the
bias voltage. Finally, Fig. 6.5(c) shows the output envelope comparison when
the LBMRx is operated in continuous-mode (dynamic-range: 0dB) and burst-
mode (dynamic-range: 15dB). It is possible to see that the envelope presents an
undesired distortion at the start and at the end of each packet when running in
burst-mode. This problem, which is due to an insufficient decoupling capacitance
on the assembly combined with the large inductance of the DC probes, has not
been further investigated as it is related to a limitation in the setup rather than
in the actual device.
Packaging and fibre-chip coupling:
Next, the LBMRx sub-assembly is packaged into a customised 14-pin butterfly
(BTF) extended module with GPPO connections (Fig. 6.6(a)). Firstly, a Kovar
heat-sink is attached into the BTF package using silver epoxy and, similarly, the
assembly is attached onto the Kovar heat-sink. The ceramic is placed flush with
the butterfly wall, and aligned with the GPPO connector feedthroughs. Each
track line is then wire bonded to the pins of the BTF package. In this process, a
50×12µm ribbon bond (Fig. 6.6(a), left inset) is used instead of the standard gold
bond-wire used for the photodiode and decoupling capacitors, as it consists of a
rectangular-cross-section with reduced inductance rather than a circular cross-
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section. Due to the absence of a Peltier TEC (thermoelectric cooler) underneath
the assembly, the CPW RF-outputs are found to be not aligned to the GPPO
outputs of the BTF package. To overcome this issue, a connection made of silver
epoxy is built up to the GPPO level (Fig. 6.6(a), right inset). Afterwards, a
metalized lensed fibre with a bevel angle of 45o is used to couple the light into
the high speed photodetector (Fig. 6.6(b)). In order to optimise the coupling
efficiency, an active optical alignment is performed using micro-positioning units
to maximise the average photocurrent for a given optical power. Once the best
alignment is found, the fibre is held in place using a nickel clip which is then
welded to the fibre metal ferrule and to the Kovar heat-sink. To complete the
packaging process, the fibre pigtail along with a strain relief boot is secured to
the cylindrical window of the packaging using epoxy adhesive.
 
  
(a) 
  
(b) 
Figure 6.6: LBMRx packaging process: ribbon bonded package and GPPO connection
to CPWs (a), and fibre alignment and welding (b).
LBMRx subsystem characterisation:
Finally, the packaged LBMRx is mounted on a printed circuit board (PCB) de-
signed to simplify the interface with the rest of the setup and to avoid non-optimal
connections. The PCB design was carried out at Tyndall using Cadence OrCAD
PCB Designer and PCB Editor. The packaged LBMRx is soldered on the PCB
and its RF outputs are connected using semi-rigid cable assemblies (GPPO to
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2.4mm), as shown in Fig. 6.7(a). The LBMRx and the LV 24-33 microcontroller
board used to communicate with it are then mounted together on an aluminium
optical breadboard. A small PCB with a series of different ac-coupling capacitor
values is also added: these capacitors are used to compensate for the residual
dc-offset between consecutive packets, as mentioned above. Figure 6.7(b) shows
the final LBMRx subsystem with microcontroller board.
 
(a)                                                                    (b)  
Microcontroller 
Decoupling 
capacitors 
LBMRx 
Figure 6.7: LBMRx modules: packaged LBMRx mounted on PCB (a), and LBMRx
subsystem with microcontroller board (b).
At this stage all the tests performed before packaging are repeated in order to
verify that the LBMRx is working properly and has not been damaged during
the packaging process. The setup used for this characterisation is the same as
is shown in Fig. 6.4. The BER is measured on the SP maintaining the LP
power fixed to -2.6dBm and compared with the unpackaged LBMRx case: the
relative results (for the worst case polarisation) are reported in Fig. 6.8(a). The
curves show a power penalty at FEC threshold of nearly 2dB for the packaged
device due to a non-ideal alignment/coupling. It is found that the photodiode is
not high enough in comparison to the heat-sink level: the heat-sink is therefore
blocking the fibre and preventing it from being further lowered. In other words,
the fibre is welded at a non-optimum distance from the photodiode, resulting in
a coupling loss of ∼2dB. Nevertheless, this issue can be easily addressed in future
generations of the LBMRx and, due to its deterministic nature, can be accounted
for in system experiments simply by increasing the input power to the receiver
by approximately 2dB. To make sure that the fibre is not damaged or deformed
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Figure 6.8: LBMRx (packaged) performance: BER as a function of input power and
comparison with unpackaged LBMRx (a); BER as a function of input power for different
polarisations (b).
during the packaging process resulting in an extra penalty due to possible bire-
fringence, the BER was also measured as a function of the polarisation by adding
a polarisation controller before the LBMRx. The relative curves are shown in Fig.
6.8(b): the penalty is found to be nearly negligible (around 0.4dB). Finally, the
envelope characterisation is repeated and compared to the unpackaged LBMRx
case. The results are shown in Fig. 6.9 and they indicate that the distortion is
significantly improved, confirming that this issue was related to a limitation in
the probe setup of Fig. 6.3(d) rather than the actual device itself.
 Burst-Mode (unpackaged): 
dynamic-range: 15dB 
Burst-Mode (packaged): 
dynamic-range: 15dB 
(a)                                                                 (b)  
Figure 6.9: LBMRx envelope distortion comparison: unpackaged (a) and packaged (b)
device operating with an input dynamic-range of 15dB (time scale: 1µs/division).
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6.2 EDC Requirements in BM-Systems
In Chapters 4 and 5, a detailed analysis was carried out in order to determine
the optimum electronic equaliser design for next-generation long-reach passive
optical networks (LR-PONs) in terms of taps spacing, minimum number of taps
required, best step-size, etc. This study included a number of simulations that
were completed for power-limited as well as OSNR-limited systems under the
assumption that CD is the dominant impairment. Other impairments such as
non-optimal transmitter/receiver bandwidth or patterning from SOAs were also
simulated, and it was shown that the equaliser is able to simultaneously mitigate
them with no extra penalty due to their combination. These simulations were a
necessary and valuable intermediate step in order to provide insights that might
be harder to obtain from more complicated and less controllable real-world envi-
ronment. However, the simulations results were generated using simplified models
for the system under test, and therefore need to be experimentally validated. For
instance, all the simulation results presented in Chapter 4 were obtained without
including fibre nonlinearities into the model, under the assumption of an ideal
zero-noise monochromatic DFB (linewidth → 0) with infinite side-mode sup-
pression ratio (SMSR), and an ideal zero-chirp lossless modulator. Furthermore,
focusing attention on the equaliser, a derivation of the step-size parameter was ob-
tained in order to guarantee an optimal trade-off between convergence speed and
steady-state error. However, all simulations were run in continuous-mode and
the speed of convergence has never been tested appropriately in a burst-mode
environment.
Therefore, in this section transmission experiments and oﬄine processing are
combined to validate previous findings and to identify the requirements for an
equaliser circuit suitable for use in burst-mode access links. Since the main im-
pairment taken into account in the following lab-experiment is once again CD,
the equaliser will often be referred to as electronic dispersion compensator (EDC)
for the remaining part of this chapter.
6.2.1 Need for BM-EDC: Proof of Concept
In order to prove the need for an EDC capable of adapting on a burst-by-burst
basis (instead of a conventional ‘static’ EDC) and investigate its requirements in
a burst-mode link, two different cases are taken into account. In the first one, the
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only difference between consecutive bursts is a pure phase delay (with respect to
a continuously running bit-rate clock). This corresponds to the scenario where
similar ONUs are located at approximately the same distance from the central
office. Bursts from such ONUs will have undergone practically the same amount
of dispersion, but will arrive at the central office with an unknown bit phase,
as the propagation delay of the fibres will have a large variation compared to
the bit period. In the second case, both bursts have significantly different levels
of impairment, which corresponds to the situation where ONUs are at different
distances from the central office or have different transmission characteristics.
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Figure 6.10: Experimental setup (ONU: optical network unit, DFB: distributed feed-
back laser, EAM: electroabsorption modulator, SOA: semiconductor optical amplifier,
VOA: variable optical attenuator, EDFA: erbium doped fibre amplifier, TDCM: tun-
able dispersion compensation module, RX: receiver. The pattern and eye diagrams in
the insets correspond to the case of bursts with different level of impairments).
The experimental setup is shown in Fig. 6.10 and it is essentially an extension
of the one illustrated in Fig. 6.4 (with minor changes). The outputs of two DFB
lasers operating at 1540nm are modulated with 10Gb/s non-return to zero pattern
(27 − 1 PRBS data) using EAMs, with bias optimised for B2B and 1400ps/nm
dispersion, for bursts 1 and 2 respectively. The bursts (separated by a 25.6ns
guard time and with a total length of 32768 bits) are carved using SOAs whose
bias currents are switched on a burst basis. VOAs are then used to adjust each
burst power. Burst-2 is impaired by deliberately driving its SOA into saturation
giving rise to large overshoot on the rising edges as shown in the insets. This
is done in the second case only in order to emulate transmitters with different
amounts of distortion and could correspond to an ONU with a degraded SOA (in
the first case burst-2 is not impaired by patterning). At this stage, the average
powers of both bursts are kept identical to ensure that any impairment at the
receiver arises purely from signal impairment rather than potential burst-mode
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penalties related to different burst powers. In Section 6.3, then, an appropriate
burst-mode analysis with more realistic dynamic-range values will be presented in
a concluding system demonstration of BM-transmission with an LBMRx and BM-
EDC. Chromatic dispersion is added using a tuneable dispersion compensation
module (up to 1400ps/nm, corresponding to ∼80km of standard single-mode
fibre) to stress the EDC. Lastly, using an erbium doped fibre amplifier (EDFA)
and a VOA, the OSNR is adjusted to induce a controlled amount of random bit
errors. An optical filter (3dB width: 0.5nm) is used to remove out of band noise.
The output of the optical receiver is sampled using a real-time sampling scope
with an analog bandwidth of 12.5GHz and a sampling rate of 50GS/s.
The off-line equaliser structure used to process the sampled data is identical
to the one presented in Fig. 4.14(b): it consists of an M -tap fractionally-spaced
feed-forward equaliser (FFE, tap spacing: 50ps) and an N -tap decision feedback
equaliser (DFE, tap spacing: 100ps). A training sequence of variable length L
is embedded at the start of each burst. The taps of the equaliser are adjusted
using the least mean squares (LMS) adaptation algorithm whose step-size is set
according to the criterion discussed in Section 4.4.2. In the following, ‘static
EDC’ indicates that the taps are trained on a given burst and then kept fixed for
all subsequent bursts, whereas ‘adaptive EDC’ indicates that the taps are trained
using the training sequence at the start of each burst.
Due to the large amount of lab-data necessary to ‘count’ the BER with a rea-
sonable level of confidence below the forward error correction (FEC) threshold
(down to approximately 10−4), the number of FFE and DFE taps is not swept
with as fine a granularity as in Sections 4.3 and 5.2, and only a few combinations
have been taken into account. Instead of using the optimum 8-tap FFE + 2-tap
DFE determined from the previous analyses in Chapter 4, at this stage a slightly
more conservative 9-tap FFE + 3-tap DFE is used in order have more, not less.
Time delay difference between consecutive bursts:
First, the performance of the 9-tap FFE + 3-tap DFE is analysed when handling
bursts with different phase delays, but with the same amount of dispersion and
distortion (burst-2 is not impaired by patterning). Figure 6.11(a) shows the re-
quired OSNR to achieve a BER of 1.1× 10−3 for the 1400ps/nm dispersion case
as a function of the phase delay between both packets (note that the sampling
clock frequency and phase are kept fixed for all bursts). Note how in the static
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Figure 6.11: Required OSNR as a function of the phase delay for static and adaptive
EDC.
case (EDC taps fixed at trained values for 0ps phase delay) the required OSNR
rises quickly beyond a phase delay of ±15ps. Intuitively, this is because the taps
of the EDC are adjusted such that the eye opening at the sampling times is
maximised. Hence when a new burst has undergone a phase shift with respect
to the burst on which the taps were trained, the taps need to be re-adjusted
(performed here using the LMS algorithm and 1024 training bits). From these
results it is possible to infer two very significant conclusions. Firstly, static EDC
is problematical for burst mode PON systems because the TDMA protocols that
control upstream transmissions do not allow packet delays to be controlled on
the timescales of a bit period, so unless other measures are taken unacceptably
high error rates will occur for some packets. Secondly, conversely when the taps
are adjusted adaptively burst by burst this problem can be alleviated, and in this
case the EDC essentially operates as a full burst-mode clock and data recovery
(BM-CDR) circuit effectively incorporating clock phase alignment, data recov-
ery and retiming functions all in one circuit. This feature of BM-CDR, which is
a key aspect of a BM-EDC module, will be discussed in more detail in Section 6.3.
Different impairments between consecutive bursts:
Next, the performance of the 9-tap FFE + 3-tap DFE is analysed using successive
bursts with different levels of transmitter distortion. First, the required OSNR
is measured for both bursts without EDC as a reference (Fig. 6.12, solid lines
+ solid symbols). For burst-1, 10dB penalty is incurred for a CD of 1400ps/nm
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compared to the B2B case (CD: 0ps/nm). The required OSNR for burst-2 re-
mains relatively constant but is 3.7dB higher than for burst-1, indicating that the
penalty is dominated by the pattering from the SOA saturation rather than CD
(the EAM bias is optimised for 1400ps/nm dispersion). Performance is greatly
improved with adaptive EDC (Fig. 6.12 solid lines + open symbols). In this
case, the EDC taps are adjusted for each new burst using the LMS algorithm
with 1024 training bits.
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Figure 6.12: Required OSNR as a function of chromatic dispersion.
Significant improvements of up to 8dB can be observed for burst-1 at the maxi-
mum CD value. However, if the taps are adjusted using the LMS algorithm for
burst-1 and then applied to burst-2 without adjustment, then a 4.9dB OSNR
penalty is incurred in the B2B case (no CD) for burst-2, which is due to the
different distortion of the two transmitters. This penalty increases rapidly with
increasing dispersion up to the point where a BER smaller than 1.1×10−3 can no
longer be achieved (Fig. 6.12 dashed line plus open symbols). Similar behaviour
can be observed for the required OSNR of burst-1, if equalised using the taps
obtained from training at the start of burst-2.
Previous demonstrators have shown how a conventional static EDC with taps
fixed for successive packets can be employed (in combination with 40km of disper-
sion compensating fibre) to mitigate the residual CD accumulated over 150km
of SMF [9]. Note, however, that this technique is effective only if consecutive
packets do not show any phase delay difference with respect to the same clock
(which is very unlikely in practical situations), and only under the assumption
that the amount of CD to compensate is similar for all incoming packets. Indeed,
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the curves presented in Figs. 6.11 and 6.12 prove that for optimum system per-
formance the EDC taps must be trained for each new burst even if these bursts
have undergone the same amount of dispersion due to unavoidable (small) phase
shifts between bursts.
6.2.2 EDC Adaptation Speed
The previous results clearly demonstrate that when EDC is used in burst-mode
links the filter taps must be adjusted for each new burst. The next important
aspect to address is to understand how long the training sequence at the start of
each packet needs to be to in order to adapt the taps to this new incoming burst.
To illustrate this, Fig. 6.13 shows the evolution of the mean squared error (MSE)
calculated as the expected value E[e2(k)] of the squared error e(k) = d(k)− y(k)
as in Eq. (4.4.2), where d(k) is the kth training bit (i.e. the kth transmitted
bit) and y(k) the signal before the DFE slicer at the kth sampling moment. In
this analysis, instead of using the instantaneous gradient approximation intro-
duced in Section 4.4.1, the actual MSE is calculated. Note that this approach
can be used only because the data are processed oﬄine and the full knowledge
of the entire sequence is available at any instant, but this would not be feasible
in practical situations where the instantaneous gradient approximation must be
adopted. Therefore, at this stage the actual MSE is estimated using Eq. (4.4.2)
in order to measure the performance of different equalisers in terms of adapta-
tion speed (or equivalently the number of iterations) necessary to minimise the
‘true’ cost function, while subsequently in Section 6.3 a similar experiment is run
using the instantaneous gradient approach to confirm that no significant loss in
performance is encountered because of such an approximation.
For this experiment, the MSE of burst-1 (which corresponds to the worst case
penalty without EDC) is monitored when the CD is set to 1400ps/nm and the
LMS algorithm is used to adjust the taps for three different EDC lengths (3-tap
FFE + 1-tap DFE, 5-tap FFE + 2-tap DFE, and 9-tap FFE + 3-tap DFE).
Note that even though in this analysis the MSE cost function is minimised using
the steepest descent method for the gradient estimate, the adaptation algorithm
is referred to as LMS for simplicity. The corresponding Q-factor for burst-1 is
also shown in Fig. 6.13. Clearly, the taps adapt fastest for the 3-tap FFE +
1-tap DFE, with the trade-off of a reduced Q (8.2dB, which is smaller than the
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Figure 6.13: Burst-1 MSE and Q-factor as a function of the training length for different
EDC lengths when dispersion is set to 1400ps/nm.
required value to ensure a BER < 1.1 × 10−3). The taps for the 5-tap FFE +
2-tap DFE adapt faster than the 9-tap FFE + 3-tap DFE for the burst and CD
taken into account here, while both achieve practically the same Q (greater than
10dB), making the 5-tap FFE + 2-tap DFE the optimum choice due to reduced
implementation complexity. This indirectly confirms the results presented in
Section 4.3, where it was found that for the amount of CD taken into account
(up to 120km) a 5-tap FFE + 2-tap DFE has the same performance as a 9-tap
FFE + 3-tap DFE. Note however that the former would not provide the same
tolerance to the sampling phase offered by the latter, and this is exactly the
reason why in Chapter 4 the 8-tap FFE + 2-tap DFE is considered the optimum
trade-off between performance and hardware complexity. Table 6.1 summarises
the achieved MSE (along with its variation) for burst-1 after a training period of
1024bits and for the three EDC cases considered.
Note that tap adaptation is achieved in approximately 500 training bits,
which is compatible with most burst-mode applications provided the training al-
gorithm is implemented with low additional overhead. In fact, in current 10Gb/s
PON standards like the ITU-T Rec. G.987.2 (2010) or the IEEE 802.3av (2009)
[118, 119] the burst overhead, which is necessary in order to accommodate sev-
eral physical processes, is in the order of hundreds of nanoseconds (or equivalently
thousands of bits). In all the analyses presented so far, adaptation is performed
using as step-size the value obtained in Section 4.4.2 (corresponding to a scaling
factor SF of 1/50): Fig. 6.13 confirms that such a value is indeed a good trade-
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off between adaptation speed and low steady-state noise for the application of
interest. For convenience, the curves in Fig. 6.13 only show the MSE for burst-1:
however, similar trends and approximately the same results in terms of adapta-
tion speed are obtained with burst-2. The final MSE values of burst-2 are also
listed in Table 6.1: the fact that no MSE improvement is registered for burst-
2 when the number of taps is increased suggests that most of the (pre-cursor)
ISI introduced by patterning is limited to a small number of symbols. This can
be explained by noting that, as mentioned in Section 2.2.1 and Section 3.4, the
memory of a saturated SOA is due to the finite carrier lifetime which occurs in
timescales comparable to the bit period [38]. Hence a limited number of taps is
sufficient to account for the most of the ISI introduced by patterning.
Number of taps 
(FFE + DFE) 
Burst-1 
MSE 
Burst-2 
MSE 
9-tap FFE + 3-tap DFE 0.09 ± 7% 0.14 ± 7% 
5-tap FFE + 2-tap DFE 0.10 ± 10% 0.14 ± 13% 
3-tap FFE + 1-tap DFE 0.14 ± 12% 0.14 ± 18% 
 
Table 6.1: MSE value and corresponding variation (3-sigma confidence interval) for
different EDC lengths.
Adaptation using the RLS algorithm:
For burst-mode applications where traffic efficiency (defined as the ratio of the
number of transmitted data bits to the total number of transmitted bits) is crit-
ical, faster tap adaptation algorithms may be considered. One example is the
recursive least squares (RLS) algorithm. The RLS is an algorithm which recur-
sively finds the filter coefficients that minimise a weighted linear least squares
cost function relating to the input signals. This is in contrast to other algorithms
such as the LMS that aim to reduce the mean square error. An important feature
of the RLS algorithm is that it utilises information contained in the input data,
extending back to the instant of time when the algorithm is initiated [100]. The
resulting convergence speed is therefore typically much faster than the simple
LMS algorithm.
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Figure 6.14 compares the rate of convergence (1/t, where t is the number of
training bits required for the MSE to decrease to 10% of the initial MSE value) of
the RLS algorithm to that of the LMS algorithm for burst-1 at 1400ps/nm chro-
matic dispersion. The rate of convergence of the RLS algorithm is approximately
a factor of 5 faster than the LMS algorithm, suggesting that tap adaptation can
be achieved using just 100 training bits. This improvement in performance, how-
ever, is achieved at the expense of a large increase in computational complexity.
In particular, it can be seen [96] that the LMS algorithm is characterised by a
O(M) computational complexity, whereas the RLS is computational intensive and
requires O(M2). The notation O(M) is used here to indicate that each iteration
requires of the order of M floating point operations (additions and multiplica-
tions), where M is the filter order (number of taps). Note that the RLS algorithm
remains beyond the scope of this thesis and is mentioned only to show that for
applications where adaptation speed is critical, and complexity and cost are not
limiting factors, there are algorithms that can perform significantly better than
the standard LMS. The RLS is not further discussed and the reader can refer
to [96, 100, 111, 113] for additional details and for a complete derivation of the
algorithm.
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Figure 6.14: Burst-1 MSE as a function of the training length for a 9-tap FFE + 3-tap
DFE adapted using different algorithms (LMS vs RLS).
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6.3 10Gb/s BM-transmission using a LBMRx
and BM-EDC
In the previous section it is demonstrated how BM-EDC can support optical links
which carry packets with different amounts of impairments from burst to burst.
This can occur in LR-PONs due to different chirp characteristics in the ONUs
or due to sufficiently large differential reach1 beyond the chromatic dispersion
tolerance of the receiver. In the previous analysis attention was focused upon the
performance of the BM-EDC itself as a function of the preamble length, trans-
mission distance, etc., while assuming all bursts arrive at the BM-EDC with the
same amplitude. However, in a real burst-mode link it is well known that suc-
cessive bursts can exhibit large burst-to-burst amplitude variations. Typically,
the hardware implementation of an EDC chip requires that the amplitude of the
incoming signal remains constant with time and also that the pulse shapes are
preserved, which in a continuous mode link is achieved using a linear variable gain
amplifier [17]. In a burst-mode link, the LBMRx discussed in Section 6.1 is then
required in order to linearly amplify the incoming packets such that they all have
the same amplitude. Therefore, in this section, it is demonstrated how BM-EDC
combined with an LBMRx can receive packets that have both large burst-to-
burst amplitude differences while at the same time enabling burst-to-burst EDC
tap adaptation. This demonstration is the first of its kind in the context of
burst-mode access application, and the corresponding results were first reported
in [107]. The experimental setup used in this analysis (Fig. 6.15) is a further
extension of the one shown in Fig. 6.10. Only the major differences and addi-
tional features are highlighted and discussed below, while the reader can refer to
Section 6.2.1 for the general description of the setup. Each DFB laser is operated
at 1550nm and modulated at 10Gb/s with a 27 − 1 PRBS non-return to zero
pattern using EAMs whose biases are optimised for back-to-back transmission
with an extinction ratio of 10dB for the soft packets (SP) and 7.5dB for the loud
packets (LP). Even though the EAM bias voltage can be tuned to optimise the
transmission performance this would need to be done on a device-by-device basis,
which would impact the cost of the ONU. Hence, maintaining the same EAM bias
voltage for all fabricated ONUs is the preferred option for cost sensitive access
1The differential reach is defined as the difference between the maximum and minimum
fibre length of the ONUs to the central office.
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Figure 6.15: Experimental setup (ONU: optical network unit, DFB: distributed feed-
back laser, EAM: electroabsorption modulator, SOA: semiconductor optical amplifier,
VOA: variable optical attenuator, BM-EDFA: burst-mode erbium doped fibre ampli-
fier, SSMF: standard single mode fibre, LBMRx: linear burst-mode receiver, LP: loud
packet, SP: soft packet).
applications. The optical power of each set of bursts is adjusted separately to
the desired level using two VOAs in order to emulate ONUs with different path
losses to the central office. The dynamic range (defined as loud/soft power ratio)
is fixed to 15dB, exceeding the dynamic range for a 512-split TDM (time division
multiplexed) PON that was previously reported in [10]. Each packet is separated
by ∼25.6ns guard time and has a length of 32768 bits. The preamble consists of
two parts: the first one is 150ns long and is needed for LBMRx settling as well as
the settling of a transient due to the 560pF ac-coupling capacitors at the output
of the LBMRx. The second part contains an L-bits long training sequence for
adjusting the BM-EDC tap weights for each new burst: its length is discussed in
the remainder of this section. Standard single mode fibre (SSMF) with a length
of up to 140km is used to study the dispersion tolerance of the system. Three
EDFAs (erbium doped fibre amplifiers, gain ∼20dB) are used to compensate for
the fibre losses and ensure an input power to the LBMRx for the LP (SP) case
of 0dBm (-15dBm). In contrast to the setup of Fig. 6.10, the EDFAs used here
are commercially available gain transient suppressed devices, designed to prevent
degradation of transmission quality for OADM (optical add/drop multiplexer)
applications. The chromatic dispersion tolerance of the LBMRx + BMEDC un-
der different OSNR conditions is evaluated by deliberately introducing amplified
spontaneous emission (ASE) noise at the receiver using a noise generator (an
EDFA). An optical filter with a 3dB width of 0.5nm is used to remove the out-
of-band noise. The output of the LBMRx is sampled at 50GSamples/s using
a real-time scope with an analog bandwidth of 12.5GHz. The LBMRx, which
has a 3dB bandwidth of around 8GHz, acts also as an anti-aliasing filter. The
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acquired data are processed using an oﬄine equaliser implemented in Matlabr
of the FFE/DFE type illustrated in Fig. 4.14(b). The LMS adaptive algorithm
(with instantaneous gradient approximation) is used to set the tap weights at the
start of each burst.
BM-EDC enabled receiver (and BM-CDR):
The operation of the combined LBMRx and BM-EDC is summarised in Fig. 6.16.
After transmission through the fibre, the bursty signal with a loud/soft ratio of
15dB is detected by the LBMRx which performs a power-level equalisation be-
tween packets, as shown in the inset at the centre of Fig. 6.16, where the training
sequence of length L is also highlighted at the start of each burst. From the
eye diagrams it is clear that soft and loud packets present significantly different
characteristics indicating that they are affected by different levels of impairment.
Hence, the BM-EDC (here an 8-tap FFE + 2-tap DFE) potentially needs dif-
ferent values of tap weights for each incoming packet, which are decided on a
burst-by-burst basis during the training process at the beginning of each burst.
The insets on the right illustrate the evolution of the weights1 along with the
final values at which they are frozen at the end of the respective training process.
From the frozen values it is possible to see that the optimum coefficients are
slightly different from SP to LP. Note also that both the cursors (the taps with
highest weights) are aligned to the same tap (the fifth), and this is due to the
fact that both packets were intentionally kept aligned in phase with respect to
the same clock in order to simplify the experiment. In principle, however, the
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Figure 6.16: Principle of operation of the combined LBMRx and BM-EDC blocks.
1For simplicity only the FFE coefficients are shown.
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two main cursors could lie anywhere within the feedforward section. In fact, as
discussed in the previous section, the FFE effectively provides the function of the
BM-CDR by adapting its delay burst-by-burst and thus shifting the incoming
data such that it lines up with the OLT clock.
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Figure 6.17: Oversampling BM-CDR (a) and feedforward equaliser (FFE)(b).
To emphasise this FFE property, Figs. 6.17(a) and 6.17(b) show an oversam-
pling BM-CDR [139] and FFE respectively. In the BM-CDR, a delay line (unit
delay tD, a fraction of the bit period) is used to oversample the bits. The phase
picking algorithm calculates which sample corresponds to the middle of the eye:
this information is fed to the multiplexer which picks the corresponding sample
as the output. Comparing the FFE with the BM-CDR, note that the BM-CDR
is a special case of an FFE, whereby the tap coefficients c1, c2, . . . , cM are all
zero, except for a single tap coefficient which is equal to 1 (corresponding to the
optimum sampling phase). Conversely, the FFE is a generalisation of the BM-
CDR, whereby the FFE output is a linear combination of samples (obtained by
oversampling the incoming data, e.g. by a factor of 2 in a T/2 fractionally spaced
FFE).
BM-EDC transmission performance:
The performance of the LBMRx + BM-EDC is studied by measuring the required
OSNR of the SPs (whose signal power is kept at -15dBm) to achieve a BER of
1.1 × 10−3 for different fibre lengths, while the LPs are only used to stress the
LBMRx. The taps, however, are adjusted for each burst. Figure 6.18 shows the
OSNR penalty (relative to the required OSNR (∼11.8dB) for the B2B case and
using no EDC) and required OSNR with an 8-tap FFE and 2-tap DFE and with-
out EDC. In the latter case the OSNR penalty increases rapidly up to almost
10dB at 110km because of poor tolerance to CD of the SP transmitter under the
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aforesaid bias conditions. The performance is strongly improved when BM-EDC
is used, with less than 2dB penalty compared to the B2B case without EDC mea-
sured at 110km. In this case the required OSNR is now nearly 8dB lower than
with no EDC.
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Figure 6.18: Soft packets OSNR penalty and required OSNR as a function of the fibre
length without EDC (solid line) and with an 8-tap FFE + 2-tap DFE (dashed line).
Figure 6.18 also shows the worst-case achieved (measured) OSNR of 20.4dB at
the input of the BMRx in the central office of a 512-split, 100km reach, 2×32
wavelength, hybrid DWDM-TDM PON (hybrid dense wavelength division mul-
tiplexed, time division multiplexed passive optical network) [10]. While only
∼1.3dB system margin (defined as the achieved OSNR minus the required OSNR)
is left when no EDC is used, over 7dB OSNR margin is achieved when using
BM-EDC. This margin can be used to further increase the split, or absorb any
additional system penalties due to e.g. transmitter ageing effects etc.
BM-EDC adaptation speed and optimum number of taps:
As done in the previous section, it is important to study the impact of the training
sequence length on the BM-EDC performance. For the case above, the BM-EDC
is trained for L = 10000bits to ensure that no extra penalty is incurred because
of an insufficiently long training sequence. However, as the training sequence is
part of the preamble, shorter training sequences are desired to improve traffic
efficiency. In order to identify how many training bits the BM-EDC needs to
adapt for each new incoming burst, the OSNR penalty is measured for different
values of L ranging from 250bits up to 10000bits and also for a different number
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of FFE/DFE taps in order to confirm the previous findings. The relative curves
are shown in Fig. 6.19 and refer to a practical target reach of 100km. In Section
6.2.1 it is shown that short EDC lengths (e.g. 3-tap FFE + 1-tap DFE) are
not sufficient, thus in this experiment the minimum EDC length considered is
5-tap FFE + 1-tap DFE. Slightly worse performance (∼0.5dB additional OSNR
penalty compared to the other cases at 10000 training bits) can be observed for
the 5-tap FFE + 1-tap DFE case, as well as slightly faster tap adaptation. Also,
note how increasing the number of taps beyond 7 for the FFE and 1 for the DFE
does not improve the transmission performance after sufficient training. Adding
extra taps, however, does increase the BM-EDC circuit design complexity, there-
fore a 7- tap FFE + 1-tap DFE or 8-tap FFE + 2-tap DFE can be considered an
optimum trade-off between transmission performance and hardware complexity.
This confirms, once again, the inferences and results presented previously in
Chapter 4 and in Section 6.2. From Fig. 6.19, it is clear that the curves take
about 2000 iterations in order to achieve a penalty within 0.5dB of the steady-
state value, and no significant improvement in required OSNR is obtained after
∼2000 training bits, which is about four times greater than the adaptation time
achieved in the analysis presented in Section 6.2.2. The reason for this mod-
est adaptation speed increase could be due to the combination of different levels
of impairments to compensate for, along with the fact that the LMS algorithm
is now performed using the instantaneous gradient approximation rather than
the true gradient. Recalling from Chapter 4 that the instantaneous approach
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Figure 6.19: OSNR penalty and required OSNR as a function of the number of training
bits for different EDC lengths and for a target transmission distance of 100km.
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gives a crude approximation of the gradient of the MSE surface (which, how-
ever, points in the same direction as the true gradient on average), this means
that the consequent errors are only averaged over several iterations, and hence
a small loss in performance is expected [112]. Note, however, that this training
time value (∼200ns) is still on the same order of the burst overhead in current
standards [118, 119] and thus only a small additional overhead would be required.
Gear shifted LMS adaptation:
As these training times might be too long for some applications, alternative tap
adaptation algorithms have also been explored. In the previous section it is
shown that, using the RLS algorithm, significantly faster tap adaptation can be
achieved. Unfortunately, due to its large number of floating point operations
(additions and multiplications), the RLS algorithm is very complex to implement
in hardware. A better alternative is the so-called gear shifted LMS algorithm
[96, 100]. In this algorithm, the step-size µ of the LMS update Equations (4.4.8)
and (4.4.9) is changed during adaptation. At the start of each burst, the step
size is set to a large value (ten times greater than the one used in all previous
analyses, where the scaling factor SF in Eqs. (4.4.10a) and (4.4.10b) is set to 1/5)
to ensure fast convergence. After a sufficient amount of training symbols (e.g.
L/4 or L/2, with L ranging from 150bits to 10000bits) it is reduced by a factor
of 10 to a sufficiently small value which ensures stability of the EDC algorithm
and low steady-state error (SF = 1/50 in Eqs. (4.4.10a) and (4.4.10b)). Figure
6.20 illustrates and compares the weights evolution (for simplicity only the FFE
coefficients are shown) for the standard LMS (fixed step-size) and for the gear
shifted LMS with gear shifting after L/4 and L/2. Figure 6.21 then demonstrates
how such gear shifting helps to greatly increase the tap adaptation speed (100km
case): for example, for a total of 500 training bits, gear shifting after both 250
(L/2 case) and 125 (L/4 case) training bits achieves∼1.5dB OSNR penalty, which
is about 1.1dB better than the standard LMS with no gear shifting. This dif-
ference is even more pronounced for shorter training sequences, e.g. at a total of
250 training bits, gear shifting after 62 (L/4 case) or 125 (L/2 case) training bits
achieves a 1.9dB or 2.3dB reduction in OSNR penalty compared to the standard
LMS (no gear shifting). In other words, if the tap adaptation were to stop after
these 250bits, a negligible 0.4dB additional OSNR penalty (L/2 case) would be
incurred compared to the ideal taps obtained after 10000 training bits (note that
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in reality the tap adaptation can be switched to a data decision directed mode,
during which this small remaining penalty can be further reduced; however, this
case is not taken into account here).
The analysis presented in this section summarises the principle of opera-
tion of a BM-EDC enabled receiver obtained by combining the already existent
LBMRx described in Section 6.1 with a simulated ‘oﬄine’ BM-EDC implemented
in Matlabr. All the results and conclusions that arise from this preliminary study
are being used in the design of an actual BM-EDC chip that is under development
within our group at Tyndall. The device, along with a new associated (25Gb/s)
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Figure 6.21: OSNR penalty and required OSNR as a function of the iteration number
for the standard LMS with fixed step-size and for a gear shifted LMS with gear shifting
at L/4 and L/2 at a target transmission distance of 100km.
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LBMRx, are being developed using a 65nm CMOS and 0.13µm SiGe BiCMOS
technology respectively.
6.4 Summary
In the first part of this chapter the operation of a novel 10Gb/s linear burst-mode
receiver in a 0.25µm SiGe:C BiCMOS technology has been presented. The chip
was designed, assembled, packaged, and characterised at the Tyndall National
Institute. Measurement results confirm excellent performance such as stability
of bandwidth across a large gain range and excellent linearity. Work is on-going
towards a second version with significantly reduced power consumption and die
area.
In the second part of the chapter, the requirements for use of EDC in optical
burst-mode links with 0dB loud/soft ratio between packets (i.e. bursts that have
the same average optical power) have been studied. For optimum system perfor-
mance it is found that the EDC taps must be trained for each new burst even if
these bursts have undergone the same amount of dispersion due to unavoidable
(small) phase shifts between bursts. Such a burst-mode EDC also inherently per-
forms the role of burst-mode data recovery. When the taps are adjusted using
the gradient descent method it is found that adaptation can be achieved in a
timeframe compatible with the packet structure in current PONs standards (less
than 500 training bits).
Finally, for the first time to the extent of our knowledge, it is experimentally
demonstrated how a linear burst-mode receiver and burst-mode electronic disper-
sion compensation can support transmission of 10Gb/s packets with a loud/soft
ratio of 15dB over a reach of >100km with less than 2dB OSNR penalty com-
pared to the B2B case. Using a gear shifted LMS algorithm, tap adaptation can
be achieved with less than 250 training bits, opening the possibility of low over-
head, adaptive EDC-enabled burst mode systems. This receiver is a promising
technology for use in future long-reach, hybrid DWDM-TDMA PONs.
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Chapter 7
Conclusions
PONs are currently one of the most attractive optical access network architec-
tures. They are highly cost-effective solutions as the network infrastructure is
shared by many customers and has no active components, such as electronic
switches or routers, in the path between the central office and the customer
premises. Even though conventional PONs offer significant bandwidth increases
compared to copper-based approaches, they may not provide the best ultimate
solution for whole network optimisation and cost reduction. As a result research
attention has moved towards LR-PON architectures, which represent a more rad-
ical and future-proof network solution. The main idea behind LR-PONs is to
simplify the current network structure, for example, by combining the access and
metro networks into a single, integrated, all-optical system using optical ampli-
fication. Such systems target reaches greater than 100km, bit rates of at least
10Gb/s per wavelength in the downstream and upstream directions and large
(>256) splitting factors.
As the low cost transmitter targeted for use in the ONUs of such LR-PONs
might not have a chirp characteristic that is optimised for such reaches at 10Gb/s,
dispersion compensation is required. A high-level comparison between potential
optical and electrical compensation techniques used to mitigate dispersion has
been briefly presented. Due to the low insertion loss, negligible physical volume,
negligible additional power consumption, reduced CAPEX and inventory cost
in comparison to optical-based solutions, EDCs based on direct detection repre-
sent the preferable solution for the access applications taken into account here.
Among the different electronic equaliser options, an analog or mixed FFE/DFE
implementation has been selected as optimum trade-off between performance and
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implementation complexity (costs). In order to use such FFE/DFE based EDCs
in LR-PON architectures, a number of challenges associated with the burst-mode
nature of the upstream link need to be overcome. In particular, the EDC must
be made adaptive from one burst to the next (BM-EDC) on time scales of the
order of tens or hundreds of nanoseconds. The main objective of this thesis was
to demonstrate the feasibility of such a concept and to prove that the aforesaid
BM-EDC can be used to significantly improve the system performance. The ma-
jor technical findings obtained during the course of the research are summarised
below.
7.1 Overview of this Thesis Contribution
In order to achieve the aforesaid long-reaches, optical amplification must be em-
ployed at the local exchange as well as pre-amplification in the metro/core node.
Even though EDFAs remain the preferred option for next generation access net-
works due to their excellent performance in DWDM applications, SOAs are cer-
tainly suitable for the ‘pay as you grow’ business model often adopted in current
PONs deployments which target reaches of up to 60km. A novel solution for
an SOA-based reach-extender based on an optimised SOA cascade has been pre-
sented and analysed experimentally in detail. Up to 12dB compression of a 19dB
input dynamic-range is achieved without any dynamic control. A reduction in
patterning induced penalties for soft packets can also be achieved by using the
broadband ASE from the 1st stage SOA to clamp the gain of the 2nd stage SOA.
For the loud packets, it is shown that significant reduction in patterning induced
penalties can be achieved through careful optimisation of the bias current of the
2nd stage SOA. The reach-extender is shown to be able to support 70km reach
for a 32-split 10Gb/s PON enabling the use of an ac-coupled, continuous mode
receiver with a reduced 56ns ac-coupling constant (see List of Publications: [J3,
C1]).
Focusing attention on the electronic equalisation aspect of this thesis, a de-
tailed review of linear and quasi-linear equalisers to be used as CD compensators
has been presented. For the first time to the best of our knowledge, the analysis
was extended specifically to consider the optimisation of equalisers for applica-
tions in long reach PONs. A detailed numerical analysis has been carried out in
order to derive the optimum EDC design parameters such as number of taps, tap
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delay, step-size, and training length. For the applications of interest, a reasonable
and practical trade-off between optimal performance and hardware complexity is
given by combining an 8-tap fractionally spaced FFE (with a tap spacing of half
the bit period) with a 2-tap symbol spaced DFE.
Such a FFE/DFE structure can also mitigate for other impairments, such
as non-optimal transmitter and receiver bandwidths or patterning introduced
by a saturated SOA, without losing its effectiveness in compensating CD for all
practical cases of interest. A comprehensive investigation has been performed in
order to determine the impact of different noise mechanisms, such as thermal noise
and ASE beat noise, on the equaliser design, with focus on the optimisation of
the DFE slicing-threshold. It has been shown that the optimum slicing-threshold
for power-limited systems lies around 50%, whereas for OSNR-limited systems
it can vary from 40% up to 50% depending on the target transmission distance.
Nevertheless, fixing the threshold to about 45% can guarantee near optimum
performance for both systems with only negligible penalties. This also avoids the
use of an automatic threshold control algorithm, which is otherwise necessary in
order to track the incoming signal profile and automatically adjust the threshold
accordingly based on the signal distribution.
All the findings obtained through the aforesaid numerical analysis have been
verified via transmission experiments and oﬄine processing on an actual lab-based
(emulated) burst mode link. First, the requirements for use of EDC in such a
link with 0dB loud/soft ratio between packets (i.e. bursts that have the same
average optical power) have been studied. For optimum system performance it
is found that the EDC taps must be trained for each new burst even if these
bursts have undergone the same amount of dispersion. This is due to (small)
bit phase shifts between bursts that arise due to unavoidable propagation delay
variations introduced by the fibre paths in the system and the limited precision
of the PON time-sharing protocols. It has been shown that such a burst-mode
EDC also inherently performs the role of burst-mode data recovery. When the
taps are adjusted using the gradient descent method it is found that adaptation
can be achieved in a timescale compatible with the packet structure in current
PONs standards (less than 500 training bits) (see List of Publications: [C7, C9]).
A similar analysis was then repeated when the loud/soft ratio between packets
was set to 15dB. This was achieved by using a LBMRx with high linearity ca-
pable of providing a constant output amplitude swing across the entire input
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dynamic range. This receiver was the first of its kind reported in literature (see
List of Publications: [C2, J2]). The chip, which was designed in a 0.25µm SiGe:C
BiCMOS technology, was assembled, packaged, and characterised at the Tyndall
National Institute. For the first time to the extent of our knowledge, it was exper-
imentally demonstrated how the combination of such a LBMRx with a BM-EDC
(emulated using oﬄine processing) can support transmission of 10Gb/s packets
with high loud/soft ratios over a reach greater than 100km with less than 2dB
OSNR penalty compared to the B2B case. Using a gear shifted LMS algorithm,
tap adaptation can be achieved with less than 250 training bits, opening the pos-
sibility of low overhead, adaptive EDC-enabled burst mode systems (see List of
Publications: [C8, J7]). This receiver is a promising technology for use in future
long-reach, hybrid DWDM-TDMA PONs.
7.2 Future Work
The BM-EDC structure studied in this thesis was implemented oﬄine using the
numerical computing environment Matlabr. This was the first of a number of
steps necessary to develop an actual BM-EDC chip. The results and inferences
obtained through the simulations and the oﬄine processing analyses presented in
this thesis are currently being used for the ASIC design of such a BM-EDC chip.
The device, along with a new associated (25Gb/s) LBMRx, are being developed in
our group at Tyndall using a 65nm CMOS and 130nm SiGe BiCMOS technology
respectively. The LBMRx chip will be then packaged according to the procedure
illustrated in Section 6.1, whereas the BM-EDC chip will follow a more standard
packaging approach, such as a QFN (quad-flat no-leads) package or a ball grid
array (BGA) package. Finally, the packaging activity will be combined with
and followed by a number of tests on each individual chip to verify their correct
operation. If successfully realised, these devices will then be incorporated into
the final LR-PON system demonstration under the FP7 DISCUS project, which
will be built and tested by our group at Tyndall.
The analyses carried out in this thesis focused on 10Gb/s non-return-to-zero
on-off-keying (NRZ-OOK) modulation. It is very likely that this modulation
format will be employed for next generation optical access networks such as NG-
PON1 and possibly even for some implementations of NG-PON2 (see Chapter
3). Note however that NRZ might not be the best candidate for more future
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looking applications which require advanced modulation formats to increase the
spectral efficiency and to improve the system performance in comparison to con-
ventional OOK formats. This is even more true for very high (e.g. 40Gb/s) bit
rates, where the signal quality is further deteriorated by the influence of disper-
sion (CD, PMD) and nonlinear optical effects. For this reason, optical phase
shift keying methods are often applied. Among such methods, optical duobinary,
or ODB, is gaining particular relevance for access applications as it combines
large CD tolerance with moderate implementation complexity. Note also that if
electronic equalisation techniques are used along with such advanced modulation
format, the overall performance could be even further enhanced. However, it is
well known that the FFE/DFE architectures presented in this thesis can only
provide negligible improvement for ODB, which requires more advanced equali-
sation schemes based e.g. on nonlinear Volterra equalisers or MLSE equalisers.
Similarly to the approach used in this work, an important aspect that could be
investigated is to determine the requirements and hence the design parameters
for such equalisers to be used in burst-mode access applications.
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ADC analog-to-digital converter
ADSL asymmetric digital subscriber line
APD avalanche photodiode
ASE amplified spontaneous emission
AWGN additive white Gaussian noise
BER bit error rate
BERT bit error rate tester
BM burst-mode
BM-CDR burst-mode clock and data recovery
BM-EDC burst-mode electronic dispersion compensation
BM-EDFA burst-mode erbium doped fibre amplifier
BM-FEC burst-mode forward error correction
BM-TIA burst-mode transimpedance amplifier
BPF band-pass filter
CAPEX capital expenditure
CATV cable television
CD chromatic dispersion
CM continuous-mode
CMOS complimentary metal-oxide-semiconductor
CPW coplanar waveguide
CW continuous wave
DBA dynamic bandwidth assignment
DCF dispersion compensating fibre
DFB distributed feedback
DFE decision feedback equaliser
DGC dispersion compensating grating
DISCUS DIStributed Core for unlimited bandwidth supply for all
Users and Services
DS downstream
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DSL digital subscriber line
DSP digital signal processing
DWA dynamic wavelength assignment
DWDM dense wavelength division multiplexing
EDC electronic dispersion compensation
EDFA erbium doped fibre amplifier
EPON ethernet passive optical network
ER extinction ratio
FEC forward error correction
FFE feedforward equaliser
FTTH fibre to the home
FSAN full service access network
FSE fractionally spaced equaliser
FWM four wave mixing
GPON gigabit passive optical network
GVD group velocity dispersion
HDTV high definition television
HSPA high speed packet access
IC integrated circuit
IEEE institute of electrical and electronics engineers
IR infrared
ISI intersymbol interference
LE local exchange
LMS least mean squares
LP loud packet
LPF low pass filter
LTE long term evolution
MLSE maximum likelihood sequence estimation
MZM Mach-Zehnder modulator,
NEP noise equivalent power
NGPON next generation passive optical network
NLSE nonlinear Schro¨dinger equation
NRZ non return to zero
OADM optical add/drop multiplexer
OEO optical-electrical-optical
ODN optical distribution network
OFDM orthogonal frequency division multiplexing
OLT optical line terminal
ONU optical network unit
OSNR optical signal-to-noise ratio
PCB printed circuit board
PD photodetector
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PIC photonic integrated circuit
PIN positive-intrinsic-negative
PMD polarisation mode dispersion
PDFA praseodymium doped fibre amplifier
PDG polarisation dependent gain
PON passive optical network
PPG pulse pattern generator
PRBS pseudo random bit sequence
RE reach extender
RF radio frequency
RLS recursive least squares
RMS root mean square
SBS stimulated Brillouin scattering
SMF single mode fibre
SNR signal-to-noise ratio
SOA semiconductor optical amplifier
SP soft packet
SPM self phase modulation
SRS stimulated Raman scattering
TDFA thulium doped fibre amplifier
TDM time division multiplexing
TDMA time division multiple access
TOD third order dispersion
TWDM time and wavelength division multiplexing
US upstream
UV ultraviolet
VDSL very high bit rate digital subscriber line
VOA variable optical attenuator
WDM wavelength division multiplexing
WiMAX worldwide interoperability for microwave access
XPM cross-phase modulation
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