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Résumé
Concomitamment à la montée en puissance des systèmes de type « Big Data », les systèmes
de gestion de base de données relationnelle (SGBDR) restent toujours largement utilisés. Dans
cet article, nous présentons une solution capable d’améliorer la rapidité et la consommation
énergétique d’un SGBDR embarqué SQLite. Notre solution, nommée CuDB, tente d’exploiter
au mieux les spécificités des architectures modernes CPU/GPU. Nous combinons des traite-
ments massivement parallèles avec un placement stratégique des données au plus près des
unités de calculs. CuDB est un SGBDR embarqué de type « In-Memory » (IMDB). En fonction
du contenu, de la sélectivité et du poids des échanges, nos mesures révèlent des facteurs d’ac-
célération allant jusqu’à 90x sur GPU GTX770 par rapport à une implémentation classique de
SQLite sur CPU Core i7. L’accélération des traitements fournis par notre solution engendre de
surcroît une nette amélioration de l’efficience énergétique globale du système.
Mots-clés : GPU, Base de données relationnelle, SQLite, IMDB, Efficience énergétique
1. Introduction
La croissance exponentielle de la quantité de données produites par les systèmes informatiques
contraint à exploiter de nouvelles méthodologies pour le stockage, le traitement, l’analyse, la
distribution et la visualisation des données. Ces dernières années, des avancées majeures ont
notamment été accomplies dans le domaine du Big Data. La problématique de la croissance
des volumes à traiter ne concerne pas uniquement les centres de données mais également les
applications à destination des utilisateurs. Que ce soit avec des plateformes de type PC ou des
dispositifs mobiles, les applications utilisateurs recourent souvent à des SGBDR embarqués –
tels que SQLite, SQL Server Compact ou encore MySQL embedded. Les SGBD embarqués ont
généralement pour rôle de servir de système de stockage mais également de système de cache
dans le but de diminuer le nombre d’interactions entre clients et serveurs. Avec les systèmes
mobiles, ils sont aussi utilisés pour remédier aux périodes d’absence de connexion réseau. Dans
cet article nous proposons d’améliorer les performances de SQLite, qui est le moteur de base
de données le plus déployé au monde car présent dans la majorité des OS de smartphones,
navigateurs, clients Dropbox, etc [1]. SQLite étant un système purement séquentiel, ses per-
formances peuvent être améliorées en utilisant toutes les unités de traitement des processeurs
multi-cœurs et des GPU désormais largement plus efficaces [2]. La contribution majeure de cet
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article est une proposition de placement des données afin d’exploiter au mieux le parallélisme
offert par les architectures CPU et GPU. L’augmentation de la capacité de traitement du côté
client permet de traiter des volumes de données plus importants ce qui peut amener à une
diminution du nombre d’échanges client-serveur. Les bénéfices majeurs d’un tel système sont
l’amélioration de la réactivité des applications clientes, l’allongement de l’autonomie des sys-
tèmes mobiles et potentiellement une réduction globale de la consommation énergétique de
toute la chaîne « client – réseau de communication – serveur ».
Dans la suite de cet article, la Section 2 présente un état de l’art des recherches liées aux moteurs
de base de données sur GPU. Nous justifions ensuite notre choix quant au positionnement de
notre solution CuDB. En Section 3, nous détaillons les différents aspects de l’architecture in-
terne du système. La Section 4 présente nos mesures de performances et nous terminons par
une conclusion incluant également les perspectives d’évolution.
2. État de l’art et positionnement
2.1. Les moteurs de base de données sur GPU
L’idée d’utiliser les architectures GPU pour l’accélération des traitements des données dans les
SGBD a émergé en 2004 [3], avant l’apparition de CUDA et OpenCL. Cependant, on ne peut
vraiment parler d’un moteur de base de données que depuis 2007 avec [4], qui a surtout servi
de principe de base pour la majorité des travaux suivants. Le principe proposé était de divi-
ser les plans d’exécutions en différentes opérations atomiques pouvant être exécutées avec des
degrés de parallélismes distincts. Le projet [5] adopta une toute autre approche en proposant
une méthode pour accélérer une partie des fonctionnalités de SQLite en envoyant la totalité du
plan d’exécution au GPU. Néanmoins ce système n’exploitait pas le parallélisme des CPU et
était pénalisé par de trop nombreux transferts de données entre CPU et GPU.
Jusqu’à présent, la grande majorité des recherches sont centrées sur des aspects bien spécifiques
des SGBD sans pouvoir proposer de moteur complet : dans [6], l’équipe s’est focalisée sur la
gestion des transactions et leurs mécanismes de verrouillage. Avec [7], c’est l’aspect mainte-
nabilité du code qui a été traité. Le système [8] a permis d’analyser les aptitudes des GPU
pour le traitement analytique en ligne (OLAP) avec des bases de données décisionnelles. Nous
pouvons également mentionner [9], une extension de MonetDB, qui est une proposition pri-
vilégiant l’indépendance des couches métier vis-à-vis de l’architecture matérielle sous-jacente.
Depuis peu, Breß et al. ont proposé dans [10] un système conçu dans le but d’étudier la géné-
ration des plans d’exécutions. Le dernier projet en date qui s’apparente plus à un SGBD est
proposé par Yong et al. dans [11]. Ce système est un moteur de type IMDB en mémoire centrale
offrant un support partiel du langage SQL. Le système est supervisé par le CPU qui, en fonc-
tion des tâches à réaliser, est capable de déléguer des sous-tâches vers le CPU ou vers le GPU.
Chaque sous-tâche sur GPU requiert des transferts de données entre la mémoire centrale et la
mémoire GPU. Les temps de transferts sont néanmoins optimisés par l’utilisation de techniques
de compressions/décompressions assurées par le CPU. Notez également que seuls deux pro-
duits commerciaux présentés dans [12] et [13], utilisent des moteurs de bases de données sur
architectures hybrides (multi-CPU + multi-GPU) mais ces derniers sont principalement orien-
tés vers les systèmes d’informations géographiques (SIG).
2.2. Positionnement
La plupart des systèmes présentés dans la sous-section précédente sont des SGBDR partiels et
fonctionnent avec des bases de données en « lecture-seule ». Ces différents travaux s’orientent
plutôt vers l’adoption des SGBDR à un contexte de type Big Data en tirant profit des archi-
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tectures GPU. Notre proposition peut également servir de base pour développer une solution
performante avec des grappes de serveurs, néanmoins nous nous sommes focalisés sur une
approche différente. Nous proposons d’accélérer les SGBDR embarqués qui sont installés sur
les plateformes utilisateurs. Avec notre système CuDB, nous cherchons à améliorer les per-
formances des SGBDR au niveau de l’utilisateur final en augmentant la réactivité des SGBDR
embarqués en tirant au maximum profit des capacités des architectures matérielles disponibles.
Les bases de données utilisées par les SGBDR embarqués sont généralement de taille réduite
(< 1 Go) ce qui permet de les stocker entièrement en mémoire GPU. Un grand nombre de
solutions reposent sur l’utilisation de SGBDR embarqués et peuvent bénéficier de capacité de
traitement supérieure. Cela permet, par exemple, d’augmenter la quantité des données à traiter
par le SGBDR embarqué faisant office de cache et dès lors de diminuer la charge réseau tout en
améliorant la réactivité des applications. Notez que les SGBDR embarqués ne sont pas toujours
déployés côté client mais également dans des applications serveur quand les volumes de don-
nées à traiter reste de taille raisonnable et que la réactivité est primordiale. Notre proposition
peut s’avérer être également bénéfique pour de tels systèmes.
3. Architecture
3.1. Principe général
L’architecture interne de SQLite est décomposée en 4 unités logiques. Les applications com-
muniquent avec SQLite en langage SQL par l’intermédiaire de l’API. Les requêtes SQL sont
ensuite traduites par le compilateur, dont le rôle est de générer un plan d’exécution. Ce plan
d’exécution n’est autre qu’une liste d’opérations unitaires à réaliser sous la forme de listing
d’opcodes (comparables à des instructions assembleur). Ce plan est ensuite exécuté par une ma-
chine virtuelle en utilisant la base de données gérée par un moteur de stockage.
FIGURE 1 – Architecture interne de CuDB
La machine virtuelle et le moteur de stockage sont les deux unités qui nécessitent le plus de
ressources. C’est pour cette raison qu’avec CuDB, l’approche retenue a été de remplacer ces
deux dernières unités, par une double implémentation parallèle sur CPU et GPU (Figure 1).
3.2. Le moteur de traitement
Comme nous conservons les deux premiers modules de SQLite, notre système préserve le sup-
port du langage SQL et demeure compatible avec les applications existantes. Notre machine
virtuelle hybride adapte les plans d’exécution générés par le parseur SQL, puis les transfère
soit vers le CPU soit vers le GPU. Les plans d’exécution fournis à la machine virtuelle hy-
bride sont exécutés par chacun des threads du CPU ou du GPU sur un ensemble de données
différent (Figure 2). Dès qu’une ligne du résultat a été calculée par un thread, il l’envoie vers
une mémoire asynchrone, la « pinned memory », ce qui permet au thread de commencer les
calculs pour la ligne de résultat suivante sans attendre la fin du transfert. Ce procédé permet
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d’augmenter les performances globales du système.
FIGURE 2 – Principe SPMD du moteur
de traitement de CUDB. Le nombre de
threads dépend du processeur cible :
de l’ordre de la dizaine pour un CPU
et de quelques dizaines de milliers
pour un GPU.
Pour profiter au mieux du débit binaire élevé entre la
mémoire graphique et le GPU, l’entièreté de la base
de données est directement hébergée dans la mémoire
du GPU (In-Memory DB) et ce de manière persis-
tante. Cela permet de s’affranchir de la majorité des
transferts de données entre CPU et GPU, ces échanges
constituants généralement un goulot d’étranglement.
Les transferts de données entre CPU et GPU se ré-
sument aux plans de requêtes à exécuter (de l’ordre
du kilo octet), aux données de mise à jour de la base
(création de table, insertion, etc.) et aux résultats des
extractions. Avec une base de données « in-memory »,
et pour la grande majorité de ces requêtes d’extraction,
nos expérimentations ont montré que les performances dépendent principalement du débit mé-
moire disponible plutôt que de la puissance des cœurs de calculs. Ceci justifie l’exploitation de
la bande passante entre la mémoire graphique et le GPU qui est souvent bien supérieure à celle
disponible entre le CPU et sa mémoire vive. Cette caractéristique rend les GPU particulière-
ment bien adaptés aux traitements des requêtes d’extractions.
Comme la grande majorité des applications GPGPU 1, une certaine quantité de données est né-
cessaire pour que le GPU soit plus efficace que le CPU. Pour tirer le meilleur parti des deux
architectures, quel que soit le volume de données à traiter, la machine virtuelle hybride choisit
d’exécuter les traitements soit sur GPU soit sur CPU. L’implémentation sur CPU multi-cœur du
moteur repose sur le même principe que pour la version GPU mais en utilisant des threads PO-
SIX. Afin de garantir des performances maximales sur CPU, une copie des tables est également
conservée en mémoire centrale, uniquement pour les tables traitées plus efficacement sur CPU
(de l’ordre de 1000 entrées pour une configuration Core i7 + GTX770 et 5000 entrées pour un
Core i7 + GT740). Nous n’avons pas opté pour un mécanisme d’exécution simultané sur CPU
et GPU d’un même plan d’exécution pour les raisons suivantes : (1) surcoûts de mise à jour des
données entre CPU et GPU, (2) « overhead » dû à la synchronisation des tâches CPU et GPU et
(3) mobilisation de l’ensemble des ressources de calcul au détriment des autres applications.
3.3. Le moteur de stockage
Notre première implémentation de CuDB utilisait une gestion mémoire séparée entre CPU et
GPU. Nous avons ensuite tenté de nous affranchir du besoin de conserver une copie perma-
nente de certaines tables en utilisant le principe de mémoire unifiée fourni par CUDA depuis
la version 6. Avec la mémoire unifiée, les CPU et GPU utilisent un seul et même pointeur pour
accéder aux données. Cela facilite grandement l’écriture du code et c’est alors le pilote (driver)
qui est chargé de gérer automatiquement les différents transferts. Cependant, suite à nos diffé-
rents tests de performance, nous avons abandonné l’idée d’utiliser la mémoire unifiée car cela
se traduisait systématiquement par des ralentissements se situant entre 2x à 9x dus aux trans-
ferts mémoire effectués automatiquement par le pilote. L’article [14] conclut également que
l’utilisation de la mémoire unifiée engendre généralement une dégradation des performances.
SQLite est un des rares SGBDR à typage dynamique. Dans un souci de compatibilité avec l’exis-
tant, CuDB permet également de stocker n’importe quel type de données dans chaque champ.
1. General-purpose Processing on Graphics Processing Units
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Cependant, cette gestion occasionne une forte augmentation de la complexité des traitements
(transtypage dynamique de chaque donnée) et rend les accès mémoire moins cohérents (di-
mension personnalisée de chaque donnée). Les performances des applications sur GPU y étant
fortement sensibles [15], celles-ci deviennent alors plus modestes quand le système manipule
des colonnes à typage dynamique. Pour pouvoir atteindre les meilleures performances, à l’ins-
tar de MySQL, nous avons doté CuDB d’une fonctionnalité permettant de choisir parmi trois
configurations différentes du moteur de stockage, indépendamment pour chacune des tables :
- Le mode « Compacity » : mode de fonctionnement par défaut avec un typage dynamique des
données semblable à SQLite. Chaque tuple est systématiquement précédé d’en-tête nécessaire
au support du typage dynamique. Les enregistrements sont stockés en mémoire de manière
linéaire ce qui permet une grande compacité des données.
- Le mode « Strict » : mode à typage statique avec format de stockage similaire au mode par dé-
faut. Le typage statique permet de s’affranchir des en-têtes de typage ce qui permet d’accélérer
les performances par des accès mémoire plus cohérents et une désactivation de fonctionnalités
de contrôle de typage.
- Le mode « Boost » : typage strict et les données des tables sont stockées colonne par colonne
et non par tuple. Cette organisation des données garantit une coalescence optimale des accès
mémoire pour des performances de premier ordre au détriment de la compacité des tables.
Ces différents formats permettent d’adapter le SGBD à son contexte d’utilisation et d’en aug-
menter les performances pour les applications à typage strict. Les insertions sont à charge du
CPU. Elles sont traitées en arrière-plan par rapport aux sélections, tout en conservant la sé-
quence des requêtes afin de conserver l’atomicité des transactions.
4. Evaluations
Pour les mesures de performances, les temps nécessaires aux transferts des plans de requêtes
du CPU vers le GPU sont pris en compte ainsi que les transferts de résultats du GPU vers le
CPU. La durée nécessaire à la compilation des requêtes n’est pas prise en compte étant donné
que ce traitement est identique quelle que soit la configuration du moteur. Pour les tests sur
CPU, la version 3.8.10.2 de SQLite est utilisée conjointement à une base de données stockée en
RAM dans le but de ne pas ralentir le système par des accès disque. Les spécificités du matériel
utilisé pour la réalisation de ces tests sont présentées dans la Table 1.
CPU Core i7 2600K 4 coeurs + HT 3.8 GHz Débit mémoire : 21Go/s
GPU GT740 GDDR5 2Go 384 unités Kepler ~1 GHz 80Go/s
GPU GTX770 2Go 1536 unités Kepler ~1 GHz 224Go/s
TABLE 1 – Matériel utilisé
Nous avons mesuré les temps nécessaires aux traitements d’un ensemble de requêtes de sélec-
tion pour des tables de tailles variables (entre cent à un million d’enregistrements). Les per-
formances pouvant fluctuer légèrement (inférieur à 3%), chaque test a été opéré une centaine
de fois. Comme le comportement du système est, à quelques exceptions près (fonctions agré-
gations et certaines jointures), assez constant, et pour la bonne lisibilité de ce document, nous
présentons leurs valeurs moyennes. Les colonnes des tables utilisées sont de types variés et ne
sont pas indexées. Le support de l’indexation persistante est prévu pour une prochaine version
de CuDB.
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4.1. Accélération des requêtes d’extraction
FIGURE 3 – Accélérations moyennes
La Figure 3 compare les facteurs d’accélé-
rations procurés en utilisant soit des tables
avec mode de stockage par défaut (typage
dynamique), soit des tables utilisant le mode
« Boost » (typage statiques et à accès mé-
moire coalescents). Par rapport à l’implémen-
tation séquentielle de SQLite et avec le mode
de fonctionnement le plus rapide, nous ob-
tenons en moyenne des accélérations de 65x
(GTX770Boost) et 25x (GT740Boost) pour des
tables contenant un million d’entrées. No-
tez que des pointes de performances de 90x
(GTX770) et de 35x (GT740) ont également été
observées pour des requêtes à sélectivité très forte. Dès que le nombre d’enregistrements sto-
ckés dans les tables dépasse le seuil des 1000 entrées pour la GTX770 et 5000 pour la GT740, le
système passe le relais au GPU.
Durant nos tests, nous avons remarqué que notre version CPU multithread sur 4 cœurs est
plus de trois fois plus rapide que SQLite. La version CPU du moteur atteint son accéléra-
tion maximale dès 1000 enregistrements, ce qui explique le plateau sur la Figure 3. Le seuil
de commutation du mode CPU au mode GPU est actuellement un paramètre statique. Il pour-
rait être intéressant de concevoir un système d’auto-calibration qui évalue dynamiquement les
meilleurs paramètres en fonction des caractéristiques de la base de données et des conditions
matérielles du système : les cœurs des CPU et des GPU, les débits mémoire et les performances
des bus d’échange de données.
Nous avons également effectué des mesures de performances quand le GPU était utilisé comme
carte principale pendant la lecture de vidéos en Full HD. Durant ces tests, nous avons relevé
des baisses de performances de CuDB ne dépassant pas 25% tout en conservant un flux vidéo
fluide.
4.2. Gains en fonction du type de table
FIGURE 4 – Gains procurés par le typage sta-
tique
La Figure 4 montre les gains moyens obte-
nus en utilisant des tables à typage statique
(AVGStrict) plutôt que dynamique et en uti-
lisant le mode de stockage « Boost » (AVG-
Boost). Les gains obtenus avec les différents
formats de stockage sont assez constants
excepté pour les jointures. La performance
du traitement des jointures dépend princi-
palement de l’efficacité du moteur de sto-
ckage à réaliser des couples de données. Au
lieu d’utiliser un produit cartésien [16], nous
avons implémenté une technique d’indexa-
tion originale, adaptée à l’organisation in-
terne des données : un vecteur temporaire chargé parallèlement sur lequel est appliqué un tri
bitonique [17] remanié. Avec cette implémentation, nous obtenons des gains en performance
grimpants jusqu’à 174% en mode « Strict » et 404% en mode « Boost ».
Compas’2016 : Parallélisme / Architecture / Système
Lorient, France, du 5 au 8 juillet 2016
4.3. Efficience énergétique
La Figure 5 présente les différentes mesures de puissance. Les relevés CPU 1T, 2T et 4T sont les
consommations du moteur de traitement CPU de CuDB en configuration un, deux et quatre
threads. Pour les mesures de consommation électrique, nous avons également mesuré avec un
énergimètre la consommation totale du système pendant les différents tests de performances.
De ces valeurs absolues nous avons soustrait ce qui est consommé par le système au repos, afin
de ne prendre en considération que l’énergie qui est consommée par les traitements du moteur.
Les moyennes des consommations d’énergie avec le mode de fonctionnement le plus rapide
sont présentées en Figure 6.
FIGURE 5 – Puissances mesurées. FIGURE 6 – Comparaison des consommations.
Par rapport à SQLite, CuDB permet de réduire la consommation énergétique de 32 fois (GTX770)
et 55 fois (GT740) pour des tables d’un million d’enregistrements. Pour les traitements GPGPU
qui sont de type « memory-bound », au sein d’une même génération de GPU et avec une confi-
guration mémoire identique, l’efficience énergétique maximale est généralement atteinte avec
le GPU qui dispose des meilleurs ratios « bande passante mémoire » sur « nombre d’unités de
calculs » et « taille de mémoire cache L2 » sur « nombre d’unités de calculs ». Ceci a été confirmé
par la grande majorité de nos tests. Le GT740 qui, en version GGDR5, a des ratios supérieurs
au GTX770 (+45% de bande passante par cœur et 2x plus de cache par cœur) procure un taux
d’utilisation du GPU supérieur. Le GT740 s’est systématiquement avéré être la solution la plus
efficiente sur le plan énergétique.
5. Conclusions et perspectives
Dans ce papier, nous avons montré que les architectures GPU peuvent être exploitées pour
accélérer les traitements des moteurs de bases de données. Nous avons présenté CuDB, un
SGBDR embarqué qui propose une version de SQLite pour architecture parallèle hybride.
CuDB conserve l’API de SQLite et est compatible avec le langage SQL. Nous avons également
montré des facteurs d’accélération moyens de plus de 65x pour des requêtes sur des tables
contenant un million d’entrées tout en améliorant largement l’efficience énergétique du sys-
tème. Les différents relevés de performance ont également démontré qu’il n’est pas nécessaire
de disposer des GPU les plus puissants pour atteindre les meilleures accélérations. Les lacunes
des solutions GPGPU pour le traitement de petites quantités de données ont également été
comblées par l’adoption d’un mode hybride où les traitements légers restent à charge du CPU.
CuDB doit encore relever certains défis comme parvenir à s’affranchir des limitations en ca-
pacité mémoire des GPU et le support de certaines clauses SQL comme par exemple ALTER
TABLE et ORDER BY. CuDB étant actuellement implémenté avec le framework CUDA, et dans
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le but de le déployer sur d’autres architectures, il pourrait être intéressant de porter l’ensemble
des sources sur OpenCL. La bande passante mémoire des futures générations de GPU étant
revue fortement à la hausse, cela laisse présager un bel avenir pour les SGBD accélérés par les
architectures GPU.
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