We construct a toric generalised Kähler structure on CP 2 and show that the various structures such as the complex structure, metric etc are expressed in terms of certain elliptic functions. We also compute the generalised Kähler potential in terms of certain integral of elliptic functions.
Introduction
We give a biased introduction to generalised Kähler structure based on physics applications. Generalised Kähler or Calabi-Yau geometry [Hit03] [Gua14] arise from the study of supersymmetric sigma models or super-string compactifications. For example, by placing a super-string theory on R 1,3 × X where X is a Calabi-Yau 3-fold, one can obtain a gauge theory on R 1,3 that preserves N = 2 supersymmetry. For a sigma model based on mappings from a Riemann surface Σ to a manifold M , Zumino showed that one can obtain N = 2 supersymmetry if M is Kähler [Zum79] . But string theory has an important duality called the Tduality (torus duality) that relates the IIA to the IIB super-string and is the local model for mirror symmetry [SYZ96] . However the two integral ingredients, the Kähler geometry and T-duality are not compatible. The problem is that Kähler geometry is characterised by the covariant constancy of the complex structure under the Levi-Civita connection. But the T-duality will generate a NeveuSchwarz 3-form H. This 3-form modifies the Levi-Civita connection, making it torsionful [Str86, Hul86] . So a more appropriate notion of generalised Kähler structure is formulated as the constancy of complex structure under a torisonful connection ∇ H (which we will recall in the next section). As for the sigma models, it turns out that Zumino's result can be generalised [JGMHR84] to accommodate a bi-hermitian geometry with torsion connection. The local geometry of generalised Kähler structure (GKS) has been well understood and used to construct supersymmetric sigma models mentioned above [LRvUZ07] . The generalised Kähler potential (GKP) was used to write the action of such models, but the drawback was that the formulation only works at regular points and a more global understanding of the GKP was lacking. A more recent work [BGZ18] partially answered this question for GKS of the symplectic type, where the GKP was formulated in terms of Mortia equivalence of certain holomorphic Poisson structures.
In [Hit07] Hitchin gave a construction of GKS on Del Pezzo surfaces using a flow that deforms the original Kähler structure on these surfaces. In general, it can be hard to solve a flow equation due to its non-linear nature. In this work we restrict ourselves to the toric Del Pezzo surfaces, where thanks to the toric symmetry, the flow equations greatly simplify. We show that on CP 2 the flow is solved by the Weierstrass elliptic functions. To present the solution we use the coordinate system c 3 , s to parametrise the triangle which is the moment map polygon for CP and with half-periods ω 1,2 depending on c 3 . With the c 3 , s coordinates, the flow is simply a shift
with ∆t the flow time. Our main result is that (the details are in props.6.6, 6.4 and 6.9) Theorem 1.1. On CP 2 , Hitchin's construction gives a Generalised Kähler structure with two toric invariant complex structures. The first one I − is the standard one while I + is deformed from I − by a flow φ ∆t : where the coordinate we use for CP 2 are the two angles θ 1,2 in addition to the c 3 , s. The quantityη 1 is introduced in (A.14) and depends only on c 3 . The complex structure I + is valid for arbitrary flow time ∆t, but the bi-hermitian metric is positive definite for small but non-zero ∆t. The generalised Kähler potential is given by The first term is proportional to the Fubini-Study Kähler potential.
We leave the further exploration of our explicit results, such as the relation to certain integrable models [Rui87] as well as mirror symmetry for a future work. The 3-form H can be expressed in terms of ω = J * g as
We have now two complex structures and so two Hermitian 2-forms ω ± = I * ± g, and two 3-forms H ± constructed from ω ± using the two complex structures I ± . It is proved in [AGG98] that if the first Betti number is even then H + = −H − , and so we will write H for H + and ∇ ± for the connection with torsion ∇ ±H . To summarise, a GKS consists of a bi-hermitian metric (g, I ± ) with the covariant constancy condition
Morita equivalence between holomorphic Poisson structures
What played a crucial role in [BGZ18] was the formulation of the GKS in terms of holomorphic Poisson structures. One starts with the Hitchin's Poisson structure
It can be shown that this is (0,2)+(2,0) with respect to both I ± . From Q one can construct two Poisson structures
which are (2,0) and holomorphic under I ± respectively. The authors of [BGZ18] considered the GKS of symplectic type, we refer to [BGZ18] for the details of this definition, while we only record what would be important for this work. One has a symplectic form F , with the following relations to I ±
3)
The solution to such a non-linear pair of equations is encoded in terms of the Morita equivalence of σ ± as holomorphic Poisson structures. We recall its definition following Ping Xu, adapted to the holomorphic setting
The two holomorphic Poisson structures (M, σ ± ) are Morita equivalent if there is a holomorphic symplectic manifold (X, J, Ω) (called the equivalence bi-module) and two maps s, t
with the following properties. The source map s is holomorphic and anti-Poisson, i.e. s * Ω −1 = −σ − , while the target map t is holomorphic and Poisson i.e. t * Ω −1 = σ + . Besides, the fibre of s, t is connected and simply connected. One requires further that ker * be symplectic orthogonal complement to ker s * .
Here complete means that s * f generates a complete Hamiltonian vector field (its flow time extendable to (−∞, ∞)) if the function f on M generates under σ − a complete vector field. The same goes for σ + and t * f . The symplectic orthogonality of ker s * and ker t * implies
This ensures that the hamiltonian vector field generated by a function of type t * h with h ∈ C ∞ (M ) has no effect on the image of the source map (and vice versa). Finally that s and t are holomorphic means that the two complex structures I ± are 'unified' as one single complex structure up on X. The Morita equivalence is an equivalence relation between integrable Poisson manifolds. In particular, integrable Poisson manifolds are self Morita equivalent with self-equivalence bi-module given by the symplectic groupoid, which we will need next.
In the setting of GKS of symplectic type, this Morita equivalence between (M, σ ± ) can be constructed from deforming a self-Morita equivalence of (M, σ − ). Let (X, J, Ω 0 ) be a holomorphic symplectic groupoid integrating the Poisson structure σ − , i.e. a holomorphic symplectic manifold (X, J, Ω 0 ) with maps
satisfying identical conditions as in def.2.1 by replacing I + , σ + with I − , σ − . One has again a similar orthogonality
It is helpful to keep in mind that J 0 can be expressed as
and that the inverse of Ω 0 (as a holomorphic 2-form) is
It turns out that a simple deformation Ω 0 → Ω = Ω 0 + t * F gives us the Morita equivalence between σ ± .
For simplicity of discussion we assume that t * F is such that Re Ω 0 + t * F remains invertible. First the kernel of Ω defines an distributionL ⊂ T C X which is integrable since Ω is closed. The invertibility of Re Ω 0 + t * F ensures that L ∩L = 0 and L ⊕L = T C X. This means that L is spanned by the (1,0) vector fields in T C X but under a different complex structure J = J 0 . The new complex structure can be expressed in the same way as (2.6)
where the second term drops thanks to (2.5). In contrast, for the t map we have
where we have used the fact that t is a Poisson map sending Ω −1 0 to σ − = (I − Q + iQ)/4. The last equation says that t * now intertwines J with a certain automorphism I + of T M with I + = I − − QF = I − (1 + I − QF ). This gives (2.3).
Furthermore, that the lhs of (2.8) squares to −1 gives
which is (2.4). This also implies (I + ) 2 = −1.
The Poisson property for s is unaffected, as for t
To evaluate the first term we can use a geometric series expansion [BR03] and get
3). This shows that t * maps Ω −1 to σ + .
Encoding the generalised Kähler potential
The Morita equivalence between σ ± encodes the generalised Kähler potential (GKP) as a kind of generating function (see sec.4. of [BGZ18] ). Recall that just as the usual Kähler potential is not a globally defined function, the GKP is defined locally, and so the following discussion is local in nature. From the previous section, one has a holomorphic symplectic form Ω = Ω 0 + t * F , which can be expressed using local Darboux coordinate as Ω = i k dP k ∧ dQ k where Q k , P k are local holomorphic coordinates. As the Morita equivalence (X, Ω, J) was constructed out of a symplectic groupoid (X, Ω 0 , J 0 ) integrating σ − , the space of units is a Lagrangian L 0 with respect to Ω 0 . Though L 0 is no longer Lagrangian under Ω, one still has Im Ω L0 = 0 since F is real. Suppose that locally in the P, Q coordinate system L 0 is given by
This forces Im iη to be a closed 1-form and hence Re η = −dK locally for some real function K(Q,Q), as a consequence
The local real function K is the GKP. As an example, for an actual Kähler manifold (M, ω, I), one has σ ± = 0 and I + = I − = I. Then the Morita equivalence given simply by the holomorphic cotangent bundle X = T
(1,0) M and Ω 0 is the standard holomorphic symplectic form. The maps s, t are just the bundle projection π. The holomorphic symplectic form is then deformed to Ω 0 + π * ω, for which we can pick the Darboux coordinates as follows. Let Q k = x k be the local holomorphic coordinates for M and ξ k the local fibre coordinate, then P k = ξ k − 2∂ k K with K being the Kähler potential in the usual sense, i.e. 2i∂∂K = ω. We can easily check
Then the zero section L 0 = M is given by the condition ξ i = 0 or P i = −2∂ i K, which is how the GKP is formulated in the last paragraph.
The Hitchin construction
The pervading theme of the construction of the last section is that one starts from a Kähler manifold with I − as its complex structure, and one obtains I + as a deformation of I − . In [Hit07] Hitchin used a flow to deform I − so that for small flow time, one gets a 4D bi-hermitian metric. Note that in this construction the flow time is small but cannot be zero.
Overview
Let us give a quick overview of Hitchin's construction, while some proofs are collected in the next section.
One starts with a Kähler surface (M, I − , σ − ), with a choice of a holomorphic Poisson tensor σ − i.e. any element of H 0 (M, K −1 ) with K the canonical bundle. The key observation is that the two holomorphic
Poisson structures in (2.2) encoding the GKS share the same imaginary part Q, and so in deforming I − to reach I + one has to preserve Q. It is thus natural to use a Q-Hamiltonian flow φ t with φ 0 = id generated by some Hamiltonian h to deform I − so that
is the new complex structure. The difficulty is to produce a positive definite bi-hermitian metric.
Hitchin picked the hamiltonian for the flow h ∼ log ||σ − || 2 . Even though h is ill-defined where σ − vanishes, the hamiltonian vector field
is globally defined, as demonstrated in [Hit07] . This is essentially because Q is zero whenever h diverges so that V , although not hamiltonian, is Poisson and its flow certainly preserves Q. Take the inverse of σ − , considered as a meromorphic (2,0)-form, and denote with ω − = Re (σ −1 − ). It is of course (2,0)+(0,2) with respect to I − . Also its pull-back ω + = φ * t ω − is by construction (2, 0) + (0, 2) with respect to I + . But we consider its (1,1)-component with respect to
This 2-tensor turns out to be well defined (even though ω + is not), and symmetric (1,1) with respect to both I ± . But it may not be positive definite. To ensure its positivity, Hitchin studied the first derivative of g with respect to t and showed that
where ∂,∂ use the complex structure I − . But the rhs is the curvature of the line bundle K −1 , thus if the anti-canonical bundle is ample, then the curvature is positive definite. Since positivity is an open condition, for small but nonzero t one has constructed a bi-hermitian metric.
Collection of some formulae
For clarity we temporarily denote with I = I − and I t = I + . The flow φ t is generated by the vector field V = Q # dh, and so I t = I + given in (3.1) can be written as
while L V I can be written as L V I = −Qd(I * dh) which we prove in lem.3.1. Comparing with (2.3) one has
since Q is preserved by φ t . So we get the formula for F
The first time derivative of F (t) isḞ
As for the metric, denote with σ − = σ and
t ), and set as in (3.2)
At flow time t = 0, ω 0 is (2,0)+(0,2) with respect to I and so g is zero. This is crucial for g to be globally defined for t > 0, since the divergence of ω t resides only in the (2,0)+(0,2) component. We observe that
where we used ω t = Re (σ −1 t ) = −Q −1 I t and that Q is (0, 2) + (2, 0) w.r.t. I. We see from the last formula that g t is a symmetric tensor and
c.f. (2.1). We omit the subscript t in g next. We see a democracy between I t and I, thus if g is (1,1) under I so will it be under I t . Finally that g is well-defined comes from the relation I t − I = −QF
Taking t-derivative at t = 0 and using (3.5), we get the positivity (3.3).
Lemma 3.1.
To evaluate the rhs we pick a local holomorphic function f so that df = ∂f
As Q (2,0) and f are holomorphic the U derivative passes them by and gives
The case for U being (1, 0) is similar.
Kähler potential under the flow
In this section we combine the two constructions of sec.2 and sec.3.1. Let (X, Ω 0 ) be holomorphic symplectic groupoid integrating (M, I − , σ − ), then the flow φ t generated by the vector field V can be lifted up toφ t on X generated byV
where the minus sign comes from (2.7) so thatV covers V . The lifted flowφ t satisfies
recall that the symplectic orthogonality (2.5) ensures that the image of s remains fixed, hence the second relation.
We have an expected result Lemma 4.1.
Proof. We let Ω t =φ * t Ω 0 be the flow of Ω 0 , theṅ
One has again the relation LV J 0 = (Im Ω 0 ) −1 dJ * 0 t * dh (here we understand the 2-form as a map from T to T * and a bi-vector as a map from T * to T ) similar to lem.3.1. Thuṡ
where we used (4.1). Continuing
where F was given in (3.4). 
then these will pull back to
and are subsequently the Darboux coordinates of Ω t since we have shown (4.2). From this we also see that the new complex structure J t on X induced from the deformed holomorphic symplectic structure Ω t is related to J 0 by the flowφ t . The space of units L 0 is flown to L t . The Darboux coordinates (P, Q) of Ω 0 pull back underφ * t . Suppose that L t is described under Q, P chart as
i.e. Im(iη) is closed and one has a local real function K(Q,Q) with iη| Lt = −2i∂K, i.e. L t is the graph
There is in general no formula for finding the primitive for Im(iη) apart from its t-derivative at t = 0
Proposition 4.2. Assuming that at t = 0 the Lagrangian L 0 is described by P = 0, i.e.
The proof is immediate. In the toric case later, we will be able to get the primitive of Re η somewhat more naturally.
Application for toric Del Pezzo

Review of some elements of toric surfaces
A good text book for this is Fulton [Ful93] , and we shall also make use of the explicit parametrisation of toric manifolds due to Guillemin [Gui94] .
Our focus of the toric geometry is more on its Kähler aspect, and so it is more appropriate to use the moment map polytope description (the fan description is more adapted for the algebraic aspect). 
For the remainder of the paper, we let d = 2 and all polygons are assumed Delzant. We denote the primitive normal to face ∆ a as v a . In fact, each face corresponds to an embedded CP 1 in M ∆ . It is a toric invariant divisor, and all toric invariant divisors are generated (not freely) by the faces. Suppose that the polygon is described by
where y are the coordinates of R 2 . Then from [Gui94] the Kähler class is expressed as
Since the divisors [a] are not independent and have n relations among them, this expansion is not unique. Except for CP 1 ×CP 1 , the other Del Pezzo's are obtained from blowing up to 8 points in general position.
But we are interested in toric Del Pezzo's, so one can only blow up toric fixed points on CP 2 . The polygon corresponding to CP 2 is a triangle, see fig.5.1. There are only three toric invariant points located at the three corners of the triangle. Further blow-ups will product −2 curves and is not allowed (since any irreducible curve C with C· C < 0 must be rational and C· C = −1 if −K is ample). We are left with the following polygons
where we have marked the −1 curve in red.
Action angle coordinates and complex coordinates
Let y = (y 1 , y 2 ) parametrise ∆ ⊂ R 2 , and let θ 1 , θ 2 be the angle coordinates of T 2 . We have 
Further the complex structure and metric read
The complex coordinates can be expressed as
Recall from the discussion below thm.5.2 that each corner of the polygon corresponds to a C 2 patch, covering the whole M . At a corner with normals u 1 , u 2 , one can take combination of (5.3) to give local complex coordinates for the
For later use we record how the complex coordinates change from one local patch to another.
Lemma 5.5. Suppose at the two corners of ∆ with normals u a and v a respectively, one has complex coordinates {z a , a = 1, 2} and {z a , a = 1, 2} defined as in (5.4) using { u a } and { v a } respectively, then over the open intersection where both coordinate systems are valid, one has the transformatioñ
The proof is a direct calculation. Of course in the derivation, we used u
Delzant.
Toric invariant holomorphic Poisson tensor
A consequence of (5.5) is
Lemma 5.6. The unique (up to a constant multiple) toric invariant holomorphic Poisson tensor on a toric surface has local expression
This expression is defined on the C 2 patch corresponding to a corner of ∆ with normals u 1 , u 2 , but is in fact globally defined.
Proof. We need only check that if one makes a coordinate transform as in (5.5), the local expression of σ remains unchanged, but this follows from det A = 1.
A straightforward calculation gives
Lemma 5.7. When written in the action-angle coordinates, the holomorphic Poisson tensor σ reads
Its norm computed with the metric (5.2) is
The determinant det(G ij ) can be evaluated as
The concrete expression for CP 2 is given in sec.6.
The symplectic groupoid
According to the recipe for constructing the Morita equivalence, we need to find (X, Ω 0 ) integrating σ given in (5.6). This has been studied in [LR18] but, since this case is simple, we try to give a self contained presentation. We start from an example on C 2 .
Example 5.8. On C 2 with complex coordinates x, y, we have a holomorphic Poisson tensor
The pervading trick in finding the integrating object is to notice that π is non-degenerate except when xy = 0. This means that (X, Ω) would look like a pair groupoid X ∼ U × U in an open dense U = {xy = 0}, with
where x, y are the source coordinates andx,ŷ those of the target.
To extend to the whole of C 2 , we describe the symplectic groupoid as C 4 with coordinates x, y, u, v which away from the divisor, are related to the old ones aŝ
x/x = e uy ,ŷ/y = e vx .
(5.10)
This trade is meant to reflect the fact that if xy = 0 thenx = x,ŷ = y necessarily and u, v, x, y are a more fundamental set of coordinates.
Rewriting Ω −1 in the (x, y, u, v) coordinates
This is invertible, in fact det Ω = 1 everywhere. Its inverse is
The next step is to globalise this construction by regarding u, v as the fibre coordinates of some vector bundle to take into account the non-trivial coordinate change.
Theorem 5.9. Let M be a smooth toric surface associated with a Delzant polygon ∆. The holomorphic Poisson structure σ (5.6) can be integrated into a symplectic groupoid (X, Ω 0 ). The space X is diffeomorphic to the holomorphic cotangent bundle of M . If (z a , ξ a ) are the local base and fibre coordinates, then Ω 0 reads
Let g = (z 1 , z 2 ; ξ 1 , ξ 2 ) be a point in X, the source, target maps read
1 ).
1 ; η 1 , η 2 ) be another point with s(h) = t(g) then
).
Proof. We only need to prove that the local model ex.5.8 globalises under the coordinate change rule lem.5.5. If z a →z a as in (5.5), then as fibre coordinates of
This means the combination z a ξ a (no sum) transforms linearly
Note that A ab is an SL(2, Z) matrix, but recall that for all SL(2, C) matrices A one has
This shows that
This shows that the t map is globally defined. Using the coordinate transform for T * C 2 it is straightforward, though tedious, to check that Ω 0 is globally well-defined.
Lemma 5.10. The Darboux coordinates are
2 /2 , p 2 = ξ 2 e ξ1z 1 /2 , iΩ 0 = dq 1 ∧ dp 1 + dq 2 ∧ dp 2 .
Under this coordinates, the source, target maps are
The proof is a direct computation.
Remark 5.11. From the Darboux coordinates it is easy to check
which leads to (2.5). Lem.5.10 also gives a simpler check that the symplectic form (5.12) is well-defined globally. Using the same argument as above, the q a , p b transform as
Therefore using log q a and p a q a as coordinates, it is clear
a ∧ dp a . From the general formula prop.5.4, we have
GKS on CP
where we have let y 3 = 1 − y 1 − y 2 which turns out quite convenient later on. Now 4 det(G ij ) = 1 y 1 y 2 y 3 ⇒ ||σ|| 2 = 2y 1 y 2 y 3 from (5.8). This is completely expected since σ vanishes on a cubic curve, which in the toric invariant case is the product of three lines, corresponding to each of the three faces ∆ a = {y a = 0}, a = 1, 2, 3.
The complex coordinates (5.3) are
1) they are in fact the standard inhomogeneous coordinates for CP 2 .
The Hitchin Poisson tensor is the imaginary part of σ
Solving the flow
We pick the Hamiltonian h as
The pre-factor is for convenience and can always be absorbed by redefining t. This gives a vector field
and so the flow equation readṡ y 1 (t) = y 1 (t)(y 2 (t) − y 3 (t)), and cyc perm (1 → 2 → 3). (6.3)
It pays to keep the symmetry between y 1,2,3 and so we define the symmetric polynomials
It is obvious that c 3 is a conserved quantity under the flow since h ∼ log c 3 .
Proposition 6.1. The flow equation (6.3) is solved by
with ℘ the Weierstrass elliptic function with ω 1,2 as the half periods of a square lattice ( fig.3 ) while t ∞ = (2/3)ω 1 . Finally t has constant imaginary part −iω 2 and arbitrary real part 4 .
Proof. We can solve from y 2 + y 3 = 1 − y 1 , y 2 y 3 = c 3 /y 1 that
and hence
The rhs is a quartic polynomial with a root at y 1 = 0, which hints at changing variables y 1 = 1/u so one can turn the quartic into a cubic
Further letting ℘ = 1/12 − c 3 u giveṡ
The solution is the celebrated Weierstrass ℘ function. It is a doubly periodic meromorphic function with period lattice 2Ω generated by 2ω 1 , 2ω 2 ∈ C. It is a convention that the lattice is 2Ω while ω 1,2 are the half periods, see fig.3 . We compute the modular invariant (A.4) (see the appendix), which shows that the lattice is a square lattice. For such a lattice, the real loci are the lattice lines of Ω. We have the solution
where t i is real and fixed using the initial data. In order that y i be real, the t must have imaginary part equal to 0 or ω 2 . It cannot be the former option, since then t + t i can reach the point t ∞ where ℘(t ∞ ) = 1/12 (see lem.A.2) and y i is unbounded. For the latter option, the solution is bounded and periodic with period 2ω 1 . Indeed starting from 0 + (where ℘ = +∞) going along straight lines via ω 1 , ω 1 + ω 2 , ω 2 and reaching i0 + (where ℘ = −∞), the function ℘ is monotonically decreasing. As 1/12 is reached at (2/3)ω 1 , one has ℘ < 1/12 along z = ω 2 . This is reviewed in sec.A.1. To further relate t i , we can analytically continue the solution down to the real axis and then approach t + t 3 = t ∞ from the right, where y 3 → ∞. But the conditions y i = 1, y i = c 3 forces one of y 1,2 to go to 0 − and −∞ respectively. We pick the option y 1 → −∞ and y 2 → 0 − first. In order for this to happen one has to have
Indeed, this way t + t 1 approaches −t ∞ from the right giving y 1 → −∞, and t + t 2 approaches 0 from the right giving y 2 → 0 − . The other option would simply swap t 1 and t 2 , to show that this is not the case, we look at fig.4 . The figure shows the contour of fixed c 3 , and the flow goes clockwise along this contour, as can be seen from (6.3). The three red lines cut the triangle into six regions depending on the relative sizes of y i . With the first option, pick, say, t 3 = 0, i.e. one starts the flow at y 1 = y 2 > y 3 (the red dot). Increasing t, one has y 3 , y 1 increase while y 2 decreases until one reaches t = ω 2 + t ∞ /2, where y 1 > y 3 = y 2 . This means one moves down into the east triangle and reaches the boundary with the southeast triangle at t = ω 2 + t ∞ /2. However, had one picked the other option, one would swap y 1,2 and one would be moving up into the north east triangle. This does not agree with the direction of the flow.
Remark 6.2. It is instructive to see that the solution satisfies y i = c 3 . Indeed, the product
is doubly periodic without poles or zeros: for example, the first factor has a double pole at z = 0, but the other two both have a single zero at z = 0. Thus the product must be a constant, which can be obtained by setting z at a convenient point. We choose z = w 1 and in lem.A.4 we show that the constant is c The solution involves the inversion of ℘ function, we would like to avoid that by expressing elliptic functions with Weierstrass zeta functions. These are recalled briefly in the appendix.
Lemma 6.3. One can express y i as Weierstrass zeta functions (where t ∞ = 2/3 ω 1 )
Proof. We use the inversion formula (48
This is a special case of a broader formula that expresses any elliptic function using the Weierstrass ζ function, see thm.6.2. [DV73] . We show in lem.A.2 that ℘(t ∞ ) = 1/12, and ℘ (t ∞ ) = −c 3 , the result for y
The generalised Kähler potential
In this section, we narrow down to M = CP 2 .
Proposition 6.4. The GKP reads Proof. Referring to fig.2 , the Darboux coordinates Q, P for Ω 0 at L t will pullback underφ t to Q t , P t , the Darboux coordinates for Ω t . Since
we have Re η is closed when restricted to L t . To write down its real part in an efficient way, we exploit the fact that in an open dense subset X is the pair groupoid. We can therefore use the source and target coordinates z a andẑ a to parametrise X, and
write Ω 0 and η as follows. From the source and target maps in thm.5.9
where [a b] means anti-symmetrisation of indices a, b.
The second term is already exact, we focus on the first term and its real part
Note that in the z,z coordinates, restricting to L t means setting φ * tẑ a = z a . But we see from the flow equation (6.3) and (6.1) that the phases of the complex coordinates are constants under the flow. Therefore
We focus on finding the primitive of the first term. We denote by
and the first term on the rhs of (6.6) is just φ * t ξ − ξ. We have
We can evaluate explicitly
(1 − 3y a ) log y a , In the computation we have used
recall that y 1 y 2 y 3 is a conserved quantity under the flow.
The second term of (6.6) is already exact, but we can write it also as an integral. Let
differentiating and integrating Remark 6.5. First note the leading term of (6.5) agrees with prop.4.2. The GKP is not a global function, indeed our expression is ill-defined whenever y i = 0. However the ill-defined term resides only in the leading term which is proportional to the Kähler potential of the FubiniStudy metric. The correction term can be extended to y i = 0 because the log has always the combination
Unfortunately we do not manage to perform the integral. A possible strategy is to relate σ to the theta functions as in (A.11) and use the infinite product formula for the latter to deal with the logarithm.
Just knowing the generalised Kähler potential is not enough, one needs to know the local complex coordinates Q,Q. But this can be read off from the source and target maps. Again let us stay away from the anti-canonical divisor where σ vanishes. Then
When t = 0, they revert back to the standard complex coordinates.
Explicit complex structures
Our flow φ t is solved by elliptic functions, so to compute e.g. the pullback map φ * t , one needs to differentiate φ t with respect to the initial points y 1,2 0 , where the notation is as in prop 6.4. These initial values determine c 3 and so affect the flow in two ways 1. through the shift t ∞ = 2/3ω 1 given in (A.13) 2. through the dependence of ℘, ζ, σ on c 3 (via g 2 and g 3 as in (A.3)) given in (A.12).
To compute these derivatives, it is beneficial to preserve the symmetry between y 1,2,3 . So we opt to use the coordinates c 3 and the t to parametrise the triangle base of CP 2 , see fig.4 , where c 3 determines the contours and t parametrises each contour. However, the t-variable has a c 3 -dependent period 2ω 1 , so we re-scale t in order that all the contours are of period 2π
This has a small price that s is not a good variable for c 3 = 0 or 1/27 where the ω 1 or ω 2 goes to infinity. 
where the index i is taken mod 3 and the function ς(z) is defined as
It is real of period 2π for real z. See def.A.7 for further properties of this function. With these we have Proposition 6.6. In the c 3 , s coordinate system, the Hitchin Poisson structure (6.2) reads
The standard complex structure reads
where y k (s) read
.
Proof. The first statement is trivial, since h = −1/4 log c 3 is the hamiltonian that generates the flow ∂ t . Nonetheless, we can calculate it explicitly. The angular part of Q is not affected, while the radial part is
and the Jacobian can be computed using the explicit expressions ∂ c3 y i (s) given above. It turns out that the Jacobian equals
which reflects the fact that when ω 1 = 0 (which happens when c 3 = 1/27, the contour in fig.4 is the centre point) the s-coordinate is not valid. For the complex structure, since we have
We only need to focus on the first term, since the second is the inverse of the first. Evaluating the derivatives we get
The components ds, J∂ θi and dc 3 , J∂ θi are fixed by demanding J 2 = −1, giving
Remark 6.7. With the explicit Poisson vector field Q given above, the flow φ t is simply
It is also crucial to remember that the flow time is measured in t, not in s. Even though s and t differ only by a factor of ω 1 , the half period depends on c 3 in a quite complicated way (A.13). As a concrete instance where this can cause confusion we state the next corollary.
Corollary 6.8. The two complex structures of the generalised Kähler structure of CP 2 are explicitly given by I − (c 3 , s) = J(c 3 , s) and
where ∆t is the flow time and J(c 3 , s) is given in the proposition above. The terms proportional to ∆t above comes from the c 3 -derivative of s + π∆t/ω 1 .
Next let us investigate the 2-form F more closely.
Proposition 6.9. For fixed flow time ∆t, the 2-form F in (2.3) reads
with I ± given in the last corollary.
This result checks (2.3) explicitly.
Proof. Fixing ∆t we have from (3.4)
where the factor 3 is expected since dd c h is proportional to the curvature of the canonical class which is 3 times the Kähler class. The integral
can be worked out using lem.6.3 and the fact that the integral of ζ is log σ, see (A.9).
And so F is simply
It is straightforward to compute dY i i.e. ∂ c3 Y i , ∂ s Y i , though rather tedious. So we record only one intermediate step
,
(1/12 − 3c 3 ) and we have discarded any s-independent term. The reason we can disregard such terms is that to get ∂ c3 Y i we need only take the difference of the above expression at s + π∆t/ω 1 and at s, so the s-independent terms drop. However we must not forget the c 3 -dependence in the shift π∆t/ω 1 , which produces 3y i ∆tη 1 /(c 3 (1 − 27c 3 )ω 1 ). This is another instance where the remark 6.7 is important.
where we have used cor.6.8. The s-derivatives are much easier
Now the assembling is straightforward
A Some facts of the elliptic functions
Our primary source of reference is the book [DV73] .
A.1 The Weierstrass ℘ function
Given a lattice Ω = span Z ω 1 , ω 2 , the function ℘(z) is double periodic with period 2Ω. It can be expressed as a sum
where Σ means excluding the origin in the sum. The series is absolutely and uniformly convergent, once this is secured the double periodicity is immediate since one can shift the summation. The function ℘ satisfies the well-known differential equation
This function is even with a double pole with zero residue at u = 0 + 2Ω. This fact plus Liouville's theorem show that the equation ℘(u) = c has two roots (in one fundamental region). In particular, the three half periods ω 1 , ω 2 , ω 3 = ω 1 + ω 3 are the only points mod 2Ω where ℘ = 0, if we denote
c 1 (e i ) = e 1 + e 2 + e 3 = 0, c 2 (e i ) = e 1 e 2 + e 2 e 3 + e 3 e 1 = −g 2 /4, c 3 (e i ) = e 1 e 2 e 3 = g 3 /4
then the equation ℘(u) − e i = 0 has a double root at u = ω i . In the following we assume
The discriminant of the cubic 4x
One can compute the modular invariant
with the lowest value assumed at c 3 = (1/12 − √ 3/36). If the j-invariant is between (1, ∞), then the modular parameter τ corresponds to a square lattice (see fig.5 ), which turns degenerate when j(τ ) → +∞. For us this happens at c 3 = 0 or c 3 = 1/27, i.e. either y i = 0 (at the i th face of the polygon) or y 1,2,3 = 1/3 at the very centre. We assume from now on a square lattice ω 1 ∈ R >0 and ω 2 ∈ iR >0 . In such case the real locus of ℘ is along the lines Re z = 0, ω 1 or Im z = 0, −iω 2 mod 2Ω, which is easy to see from the summation (A.1).
Lemma A.1. (sec.19 [DV73] ) Along the segment [0, ω 1 ] along the real axis, the function ℘ goes from +∞ to e 1 monotonically, while along the segment [0, ω 2 ] along the imaginary axis, the function ℘ goes from −∞ to e 2 monotonically. Further e 1 > e 3 > e 2 .
Proof. As ℘ = 0 only at ω 1 , ω 2 , ω 3 = ω 1 + ω 2 mod 2Ω, the monotonicity will be clear once we figure out the relative sizes of e 1,2,3 .
From the pole u −2 in (A.1), one knows that going from 0 to ω 1 along the x-axis ℘ decreases from +∞ to e 1 . Similarly going from 0 to ω 2 along the y-axis ℘ increases from −∞ to e 2 . Suppose e 2 > e 1 , then there is a value c ∈ [e 1 , e 2 ] where ℘(u) = c has one root u 1 ∈ [0, ω 1 ] and another u 2 ∈ [0, ω 2 ]. These are the only solutions. But u 1 + u 2 should be 0 mod (2Ω) by thm 1.5. [DV73] , but this is impossible since u 1 is real and u 2 is imaginary. Thus e 1 > e 2 .
By considering a path from ω 1 to ω 3 then to ω 2 , if, say, e 3 > e 1 > e 2 , then again there is c ∈ [e 1 , e 3 ] and (only) two roots to ℘ = c one in [ω 1 , ω 3 ], and another in [ω 2 , ω 3 ]. This is again impossible using the same argument.
We will need the value of ℘ at tertiary periods.
Proof. The four values
are the four roots of
For the proof see 15.1 [DV73] . This is true for arbitrary g 2 , g 3 , but if we plug in the concrete expression (A.3), one gets
Thus one of ℘(2/3ω i ) must be the root 1/12. But ℘(2/3ω i ) is not real for i = 3, 4, so we have either ℘(2/3ω 1 ) = 1/12 with 1/12 > e 1 > e 3 > e 2 , or ℘(2/3ω 2 ) = 1/12 with e 1 > e 3 > e 2 > 1/12. But the last case would force e 1 + e 2 + e 3 > 1/4, but the sum should be zero. So we have ℘(2/3ω 1 ) = 1/12. Note the case e 1 > 1/12 > e 2 is impossible, since this would mean that ℘ = 1/12 must have a two roots [ω 2 , ω 2 + 2ω 1 ] or [ω 1 , ω 1 + 2ω 2 ], but 2/3ω 1,2 are not in these segments.
Lemma A.3. Letting t ∞ = 2ω 1 /3, we have
(27c 3 + 6e 2 − 72c 3 e 2 + 72e 2 2 − 1),
Proof. Apply the addition formula to t ∞ + (−ω 1 )
As everything on the rhs is known, we get
(1/12 − e 1 ) 2 − 1/12 − e 1 . (A.6)
To simplify (A.6), we note that g 2,3 are real, the e i 's are algebraic over R. By some elementary field theory, for any polynomial f (e i ), one can express 1/f (e i ) as a polynomial of e i . For example 1 1/12 − e i = 4 c 2
3
(e 2 i + e i /12 + c 3 /2 − 1/72).
Applying this to (A.6) we get ℘(t ∞ /2) = 1 36c 3 (27c 3 + 6e 1 − 72c 3 e 1 + 72e 2 1 − 1).
As for the derivative, one can use directly (6.3), (6.4). Since ℘(t ∞ /2) = 1/12 − c 3 /y 1 (−t ∞ /2) and so ℘ (t ∞ /2) = c 3 (y 2 − y 3 )/y 1 t=−t∞/2
. But at −t ∞ /2, one has y 1 = y 3 and y 2 = 1 − 2y 1 ℘ (t ∞ /2) = c 3 y 1 (1 − 3y 1 ) = c 3 y 1 − 3c 3 = 1 12 − ℘(t ∞ /2) − 3c 3 .
The calculation for ℘(ω 2 + t ∞ ) unfolds by using the addition formula on ω 2 + t ∞ , while for ℘ (ω 2 + t ∞ ) we have ℘ (ω 2 + t ∞ ) = c 3 (y 2 − y 3 )/y 1 t=ω2
. At ω 2 , one has y 1 = y 2 and y 3 = 1 − 2y 1 ℘ (ω 2 + t ∞ ) = c 3 y 1 (3y 1 − 1) = − c 3 y 1 + 3c 3 = − 1 12 + ℘(ω 2 + t ∞ ) + 3c 3 .
Lemma A.4. Assuming (A.3), then
(1/12 − ℘(t ∞ /2)) 2 (1/12 − ℘(ω 1 )) = c where we computed ℘ by differentiating (℘ ) 2 = 4℘ 3 − g 2 ℘ − g 3 :
But since 2t ∞ = 2ω 1 − t ∞ , one gets ζ(2t ∞ ) = 2η 1 + ζ(−t ∞ ) = 2η 1 − ζ(t ∞ ) as ζ is odd. Thus (2η 1 − ζ(t ∞ )) − 2ζ(t ∞ ) = −1/2. For the last statement, use again the addition formula This is odd and periodic along the real axis.
Definition A.7. The function
is real of period 2π for real z. It satisfies the shift relations ς(z + 2π 3 ) = ς(z) + y 2 (t) − 1 3 , ς(z − 2π 3 ) = ς(z) − y 1 (t) + 1 3 , t := ω 2 + zω 1 π .
Proof. Using the addition formula where the lhs and the first term on the rhs are real for real z, besides η 1 is also real, so the reality of ς follows. The periodicity follows from that of ζ * defined earlier.
For the shift we only show one of them, ζ(t + t ∞ ) = 1 2 ℘ (t) + c 3 ℘(t) − 1/12 + ζ(t) + ζ(t ∞ ) = − 1 2 (y 1 − y 2 + y 3 ) + ζ(t) + ζ(t ∞ ) ⇒ ς(z + 2π 3 ) − ς(z) = y 2 (t) − 1 3 .
A.3 The Weierstrass σ function and theta function
Since ζ has a simple pole at 0 mod 2Ω, if one integrates ζ, one gets a branching behaviour similar to that of a log. Indeed ζ is the logarithm of an analytic function σ(z) = z exp Clearly σ is not periodic σ(z + pω 1 + qω 2 ) σ(z) = (−1) pq+p+q e 2(pη1+qη2)(z+pω1+qω2) .
In fact, from this non-periodicity, one can relate σ function to the more familiar theta functions according to 18.10.8 [AS12] σ(z) = 2ω 1 π exp( η 1 z 2 2ω 1 ) ϑ 1 (πz/2ω 1 ) ϑ 1 (0) , (A.11) ϑ 1 (z) = ϑ 1 (z; τ ) = 2q
1/4 n≥0 (−1) n q n(n+1) sin(2n + 1)z, q = e iπτ , τ = ω 2 /ω 1 , ∆ > 0.
The ϑ function is the solution to the heat equation with τ serving as the time, and so one has the important property −iπ ∂ 2 ϑ 1 (z; τ ) ∂z 2 = 4 ∂ϑ 1 (z; τ ) ∂τ which helps us to compute the derivation of σ function with respect to the modular parameter τ , and also g 2 , g 3 .
One plugs in (A.12) for ∂ c3 ℘ and (A.13) for ∂ c3 ω i , We replace the last term with the function ς given in def.A.7. The computation for y 1,2 are similar since they are obtained from y 3 by shifting s → s ± 2/3π.
The Jacobian can be computed as This is admittedly a pretentious way of doing some grade school level maths, though a reassuring check of the extensive computations involving elliptic functions.
