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INTRODUÇÃO~ 
A Teoria da-- Informação é um ramo da teoria matemãti.-
ca de Probabilidade e eStatística •. Como tal, suas formulações 
abstratas são aplicáveis a qualq~r-sistema de observação,p~ 
baiülístico ou estatístico~ Consequentemente, encontramos a 
teoria da Informação, aplicada em uma grande variedade de 
areas., como o são a. probabilidade. e estatisticq_._ 
Praticamente, teve sua origem na Termodinâmica Esta-
tistica, onde o conçeito de entropia foi desenvolvido, desta-
cando-se-na teoria moderna da Comunicação, a qual formula um-
sistema de comunicação, como um processo estocástioo~ · 
A natureza matemática e estatí'stíca, da Teoria da. In 
formação, tem sido enfatizada, essencialmente, por tres nomes 
grandemente responsáveis pelo seu desenvolvimento e simulaçã~ 
Fisher (1956), Shannon (1956) e Wiener (1956). 
A medida de R. A. Fishe~, da quantidade de informa-
ção,. obtida a partir dos dados sobre um paiâmetro desconheci-
do, é bem conhecida dos estatisticos. Esta medida é o primei-
ro uso da "informação", em estatística matemática, e foi, es-
pecialmente introduzida para a teorià da estimação estatísti-
ca. Hartley (1923) definiu uma medida de informação, o loga-
ritmo dó número de sequências de símbolos possíveis, para uso 
na Engenharia de Comunicação~ 
• 
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Ainda interesses e aplicaçõe's da 'recria da Informa-
çao, por engenheiros de comlli~icação, psicólogos, biólogos, fi 
sicos e outros, foram estimulados pelos trabalhos de Shannon 
(1948) e Wiener (1948). 
Dentro deste contexto, devotamos nosso trabalho, par 
ticularmente, a uma medida -de. informação, denominada Divergê~ 
.cia Dirigida, onde procuramos encontrar esta medida entre duas 
dist-ribuições de prcibabiiidade conhecidas, t_anto no caso dis-
creto como no cont-Ínuo. Uma outra medida, a J-Divergência,foi 
também encontrada, úma vez que é obtida a partir àns Divergên 
·ciàs Dirigidas. 
Nosso trabalho foi dividido de. forma que, no primei-
ro capítulo, nos prendemos ~s definições das medidas conside-
radas e a um comentário sobre os resultados existP-ntes sbbre 
a Divergência Dirigida. 
O capitulo segundo contém algumas aplicações destas 
medidas, em diferentes áreas de estudo. Dedicamos um terceiro 
capítulo aos resultados, por nós utilizados, que por envolve-
rem funções especiais, não são bastante ·conhecidos. Ficando 
nos capítulos quarto e quintxJ: os desenvolvimentos feitos, para 
os casos discreto e contínuo, respectivamente, e os resulta-
dos aparecen'do em forma de tabelas que serão explicadas, con-
venientemente. Acrescentamos ainda tabelas contendo as densi-
dades por nós consideradas • 
• 
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Dada a grande aplicação, da medida de informação, de 
nominada divergência dirigida, aplicações estas que terão ~· 
taque no capítulo II, temos, como objetivo deste trabal.hOr- a-
crescentar novos resultados envolvendo esta medida aquelas jâ 
publicados por diversos autores_ 
Para tanto, consideramos as distribn1ções discretas. 
e contínuas mais conhecidas, e em cada caso, foi calculada a 
divergência diri.gida entre duas distribuições com parâmetros. 
diferentes~ 
Pretendemos,· com isto, fornecer uma tabela de resn1-
tados para as principais distribuiçõeS conhecidas, resultados:. 
estes, que possam ~er utilizados, prontame~te, nas aplicações-
de diversas áreas de estudo. 
Salientamos que, para certas distribuições, o resul-
tado foi obtido com a utilização de certas funções especíais. 
Grande parte dos resultados envolve a função 1P , e destaca---
mos a distribuição F-generalizada onde os cálculos da diver-
gência dirigida foram efetuados com o auxílio das funções G 
de Meijer e H, tendo o resultado sido expresso em termos des-
tas funções além da função W • 
As funções G e H podem ser computadas, utilizando ~ 
se o método dos residuos, para se obter expressoes em forma 
de séries. 
--Todas-- as fui1Ções --especiafS _-mencionadas sao definidaS 
i v 
no capítulo- III-
Com o cálculo das divergências dirigidas, pudemos fa 
cilmente encontrar a·J-divergência, uma vez que, esta é obtida 
a _partir das divergênciàs dirigidas, e além disso obtivemos-
a entropia de certas distribuições discreta~, 
estes resultados à_ relação e~istente. 
acrescentando~ 
Embora para alguns resultados, principalmente no ca.-
so das distribuiçõeS discretas, não tenhamos_ obtido uma f9rma---
mais simples para a expressão final," os me:smos podem ser per-
feitamente utilizadOs em cálculos· computacionais, quando· ne.--
. ceàsário .. 
Como dissema·s, anteriormente 1 .todos os resultados ob-
tidos se encontram em tabelã.S, bem càmo as dens-idades· utiliz-a: 
das. Selecionamos algumas provas, por .envolverem as funções 
especiais, as quais foram aqui mais detalhadas, enquanto as 
mais simples omitidas-.--
Esperamos,que a forma ·de apresentação dos resulta-
dos, seja satisfatória àqueles que necessitem dos mesmos den-
tro de suas respectivas áreas de interesse • 
• 
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CAPÍTULO I 
DEFINIÇÕES E FESULTADOS EXISTENTES 
Nesta secção veremo~ as definições de algumas medi- _ 
das de informação·,que se tornaram o principal objetivo destEi· 
trabalho'-
. , .. 
1.1 - DÉFINIÇÕES: . 
L1.1 - DIVER<it:NCIA DIRIGIDA 
a) Caso discretO -
n 
Sejam P ~ (p1 ,. •• ,p ), p. >O, l: p.~l e Q ~ n ~ - i=l 1 (ql, ••• ,q ) n 
n 
q1 ~ O, t · qi = 1, duas distribuições_ de probabilidade dis--1=1 
eretas. A divergência dirigida entre P e Q é definida [ ver 
Ku1lback (1959) ou Rényi (1961)], por: 
I(P;Q) 
Com a seguinte convençao: se ~ o 
_b) Caso continuo 
n 
l: 
i~1 
pJ.. 1og (p./q.) J. J. 
o correspondente p1 = O 
Analogamente, sejam F1 e F2 duas medidas de proba--
bilidade com função densidade positiva f 1 (x) e f 2 (x), res-
2 
pectivamente. A divergência dirigida.entre f 1 e f 2 e defi-
n~da [Ver Kullback (1959)], por< 
r fl (x) 
-
1og [(f
1 
(x) /f2 (x)] dx 
1.1 .• 2 - J- DIVERGt:NCIA.oc . 
• 
. a) Sejam P e ·Q duas distribuições de probabilidade di sere- · 
tas; como na definiÇão ·c~.l.l (a}}. A J-~ivergênci~ entre 
duas divergências·d~rigidas e definida [Ver Kullbãck (1959)), 
por:. 
n 
J(P;Q) = E pi log(pi/q~) + 
1=1 
= I(P;Q) + I(Q;P) 
n 
E q~ log (qi/pi) 
i=l 
Com a convençao: se p1 = O, correspondente q 1 = O e vice-
versa...-
b) Analogamente ao caso discreto, a J-divE:rgência entre duas 
divergências dirigidas para distribuições contínuas é defini-
da. [Ver Kul1back (1959)], por: 
J(f1 :f2) = J:w f 1 (x) log ~1 (x)/f2 (x)]dx + 
+ [~ f 2 (x) 1og [f2 (x)/f1(x)]dx = 
• 
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1.1.3- ENTROPIA 
Definiremos aqui, também a entropia de uma distribui 
çao, wna vez que esta medida foi determinada para certas dia:-
tribuições discretas. 
(a) Caso discreto 
n 
I 
i=1 
p: = o 
-~ uma 
dis ...... i: 
tribuição de probabilidade discreta. A Entropia desta distrL--
buiçao, também chamada fórmula de Shannon ,. é definida 
Shannon (1948)] , por, 
n 
H(p1 ••• ,p) =I p, log n i=l .... 
= 
com a convençao.: O log· O = 0-.. 
(b) Caso contínuo 
n 
I 
i=l 
pi log p · 
. i 
,-
[ver·· 
Analogamente, seja F uma medida de probabilidade 
com função densidade positiva, f(x). A Entropia para esta dis 
tribuição é definida [ver Kullback. (1959) ] , por: 
00 
H= Loo f (x) log f(x)dx 
onde assurnLmos que: 
O log O = O 
Todos os logaritmos são tomados na base e, a Divergên-
:cia Dirigida, J-Divergência- e Entropia são -iredidas em "nats" no de-
correr de todo esse trabalho---
1. 2 - RESULTADOS EXISTENTES 
Daremos, a s_e<juir, alguns resultados j ã conhecidos e-'-
-_citaãos por certos autores para a ·Divergência Dirigida entre 
duas- distribui_ções ·de probabili.dades conhec.idas, nos c~soS--­
discreto e contínuo..--· 
Kullback (1959)", fornece· resultados para a divergên-
cià dirigida entre duas distribuições nos seguintes casos·: 
i = 1,2 
a) Uniforme, (O,~i) , i= 1,2· ['ver tabela 2 (13)] 
b) Exponencial, com f. {x) = e-rx-S), e 
"-
[tabela 2 ' .(3.2) 1 . 
' 
< x < <X>-..,e zero,-
c) Poisson, (À i), i = 1,2 , [ver tabela 1 ( G) ] • 
Theil (1967), dá o resultado para a divergência dirigida en-
tre as distribuições Uniforme e Pareto e entre as distribui-
ções log-normal e uniforme,em problemas espec!ficos de Econo-
Além destes, sao encontrados também, resultados para 
a Divergência Dirigida no caso de Distribuições Bidimensionais, 
os quais não mencionamos aqui por tratarmos sqmente com o ca-
• 
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so Unidimensional. 
Os resultados existentes, na bibliografia por nósc~ 
sultada, referentes a J-Divergência, são apenas aqueles rela-
tivos à Distribuições Bidimensionais, os quais pelas xa~s eX 
postas anteriormente, nao serão aqui reiacionadas. 
Sôbre- a Entropia para Distr~uições Continuas, os r~ 
sultados podem ser encont;rados no trabalho de. [ Lazo 'e Rathie 
(1978)] • E .finaLmente,- no caso discreto, os resul'tados.-o 
para as distribuições Retangular, Geométrica (caso particu-
. . 
lar de Binomial Negativa) e Série Logarí~ca, sao encontrados 
no livro de ['Johnson e Kotz, (1969) 1-. 
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CAPÍTULO II 
APLICAÇÕES.E FüNDAMENTOS MATEMÂTICOS 
Faremos,· neste capítulo, um breve comentário sObre as 
aplicações e fpndamentos matemáticos da Divergência Di:tigida:- · 
e J-bivergência, em diferentes areas onde sua ~ti'lização é bas 
tante explorada--
Salientamos porem, que nos propusemos aqui, a dar 
apenas uma idéia geral· das utilizações das medidas __ _roe_nciona.=:: 
das, sem '"nos prênder a detalhes, uma. vez· que as mesmas sao a--
plicadas em diferentes áre-as de especialização._ 
2.1 - APLICAÇÕE~ 
Inicialmente, vamos fazer algumas considerações em 
torno das medidas que foram definidas no capítulo I. 
A quantidade (-log p.) é interpretada, em Teoria ·da 
~ 
Comunicação, coma o conteúdo de informação no evento E1 , cuja 
.probabilidade é p1 , ou ainda, podemos dizer que, se pi 
-e a 
probabilidade de ocorrência do evento E. , então a "informação 
l 
contida" na mensagem, "Ei ocorreu", é definida por 
1 
, O < p. < 1, onde a base do logaritmo é 2 (e 
pi - l. = log 
nesse 
caso a unidade de informação é um bit) ou e (e nesse caso a 
7 
unidade é um nit). 
De acordo com esta definição, podemos considerar que~ 
se qi e a probabilidade de E. antes da mensagem, e p. é a pro-, 
l . ~-
habilidade depois ·da mensagem, a "informação" recebida com. a 
Em particular, se a· men-sagem- tem a natureza de- uma, 
previsão e se q 1 é a proi?abilid~de de E1 antes da previsa~ , 
enquanto pf é sU_a probabilidade- -dado_ que foi previsto ocorrer,__ 
a. quantidade aci~ d<?finida é o 11 ganho de informação" desta-
previsão; Este ganho,·- pode ser pOsitivo, zero ou negativo.- ~ 
positivo quando a .chanG;e de E. é aumentada pela previsão,· ne-
~ 
gativo quando, E1 ocorre menos frequentemente quando é preVi.s-
to, do que quando nao o é. 
a 
consideremos agora a quantidade L p1 log(l/p1 ), a i=l 
Entropia de uma distribuição discreta, [ver definição 1.1.3 
cap. I]. Esta, é o valor esperado dos "conteúdos da informa-
ção", h (p.), definidos acima- e, pode ser vista como uma medi-
~ 
da de desordem e também corno uma medida de incerteza. A medi-
da que, pi se aproxima de ~r ou seja, em uma situação próxima 
ã de igualmente prováveis, e n cresce, aumentando o número 
de possibilidades, tanto maior será a desordem do sistema. Da 
mesma foma, mais incerteza teremos sobre qual dos n eventos 
irá ocorrer. 
------ ---- -- --±númer-as-- -aplicações na Economia, da Entropia e do-
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"ganho de informação" mencionados acima, podem ser vistas em 
[ Theil {196.7) 1 , sendo esta última, em problemas de- previsão-
de tempo .. Ainda, o livro de Yag.lon & Yaglon (1969) ,· traz· apli 
cações da Entropia em linguagem· européias, e também nesse c~ 
po, podemos encontrar o trabalho de Kamakrishna B.S~, e ou-
tros (1962) r sobre linguagens: indianaS_ 
Finalmente- a quantidade I(P,Q} -
!L· 
E 
iA. 
. p. 
log(__!_} a q; 
l. 
dive~gência· dirigida, e o ganho médio- de 11 info.nnação", a qual.. ... 
tem diversas interpretações em diferentes áreas de aplicação .. 
Por exemplo, considerando- q 1 , .... ,.~, as probabilida-
des "a priori" de n eventos, as quais são transformadas, por_ 
uma mensagem {indireta}, em probabilidadeS __ "a posterioJ::i. 11 
p1 , .. ·. ,pn., ':i d:i.vergência ·dirigfda e, nesse. caso, a informação-
esperada deSta mensagem indireta~ Esta informação esperada , 
tem duas interpretações em termos de previsões. Primeiro, se 
q 1 , ... ,qn são probabilidades dos eventos E1 ,~ .. ,En, antes de 
uma previsão ser feita,_ de forma que, a previsão transfonna es-
tas probabilidades em p 1 , ... ,pn, respectivamente; então,I(P;W-
é a 11 informação 11 c_on tida na previsão. A outra forma, é conside 
rar q 1 , ..• ,~ cOrno previsões de proporções de E1 , ..• ,En e, 
p 1 , ... ,pn' as proporçoes realizadas correspondentes; então 
I(P;Q} é a imprecisão da 11 informação" destao previsões. No 
-primeiro caso, a previsão é considerada tanto rh.ais valiosa 
quanto mais diferirem as probabilidades "a posteriori", p. e 
. -~-- ----- ---- -- - ;L__ -
as "a priori", q 1 , entre si. No segundo, a previsão é conside 
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rada tanto melhor, quantO mais próx~as estiverem estas rnes-
mas probabilidades. 
Estas interpretações,. podem ser encontradas no livro-·--
de Theil (1967), onde aparecem em problemas de-previsões de 
tempo, previsões de aumento nos preços de de-terminados mate-
riais e, de Um modo ger·al_ em previsões econômicas-
Oui:ra apli..caç_ão interessante, encontrada nesse mesmo,-
livro, foi a utilização da divergência dirigida em um estu~ 
d~ ·desigualdade ·entre salários de determinados ·grupos, elas-
sificados segundo a cor au·tipq de trabalho, etc. Corno estes, 
encontramos. diversos outros exemplos desta ·medida bem como a 
J-Divergência aplicadas a Economia-
Na Psicologia, a divergência dirir-ida também é encon-
trada, como uma medida ao exces_so de informação aparente, co-· 
mo consequência de estimações incorretas de probabilidades. 
Kerridge (1961), interpreta E p. log(pi/qi),como uma 
i ]. 
medida de erro, cometido pelo observador, ao estLmar uma dís-
tribuição de probabilidade como Q ~ (q1 ,~-.,~}, quando de 
fato ela é P = (p1 , ••• ,pn)' em problemas de Inferência~ 
Na estatística, também a Divergência Dirigida e J-Di 
vergência, são utilizadas com diferentes interpretações. 
Por exemplo, Kullback (1959}, traz inúmeras aplica-
ço~s destas medidas, em testes de hipóteses e suficiência. 
A ínterpretação de I(P;Q}_e J(P;_Q) em Teste de Hipó~ 
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teses, e a Ge~uinte. Considere duas hipóteses alternativas 
H1 : _ P e H2 : Q, as quais especi,.ficam a dis-tribui_ção de al-
guma· variável aleatiSria. Então, r:(P; Q) é a informação espera-
da, em uma obserVação simple~, ·para discriminação em favor da 
hipó.t.ese H1 contra H2 • Correspohdentemente, I(Q;:P) é a infOr-
mação esperada para di~criminação em favor de H2 ~entra H1 . A 
J-Divergência, J(P;Q), e assiffi a informação ~sperada para dis 
cri:.uinação entre H1 e H2. 
Rényi (1970), traz um comÉmtário a respeito do traba 
lho de Yu._ V. Linnik, onde este, prova o teorema do limite 
central usando a entropia de Shannon; Linnik prova a conver-
gência dê uma distribuição com função dens~dade pn(x}, para a 
distribuição normal, ·mostrando que 
r
w 
lim 
n-+<». J 
-w 
pn(x) 1og2 
P (x) 
n 
~ (x) 
onde ~(x) e a função densidade 
~ (x) = 
da distribuição normal. 
1 
l2ií' 
e 
dx = O 
A afirmação do teorema do limite central pode ser e~ 
pressa como se segue: a entropia da sorna padronizada, de variá 
veis aleatórias independentes, tende, quando o número de va-
l.l 
riáveis tende ao írtfin~to, à entropia maXima, de todas as va- · 
-riáveis a~eatórias com variâncias. iguais a 1." [ Ver Rényi(l970)}.;., 
Podemos ainda cí tar q.lgunas trabalhos, como ó de· P .. 
Haaland ·e outros (1973}, onde a Divergên_cia Dirigida e J-Di-
vergênci_a são Utilizadas na análise de questionário ... 
Rath:Le e outro~ (1970), utilizaram a Divergên~ 
c ia Dirigida, dentre. outras medidas de informá.Çii.o, na sel_eç~o­
das variáveis independentes relevantes, p~ra a construção ~­
um modelo, para previsão de safras, de trigo, milho e soja,em 
certa reg±·ão do Rio Grande do Sul.. Neste caso, o conjurito, de-
medidas, serviu para indicar que variáveis deveriam ser consi 
deradas, uma vez que o número de variáveis ·iniciais era bas~ 
tante elevado. 
E finalmente, outras med:Ldas de informação mais com-
plexas, envolvendo a Divergên~ia Dirigida, foram aplicadas 
por RBhrer (1970 p. 50) , na análise de música e pro-
cessas de aprendizagem_ 
Acreditamos que, os exemplos citados, sejam suficien 
tes para ilustrar as aplice.ções rlas medidas de informação con 
sideradas neste trabalho. 
2.2- FUNDAMENTOS MATEMATICOS 
Vários autores, desenvolveram teoremas de caracteri-
zaçao, para as medidas de informação, Divergência Dirigida, 
12 
J-Divergência e Entropia. 
Estes fundamentos axiomáticOs, consistem de um conj~ 
to de propriedades, ~ part1r das quais, uma medida é unicamenba 
detérmi-nada:... 
No caso especifico da Divergência Dirigida, podemos. 
encontrar os teoremas de c~rac_terização nos trabalhos de Ratb.ie 
· e Kannappan ((1973), (1971) e. (1971 a)) • 
. 
Basicamente, estas caracterizações se estabelecem- a 
partir de que, urna fun~ão satisfazendo det~Tininadas proprieda-
deS", é unicamente determinada pela Divergêi;t.cia Dirigida. Nos 
referidos casos, estas propriedades -são, respectivamente 
a) Recurs~vidade, Simetria Derivativa, Nulidade e Nor-
malização ~-. 
b) RecursiVidade, .SinÍetria, Continuidade, Expansibili-
dade-, Nulidade e Normalização. 
c) Recursividade, Simetria, Aditividade, Expansibilida 
de, Nulidade e Normalização. 
[Ver Rathie e Kannappan (1973), (197l)e (197la)] 
A caracterização da J-Divergência, pode ser vista em 
dois trabalhos, um dos quais escrito por Haaland e outros 
(1.970) e outro, por Rathie e Kannappan (1979), a ser 
publicado. 
• 
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Nestes dois casos, as propriedades que deter.minam uni 
carnente a medida J-Divergênc2a são, respectivamente: 
a) Recursividade, Expansibi.lidade, Simetria, Adit1vida 
de, Regularidade e Normalização [Ver Haaland e ou-
tros (1978)] ·-
b) Recursividade, Simetria, Derivativa, Nulidade e Nor-
mal.ização. [Ver Rathi..e e Kannappan (1979.)] -
Todos os teoremas de caracterização, diferem entre Si.,. 
pelo acréscimo de substi.tuição- de certas propriedades, pó;:- ou--· 
tras que, combinadas conduzem a resultados semelhantes· .. 
Fin?-lmente, a Entropi.a de Shannon, .·â caracte~izada por 
diferentes ·conjuntos de postulados estabelecidos por diversos 
autores. Por exemplo, [Ver Shannon (1948)] ~-
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CAP1TULO Ill 
.RESULTADOS UTILIZADOS 
Na determinação das divergências dirig-idas, objeti~ 
deste traba~ho, foram UtiLiza~os certos resultadoS de grande-
importância, deStacando~se principalmente as funções. eispec-t.---
ais e as tránsformadas de Mellin e de Laplac& •. 
. Por esta razão, listamos os principais resultados: 
que muito ·nos a_uxiliaram nos cálculos que nos propusemos-
3.1 - DEFINIÇÕES 
(a) Função ~[Erdé1yi(l953)]! 
~ ( z) = d~ 1og r(z) =- y+(z-1) E 
k=O 
z f o, -1, -2,~·· 
y = 0.577215 ••• 
1 
(z+k) (k+1) 
(b) Função G de Meijer [ Erdé1yi (1953) 1 
A função G é definida da seguinte forma: 
, 
'· 
m,n 
G 
p,q 
lS 
onde L é um contornar propriamente escolhido, e verifica-se o-
seguinte:: 
·(i) Todo produto vazi..o: é considerado. unidade. ... ·· 
(ii) m,n,p,q sao inteiros não negativos e O < m < q, O<n<p~ 
( iii) Os parâmetros ~ e ~ podem ser complexos e sao tais-
que nenhum p~lo de r (bj -s) , j = 1, ~-! ~ •• ,rn coincide com_ 
algum polo de f(l~~+s), k 
nãO é· um inteiro posi.tivoo. 
= 1,2, ... ,n. Então ·(a. - b.). 
K J 
(iv) z # o_ 
(c) Função H: [Brasksma (l964) ou Mathai e Saxena (1973)) 
m n 
rr r (b.-S .s) rr r(l-a -h> s) 
j=l J J j=l j j 
q p 
rr f(l-b.+S.s) IT f(a.-a.s) 
j=m+l J J j=n+l J J 
Valendo as condições 1i}, (ii) e (iv) da definição anterior,e 
o;j e "Bj -vj = -1, ... ,q são-positivos, e--para demais restriÇÕes 
ver [ Braaksma (1964) ,I • 
Quando "l "' "p = s1 = ••• = Bp = 1 temos. 
m,n 
H 
p,q 
(a1 ,1J , ..• ,(ap,l)J 
(bl,l) , ••• , (b ,1) q . 
3. 2 - OUTROS RESULTADO$ c 
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(a) log (l+y) -- Gl2,,zz··- [ yl 11,, lo J _I [ver Luke (1969) ,p.210(61)e 225(62lL 
(b) Transformada de Melli.n [ Erdé1yi (1954) ,- vo1. I) 
g (s) = J: x 5 "'1 f (x) dX , 
f (x) -1 J 
_= (2rri.)· L -s X g(s)ds-
R(s) > O 
Quando X é uma variável aleatória com função densidade f(xr , 
então s-1 g(s) = E(X ), ou seja, o (s-1)-ésimo memento da v.a. L.: 
(c) Transformada de Laplace [ Erdé1yi (1954) I 
J
co -sx 
g(s) = 
0 
e f(x)dX, R(s) > O 
f{x~-~ (Zrri)-1 J· e 5 x g(s) ds-.----
L -
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Óuand-o X é uma variável aleatói-ia ·Com furlção ·densidade- f (x}, 
então g(-s) = MX(t_)_', o~ seja, a· função geratriz de momentos-· 
v.a. X 
3. 3 - TABELAS DAS DISTRIBUIÇÕES UTILIZADAS 
Nesta. secçãO, se encontram as dis~ribuições· disdre"-
tas (tabela 1) e contínu~s (tabela 2), mais conhecidas~ 
AS tabelas contém as distribuições com suas densida-
de·s e parâmetros respectivos • 
.. As distribuições discretas foram definidas de acordo cx:m 
Johnson e Kotz, (1969) ] e as OOntinuas de aoordo a::m diversos autores. 
Para o cálculo das DivergêncLas Dirigidas entre duas 
distribuições,utilizamos as densidades conforme são definidas 
nestas tabelas. 
TABELA l: 1. Distribuições Discretas 
·\ 
' 
.. 
Parâmetros P [x = k] ' N9 Nome i 
' 
pk(l - p)l - k ! 1. Bernaulii {P) 
' 
k = 0,1 i 
. ' 
' l'l k N-k 2. Binomial (N,p·) 
. . 
p (1-p) ; k=0 1 1, ••• ,NJ N inteiro positivo, O<p<l k 
(N+k-1) (P/Q)k(l-P/Q)N~ ' 3. Binomial Negativa (N 1 P) N-1 k = o,1, ••• , Q - p b 1 
4. Geométrrca (l,P) . IP/QI' 11/Q) 
. 
s. Hipergeornêtrica (M,N,n) IMI k (N-M) I (N). n-k n ' rnâx. (O,n-N+M)<k<min(n,M) ,N,M,n inteiros --. 
p:>aitivos 
. 
' 
6' Paisson (>I e-~~k/k! 
' 
k = Q 1 1, o o 1 ~ > o. 
.. 
' 
7' Retangular {M). IM + 1)-1 • para k = a+jh, j.= 1, ••• , 
i M.l 
' 
8' Série Lagar! trnica la) a ek/k • k = 1,2, ..• , 1, a c ' r' o < ' < = log(l-8) 
' . 
. . 
' 
TABELA 2 · . I Distribuições Continuas 
. 
N9 Nome Parâmetros Função Densidade 
1 --- ---··--Beta (a ,6) {r (1)+6)/[r (a) r (B)llxa-1 (1-x) 13-1 J o < X ~ l,a,e>p, 
-
2. Cauchy .1» .(À/1r). (À2+x2)-1 I -<»<X<«>,À > o. 
3. Gama Generalizadá (a,e,yl {ySI)/Y/r(a/y)}xl)-1 e-8 xY x,c:r.,B,y > o. 
' 3 .1. Erlang (n,l/a,l) a > O, n inteiro positivo 
3. 2 o Exponencial (1,1/e,l) e > o. 
. 
3.3, Gama-I (ail,l). 
. 
3.4. Gama-li (a,a,ll 
. 
3. 5o Ma_xweli-Boltzmáni\ . q,a,2> ·C • 
3. 6 o t-btmal 11fólded1'generaiittrlã (O:dJ,2) 
3,7. Qui 
,. (n,nj(2o ),2) n itit~!ro positivo e t1)Do 
3.8. Qui-Quadrado (n/2, 1/2,11 n inteiro positivo 
3. 9. Rayleigh . (2,l/(2h2),2) b > o 
3,10. Weibull (a,l/ay •'1') a > o. 
. 
h Ea/h p-1 . 4. F-G.eneralizada (p,m,a,hl ~ 
' 
a,m,p,h,x , O,m > p/h. 
•. 
.B(p/h,m-p/h) (l+ai)m 
4 .1. Beta do 29 tipo (p,m,l,l.l 
------
-. -~ 
4.2. Cauchy "folded" (1,1,1,2)-
4.3. Distribuição ·e (B,B+-y,l,l) B, y >o. 
4.4. F de Snedecor M·M+N M <2,-2-•N• 11 M e N inteiro positivos 
4.5. t-Student "folded" N+l 1 (l,-2-, 2 ~ 21 N inteiro positivo 
4.6. t-Student "·folded" (p~~,a, 2) 
generaliZada 
5. Lapl~ce (<) .. . {1/2)41-l e-Jx-8]1$ 1 
-· 
< X < ••• 
, o . 
.. 
e'-X(l -x -2 6. Logística + e ) , 
-· 
< X < • . 
• 
7. Log-Gama . . (v,r) v r v-1 r-1 x (-logx) ;r (r) 1 o < X < 1, v,r , 1. 
-
8. 
. 
Log-Normal (m, cr) [crx/T2\T) r 1 - (logx-m) 2/(2cr 2J X , o. 
e ' 
9. Normal (o) [o/(2ii'lT1 -x
2/(2o 2 J 
e ' -· 
< X < •,o , o. 
10. Pare to (a, k) . aka/x a+l k o' , o 
' 
X , , a 
-
. ,. 
' I 
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CAPITULO IV 
DIVERG~NCIA DIRIGIDA E J-DIVERG~NCIA ENTRE DUAS 
piSTRIBUIÇÕES DISCRETAS 
22 
Apresentaremos neste cap.Í.tulo, os resultados obtidos 
para a Divergência Dirigida entre duas distribuições discre -
tas. 
O cálculo desta medida, nestes casos, não envolve a 
uti~ização de nenhuma função especial. Por ·esta razão, dare-
mos o desenvolvimento para o caso da Distribuicão Binomial 1 a 
penas com a finalidade de ilustrar o caso ~iscreto. 
Para certas distribuições discretas, foi também cal-
culada a Entropia, acrescentando assim, alguns resultados re-
ferentes à es·tas distribuições. São estas, as Distribuições , 
Binomial, Binomial Negativa e Poisson. 
4.1 - DIVERG~NCIA DIRIGIDA E J-DIVERG~NCIA ENTRE DUAS DISTRI-
BUIÇÕES BINOMIAIS 
Consideremos duas Distribuições Binomiais, P e Q de 
parâmetros (N,p1 ) e (N,p2 ), respectivamente 1 ou seja, 
p (X) ~ Pj X ~ k I (1 - O,l, ..• ,N 
e 
Q (X) = P[ x=k] 
Então teremos: 
= (~) k Pz 
- DIVERGtNCIA DIRIGIDA E ENTROPIA. 
Pela defi·nição (1.1~1. (a)),, podemos escrever-:., 
N 
I(PiQJ = l: 
k=O 
N 
l: 
k=O 
~odemos escrever 
onde 
N 
B = l: 
k=O 
(1-p1 )
N-k 1 [CNJ og ·k 
I(P;Q) =A- B 
e A = B, quando p2 = P1 
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Assim, desenvolvendo o logarítrno do produto, e fazendo algu.--
mas simplificações, obtemos: 
N-k N (1-p1J 1og ( k.J + Np1 [ 1og 
• 
E:Sta expressão,ainda pode ser escrita corno: 
N 
B = 1og (N!) - L 
k=O 
+ N {p1 .1og 
Fazendo p2 = p1' 
.N ( ~) k A = 1og (N!) ~ L p1 
k=O 
+ N {p1 1og 
(1-p1 ) N-k 1og [ (N-k)! k! I + 
obt~mos 
(1-p1)N-k 1og [ (N-K) ! k!l + 
+ 1og (1-p1)} 
,-
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De acordo ccxn a defo (1.1.3(a)) a Entropia desta Distribui 
çao Discreta é dada por: 
N 
L 
k=O 
(1-p )N-k] = - A 
1 
Portanto, a partir de A, temos: 
N 
E t . " (kN) k (1-p1)N-k 1og [ (N-k).' k.'] -n rop1a = " . p1 k=O 
- N {p1 1og + 1og (1-p1JJ- 1og (N!). 
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Agora,- para a Divergência Dirigid'!l, a partir.de A e .B, obte-
mos~ 
I(J?;Q) = N {p1 1og 
ou- ai-nda,.--
!(P;Q) = N {p1 1og 
que é o resultado final. 
J-DIVERG:ilNCIA 
- p log 1 
Pela definição (1.1.2. (b}), temos: 
J(P;Q) = I(P;Q) + I(Q;P) 
Assim, pelo resultado anterior, ternos que, 
I(Q;P) = N {p2 1og 
Donde, teremos finalmente, 
p 
- P1 1og (---1-) + 1-p 
. 1 
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que é o resultado final- .. 
CASO PARTICULAR 
Quando N = _l, ternos a, Distribuição de Bet:noul..li e nes-
se caso, podemos obter:· a Entropia, a Divergência· Dirigida e a 
J-DivergêQcia, a partir do resultado anterior ... 
4.2 - TABEI·A DE RESULTADOS 
Todos os resultados obtidos para a Entropia, Diver-
gência Dírigid~ e J-Divergência, se ~ncontram n~ tabela a se-
Esta tabela foi elaborada, de forma que, para cada 
distribuição, temos os resultados para as três medidas cita-
das acima-
Assim sendo, a tabela contêm o nome de cada distri--
buição e parâmetros respectivos, e a seguir, os resultados na 
seguinte ordem: Entropia, Divergência Dirigida e J-Divergência. 
Estas distribuições, se encontram definidas na tabela 1 do ca 
pitulo III. 
• 
TABELA"3·1 ~ivergincia nitigfdã~ Eritropi~ ~ J-Div~rgência para Distribuições Discretas 
D:istribuições ParâmetroS 
n 
E,ntropia it(pl, ... ,p) = E pi log(l/pil 
. n i=l 
n 
. 
Divergência Didg_id.a I(PJQ) = E pi 1og (pi/qi) 
i=l ' 
J-D'ive~g~ncia J(PJQ) = I (PJO) + I{OJP) 
1, •. Bernoulli (P i) 
' 
1 1,2 
p1 1og (~) 1-pl + 1og (1-pl) 
"(1-pl) ( 
1-p1 
(pi/p2) 
' 
1og l-p2' ) +. Pl. 1og 
(l-pl)p2 . 
' (p2-pl) {log [ [ ) 11 p2)pl . 
2 •. Binomial (N,pi) , i - 1,2 . 
N (N) pk (1-pl)N-k p1 E lóg [ (N-k) !·k! J - N {p1 1og <1-pl) + 1og (1-pl)} - (log N!) 
. k=.O !< 1 
' 
-1-pl ' log '( 
,_ 
(pl/p 2 1 } :-N { u·-pl> 1-pz I t p1 1og ' 
. ! 
(1-pl) p2 ; . 
(p2-pl) {log I l ' f (l-p2) p1 -
' 
-
('Ni,Pi) • i = 1,2 3. iJinomial Nega-tiva 
01' "' Nl+k-1 pl k p N (Nl +k-1)' 
1og {Nl-l)!.+Nlf_log Ql-Pl log -1- L( )(-1 (1- .....!.) 1 1og I I 
,Pl k=Ó .. Nl-l Ql 01 k. 
' 
PlQ2 · (N2-l)! - Nl+k-1 pl k PlNl (Nl.J-k.-1)!1 
. NlPl log (-'-) + log <Nl Il! _+N2_1og orNI Iog oi\.:0 < N -1 ><o> {1- ~) log [ (N
2
+k-l) ] P2Ql 1 1 
' 
PlQl - tN1 +k-1)! Nl+k-1 pl k p N ' 1og ( P~Ql I [.N1P1 -N2P2 l+ I: {log ( '(N2+k-1)! I r < N -1 > <-o-1 
(1- _1_, 1]} 
' 
. k=O 1 1 01 i
Nl+k-1 P2 k (1- p2 N2 I - I N -1 11-0-1 --I 
. 2 2 Q2 
•• Geométrica (l,Pi) i = 1,2 ' • 
Q1 1og Q1 - p1 log P 1 
) 
'' 
. 
1!1 Oj . o·,_ . 
p1 iog <PQ> + 1og c .:....L, 
2 1 Q1 
' 
PlQ2 ' 
(PlP2) 1og (~ I 
2 1 I 
-
s. Poisson ( J.. il 
' 
i • 1,2 
' e-J..l >.~ . • 
'1 log (e/>.. 1 l + ' k, (loq k0 k=O 
().2 - '1) + '1 1og 01 1/>..2). 
p,l - ;\,i) 1og 0
·1/>..2> ' 
-
I 
' 
6. sé de LogarÍtmica (el J i 1·, 2 1. 
' 
• I 
• 
,k k-1 . 
-log 
"i - a1 ~log a· ,. 16{11 - '111 + '1 
' 
lo9 k I 1 k-o 1 
(a1e1 J ' ' 1og (a1 /a.2) + 1og (el/~2) ' n-elJ. I 
llilll a.2 e 2 ' 
1og (91192) I (--- 1-921 . I 1-91 
I 
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CAPITULO V 
DIVERG~NCIA DIRIGIDA E J-DIVERGÊNCIA ENTRE 
DUAS DISTRIBUIÇÕES CONTINUAS 
Neste capÍtulo resünimJs os deSenvolvimentos feitos na-
. . 
ra obtenção da Divergência Dirigida e J-divergência para cer-
tas distribuiçÕes contínUas. 
5.1 - Divergência Dirigida e J-Divergência entre 2 distribui-
ções Gama Generalizadas, com parâmetros diferentes. 
Consideremos duas funções densidade f 1 e f 2 , da 
seguinte forma: 
a -1 
f. (x) ={y. B· (aÍ/ril/ I'(a./y. )l x i 
~ 1 1 1 1 
i = 1, 2 
- Divergência Dirigida 
Da definição (1.1.1), (b)), temos 
e ; 
~ Joo f
1
(x) log f
1
(x)dx- Joo f 1 (x)log f 2 (x)dx 
o o 
y 6 ai/yl 1 1 . 
c1 = ; c2 = 1og 
r (a1/y1) 
y . 
a -1 1 r -61x . I1 1 dx = X e o 
a -1 
y1 
I2 r 1 61x rog = X e o 
Fazendo a transformação 
a 2-1 
I 2 = --=y-,2-
1 
6 a2/Y2· y2 2 ( ) 
r<a2/y2J 
-a /r 1 
61 
1.1 
=-
y1 
a -1 2 dx X 
r 2 , temos: 
Usando o resultado (11) de [ Erdé1yi (1954)] 
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r (a1/y1) 
, obtemos 
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Então, 
• 
' 
A1=log{y1 s1 '"1/y1jr (a1/y1 l} + [(a1-ll/Y1J[ >/J(a1/y1 )-log S1 l 
Assim, 
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Onde o Último termo, do lado direito da igualdade acima ' . 
foi obtido utilizando a sec;uint"e z:otação:· (a)·b =r {a+b) /f (a). 
J-Di vergência:· 
Da definição (1.1.2) (b)), temos que 
Mas·, 
logo, ut~lizando·o resultado anterior, 
Portanto, 
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Os casos especiais da distribuição gama generalizad~ 
como, ·por exemplo, a distribuição Exponencial, Qui-Quadrado , 
Weibull e outras, foram determinado~, a partir desse res~l tado 
e podem ser vistos na tabela ( 4 ) no final deste ·câ.pitulo. 
5.2 - Divergência Dirigida e J-divergência entre duas distri-
buiçÕes F-g"eneralizadàs. · 
Tomamos f 1 e t 2 ., duaS densidades F-generalizadas com 
parâmetros diferente-s, ou ·seja, 
' 
i = 1,.2 
onde: 
Pela definição (1.1.~.~)), podemos escrever para a Divergên-
cia Dirigida, 
Fazendo 
onde, 
p -1 
Il log(A1 /A2 ) r X 1 = hl m 
. o (1+a1 x ) 1 
r 
p -1 p1~p2 
I2 
X 1 
1og X ]dX = h . h 
o (l+a1x 1)ml (l+Cl x 1)m1 
1 
como fl(x) é uma densidade, e imediato que 
I = 1 
Podemos escrever r.2 da seguinte forma: 
-( p -1 - 1 X 
p -1 
X 1 
1og 
p1-p2 
J.og [ x h ] dx • 
(a~1+x 1)m1 
m· 
1 
"1 dX) 
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Usando a transformação 
h1 . 
x = y na primeira integral, 
podemos dividir I 2 em três integrais, ou seja, 
• 
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P1 (-·- -1) 
B1 
= h -1 f~ _::_Y_._:_h..=lc___ y 1 . o .. log.(-~-1!--.,--. -) 
. -1 mr + ( "1 +y) "1 y 
dy 
-1 log (ai_ +y)dy 
lizando 
B = 
·1 
. p -1 
B3 = f~ ·~x'---1-~--log 
o -1 h1 m1 (a1 +x ). 
: . ' -' 
Fazendo a transformação __ -L_~1-- = t em 
"r +y 
r Erdélyi, p. 314 ,(8} I I obtemos·: 
Pelo resultado [ Erdé1yi p. 316, [23)] , temos 
B = 2 
B1 , e, u_ti~ 
e finalmente, corno f 1 (x) e uma densidade, o resultado para 
B3 é imediato, ou seja, 
Assim, 
I = B(m -2 1 
p1 p1 
h-, h1 ) 1 . 
' + 
PaSsemos agora -à integréil _ r 3 . 
Utilizan-do o resultado (a), secção 
.. 1' . hl 1,2 
_ foo pl- (Ha
1
x ym1 · G 
I3 - m2 x 2 2 
. • 0 . . I 
37 
3. 2 escrevemos 
Pela definição da fUnção G, (a) secção 3, e trocando as inte-
grais, temos 
r (l-s) r (s) r (s) 
r CI+s> a~ [ o 
Usando [Erdélyi , p. 311. (30)] , 
I = ffiz f f(1-s)f(s)f(s) s 
3 2;ri ;L f(l+s) a2 
ou ainda, 
h sm. m.h -p 
r C 2 ·1> r C 1 1 1 _ 
h1 h1 
Finalmente, pela definição (a) secçao 3, temos 
• 
ds 
Assim, 
p1-p2 p1 p1 
+ [~(-H< - _. -ll 
h1 hl ~h1 
que é o resultado final. 
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(1,1)' (1,1)' (1-p1;h1' h2;h1) ] 
(1,1) ,(rn1- p1;h1 , h2~), (0,1) 
(1,1) '(1,1)' ,.l-p1;hl' h2;h1) ] 
. (!,1)' (~ - pl;hl 'h2;hl)' (0,1) 
A partir deste resultado,obtanos a divergência dirigida'~ 
ra os casos particulares da F-generalizada , taiS corno, a Distribui-
ção F de Snedecor, a t-student ·"folded", etc, os quais se en-
centram na tabela 4 , no final da secção, juntamente com os 
resultados para a J-Divergência destas· distribuiçÕes. 
5.3- Divergência Dirigida e J-Divergência entre duas distri-
buições de Pareto. 
Sejam t 1 e f 2 duas funções densidade da forma: 
= ai a·+l 
X 1 
-- Divergência Dirigida 
' 
i = l,L 
. 
,,x>k.>O, 
1 
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. Encontramos a divergênCia dirigida entre f.1 (x) e f 2 (x) quan-
do k.1 ?_ k 2 • 
f 1 (x)dx 
supomos 
onde 
Fazendo a transformação u = log x em I 1 ,ternos 
Portanto, 
• 
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e k 1 = k 2 , obtemos 
Assín,t, 
A J-Divergêf!.cia· pode ser vista na tabela- 4 no .final da _secçao. -~ 
5. 4 .,.. Divergência Dirigida e J-0'1 vergência entre duas distri- . 
buiÇões triangulares. 
Para duas densidades do tipo: 
2x o < < 
' 
X ai 
ai 
fi (x) = . i = 1,2 
' 
2 (1-x) 
ai < X < 1 1-a. 
~ 
a Divergência Dirigida é obtida considerando a 1 < a 2 • 
Nesse caso, 
Suponha 
onde, 
-A 2 
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a2 
r 2[ (1-x)/(1-a~]l.og (2x/a2) dx + 
Ja 1 
Resolvendo, obtemos 
e 
A1 = log 2 - 1/2 • 
-Donde, 
-J-Divergência. 
A partir da I(f1 ;f2 ) encontrada acima, podemos obter 
S.S - Divergência Dirigida e J-Dívergência entre duas distri-
buições uniforme~-- --
Considerando duas densidades f 1 (x) e f 2 (x),tais que 
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' 
.:1=1,2 
' ' 
.-
A divergência dirigida, entre estas duas distribui-
ções,uniformescom parâmetros diferentes, foi determinada no 
Ca~o especifico. em que. a 2 . < n"l e B2 < 81 • 
·.T_emos, 
Resolvendo, temos, 
No caso particular em que cx.1 = O, temos que : 
cujo resultado é encontrado no livro de [Kulback (1959),p.30] 
J-Diver_gência. 
No caso de distribuições uniformes, o resultado para 
J - divergência é imediato • 
• 
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5.6 :_Divergência Dirigida e J-Divergência para as demais Distri':"' 
.bllições. 
Para _as distribuições. Beta, e Dís'tribuiçÕes Log---Gqma, 
as Divergências Dirigidas foram. determinàdas,_ uti~izando-Se.os 
seguintes resultados: 
A) [ Erdélyi (1956), p. 314, (8) p. 316, (22)] p~ra Distribui~ 
çoes Beta. 
O resultado é o de n9 1 da tabela (4). 
B) [ Erdély.i (1956), p. 137, (1) e p. 148, (11)] para Distribui-
ções ~og-Gama. · 
O resultado é o de n9 4 da tabela (4). 
E, finalmente, quando consideramos duas distribui-
ções, Log-Normal ou duas Normais, os resultados são imediatos 
e nao envolvem funções especiais. As Divergências Dirig±'das 
nesses casos são as de nQ 6 e 7 respectivamente, na tabela 
(4), bem corno a J- Divergência. 
Completamos,com isso, a relação das Divergências Di 
rígidas e J-Divergência entre duas distribuiçÕes contínuas 
com parâmetros diferentes. 
5.7- Novo Resultado para a função 
A determinação .da Divergência Dirigida entre duas 
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Distribuições Beta do ~9 tipo, caso particular da Distribui-
ção F-generalizada, nos levou a um novo resultado referente ,ã 
2,3 
função G3 , 3 •. 
Isto foi possível,rnediante a aplicação de.Çois méto-
dos na determinação da .Divergência Dirigida ,ou- seja:, dire.tarneg 
te e. considerando a distribuição Beta do· 29 tipo :como 
particular da F-generalizadá_. 
caso 
Considerando f 1 e t 2 corno Beta_s do 29 tipo,temos [ver 
tabela 2, (4 .l)J p.-1 
X ~ 
Pela· definição (l.l.l, (6)) temos 
I(f1 ;f2 )=J~ f 1 (x) log f 1 (x)dx-
o 
Fazemos 
, i = 1,2 
p.,m1 ,.x>O ~ .. 
J~ f 1 (x)log f 2 (x)dx 
o 
l l J ~ p -l -m Il = X (l+x) log c 2 dx o 
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I'" I = 2· o log 
e A1 = A2 quando f 1 (x) = f 2 (x)_. 
Ternos -1 I = c 1 . 1. pói_s f 1 (x) e uma funÇão densida·-
. , .-
de. 
Fazendo agora, 1 ~x -= Y em I 2 , podemos 'escrever·: 
I =(p -Ir 2 2 J
l p -1 m -p -1 
y. 1 (1-y) 1 1 . 
o . . 
· J 1 p -1 m -p -1 1 . 1 1 log y dy - y (1-y) . 
-.0 ' -· . 
log 
Usando para a primeira integral_ o resultado [Edérlyi 
Ü953), p. 314, (8) J e na segunda integral a transformação 1-y=t 
e a seguir [ Erdélyi (1953) p. 314 ( 8) ] , obtemos 
Assim, 
Fazendo p 2 = pl e m2 = m1 , obtemos 
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E, portanto, . 
. 
·~ (m1-p1) + (m2-m1) ~·(m1)' 
Utilizândo agOra o resultado (tabela 4, ( 2 ) ) , obtido para a F-<Elercllizá 
da, o~ seja:; ~ta·ib 29 tiJ.Xl é um caso P:rrticclar de F-Generalizada,· com 
I?arâmetros (p,m,l,l) [ver. tabela 2·, (4.1) 1, ternós qué, 
mas, por ( c ) secção 3~~2 obtemos : 
H2, 3 Í 
3, 3 ! 1 
. L 
I I 1 
L 
Portanto 1 a comparaçao dos 2 resultados, nos dá 
2,3 [ 
G3,3 1 
(1,1). (1,1), (l-p1,1) J 
(1,1). (~-pl' 1). (0,1) 
Quando p1 = 1 1 o resultado acima pod~ ser verificado, de acor 
' do com Meijer (~956). 
Os demais casos particulares da Distribuição F-gene-
'ralizada se encontram na tabela ·(4} no final do capitulo. 
·5. 8 "':" Tabela de Resultados 
Os resultã.dos obtidcis para as medidas Divergência Di 
rigida e J-Diverg-êni:::i" no caso de distribu_ições contínuas 1 f o 
ram colocados em uma tabela, a qual conté~ o nome das Distri-
buições utilizadas, seus parâmetros e a seguir a Divergência 
Dirigida e .a J-Divergência, ·respectivamente, calculadas entre 
estas distribuiÇÕes. 
Devido aos resultados longos, obtidos para certas 
distribuiçÕes, esta forma de apresentação foi por nós conside 
rada a mais simples, no sentido de termos para cada distribui 
çao, facilmente, os dois resultados referentes às medidas de 
informação. [ver tabela 4 a seguir] . 
• 
TABELA 4. :Divergência Dirigida e J-Dlvergência para-Distribuições Continuas 
Distribuições: Parâmetros .· 
--- -- J:"'f1 (xJ Divergência Dirig~da: I(f1 rf2 J = 1og [f1 (x}/f?(x}) dx. 
J-Divergência: J{~1 ,f 2 )=I(f1 ;f 2 J+I(f 2 ;f 1 }. 
L Beta {o.iB~), i = 1, 2. 
. 
log (B !~z ,-8 2) /B (o.1 , ~ 1 )] + (al-a2H ~ (al) -1J.t(o.1 +131) I + ( 131-82)[ lj! (El) -lj! (o.l +61) I • 
- • 
(a1-a2}[ ljJ (o.1)-lj!-(a2}J +(131-8.2)[ lj! (131) -~ (8zll +(a1-a2+S1-132)[ lj! (a2+132) -ljJ (a1TI31) 1 • 
2. F-Generaliza~a (pi,rni,ai,hi) 
' 
i = 1,2-. 
-
. p2 Pz P1 pl t l/h l/h J log {h1B(fi':, m - il)J,fh2B(h, rnl--h)J}+ p2 log o.1 1 I az 2 . + 2 2 2 . 1 1 
·-
pl - p2 [ p p J + ml.[lj!(ml-~}-ljJ(ml)J + lj!(___!_)-ljJ(m- ___.!_) + 
-
-h, . hl 1 h1 
. 
. m, . 
82,3 [ ,h,/h1 I (1,1). (1,1). (l-p1/h1,h2/h1)] + a2a.l ' , f(pl/hl)f(ml-~1/hl) 3,3 (1, 1) , <m1-p1/hl'h2/h1 l , (O, 1) 
_,, __ ---, ~-
(p,-p1) { ~Jog p1 p1 ] 1 [ a +ljl(m --)-lJI(-) --- log 1 1 hl hl hi a.z+ .~ Cm2-~~J-• ~~~>] }• 
m1 
8 2,3 [a1 
-hl/h_2 I (1,1). (1,1). (l-p,th,,h1/h2)] + .. "2 (1,1), (m2-p2/h2 ,h1/h 2), (0,1) + r' <Pzlhz l r <mz-P.zlhz l . 3,3 
' 
m2 .. 
82,3 
-[ -h,/h1 
I 
(1,1). (1,1). (l-p1/hl'h2/h1) J 
+ a2al 
. 
r (p1/h1 l r __ <m1 -.p1/hi 1 
3,3 (1,1), (m1-p1/h1 ,h2/h1J, (0,~) 
• 
2 .1. Beta do 29 tipci <P1,m1 , i,l) ~ i ~ 1 , 2 o 
log ~ (P;i!m2-p2) /B (pl ,ml-pl >] + (p~ -p2) tjl (pl) + (p2-pl +ml-m2) 1P <_ml-pl l + (m2-ml) 1P (rol) • 
. 
(pl-pzl [w (~i) -ljl (p2)] + (p2-p~ +ml-m2) ~~(!f!l'-pl) -l.j! (m2-p2 >]+ (m2-ml) ~(rol l -!).o <mz>] . 
. . 
. 
. 
"' ~c 
o ~.., 
__, ,_ 
. 
~ 
~o 
> 
' 
u 
2.2. Cauchy "Folded" 
-------
-- .. -
2.3. Distribuição F 
2.4. F de Snedecor 
. 
. 
. 
(1,1,1,2) 1 i ~ 1,2 
--
o .. 
·o 
<e1 ;a,j_ +yi, .1,1) i "" 1' 2-
1og ~ (62,y2~/B (6l,yl) ]+ . :. . < al-Bzl w < al J_+ <r 1-y zl w (y 1 l + < Bz+Y z-B~-y 1 l w < al +y ll • 
. . . . 
<al-a2) [lji;Bl>.-W<Bz»]+.<rl-rz> [whll-~hz>] + <Bz+vz-al-rll [w<al+rl>-w<Bz+rz>] . 
.. 
• 
Mi Hi +Ni .. (- 2 ' 1/2, 1) ' 1 "" 1,2. ' 2 ' 
~ . J . N1+M2 log B(M_2;z,N2/2)/B.(Mtf2,Nl2) +(M2/2)log(M1N2/N1M2)+( 2 [ -, l • !N1/2l-<P !"0'~ + 
'N 
.. 
'G 2,3 [ M2Nl I 1, 1, 1 - M1/2] 1 + . 
·r <M.1;zl r ~N1;2 1 : 3,3 MlN2 1, ~1/2' o 
. . 
M2 -Ml 
( 2 [ . J M2+Nl ) +og(MlN2/M2Nl) +{ 2 . G N1 M1 J ) 1JJ<2 J-1H·y> + Ml+N2 ( 2 l [w <Nz/2 l- lj!(Myz >] + 
. 
N1 ' t M2Nl 1, 1, 1 - M1 /2] G .2,3 + MlN2 , + r <M1 /21 r (N1/2l 3,3 1, N1 j2 1 O 
. 
-------·- --
.2 2,3 t M1N2 1, 1,1-M2/2] + G 
M2Nl 
. 
f(M2 j2)f(Nlj2) 3,3 1, N2 /41 1 O 
2.5. t-Student "folded"·. (1' 
Ni+l 
.i/2, 2) ,1-=1,2. 
--,-. 
. 
~ 
1og ~(1/2,N,/2)/B(1h,N1/2)] +! iog(N2/N1 J+[(Ni.+l)/2][1J!(N1/2)-!J![(N1+1)/2]]+ • 
N2+1 2,3 
[·1/N2. 
1,1,1/2] 
+ N G 
21l"l/2r<+ l 3,3 I • . 
. 
. 1, Nl/2, O 
(N +· 1) [ N2 .. N2+1 l N1+1 ~ N1 N1 +lj 1 {c•2+1 1 2,3~ /"1,1/2] 2 
··- w <2>-~ <-· -2->J+~-2 -->tP <2 >-..P_<-2- + 2111/2 . G NfN2 + 2 f(N1/2) 3,3 l,Nf2,0 
. .. 
. 
'+ 
N1+1 G 2,3 [ N2/N1 1,1,1/2] 
r <N2/2l 3,3 
. 
.. l,.N1 /2,0_ 
. 
. 
2. 6. t-StuélEm_t_ "folded" 
Generalizada 
. . 
log [B <~2 ;rni~P·2 l /B (pl ,ml-~1 >] + P2log (O.l/a2) + (pl-p2 l [w (pi l -tjl(ml-pl >] + 
• 
,-
2,3 [":2/alll, 
3 ,.3 
1, 
G 
3. Gama Generalizada: (ai,ei,yil' i = 1, 2 
- ·-- --- -
, log[r; al/yl ·. a 2/r2 I:'(ál/y 1 )}] +[<ai -o.z) /yl] [lj!{al/v 1)- log e,] ~~- r<"zhzlAYz e, -
-. al(Yl 
-yz!Yl . , . . 
+ e, e, (--) . . 
yl YziYl 
. . 
(a1-a2Í{ f1[•<•;1Y1 l~log el]- ~~2 [w.<~zi'Y z> -loq e~ 1- a ., <-'- + -) + ,, ,, 
. • 
-"f.z!Y 1 _·y jY . 
. al 13 
,1 z . ,
+ e, e<-> •• 1\(~)y JY . 
2 Yi. Y2JY 1 2 Yz 1 2 
. 
. 
3 .1. Erlang <n1 ,1_1ã~,ll, i 1~ ~· • = 
. 
. . .. 
.log ~ (n~ l ;r (n~)J + (nl-n2)ljl(nl)+ n1 -[tog{a2;a1)+(a1!az-l] . 
. 
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3.4. Gama II (ai'~i,l), i = 1,2 
.· . 
------- c~~ 
~ "l ., ~ . [ ~ log ~·l_r_(a2)_!1~2 r(al_>l +(al-a.2) ~{al)-lo~y + (a1e 2/e1 l-a1 ' 
<cr.t_-à2> [w <cr.1> -w Ccr.2l + lo~<e 2;e 1 >]+ a.l[<a2;al>-l] + 1].2 [<al/a2> -1] ' 
. 
. 
3.5. Maxwell-Boltzmann "(3, ~i ~2) ,-. i= 1,2~ 
3/2 [log (S~/a 2 J f<S/a1 l- l} ' • 
. 
3 ~82/al) + <Bl/62) 
- 'l 
. . 
3.6. Normal "folded" (ll.i,ei,_zJ, i. = 1",2 
Generalizada . 
w (ll.1/2l +a1/2 [e2;a1 - 1] . . t al/2 . . "2/2 ~ (a.~.:..cr.2)/2 log a1 · rta 2/2V_[~ 2 rta1/2ll + . 
. 
. 
• ·<' 
' 
I 
(a1.:..1l 2) /2 [w (Cl1/2)+!JI (Cl 2/2) -log { 61/e2>}<a1/2) [< 62/131 ) -1]+ (a 2/2) [< 61/e2> -1] ' ' ' ! 
I 
' 
' I 
.<ni·;n~/2cr~, 2), I 3.7. Qui. i "" ·t, 2 
; 
~ 2 ~n2/2 [r (n2/2l ;r (n1/2.)] +~n1-n2 ) ~~- (n1/2) +[n2cr}l2a~)] - n1/2 I log nicr 2 ;:t<n2a 1J . I 
I 
I 
[ (n1..::n2 J/2] [Hn1/2) 
' 
2 2~ [ 2 2 J ' [ 2 2 J ' i -!JI{nl2)-1og[nf~(n2cr1 JJ + <n2/2) (cr1/cr2)-l + (n1/2 (cr 2ta 1)-1 . 
' I 
I 
3.8. Qui.-Quadrado (ni/2,1/2 1 1), i =.1,2 I 
log{ rtn2/2) /r (n1/2)} +~n1~n,>1~ .p <n1/2) • 
' 
tn1-n2)/2J, [t<nl/2) -.p (n;/2l]. 
'o 
'-
3.9. Rayleigh 2 ' ' {_2,1/2 bi,2 l' i = 1,2 . 
' 
2 2 l.og {b2/bl)+(bl/b2) - 1. 
' 
' 
. 2 (bl/~2) < + 2 (b2/bl) ' - 2. 
3.10. Weibull 
. . yi 
<a1 ,1/a1 ,y1 l, 1 = 1,2 ' 
1ogt h•;'r (a2/y2l]; h•~1r (a1/y1lJ} i•1-a2}/y~[~ (a1/y1} +y1log al]-<al/yl) ! + 
' 
' 
YÍ Y.2 a·' . 
' + al /a2 '(-1-l . ' yl y21fl ' I 
[ 1 1 . ' ' ' J 0 1 °2 "1"' 0 1 ' ,, • j (al-a2) y ,ljl{al/yl)- y1J.(a2/i'2)+lag(al/a2) -<:y-+y-l+ -,-<f,t +~c _L r 
1 2 . 1 2 a 2 2 1 2/yl ~yl y 2 rfy2 1 
' ' 
I 
4. Log-Gama Cv1 ,r1 ), i =.1 1 2 
' 
[ "1 r2 J . ~ J ' log r(r2Jv1 /(r·(r1 lv2 } +(r1/v1 J Cv1 -v2)+(r2-r1 J ljl(r1 J-log v 1 • I 
-br. 
. 
. 
. 
(vl -v 2) [~/vl)- (r2/~2 >] + {r2 -rl) [!.11 (rl)_-1P.(r2) -log (vl/v2 >] . 
-:-
s. Logis'ti;ca 
. . 
o. 
-·--
o . 
. . 
. 
6. Log-normai (mia-i)' 1 = 1, 2 • 
. 2 2 
log(o 2;o1 l+(1/2) (o1 /c:r2 -
2 l)+(m1-m2 ) ·• 
2. 2. o o . 
. 2 
.!r_!_ + ..L> + 2 <_m1 -m2) - l. 
' 
2 2 2 01 °_1 • 
. 
7. Nornia_l (o.),i=i,2 
. • • 
log {O' 2;cr1 ) +( i/2{(cr1 /cr 21 
2 ~ 1] . 
. ~ ·2 2 2]. (1/2 (o1/cr-2 )_ +(cr 2/a1 ) -. 
. 
.) 
, ; 
c 
8. Pareto (·ai,ki), i = . ' 1;2; k1 ~ k2. 
I 
. log (al/ a2) + a2 [11a1 + log(k1/k2 )] -L 
' 
.. 
' (a2-~l). log(k1/k 2 ) + a2/al + al/a2 - 2 . ' ! 
. 
' 
. 
. 
9. 'Triangular ' I (ai l , i = 1,2 
' 
ai' •• . 2 
' 
log [<~l-a 2 ) / (l~.a~) J + log(.a2;~1J~ log[(l-a1 J/(l-a2>] i "1 . 
. 
' 
' 
log (a1;a'2J [-
'1 ., j [' - a1-a2+-a2 J 2 I (l-a11-~l-a1 ) 2 f (l-a2 ~ J .. I - ·" I l-a1 l-a2 2 
I 
. 
10. Uniforme (ai,f).), i = 1,2; «2< Cl.l' a2 > el 
• L 
log [e2 -a 2 Ji~a1 -a1l ' ' 
' 
o • ! 
. . 
' 
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