Abstract. An analytical interatomic bond order potential for the Be-O system is presented. The potential is fitted and compared to a large database of bulk BeO and point defect properties obtained using density functional theory. Its main applications include simulations of plasma-surface interactions involving oxygen or oxide layers on beryllium, as well as simulations of BeO nanotubes and nanosheets. We apply the potential in a study of oxygen irradiation of Be surfaces, and observe the early stages of an oxide layer forming on the Be surface. Predicted thermal and elastic properties of BeO nanotubes and nanosheets are simulated and compared with published ab initio data.
Introduction
The plasma-facing materials in future fusion reactors must be able to withstand extreme conditions due to high thermal loads, ion fluxes, and neutron irradiation. Beryllium has been selected as the first-wall material of ITER. The properties contributing to the choice of Be include a low atomic mass (and hence low plasma contamination), low tritium retention, and its oxygen gettering ability [1] . The behaviour of Be under fusion-relevant conditions has therefore been extensively studied in experimental and modelling work [2, 3, 4, 5] . However, little is known about the effects of oxygen on the structural and erosion properties of the Be walls [6, 7] . The high affinity for oxygen is likely to lead to a growing plasmafacing oxide layer if exposed to air, with subsequent erosion and sputtering of oxide molecules. Addressing the consequences of the otherwise desirable oxygen gettering ability of Be is therefore crucial.
Beryllium oxide has also recently gained considerable interest within the nanomaterials community, due to the partly covalent bonding nature of the otherwise ionic compound. Ever since the discovery of single layered carbon nanostructures, nanotubes and nanosheets of carbon and other materials have been intensively studied for their exceptional electronic and mechanical properties [8, 9] . The possibility of producing carbonlike sp 2 -bonded BeO nanostructures has been recently proposed [10] , and been the subject of a number of first-principles studies [10, 11, 12, 13, 14, 15, 16, 17] .
Molecular dynamics (MD) simulations are a useful tool for studying atomic processes on time and length scales inaccessible to experiments and density functional theory, such as sputtering mechanisms or radiation damage production. The accuracy of MD simulations is directly defined by the interatomic potential used to describe the interactions between individual atoms. Developing accurate many-body interatomic potentials for different materials is therefore an essential part of atomistic modelling, and no many-body potential has to our knowledge been developed for the Be-O system. A many-body potential for the Be-O system will allow simulations of both fusion-relevant plasma-surface interactions with oxide layer formation and erosion as well as simulations of mechanical and thermal stability of BeO nanostructures.
The potential formalism used here was originally developed by Tersoff [18, 19] , using the concept of bond order as discussed by Abell [20] . Despite being originally developed to model covalently bonded materials, the potential has been shown to closely resemble the embedded atom method potentials used for metals [21, 22] . The bond order formalism therefore allows modelling of differently bonded materials, from pure metals to e.g. metal and semiconductor compounds. The potential function used in this work, referred to as the analytical bond order potential (ABOP), is similar to the original form by Tersoff, but slightly extended and rewritten. The potential is capable of modelling bond breaking and forming, and has been previously applied to a wide variety of materials, including pure metallic, metal-carbonhydrogen, and metal-oxygen systems [23, 24, 25, 26, 27, 28, 29] . In this work, we extend previously developed potentials for the fusion-relevant Be-W-C-H materials [25, 28, 30, 31] to include the Be-O interaction.
The article is structured as follows. In section 2, we briefly describe the functional form of the ABOP, and the strategy used for fitting the potential to the constructed database of material properties. In section 3, we summarise the accuracy of the fitted properties of the potential, and discuss results from testing of the potential by calculating properties not included in the fitting process. Finally, we apply the ABOP in simulations of O irradiation of a Be surface, as well as investigations of the thermal stability and elasticity of BeO nanotubes and nanosheets. Concluding remarks are given in section 4.
Methods

Potential formalism
The functional form and its parameters has been extensively discussed previously (see e.g. Ref. [23] ), and will only be briefly presented here. The total potential energy in the ABOP is expressed as a sum over all atomic bonds, given by (1) where the repulsive and attractive functions form a simple Morse-like potential [32] V R (r ij ) = D 0 S − 1 exp −β √ 2S(r ij − r 0 )
V A (r ij ) = SD 0 S − 1 exp −β 2/S(r ij − r 0 ) .
D 0 and r 0 are the dimer bond energy and length. The interaction range is typically restricted to the nearestneighbour shell by the cutoff function
Here, R is the cutoff distance and D defines the width of the cutoff region, where the potential energy smoothly approaches zero. All many-body interactions are incorporated in the bond order function, which is written in the symmetric form
where
Furthermore, χ ij is given by
and the angular function by
In simulations involving high kinetic energies, such as irradiation studies, the repulsive part of the potential given above is unphysically weak and must be modified to describe repulsive short-range interactions more accurately. A common approach is to join the universal repulsive Ziegler-Biersack-Littmark potential [33] , V ZBL (r ij ), with the original potential V ij as
Here, F (r) is the Fermi function
which ensures a smooth transition between the original potential and the repulsive ZBL potential. The parameters b f and r f , defining the transition range and distance, are chosen so that the equilibrium properties are nearly unchanged for all considered coordination numbers.
Computational details
The interatomic potential was fitted using the code tulip [34] . Molecular dynamics simulations were carried out with the codes parcas [35, 36] and lammps [37] . The time step required for energy conservation in the MD simulations was 0.6 fs, tested at room temperature. The irradiation simulations employed an adaptive time step according to the selection criterion in [38] . Structural optimisations, defect energies, and the phonon dispersion in the ABOP were calculated using ase [39] and lammps [37] . All density functional theory (DFT) calculations were carried out using the Quantum Espresso code [40] .
Fitting database
Beryllium oxide crystallises in the wurtzite structure at atmospheric pressure and room temperature [41, 42] . A large amount of experimental data is available for characterising BeO wurtzite: the lattice constants [43, 44, 45, 46] , the cohesive energy [47] , the bulk modulus [43] , and the elastic constants [43, 48, 49, 50] . However, some other hypothetical Be-O structures in which the beryllium atom has different coordination numbers have to also be considered. These structures will enlarge the fitting database and ensure a better transferability of the interatomic potential to any kind of structural environment.
Consequently, DFT calculations were carried out for the Be-O dimer, a linear chain of Be-O units, a graphene-like 2D structure in which Be-O units form hexagons in a plane, and the 3D wurtzite, zinc blende, rock salt, and ceasium chloride structures. The corresponding cohesive energies, lattice constants, bulk moduli and elastic constants were determined. In addition, the formation energies of different defects in BeO wurtzite were calculated as well as the solution energies of oxygen in pure hcp Be. Surface properties were also considered by investigating the adsorption of an oxygen on the Be hcp (0001) surface. Additionally, phonon properties of BeO wurtzite were determined to assess the reliability of the ABOP.
The energy of the oxygen molecule in its ground state is required to compute the cohesive, formation, and adsorption energies discussed in this work. The ground state of the O 2 molecule is spin triplet, which consequently requires spin-polarised calculations. In addition, point defects such as the Be vacancy in BeO wurtzite displayed magnetic properties, as previously pointed out in the literature [51, 52, 53] , which also requires spin-polarisation.
The DFT calculations have been performed with the GGA-PBE exchange and correlation functional [54] and ultra-soft pseudo-potentials [55] . Cutoff energies of 52 Ry (707 eV) and 416 Ry (5658 eV) were used for the truncation of the expansion of the wave functions and the electronic density, respectively. The k-point sampling has been converged to 24 × 24 × 24 for the wurtzite unit cell containing 2 Be atoms and 2 O atoms. The phonon calculations were performed in the framework of the Density Functional Perturbation Theory [56] with the same cutoff energies and k-point sampling as above.
The k-point samplings for the others structures were scaled as the inverse of the size of the box. The dimer, linear, and graphene-like structures exhibit nonperiodic structures in at least one direction. Thus, in these directions, the size of the box was increased to be more than 20Å to prevent interactions across the periodic boundaries. In these directions, only one kpoint was used. The formation energies of defects in the BeO wurtzite lattice were calculated in a 3 × 3 × 3 supercell (54 Be atoms and 54 O atoms) with a k-point sampling of 6 × 6 × 6. Relaxations of both the atomic positions and the volume of the cell were carried out.
The calculations of an O impurity in the Be hcp lattice and on the Be hcp (0001) surface were performed with a cutoff energy of 50 Ry (680 eV) for the wave functions and 400 Ry (5440 eV) for the electronic density. The formation energy of O was calculated in a 5 × 5 × 4 Be supercell (200 Be atoms). For these calculations, the k-point sampling was 4 × 4 × 5 (20 × 20 × 20 for the Be hcp unit cell with 2 Be atoms). The positions of all atoms as well as the volume of the cell were relaxed. For the surface calculations, a 3 × 3 supercell was used in the a and b directions (parallel to the (0001) surface). Eleven hexagonal Be layer were considered in the c direction (perpendicular to the surface) with a 24Å vacuum layer to prevent interactions between the studied surface and the bottom of the repeated supercell in the c direction. The k-point sampling used for these calculations was 6 × 6 × 1. The calculations were done by relaxing all atoms except the two bottom layers.
Fitting methods
With reference data for BeO phases in a wide range of coordination numbers from the DFT calculations, the fitting of the potential parameters followed a similar strategy as previously outlined in e.g. Ref. [23] . The cutoff range of Be-O interactions was chosen to be between the first and second nearest neighbour Be-O shells for all structures included in the fitting process. When the interaction range is restricted to nearest neighbours only, the energy per bond, E b , follows the Pauling relation [57] , given in the ABOP by
where r b is the bond length. D 0 and r 0 are typically chosen to give the correct dimer energy and bond length, β can be calculated from the ground state frequency of the dimer, and S fitted to give the correct bond energies for the higher coordinated structures. However, the bond energy of the dimer given by DFT and experiments is weak compared to the bond energies of the higher coordinated structures, and could not be used to fix D 0 . Both D 0 and r 0 were therefore included, together with S and β, when fitting equation 11 to satisfy the bond energies of all structures studied by DFT. Care had to be taken so that the interaction range of the underlying Be-Be potential (version II from Ref. [28] ) did not interfere with the above fitting strategy. Including both nearest neighbour Be-O and Be-Be interactions effectively changes the above Pauling relation for Be-O structures. The nearest neighbour Be-Be bond in the ground state of BeO (wurtzite), is 2.7Å according to experimental data [43] . The cutoff radius of the Be-Be potential is 2.685Å, resulting in Be-Be bonds being included after only a small compressive strain. Consequently, fitting the ABOP to the experimental lattice constants leads to a poor description of elastic properties, as the energy cost for straining the structure is highly asymmetrical around the equilibrium.
In order to avoid such unphysical behaviour, the ABOP was fitted to the (slightly overestimated) lattice constants and cohesive energies obtained in the DFT calculations.
The parameters of the angular function g ik (θ ijk ) in equation 8 were numerically fitted using the reference data obtained by DFT. The parameter h, defining the optimal angle between the atoms ijk, was allowed to vary between the equilibrium angles of the lowest energy phases, wurtzite (109.5
• ; h = 0.33), and the graphene-like sheet (120
• ; h = 0.5). Table 1 shows the properties of different BeO phases given by the ABOP and compared to data obtained by the DFT calculations and available experimental data. The potential parameters are given in table 2. The structural properties of the ground state (wurtzite) phase are well reproduced by both DFT and the ABOP, including all elastic constants. However, it should be noted that the experimental values for the elastic constants vary significantly from study to study. The lattice constants obtained in the DFT calculations are slightly overestimated compared to the experimental data, which is a known feature of the GGA-PBE functionals [58] . Nevertheless, as noted previously, the ABOP was fitted to reproduce the DFT lattice constants of the different phases, in order to get good elastic properties. As a consequence of restricting the interactions to nearest neighbours, the ABOP formalism cannot reproduce the subtle energy difference between the wurtzite and zinc blende structures. The geometry of the nearest neighbour shell is identical in both structures, and the energy and bond distances will [43] b Calculated from the room temperature enthalpy of formation from Ref. [47] c Ref. [48] d Ref. [49] e Ref. [50] therefore be exactly the same in the ABOP. The cohesive energy and bond distance of the graphenelike BeO sheet are also in good agreement with DFT, and more importantly, the difference in cohesive energy between the wurtzite and graphene phases is in excellent agreement with DFT. The overall good agreement between the ABOP and DFT across a wide range of coordination numbers generally ensures a good transferability to bonding geometries and coordination numbers not found in the fitted structures. In the following sections, we test this assumption by calculating properties not included in the fitting database.
Results and discussion
Fitted properties
Tested properties
3.2.1. BeO bulk properties. When fitting an interatomic potential to properties of a select amount of crystalline phases, it is important to confirm that the desired ground state phase is correctly predicted by the potential, and that no phase not considered in the fitting process is lower in energy. The ABOP was therefore subjected to extensive annealing and heating/quenching MD simulations of wurtzite BeO, and no recrystallisations into other phases were observed. Upon heating to temperatures above the melting point, we found that BeO melts into a very low-density liquid phase with large regions of empty space between the clusters of atoms. The melting point is commonly estimated by creating a liquid-solid interface, and determining the temperature at which the molten and crystalline phases are in equilibrium. However, due to the melting behaviour of BeO, this was not possible. We therefore carried out simple heating simulations with different heating rates to determine an approximate melting temperature. Simple heating of a single-crystalline system in MD is known to overestimate the melting point due to the the lack of nucleation points [59] , and due to the extremely high heating rates required for MD time scales. The observed melting point for all tested heating rates was about 3000 K. This should be considered an upper limit predicted by the ABOP, and is therefore in good agreement with the experimental melting point of 2851 K [47] . We also determined the thermal expansion coefficients of wurtzite BeO and compared the obtained results to experimental data. The experimental data from Kozlovskii et al. [60] are for the temperature range 293 K−1823 K. Slack and Bartram [61] reviewed values in the temperature range 300 K−2200 K, which is the range on which we focused our study.
Both studies reported the linear expansion, i.e. the variation of the sample in a single direction and not the variation of the volume of the sample. Since the crystal we are simulating is a single crystal, unlike the experiments, we have easily access to the linear thermal expansion coefficients, α i∈{x,y,z} (in K −1 ), of the different directions of the lattice. The appropriate coefficient to compare to the experimental data on polycrystalline BeO is then the directionally averaged value [61] 
To obtain the thermal expansion, a cuboid box of wurtzite BeO, containing 15840 atoms was used. The temperature of the system was quickly increased from 0 K to 2000 K in 10 ps, kept constant for about 40 ps so that the volume of the box relaxed to zero pressure, and finally the temperature was decreased with a rate of 10 K/ps. The thermal expansion was determined by looking at the variation of the box lengths in the x, y and z directions that give the different α i∈{x,y,z} . The comparison with the experimental data is reported in figure 1 . The simulation data with the ABOP is overall in good agreement with the experimental values, especially above 1000 K. At lower temperatures, the thermal expansion is slightly overestimated. In the range 1300−2200 K, the experimental values reported by Slack and Bartram seem to be constant. In the ABOP, α also has this behaviour, but for the range 1000−2000 K. Above 2000 K, the lengths of the box exhibits large changes that lead to a quick increase of the thermal expansion.
In the simulation, the values of α x and α y are the same, except at high temperatures. Indeed, wurtzite has hexagonal symmetry, and consequently the x and y directions are not symmetrically equivalent. There is also a clear anisotropy in the thermal expansion in the z direction compared to the two other directions, which is expected for a wurtzite structure. Figure 2 shows the phonon dispersion of the wurtzite BeO phase obtained with the ABOP and compared to DFT and experimental results [50] . Our DFT results are in good agreement with the experimental measurements.
The lower acoustic branches are well reproduced in the ABOP. The subtle differences in the energies of the acoustic branches between the ABOP, DFT, and experiment are likely due to the corresponding differences in elastic constants, as seen in table 1. However, the optical branches at around 90 meV in DFT and experiments are strongly overestimated in the ABOP, with the corresponding branches at around 140−150 meV energies. The overestimation of the optical branches can be attributed to the lack of long-range Phonon dispersion of wurtzite BeO calculated with the ABOP and compared with DFT calculations and experimental data from Ref. [50] .
coulombic interactions in the ABOP [62] , and was previously also observed in the ZnO ABOP [29] . Table 3 shows the bond lengths and cohesive energies of a few selected Be-O molecules predicted by the ABOP and compared with our DFT calculations and experimental results [63] . The properties of the dimer BeO are directly determined by the potential parameters D 0 and r 0 . As discussed earlier, choosing D 0 to reproduce the 3 rings were therefore relaxed in DFT and with the ABOP. The relaxed shape and bond angles are different in the DFT and ABOP simulations, but the bond lengths and energies are in reasonable agreement. As the number of atoms in the molecules is increased, the energy and bond length tend towards those of an infinite BeO chain, as seen in table 3. The qualitatively good agreement between the ABOP and DFT for molecules is promising for applying the ABOP in studies of surface irradiation, where sputtering of various molecules is expected.
Be-O molecules.
Interstitial oxygen atoms in Be.
Formation energies for oxygen in the common high-symmetry interstitial sites in hcp Be were calculated with the ABOP, and compared to DFT calculations. The formation energy is defined as
where E D is the total energy of the system containing the defect, and n Be (n O ) the number of Be (O) atoms.
The chemical potentials at 0 K are given by the cohesive energies as µ Be = −3.624 eV and µ O = E O2 /2 = −2.583 eV in the ABOP. Figure 3 shows an illustration of the different interstitial sites with the adopted naming and abbreviations. The calculated formation energies are given in table 4. The most stable interstitial position according to DFT is the the basal tetrahedral (BT) site. However, as can be seen in table 4, our DFT data are about 1.5 eV higher in energy than the DFT data by Middleburgh et al. [64] and Zhang et al. [65] . On the other hand, the relative stabilities between the BT, NBO and BO interstitial sites are in good agreement (within a margin of 0.06 eV) between the three DFT studies. Thus, the reason for the difference in formation energy is clearly that the reference energy for oxygen is not the same in all three studies. In the ABOP, the most stable site is a position above the BT site, close to the NBT site (denoted r-NBT in table 4). However, an oxygen interstitial at the NBT site relaxes to the BT site, as opposed to the close-by ground state r-NBT position, in agreement with DFT observations [64, 65] . The order of stability for the remaining interstitial sites predicted by the ABOP is in agreement with DFT results, although the differences in energy vary, and e.g. the stability of the NBO site is strongly overestimated.
Despite predicting the incorrect ground state oxygen interstitial site, the ABOP still qualitatively reproduces the diffusive properties obtained by DFT. The energy barrier for migration between adjacent BT sites, through an intermediate NBO site, is about 1.6 eV according to DFT calculations by Zhang et al. [65] . Although the lowest energy migration path in the ABOP is between the predicted ground state (r-NBT) and the close-by BT site along the [0001] axis (see figure 3) , further migration through the bulk requires exiting the tetrahedral surrounding, following paths similar to those studied earlier in DFT. The migration energy of the BT−NBO−BT path is about 2.3 eV in the ABOP, higher than the 1.6 eV obtained by DFT [65] . In comparison, the vacancy migration in Be is about 1.3 eV in the ABOP, also higher than the DFT value of 0.72 eV reported in [64] . The self-interstitial migration energy in Be is 0.73 eV according to the ABOP [28] , compared to 0.64 eV given by DFT [64] . The relatively high O migration energy and the fact that the ABOP correctly predicts the O interstitial to be trapped in a tetrahedral atomic environment, even though the exact position inside the tetrahedron contradicts DFT results, can therefore be considered acceptable for most practical use in atomistic simulations. Oxygen is essentially immobile during MD time scales, which is important for oxidation and deposition simulations. Oxidation of Be surfaces is experimentally known to be limited by Be atoms migrating up through the oxide layer [66] (as opposed to oxygen migrating into the Be bulk), which due to the high oxygen migration barriers is likely to be reproduced by the ABOP. We will return to this discussion in section 3.3.1, where we study oxide layer formation and growth using the ABOP.
3.2.4. Adatom energetics on Be. Additionally, we calculated adsorption energies of oxygen atoms on a Be (0001) surface with the ABOP, and compared to DFT calculations. The adsorption energy of a single oxygen atom is defined as
where E D is the total energy of the surface slab with the adsorbate, E S the total energy of the clean surface slab, and µ O the chemical potential of oxygen (−2.583 eV in the ABOP). Figure 4 shows the common adsorption sites on a hcp (0001) surface. The corresponding adsorption energies and the distances to the surface layer are given in table 5. There is a noticeable difference in the formation energies between DFT and the ABOP. However, due to the different possibilities of treating µ O in DFT, as discussed earlier, emphasis should be put on the order of stability when comparing the ABOP with DFT, and not the absolute values. The relaxed distances from the surface layer are in good agreement between DFT and the ABOP, except for the fcc site. The hcp and fcc sites have identical nearestneighbour symmetry, and therefore similar adsorption energies. However, the ABOP predicts the fcc site as the preferred adsorption site over the hcp, in contrast to the DFT results. This is a consequence of the interaction range of the ABOP and cannot be corrected without sacrificing the fitted bulk BeO properties. For the hcp site, the second-nearest Be neighbour (the atom directly below the hcp site in the first sub-surface layer) is barely within the cutoff radius of the ABOP after relaxation, while the same atom is outside of the cutoff sphere for the fcc site. This is also evident from the difference in the relaxed distances from the surface given in table 5. The functional form of the ABOP leads to a weakening of the nearest neighbour bonds due to the second nearest neighbour for the hcp site, resulting in a higher energy than for the fcc site.
Point defects in BeO.
The chemical potentials of the elements can vary depending on the chemical environment. The formation energy for a neutral point defect can then be expressed in the more general form used in Ref. [67] , as where ∆µ is thermodynamically restricted to the range −∆H f < ∆µ < ∆H f , and ∆H f is the enthalpy of formation of BeO in its ground state phase (−4.91 eV/f.u. in the ABOP). The limits of ∆µ correspond to O-rich and Be-rich conditions. Here, we use ∆µ = 0 in all calculations. Formation energies of simple neutral point defects were calculated with DFT and compared to values predicted by the ABOP, as listed in table 6. The formation energies for single vacancies in BeO are strongly underestimated in the ABOP, particularly the Be vacancy. The stability of point defects in metal oxides, such as BeO or ZnO, are generally dependent on the electronic structure and charge state of the point defect [68, 69, 70] , effects that the ABOP cannot capture. Good accuracy in describing point defects in BeO can therefore not be expected from the ABOP. In the case of the Be vacancy, our DFT calculation predicts a magnetisation of 2.2 µ B /cell induced by the Be vacancy, which could explain the large difference in the value obtained with the ABOP. Similarly, the Be antisite induces a 2.05 µ B /cell magnetisation, and consequently the difference in the formation energy predicted by the ABOP and DFT is large (around 5 eV for both the Be vacancy and antisite). Interestingly, the same 2−3 eV difference as for the O interstitial formation energies in pure Be (table 4), is observed between DFT and the ABOP for defects in BeO with an excess of one O atom (O antisite and O vacancy).
In all of these cases, DFT gives higher formation energies than the ABOP. This difference could be due to the different manner the O 2 molecule is considered, inducing a shift between the DFT and ABOP values, as discussed previously.
The lowest energy Be and O interstitial sites in BeO predicted by the ABOP were identified by creating 200 BeO systems with a randomly placed O or Be interstitial. All systems were relaxed at 1000 K and subsequently quenched to 0 K, allowing the interstitials to find a nearby energy minimum. The ground state O interstitial configuration in the ABOP (E f = 6.75 eV) was an oxygen atom in an octahedral site on the Be-basal plane, but with strong relaxation of the geometry of the surrounding atoms. This complex configuration is likely an artefact of the potential. However, only 4 out of the 200 random simulations ended in this configuration. The majority of cases produced an O−O dumbbell with E f = 8.08 eV or E f = 8.57 eV, depending on the orientation. The formation energy obtained by DFT for an O interstitial in a Be-basal octahedral, corresponding to the closest high-symmetry site to the ABOP ground state configuration, is 9.50 eV. The O−O dumbbell interstitial was found to be significantly more stable in DFT, with E f = 6.00 eV.
For the Be interstitial, the ABOP predicts a slightly off-plane O-basal octahedral site as the preferred interstitial position, with E f = 7.50 eV. The corresponding DFT calculation resulted in relaxation of the Be atom in the opposite direction, with a final formation energy of 9.72 eV. The second lowest energy site in ABOP was an off-axis tetrahedral site with a slightly higher formation energy of 7.73 eV.
Note that only values for the lowest energy sites are listed in table 6, and in the case of an O interstitial, the DFT and ABOP values do not correspond to the same interstitial configuration. Furthermore, while the preferred sites in the ABOP certainly correspond to the global minimum energy sites for interstitials, that is not necessarily true for the DFT values, as we only considered a few selected sites. The calculated DFT values only allow a qualitative justification of the magnitudes of interstitial formation energies in BeO predicted by the ABOP.
Applications
3.3.1. Oxygen irradiation of Be. As an application of the Be-O ABOP, we studied the oxidation of beryllium by incident oxygen ions. Simulations of O ion irradiation at normal incidence on a (0001) Be surface were carried out. The simulations were performed using an initial cell containing 4704 atoms. The energies of the ions were 1, 10, and 100 eV, and the temperature of the Be target was 300 K, 1000 K, 28 m −2 s −1 were done for all energies and temperatures. Between every single bombardment, the cell was randomly shifted in the x and y directions in order to model a uniform distribution of the ions on the surface. Periodic boundaries were used in the x and y directions. The temperature of the simulation box was kept constant by controlling the temperature of the borders of the simulation cell. The two bottom layers were kept frozen to mimic an infinite lattice. 5 ps separated each bombardment. In ITER, the incident flux of plasma particles on the Be first wall is estimated to be about 10
19 -10 21 m −2 s −1 [71] . Assuming a high 10% O concentration in the plasma, one could expect an oxygen flux of around 10
18 -10 20 m −2 s −1 on the Be plasma-facing components. This is obviously a value much lower than the one used in the MD simulations, but given the short time scale available, this problem would only be resolved by increasing the surface by 10 orders of magnitude, which is not realistic at the MD length scale.
Snapshots of the irradiated (0001) Be surfaces at 300 K are shown in figure 5a-c. In the early stage of the irradiation, after around 10−100 deposited ions, the deposition region is still almost hexagonal Be. In the 100 eV irradiation case, the O atoms mainly stop in the r-NBT and NBO sites, which are the most stables sites according to the ABOP (table 4). In the lower energy cases, and especially in the 1 eV case, the ions do not have enough energy to overcome the energy barrier at the surface, and consequently remain on the surface mainly in the hcp and fcc hollow sites (table 5). After 1000 O ions, the region where the O ions stop is no longer a hexagonal Be structure, and an amorphous oxidised layer with a rough surface has been formed, as seen in figure 5 . The thickness of the oxide layer decrease as the energy of the O ions decrease. For 100 eV ions, a large amount of O ions are implanted below the surface while for 1 eV ions, the O ions are almost exclusively stuck on top of the surface. The roughness of the oxide surface is most pronounced for the irradiation with 100 eV ions. These ions have enough energy to cause sputtering from the surface, and also induce damage deep below the surface (figure 5a). For 100 eV ions at 300 K, several O atoms are also seen much deeper than the oxidised layer. These deep atoms are results of channelling [72] , where ions travel through the material in lines of low atomic density. Channelled ions are also observed in the irradiations at 1000 K and 1500 K, but closer to the surface. This could be explained by the increased thermal motion of the target atoms at the higher temperatures, effectively making the channelling paths more narrow.
To further analyse the process of oxidation in our MD simulations, atom profiles (Be and O), time evolutions of the limits of the oxide layer as well as potential energy per atom profiles were plotted as functions of depth. The limits of the oxide layer are constructed by looking at the depth of the deepest oxygen atom and the one closest to the vacuum limit. Thus, in the 100 eV case, channelled ions might be taken into account. These plots are presented in figure 6a-c for the three temperatures and the three energies. The initial position of the (0001) Be surface is indicated with a vertical line, in order to see where the oxidised layer is formed. The oxide layer and its growth can be divided into two zones: the one below the initial surface and the one above the initial surface.
To explain the growth of the oxide layer toward the bulk, one could propose either implantation of O ions or diffusion of O through Be. Similarly, to explain the growth toward the vacuum, migration of Be through the oxide layer could be envisaged, which can be caused either by transfer of recoil energy or diffusion of Be through the layer. The latter process has been used to explain the growth mechanism of oxide layers in experiments by Roth et al. [66, 6] . The following analysis of figure 6 is an attempt to discriminate which of these mechanisms limits the growth rate of the oxide layer.
For 100 eV ions (figure 6a), the oxide layer has a thickness of about 35Å at all temperatures (excluding the channelled ions).
The layer is equivalently distributed below and above the initial Be surface. This evidences the fact that part of the oxidised layer is formed by implantation of the O ions. However, as can be seen in the Be profiles, some Be atoms are also extracted from below the surface to construct a sparse oxide layer above the initial Be surface. Looking at the time evolution of the oxide layer limit below the initial Be surface, one can see straight lines at the same depth for all temperatures within an approximation of a fewÅ. This depth corresponds to the maximum implantation depth of the O ions, meaning that the growth of the oxide layer toward the bulk is mainly due to implantation of the ions. On the other hand, the limit of the oxide layers above the initial Be surface keeps growing as the implantation time increases. For the three temperatures considered, the growth is almost identical (within a margin of a fewÅ), indicating that the limiting process does not seem to be temperature-dependent. Thus, diffusion of Be atoms is unlikely to be the limiting oxidation mechanism for 100 eV ions, instead the transfer of kinetic energy from the O ions to the Be atoms seems to be the main growth mechanism. Looking at the profiles of potential energy per atom, one can see that in the oxidised region, the potential energy drops from about −3.5 eV (pure Be) to a minimum of −5.0 eV. The minimum potential energy is obtained for a O/Be ratio of 1, meaning that stoichiometric BeO is preferentially formed in the oxide layer. However, the potential energy does not reach that of perfect wurtzite (horizontal line in the lower plots) even after cooling of the oxidised structure to 0 K. The time scale for formation of a crystalline wurtzite BeO layer is likely beyond reach for MD, and the oxide layer is still in an amorphous BeO phase (see figure 5a) .
For 10 eV ions (figure 6b), the oxide layer has a thickness between 11.0Å (300 K), and 20.2Å (1500 K), i.e. an increase in thickness of about 80%. Unlike the 100 eV case, most of the oxidised layer is above the initial Be surface, and only a few atoms are implanted below the surface. As previously mentioned, the limit (0001) surface is indicated by the black vertical lines, and the black horizontal lines correspond to the potential energy of the perfect wurtzite BeO structure. In some cases, particles have been sputtered during the 1000th irradiation, and are not taken into account in the plots. In these cases, the potential energy goes to 0 eV (and marks the position of the surface of the oxide layer).
of the oxide layer below the initial Be surface is almost a straight line at the maximum depth of implantation of the ions, with no clear time evolution toward the bulk or the surface. On the other hand, the limit of the layer above the initial surface keeps growing with time. In addition, a clear temperature effect can be seen that explains the thickness increase between 300 K and 1500 K. In this case, the limiting growth mechanism is a thermally activated process, i.e. the diffusion mechanism of oxide layer growth seems to be significant even at MD time scales for this range of small thicknesses. The effect of temperature is also clearly seen in the potential energy profile in figure 6b . The oxide layer formed at a high temperature is more stable by 0.34 eV/atom, bringing the oxide layer closer to a wurtzite configuration (in terms of potential energy). Again, the minimum potential energy is obtained for a O/Be ratio of 1 at all temperatures.
The observations discussed above for the 10 eV ions are also true for the 1 eV case (figure 6c), but now even more pronounced. At 300 K, the resulting layer after 1000 bombardments can hardly be called an oxide layer, and is essentially a complete layer of adsorbed O atoms on top of the Be surface: the lower limit of the oxide layer almost overlaps with the position of the initial surface, indicating no implantation. The thickness of the layer is only 3.7Å, which is less than the lattice constant of wurtzite in the [0001] direction (table 1) . In addition, the upper limit of the layer stays constant after about 2 ns (400 incident O ions) and the total number of adsorbed atoms stays approximately equal to 130 O atoms. Consequently, the decrease in the potential energy at 300 K is only 0.59 eV in the O-adsorbed layer compared to the pure Be bulk. At 1000 K and 1500 K, the situation is completely different. The thickness of the oxide layer is significantly increased, and is 14.7Å at 1500 K, which is comparable to the thickness of the oxide layer for the 10 eV irradiation at the same temperature, and represents an increase in thickness of about 300%. Looking at the limits of the oxide layer, one can conclude that this increase occurs mainly above the initial surface with a clear temperature dependence. In addition, as in the case of the 10 eV irradiation, the potential energy of the oxide layer decreases substantially as the temperature is increased. The oxide layer at 1500 K is 0.84 eV/atom more stable than the layer at 300 K. Thus, the strong temperature dependence even at a very low energy of the incident ions suggests that a thermally activated process, such as diffusion of atoms through the oxide layer, is the origin of the growth of the oxide layer at higher temperatures, as proposed by Roth et al. [73, 66, 6] To summarise the observations, at 100 eV, no clear temperature effect is observed. Thus, the thickness of the oxide layer is mostly controlled by the implantation of O ions (toward the bulk of the material) and the migration of Be due to energy transfer from the incident O ions to the Be atoms. Below 10 eV, the growth of the oxide layer is thermally activated and mainly directed toward the vacuum. This suggests that the diffusion of Be atoms through the oxide layer is the limiting process, which is in line with experimental observations [73, 66, 6] . Here, it is worth noting that the oxidation toward the substrate might be underestimated due to the overestimation of the energy barrier for O migration in Be. To quantify this possible underestimation, we can use the Wert and Zener theory [74] to estimate the pre-exponential factor of the diffusion coefficient of O in Be (in our cases ranging around 5−6×10 −7 m 2 s −1 ). Thus, assuming the characteristic diffusion length l diff is estimated as
, the diffusion length in these MD simulations can be estimated for both the 1.6 eV (DFT) and the 2.3 eV (ABOP) migration barriers. For the 1500 K case, where the highest migration depth can be expected, one obtains l DFT diff ≈ 1Å and l ABOP diff ≈ 0.02Å. In both cases, the characteristic length of migration is much smaller than the resulting thickness of the formed oxide layer. Thus, oxygen migration into the Be bulk does not affect the growth rate of the oxide layer, and cannot be the rate-limiting growth mechanism, despite the overestimation of the migration energy in the ABOP.
Finally, the irradiation simulations allow us to investigate the sputtering of beryllium by oxygen ions at different temperatures and incident energies. Figure 7 shows the evolution of the sputtering yields (number of sputtered Be atoms per incoming O ions) as a function of incident O energy for the three different temperatures used in the simulations. In The MD data are compared to the sputtering yield given by BCA using SRIM [75] . The error bars are the standard errors obtained after repeating the 1000 O irradiation series four times for each temperature and energy.
addition to the sputtering yields obtained by the MD simulations, SRIM [75] simulations are completed to compare the MD results to results obtained in the binary collision approximation (BCA). For these calculations, we used SRIM version 2013.00 in the Monolayer collision steps/Surface sputtering mode, with a density of 3.01 g/cm 3 and default values for the other parameters. These were the displacement energy of 25 eV for Be and 28 eV for O in BeO, lattice binding energy of 3 eV for both elements, and surface binding energies of 3.38 eV for Be and 2 eV for O. For each energy, 100 000 incoming O ions were simulated.
The SRIM simulations only give non-zero sputtering yields for incident energies above 30 eV. In addition, the sputtering yield calculated by SRIM is underestimated by one order of magnitude compared to the MD-calculated values. This large discrepancy is explained by the strong chemical sputtering of Be by O ions. Chemical sputtering is dominant in the range of ion energies and temperatures considered here. At 1 eV and 10 eV, the sputtering yield is even purely chemical. Thus, from these simulations, it is clear that to accurately tackle the issue of beryllium sputtering by oxygen ions in tokamaks, MD is needed. The products of the chemical sputtering are mainly BeO and BeO 2 , even though a few larger molecules like Be 2 O 3 or Be 3 O 4 are eventually observed once a O/Be ratio of 1 is obtained in the oxidised layer. The chemical erosion for 100 eV irradiation is found to be dependent on the state of the oxidised layer. In the first stage of the irradiation, only single Be atoms are eroded from the surface, but once the oxidised layer has a O/Be ratio of about 1, molecules are eventually sputtered. From figure 7 , it is also clear that the erosion is much more pronounced at higher energies, and that the temperature, by increasing the motion of the beryllium atoms on the surface, increases sputtering from the surface. Thus, for 1 eV irradiation, no sputtering is observed at 300 K while at 1000 K and 1500 K, significant erosion of the material is observed.
3.3.2.
Thermal stability and elasticity of BeO nanosheets and nanotubes. We applied the Be-O ABOP in an investigation of the thermal stability and elasticity of BeO nanosheets and nanotubes. Carbon graphene has been shown to be thermally very stable with an estimated melting point of around 4500 K [76] .
To estimate the melting point of the corresponding BeO sheet with the ABOP, we carried out MD simulations with different heating rates. The system consisted of 800 atoms with periodic boundaries in the planar dimensions. The BeO sheet was heated up at zero pressure with three different heating rates, 10 K/ps, 5 K/ps, and 2.5 K/ps. The observed melting point was about 3300 K and did not significantly change with the different heating rates. More sophisticated methods have been used to obtain more accurate estimates of the melting point of (carbon) graphene [76] , but this is beyond the scope of this work. The obtained melting point of 3300 K should therefore be considered an upper limit predicted by the ABOP.
Snapshots from the melting simulation are seen in figure 8 .
During high temperatures, breaking of individual Be-O bonds was common, with neighbouring Be and O atoms moving in opposite outof-plane directions. However, individual bond breaking rarely resulted in any permanent damage, as the bond was generally reformed quickly. At temperatures close to the observed melting point, bond breaking often lead to chains or entire hexagons of BeO being temporarily detached from the nanosheet, connected only by chains of Be and O atoms as seen in figure 8a. Figure 8b shows the onset of the melting process, where the first permanently damaged regions are formed. Melting occurred by the entire nanosheet separating into chainand ring-like BeO structures with two-and three-fold coordinations, as seen in figure 8c .
The stability of the BeO nanosheet close to the observed melting point was assessed in a constant temperature simulation at 3000 K. Previously, Wu et al. [15] studied the thermal stability of a BeO nanoribbon with ab initio MD, and observed that the nanoribbon remained intact throughout a 5 ps simulation at 2000 K. Using the ABOP, we can extend the time scale to nanoseconds. The BeO sheet remained stable throughout the 1 ns simulation time, altough two BeO molecules were released, leaving vacancies in the monolayer.
The elasticity of nanotubes predicted by the ABOP was compared with published DFT results of the Young's modulus. The Young's modulus for 3D structures is typically calculated as the second derivative of the energy with respect to the strain at equilibrium, divided by the equilibrium volume. Due to the ambiguity of defining the shell thickness when calculating the volume of a nanotube, the Young's modulus for nanotubes is conventionally defined [77] using the equilibrium area of the cylindrical nanotube shell S 0 , as
where S 0 = 2πLR, L is the length, and R is the radius of the nanotube. Baumeier et al. [11] calculated the Young's moduli for both armchair, expressed by chiral indices (n, n), and zigzag, (n, 0), BeO nanotubes as a function of the diameter. The corresponding Young's moduli for both armchair and zigzag nanotubes were calculated using the ABOP. The length of the nanotubes was about 50Å, and periodic boundaries were used in the length dimension. The potential energy as a function of strain at 0 K was extracted by statically straining the nanotube around the equilibrium length, and carrying out conjugate gradient energy minimisations at each strain value. The Young's modulus was then obtained from a second order polynomial fit to the strain-energy curve according to equation 16 . Figure 9 shows the Young's modulus as a function of diameter calculated with the ABOP and compared to DFT results by Baumeier et al. [11] . The ABOP slightly overestimates the Young's moduli compared to the DFT data, but the overall trend is similar. The zigzag type nanotubes are elastically softer than the armchair nanotubes, and the Young's modulus rapidly tends towards the value of the infinite graphene-like sheet, in agreement with DFT. Recently, Baima et al. [12] also calculated the Young's modulus of zigzag BeO nanotubes in DFT, and obtained values slightly higher than the results of Baumeier et al. given in figure 9 . The calculated Young's modulus of the infinite nanosheet with the ABOP is 0.163 TPa nm, compared to the DFT values 0.13 TPa nm by Baumeier et al., and 0.137 TPa nm by Baima et al.
Finally, we used the ABOP to estimate the temperature dependence of the Young's modulus of BeO nanotubes. Figure 10 shows the obtained data for an armchair (7, 7) and a zigzag (12, 0) nanotube. The Young's moduli were calculated from a linear fit to the stress-strain response of the stepwise strained nanotube, which proved to be more accurate than using the potential energy at high temperatures. Each data point in figure 10 is an average of three simulations. The armchair and zigzag nanotubes show identical elastic softening as a function of temperature, and since the Young's modulus for both types quickly becomes independent of diameter (figure 9), a similar temperature dependence can also be expected for BeO nanotubes of any size. Figure 10 shows that the Young's modulus drops rapidly in the 0−100 K range, after which the it decreases linearly to about 73% of the 0 K value at 2000 K. A rapid drop in the Young's modulus has previously been observed for carbon nanotubes at around 1100 K [78] , similar to the low-temperature behaviour observed here, and was hypothesised to be due to the onset of a subtle change in the atomic structure. In our simulations, however, no clear structural changes could be identified.
Nevertheless, in reality, zero-point vibrations [62] would likely dominate over thermal vibrations at low temperatures and result in a different behaviour than that predicted by classical MD.
Conclusions
An analytical bond order potential for the Be-O system was fitted and tested against a large database of density functional theory results. The potential shows promising capabilities for simulations of the fusionrelevant Be-O surface interactions. The structural, elastic, thermal, and phonon properties of BeO are well reproduced, as well as the energetics of simple Be-O molecules. Point defect and diffusion properties in Be and BeO obtained by DFT are qualitatively reproduced by the potential. The potential was applied in simulations of the early stages of oxidation of a Be surface by irradiation at different energies and temperatures. We observed the formation of an oxide layer on the Be surface and investigated the possible growth mechanisms. Additionally, we found that chemical sputtering of different Be-O molecules is significant even at very low ion energies. Finally, the potential was shown to be suited for simulations of BeO nanotubes and nanosheets. We provided an estimate of the melting point of BeO nanosheets as well as for the temperature dependence of the Young's modulus of BeO nanotubes.
