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Overview of the Work
The present diploma work is motivated by an experiment – recently performed at NEC
laboratories – on the so called “superconducting laser”. It is a single-qubit laser inside
a superconducting resonator driven through a Josephson quasi-particle cycle. An intro-
duction to the properties of the “superconducting laser” requires then an introduction
to the large body of work which has been performed in the last years in the field of
superconducting nano-circuits.
In the introduction, we present a general description of the topic and the motivations
to study it further. We also introduce the physics of Josephson junctions and briefly
explain their use in quantum information and computation. We present a specific ar-
chitecture for a quantum computer and explain how this all is connected to our work.
Small superconducting circuits have been recognized to be very important as possible
implementations of a quantum computer. Therefore part of the thesis is devoted to a
description of the relation between quantum information and the physics of supercon-
ducting nano-circuits.
Chapter 2 is devoted to a more quantitative description of the concepts used later
in the thesis to analyse the superconducting JQP laser. We start with a brief introduc-
tion to superconductivity and present the equation of the Josephson effect, analysing
the most striking behaviors of Josephson junctions. We then analyse the importance
of quantum information and quantum computation, explaining which are their main
tasks. To conclude the chapter, we explain how to use Josephson junctions to build
superconducting qubits.
With Chapter 3 we enter the main body of the thesis. Here we explain in detail the
experimental setup and we describe which theoretical approaches has been used until
now to explain the results.
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In the following chapter we generalize the master equation governing the dynamics
of the superconducting laser. We overcome the hypothesis of two separate subsystems,
atom and photons, when calculating the interaction of the laser with the environment.
We then derive equations that explain the behavior of the laser under external pumping
and in interaction with the environment. This interaction can cause decoherence and
relaxation, and thus alters significantly the output of the laser. We present the results
in the Markovian and time independent regime, under the rotating wave approximation
(RWA).
The results obtained with this approach, along with the numerical analysis derived
from the equations we found in the previous chapter, are presented in Chapter 5. We see
that our results are compatible with the known small coupling results, already studied
in the literature, and discuss the behavior in the new strong coupling regime.
We conclude the work with a summary of the results and some hints at possible
future studies.
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Chapter 1 – Introduction
1
Introduction
The present work deals with the theoretical analysis of a superconducting laser realized
by means of a device called Cooper pair box, a superconducting nanocircuit which exploits
the Josephson effect inside a coplanar cavity. The importance of this laser has been
highlighted in 2004[1], when Blais et al. introduced it as one of the fundamental circuit
elements in a possible architecture for quantum computers, i.e. systems that are able to
store and process quantum information.
This kind of laser has only recently been realised experimentally (see [21]). Soon after
the experiment, a series of works trying to explain the experimental results appeared.
All these papers study the system when the coupling between the active system and the
photons inside the cavity is of the same order of the cavity decay rate. Recent progresses
in experimental techniques, however, are heading for the creation of lasers in which the
coupling is ultra strong : the coupling strength is of the order of the lasing frequency. A
new theoretical approach is necessary to fully describe these new systems. This thesis is
a first step we have taken to address this regime.
In order to provide the necessary background, we first introduce the main concepts
behind the physics of Josephson junctions and their applications in Quantum Information
and Quantum Computation. After this introduction, the main concepts will be discussed
in more details in the next chapter.
Josephson junctions are devices composed of two superconducting electrodes sepa-
rated by a very thin insulating layer. They were first theoretically introduced by Joseph-
son in 1962 [3]: he predicted that, in such devices, tunnelling of electron pairs from one
superconducting electrode to the other could happen without any electrical resistance,
so that no energy is dissipated and no voltage appears between the two sides of the
junction, the current being dependent only on the phase difference between the two
superconducting condensates. His predictions of such effect, now known as Josephson
effect, have been proven to be correct from a wide range of experiments over the years,
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and Josephson junctions have been an important topic both in fundamental and applied
physics ever since. They can in fact be used to engineer useful devices for precise mea-
sure like SQUIDs, or inserted in electrical circuits to exploit their non-linear behavior,
studied by the RCSJ model (see Ch. 2).
Each superconducting electrode that form the junction is described by a supercon-
Main phenomena
of Josephson
junctions
ducting wavefunction. The phenomena of our interest in Josephson junctions for the
present work are:
(1) the quantum behavior of the phase and its conjugate momentum, represented
by the number of particles contained in each electrode;
(2) the quantization of the fluxoid1 inside a superconducting loop separated by a
definite number of junctions.
As a consequence of these properties, it is possible to make electrical circuits with a
quantum behavior, whose parameters are extremely tunable. In particular, it is possi-
ble to make them have almost two degenerate energy levels, both of them very distant
from all the other accessible levels. These circuits have very important applications in
quantum information and quantum computation, which study the possibility to store,
process and transfer information: they can be used as qubits, i.e. the quantum analogue
of classical bits of information. The importance of qubits, and thus of quantum com-
putation and information, will be stressed in the next chapter. For now, let’s just say
that it has been shown that Josephson junctions can be used to produce at least three
different kind of qubits: charge qubits, flux qubits and phase qubits.
Several experimental and theoretical works have been carried on in the last decades
to study what applications could Josephson junctions be used in. In a paper published by
A possible
architecture
for quantum
computers
Blais et al. in 2004 [1], an hypothetical architecture for quantum computers is suggested.
Shortly after the publication, the same group showed results of the first experiment on
such systems [2]. It uses charge qubits coupled to coplanar stripline resonators, exploiting
the principles of what is called cavity QED2: when the qubit is put inside the resonator,
in fact, it works as an artificial atom that is stimulated to emit by the interaction with
the photons living in the resonator, which has the same function of an optical cavity3.
This is a first description of the Josephson quasi-particle laser that we studied in this
thesis work; we focused on understanding the physical principle behind this system and
on analyzing its time evolution, providing exact equations that can be used to derive
any desired observable at any time.
1Fluxoid is a combination of magnetic flux and phase difference between the electrodes forming a junc-
tion. It is defined in Eq. (2.12).
2Cavity QED studies the interaction of the electro-magnetic field inside a cavity with a single atom.
Single atom lasing is a topic which had been studied for the first time in a 1992 article by Y.Mu and
C.M.Savage [31].
3From now on, we will use the words resonator and cavity as synonyms.
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2
Preliminary Physical Concepts
To fully understand JQP single-atom lasers, that is the system we are analyzing in
this thesis, a few notions of superconductivity and quantum computation with supercon-
ducting circuits are essentials. This chapter will be devoted to summarize those notions
and to give a little hint on the crucial importance of Quantum Information and Com-
putation, for which tasks the system in exam can be used. We won’t however give a
full treatment of the theory of superconductivity: it would require an entire book, and
in fact it does. We can give some references, though. A solid one is the ninth book of
the Landau and Lifshitz course of theoretical physics [9] (though it was not written by
Landau). Another classical reference, more focused on superconductivity, is the book
by the Nobel-laureate French physicist Pierre Gilles de Gennes [7]. A more up-to-date
book is certainly the one by Michael Tinkham [28]. All statistical physics textbook,
however, usually contain at least a chapter on superconductivity. We just want to cite
an article, published by Steven Weinberg in 1986, which approaches the problem from a
purely abstract point of view [27], working with gauge symmetries.
1. Superconductivity and Josephson Effect
Superconductivity is a phenomenon discovered in 1911 by H.K.Onnes [12], who ob-
served that in some materials the electrical resistance suddenly drops to zero below a
certain critical temperature, very near to 0 K. Many other phenomena peculiar to su-
Theoretical
interprestations
of superconduc-
tivity
perconductors were found in the subsequent years, but a clear theoretical picture was not
found until three famous papers, the first of V.L.Ginzburg and L.D.Landau [30] and the
others of J.Bardeen, L.Cooper and J.R.Schrieffer [13, 14], were published in the fifties.
The Ginzburg-Landau theory deals with the macroscopic and thermodynamical effects
of superconductivity, highlighting the spontaneous breaking of gauge symmetry, while
BCS theory explains the microscopic behavior of electrons in superconductors using the
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concept of Cooper pairs (CPs) explained by L.Cooper in 19561 [18]. Both theories, how-
ever, show that all the electrons in a superconductor are in the same quantum state.
One can indeed say that electrons in a superconducting material form a wavefunction
that can easily be studied and exploited since it has a macroscopic effects.
It is thus easy to understand why superconductivity has been widely studied: this
A macroscopic
quantum systemmacroscopic quantum behavior has indeed a great fascination; it shows that quantum
mechanical effects can actually be seen also when not dealing with single particles,
but with much larger systems, with lots of important experimental and technological
consequences. In fact, the interaction that ties this sytems to other quantum systems
has a coupling strength which is various orders of magnitude higher than the strenght
of a single particle, so that purely quantum phenomena can be used to realize devices.
In particular, as we already saw, one of the most useful effect to produce devices is a
peculiar phenomenon called Josephson effect.
1.1. Josephson Effect (In Absence of Magnetix Flux). The Josephson effect
can be observed in systems which are made of two superconducting materials separated
by a barrier, which is usually a thin film of insulator (S-I-S junctions)2. It describes
the flow of superconducting currents from one side of the junction to the other, with
tunneling of CPs across the insulator, without any resistance. A graphical representation
of a S-I-S junction is shown in Fig. 2.1.
Figure 2.1. Scheme of a Niobium
based Josephson junction. Image
taken from [22].
The Josephson effect is a purely quantum me-
dc Josephson
effectchanical effect, and can not be explained with a
classical picture. A way to understand this effect is
the following. Each one of the two superconducting
electrodes has its own superconducting wavefunc-
tion. The two wavefunctions are the same up to a
certain phase difference ∆ϕ. If the insulator layer
is very thin, i.e. if its thickness L satisfies L  χ,
where χ is the Ginzburg-Landau coherence length3,
the boundary conditions that set the value of the
superconducting wavefunction in the left electrode
and in the right electrode force the wavefunction
in the insulator to have a linear dependence on the
1Cooper pairs are essentially pairs of electrons in s-wave orbital wavefunction, with zero total momentum,
that form at the edge of the Fermi sphere through the interaction of electrons via phonon field.
2This is not the only possible setup for a Josephson junction. However, the underlying principles are
the same for every setup, and S-I-S junctions have the advantage of being the conceptually simplest.
3The Ginzburg-Landau coherence length is the typical length for which the superconducting wavefunction
has a significant change in magnitude. It can be viewed also as the mean length at which electrons interact
to form Cooper pairs.
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position x. Hence we have
ψI = ψL[(1− x
L
) +
x
L
· ei·∆ϕ],
where ψL is the superconducting wavefunction on the left superconductor. If one watches
the system from the left to the right, the solution can be seen as the left wavefunction ψL
vanishing with the speed x/L, and the right wavefunction ψR = exp(i ·∆ϕ) ψL growing
with the same speed.
A phase gradient causes a current of particles. In our case, let ~A be the vector
potential, i.e. a vector for which ~B = ~∇ × ~A, where ~B is the magnetic field; if the
particles have charge 2e and mass m, we have4:
J =
2e
m
|ψ|2
(
~∇ϕ− 2e
c
~A
)
=
2e
m
|ψ|2~∇θ; (2.1)
θ = ∆ϕ− 2pi
Φ0
∫ L
0
~A · d~l; Φ0 = h
2e
The parameter Φ0 is the magnetic flux quantum, while the variable θ is the gauge
invariant phase, as derived from the electro-magnetic gauge theory (see for example
[27]). Since there is no vector potential inside the insulator, θ and ∆ϕ coincide. From
the above equation we see that when θ 6= 0 there is always a current in the junction, at
least until the situation reaches a new equilibrium. Integrating Eq. (2.1) from the left
to the right electrode, and passing from current density J to current I, we obtain that
the value of the supercurrent is
I = IC · sin θ; IC = 2e
m
|ψ|2 · A
L
; (2.2)
where IC is a critical value for the supercurrent, depending on the cross-sectional area
of the insulator A and its length L. The above equation, inter alia, tells us that the
system cannot sustain a supercurrent I larger than IC .
If a dc voltage is applied across the junction, an ac current is created. This can be
ac Josephson
effectseen with the use of the same equation, if we consider that in quantum mechanics time
evolution is governed by the integration of the Schro¨dinger equations, that gives the law
|ψ(t)〉 = e−iHt/~|ψ(0)〉. A voltage introduces an energy difference in the two supercon-
ductors, and thus produces a phase difference which changes with time. Subsequently,
since for a CP the electric charge is Q = 2e, the supercurrent becomes
I = IC · sin(θ0 + 2eV · t). (2.3)
where θ0 is the phase difference at t = 0.
By integrating the electrical power of the system, one can find its total energy E.
Energy
associated with
Josephson
junction4From now on, through all our calculations, we will always use the convention ~ = 1, though it could
still appear in some definitions for clarity sake.
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That is:
E =
∫
I · V · dt =
∫
1
2e
IC · sin θ · dθ = const.− EJ cos θ, (2.4)
where EJ = ~IC/2e is the Josephson coupling energy, that somehow represents the
strength by which the phases of the two electrodes of the junction are coupled. From
the definition of EJ it is trivial to see that the larger EJ , the larger the current IC
that the junction can sustain and the greater the difficulty to change the phases in the
electrodes.
Another energy associated with the superconducting junction is the Coulomb energy,
also known as charging energy : the structure of the junction, with two (super)conducting
plates separated by an insulating layer, is exactly the same of a capacitor, hence we must
take into account the capacitance of the junction. The Coulomb energy is the energy
needed to increase the charge on each electrode of the junction by a single additional
Cooper pair. When the junction is isolated, the Coulomb energy is EC = (2e)
2/2C; this
value can change when the junction is inserted in a circuit since the capacitance C may
be influenced by other circuital elements. We will later see that the parameters EJ and
EC are crucial in understanding the working regime of superconducting qubits.
1.2. Josephson Junctions’ Dynamics. If in addition to the supercurrent and
the displacement current also dissipation is present, a Josephson junction can be modeled
as shown in Fig. 2.2.
Figure 2.2. RCSJ model of a
Josephson junction in a circuit.
Let X be the diagram symbol denoting the
RCSJ model
Josepshon effect J; we also need to consider the
capacitance C due to the geometry of the junc-
tion and the resistance R opposed to the passage
of a quasi-particles current5. This is known as the
RCSJ model, where RCSJ stands for ”Resistevely
and Capacitively Shunted Junction”. A detailed
analysis of this circuit shows that we can link the
total current with the phase difference θ between
the two superconducting wavefunctions of the junc-
tion’s electrodes. Remembering that IC is the crit-
ical current of the Josephson junction, we write the
equation that determines the current value for each
of the circuital element. Let us call IR the current passing through the resistance R,
Icap the one passing through the capacitance C, Ij the Josephson junction current and
I their sum. Then
IR =
V
R
; Icap = C V˙ ; Ij = IC sin θ;
5Quasi-particles are collective excitations that form when breaking an electron pair. At this level of
accuracy, we can simply think of them as unpaired electrons.
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Figure 2.3. A representation of the tilted washboard potential. On the x axis there is the phase
difference θ between the two superconductors; on the y axis is the value of potential U(θ)
given in Eq. (2.7).
I = IC sin θ +
V
R
+ C V˙ . (2.5)
Now we simply notice from Eq. (2.3) that 2e·V = θ˙. Substituting it into the previous
equation yields to
~ · C
2e
θ¨ +
~
2e ·R θ˙ + IC sin θ = I (2.6)
From this equation we can notice the following. First of all the equation that de-
scribes the evolution of the junction is very similar to the equation of motion for a
pendulum with a tangential driving force. This means that, once we quantistically de-
rive the Josephson effect equation which explains the behavior of J in the circuit, we
can solve it in a classical way. Secondly, when θ  1 we can use the ”small angle”
approximation: by using that, J acts as if it was an inductance. We can thus think of
the Josephson junction as a nonlinear inductance.
By inspection, we can verify that Eq. 2.6 is the electrical analogue of a mechanical
The tilted
washboard
model
system of mass m with kinetic energy T under a potential U(θ) and a viscous drag force
F , where
m =
~2
(2e)2
· C; EJ = ~
2e
IC ; (2.7a)
T =
1
2
· ~
2
(2e)2
· C θ˙2; U(θ) = −EJ cos θ − ~
2e
· I θ; (2.7b)
F =
~2
(2e)2
· 1
R
θ˙. (2.7c)
Here θ acts as a linear coordinate and the parameter EJ is exactly the Josephson coupling
energy. From Fig. 2.3, that represents the potential energy of the system, we can easily
understand why this is called the tilted washboard model.
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1.3. Josephson Junctions’ Dynamics – Small Junctions. Even if this ”clas-
sical” picture works well under most circumstances, new phenomena have been discov-
ered that hint at a fully quantum mechanical behavior of the phase θ, and can thus not
be explained by this model. These phenomena have been mainly observed in presence
of small Josephson junctions, that is junctions with a small area and thus a small as-
sociated capacitance C, when inserted in systems with an almost negligible dissipation.
To overcome this problem, we need to make a step further. The number n of Cooper
pairs on the two plates that form the junction is strictly related to the voltage across
the junction by the relation
V =
Q
C
=
2e
C
· n. (2.8)
We can thus relate n with the phase difference θ:
n =
(2e)2
~ · C θ˙. (2.9)
Eq. (2.9) reminds us of the relationship between a coordinate and its conjugate mo-
Quantum
coordinatesmentum. Moreover, from the BCS analysis of the system, we see that a system with a
definite number of particles should have a completely random phase, while a system with
a well defined phase has a very large absolute fluctuation of the number of particles6.
We can push the analogy further and assume that n and θ are quantum-mechanically
conjugate. Then:
(1) n and θ do not commute: [θ, n] = −i;
(2) uncertainty relation between them holds: ∆n∆θ ≥ 1;
(3) we can make the substitution n→ i ∂∂θ .
We can thus see that the requirement of a small junction brings the system to have
a small number of electron pairs, so that ∆n is very small and we can see all the effects
of the uncertainty relation. When this happens, we can say that we are in a macroscopic
quantum system.
If we are to deal with a quantum system, we need to write its Hamiltonian. We can
Hamiltonian
derive it writing the energy given by Eq. (2.7) as a function of the conjugate variables
θ and n instead of θ and θ˙. For sake of simplicity, we assume that the quasi-particle
resistance R is very large, so we can forget about that part of the system and concentrate
only on tunneling of pairs. Moreover, let’s assume that there is no driving current I.
Keeping in memory the definition of charging energy EC , the Hamiltonian of the system
becomes:
H = EC n
2 − EJ cos θ. (2.10)
Classically we would say that −EJ cos θ is the energy stored in the junction due Classical
interpretation
of the
Hamiltonian
to Josephson effect, while EC n
2 is the energy stored in the capacitance due to the
junction geometry. We see that the term proportional to EJ has a dependence from
θ that goes with the cosine of θ itself, while the current depends from the sine (see
Eq. (2.2)). This means that the equilibrium points, which are at cos θ = ±1, present no
6See for example the book by Tinkham, chapter 3 [28].
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Josephson supercurrent, since sin θ = 0. There are two kind of equilibrium point: stable
equilibrium point, at cos θ = +1 ⇒ θ = 0 (mod 2pi), and unstable equilibrium point,
at cos θ = −1 ⇒ θ = pi (mod 2pi). From this analysis, we see that the system, when it
can evolve freely, begins to oscillate around the stable equilibrium point. When some
viscous force is active, the system has a transient and then rests in the state where there
is no phase difference between the two superconductors. However θ and n behave like
Quantum
effectsquantistically conjugated variables, and thus we must take into account also quantum
fluctuations. The variables are promoted to operators and then a Schro¨dinger equation
must be solved. We will see that we will come back to an Hamiltonian very similar to
the one in Eq. (2.10) when talking about Cooper pair boxes (CPBs). These are systems
made of a Josephson junction connected via a capacitance to a gate voltage: exploiting
the relation between the two quantum conjugate variables θ and n, one can create a
system with only two available eigenstates. Such a system can be used as a qubit: it is
then known as charge qubit.
1.4. Josephson Effect in Presence of Magnetic Flux. As we have seen from
Eq. (2.1), magnetic field plays a major role in the Josephson effect, since it alters the
supercurrent. To explore better this effect, peculiar systems have been fabricated, in
which superconductors are connected by two Josephson junctions, so that it is possi-
ble to have a magnetic flux trapped between the superconductors; the two Josephson
junctions are supposed to be exactly equivalent for simplicity. An example of a system
SQUIDs
with this kind of structure is a SQUID, represented in Fig. 2.4. SQUIDs, an acronym
for Superconducting QUantum Interference Devices, are powerful tools to measure the
magnetic flux passing through the surface enclosed by them. Let us explain what is the
main principle behind this.
Let θ1 and θ2 be the phase differences at the two junctions
78. Following the procedure
of books like the one by Tinkham [28], one can demonstrate that θ1−θ2 depends on the
value of the total magnetic flux ΦT passing through the device in a periodic fashion, the
period being given by the magnetic flux quantum Φ0. This comes from the request that
the value of the superconducting wavefunction does not change if we travel along a loop
of the circuit and come back to the starting point, so the phase has to be single valued
(mod 2pi). When θ1− θ2 6= 0, Eq. (2.2) says that a screening supercurrent IS circulating
in the loop appears. This screening supercurrent generates a magnetic field that induces
a magnetic flux ΦS = L · IS , where L is the autoinduction coefficient of the device. The
7We consider for both of the junctions the phase of the left electrode as positive, and the one for the
right electrode as negative.
8Even if the junctions couple the same electrodes, θ1 and θ2 are in general different, as we will see.
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Figure 2.4. Scheme of a SQUID, a device which exploits Josephson effect in presence of a
magnetic field. Image taken from [6].
total supercurrent passing through the two junctions can thus be written as
I1 = I +
1
2
IS ;
I2 = I − 1
2
IS ;
where I represents the total current passing from one side of the device to the other. Since
a Josephson junction can’t sustain a supercurrent larger than the critical current IC , we
see that IS causes the total system to have a supercurrent value I ≤ I ′C = IC − 12IS .
SQUIDs are used to measure the value of the maximum current I ′C , and exploit the
dependence of it on the external flux to derive information on the external magnetic
field.
The equations that rule this phenomenon are quite simple. The screening current
circulating in the loop IS and the current I passing through the device from the left to
the right are:
IS =
IC
2
(sin θ2 − sin θ1) ;
I = IC (sin θ1 + sin θ2) ;
while the relation between the magnetic flux and the phase differences is simply
θ1 − θ2 = 2piΦT
Φ0
(mod 2pi).
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If we express the total magnetic flux as the sum of the external flux Φx and the flux
coming from the screening supercurrent ΦS , we have
(θ1 − θ2)Φ0
2pi
= Φx + L · IC
2
(sin θ2 − sin θ1) (mod Φ0), (2.11)
that can also be rewritten as
Φx + L · IC
2
(sin θ2 − sin θ1)− (θ1 − θ2)Φ0
2pi
= 0 (mod Φ0), (2.12)
The quantity on the left side of the equation is called the fluxoid. The equation
show that the fluxoid is quantized in superconducting loops; it also tells us that when
Φx = kΦ0, with k ∈ N , θ2 = θ1 is a solution and no screening supercurrent appears.
When we slightly move from this situation of equilibrium, say increasing the external
flux, a screening supercurrent begins to circulate in the loop. This supercurrent tries to
decrease the total enclosed flux, bringing back the system to the situation in which the
fluxoid is quantized. When the external flux is half-way between two different multiples
of quantum magnetic flux, though, we do not know if either a clockwise or a counter-
clockwise supercurrent appears. What we do in the general situation, then, is to assign
certain probability amplitudes to the system having a clockwise current and a counter-
clockwise current, and treat these two different states as quantum states9. We will see
that this is the key to understand flux qubits.
2. Quantum Information and Quantum Computation
The research interest about computers and computer science has greatly evolved in
the last decades. Technological advances are heading for a situation in which quantum
mechanical effects are no longer negligible. This fact marked a substantial change of
perspective in the subject, opening the way to two new fields in quantum physics -
quantum computation and quantum information. They deal with the huge possibilities
of storing, transferring and processing information offered by the principles of quantum
mechanics, and especially by the superposition principle.
There is already a vast literature on these new subjects [20], mainly dealing with
their theoretical aspects. New concepts were developed, such as that of qubits.
2.1. Qubits. Qubits are the fundamental bricks of quantum computation and
quantum information. As the name suggests, they are the quantum analogue of classical
bits of information.
Qubits can be viewed as quantum systems that consist of two levels, usually named
|0〉 and |1〉. The state of a qubit is used to represent some information, just like classical
9Actually, one should take into account also the possibility for which the screening supercurrents make
the fluxoid go to a multiple of Φ0 which is not the nearer in both directions. As one can understand,
though, the associated probability amplitude is very small.
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bits can vehicolate information coded in voltage tension 0 or 1. The difference is that
classical bits are either 0 or 1, while qubits can be in a state which is partly |0〉 and partly
|1〉, if they are not observed.
To analyze the properties of qubit, we need to introduce the concept of density
Density
matricesmatrix. The density matrix ρ of a system S can be seen as a generalization of the usual
bra-ket notation (also known as Dirac notation). Let’s imagine that our system is in a
state |ψ〉 = ∑i ci|i〉, where {|i〉} is whatever basis of the Hilbert space describing S (i.e.
{|0〉, |1〉} if S is a qubit)10. We define the density matrix to be ρ = |ψ〉〈ψ|.
But if density matrices were only this, they would be of no use. We generalize
this definition in a way that allows us to describe systems which are prepared choosing
among N different states |ψj〉 with respective probability pj – with j = 0, 1, . . . , N and∑
j pj = 1. The density matrix of such systems is defined to be ρ =
∑
j pj |ψj〉〈ψj |.
The probability coefficients pj and the probability amplitudes appearing in the Dirac
notation have a completely different meaning. The first describe a classical correlation:
the system is either in one state or in another. The second describe a quantum corre-
lation: the system is in two or more different states simultaneously, until it is forced to
decide among them by a measurement. This is the reason why Dirac notation cannot
be used to study all systems, and we must use density matrices.
Figure 2.5. Bloch sphere representation of a
qubit. The angles θ and φ are defined in
the body of the text. Image taken from [17].
The diagonal elements of the density
Population and
coherencesmatrix are known as populations, and de-
scribe the probability to find the system
in the corresponding state if we perform
a measure. The off-diagonal elements are
called coherences, and describe the quan-
tum correlation that ties the possible out-
comes. The trace of the density matrix
is the sum of all populations, that is the
sum on all possible states of the probabil-
ity to find the system in that particular
state; from this definition it is clear that
the trace is always one.
Mathematically, we call a state pure if
Pure and mixed
statestr(ρ
2) = 1. This happens only if the den-
sity matrix can be written as a diagonal
matrix with only one non-zero element. From a less abstract point of view, a state is
pure if we are certain that it is prepared always in the same way. Pure states are the
ones described also by the Dirac notation. A non-pure state is called mixed; a mixed
10...and of course
∑
i |ci|2 = 1.
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state is thus a state that is randomly generated, and can be represented only with a
density matrix. We can always find a basis of the Hilbert space for which the density
matrix of a mixed state is diagonal, but the non-zero elements will be at least two.[20]
One can imagine the state of a qubit using the Bloch sphere (see Fig. 2.5): it rep-
The Bloch
sphereresents all the states accessible to the system, and has |0〉 and |1〉 on the z direction,
at opposite sides. One can address any pure state |ψ〉 up to a global phase using two
angles θ and ϕ by writing:
|ψ〉 = cos θ
2
|0〉+ eiϕ sin θ
2
|1〉.
The geometrical representation of this state is pictured in the figure.
In general, one can link the density matrix of the qubit to a vector ~a on the Bloch
sphere with the relation
ρ =
I + ~a · ~σ
2
,
where ~σ is the Pauli matrices vector (σx, σy, σz)
11 and I is the identity matrix. It can
be shown that a pure state of the qubit is a state which is on the surface of the Bloch
sphere, while mixed states stay in the internal part of the sphere. The origin of the
sphere identifies the completely mixed state I/212. Every unitarian operator can be
represented as a rotation in the 3-dimensional space of the Bloch sphere.
The interesting thing about qubits is that they can exploit a new resource, that
Entanglement
classical bits are not allowed to access: entanglement. It can be shown that, when two
qubits interact, a peculiar state can appear – a state in which the complete system is
fully determined, but each of its parts is completely undetermined. These ”interwoven”
states, which have no classical analogue, are called entangled states, and are the ones
Bell states
responsible for most of the new properties of quantum computation and information.
They can be used to build a basis of the quantum Hilbert space of the two qubits
system, the so-called Bell basis:∣∣ϕ±〉 = 1√
2
(|00〉 ± |11〉); (2.13)∣∣ψ±〉 = 1√
2
(|01〉 ± |10〉). (2.14)
Some important applications for quantum computation have already been proved.
The need for
quantum
computation
For example, one can create secure cryptographic keys: the first quantum cryptography
protocol was discovered in 1984 and is now known as BB84 [5]. Moreover, the research
11Pauli matrices are 2× 2 hermitian matrices with trace equal to zero. They are:
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
12The notation I/2 indicates the identity matrix divided by two, that is the size of the Hilbert space of
the system, so that tr(I/2) = 1.
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for quantum algorithms which can perform tasks faster than classical algorithms has
started as soon as those system were available, and some brilliant results have already
been found. Procedures like the Shor’s algorithm [23] to find the prime factorization
of a number and to compute discrete logarithms, which relies on the Quantum Fourier
Transform, can solve in a polinomial time problems that are classically solvable only in
an exponentially growing time.
It is thus clear that the task to find a system that can work in purely quantum
conditions is a very important one. Sadly, it is also a difficult one [8]. It is necessary in
fact to minimize the impact of decoherence on the computing system, which means that
we need to isolate the system from the surrounding environment as much as possible.
Various possible solutions are being studied in these years. An introduction to some
of these approaches can be found in [20]. We focused our study on the one proposed
by Blais et al. [1] which uses superconducting qubits and cavity QED, analysing what
happens when the two subsystem interact.
3. Three Different Kinds of Superconducting Qubits
Why to use Josephson junctions to make qubits? A quantum system can be used as a
qubit when it has two quasi-degenerate low-energy levels, very distant from all the other
eigenenergies. This can not be accomplished using only the usual circuit elements, since
they all have a linear behavior. Josephson junctions introduce the needed non-linearity,
as one can see from the RCSJ model in Eq. (2.6).
It is time now to see what superconducting qubits look like. As we already mentioned,
superconducting qubits can be divided in three different families: charge qubits, flux
qubits and phase qubits (see for example [15] and [16]). We will talk in deep detail
about charge qubits since it is the kind of qubit which was used in the experiment under
study. For completeness’ sake, we will also have a brief overview of flux qubits and phase
qubits.
3.1. Charge qubits. Charge qubits are systems in which we have a supercon-
ducting island with a very well defined number of Cooper pairs on it. This can happen
if a change in number of a single Cooper pair needs a relatively large amount of energy
to happen. This system can thus be interpreted as a qubit if we make the qubit states
|0〉 and |1〉 be represented by a certain number of Cooper pairs inside the island. The
simplest scheme of charge qubits is made up of what is called a Cooper pairs box, or
CPB (see Fig.2.6).
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Figure 2.6. A Cooper Pairs Box.
Image taken from [11].
In a CPB, the superconducting island is linked
to the external world via a Josephson junction with
capacitance Cj on one side and a so-called gate
capacitance Cg on the other side. As we can see
from this schematic picture, we are in a model for
which there is no damping due to resistances nor
external biasing currents13. We are in the same
hypothesis in which we derived Eq. (2.10).
A theoretical analysis of the circuit is pre-
Derivation of
the Hamiltoniansented, for instance, in [29]. We want to derive
its Hamiltonian, thus we need to express its energy
as a function of the conjugate variables θ and n:
we will do this by calculating the electrostatic energy of the island with the formula
Ees =
1
2C V
2, where C is the total capacitance of the island and V its voltage value with
respect to ground.
To understand the circuit, we have to focus on what happens inside the island. At the
gate’s end of the island, a number of paired electrons nc are near the capacitance; near
the Josephson junction, equally, there will be a number nj of missing paired electrons.
The total number of exceeding Cooper pairs in the island is thus n = ng − nj . We can
express the electrical potential using the voltage drop ∆V across the capacitors. We
obtain:
V = Vg −∆Vg = Vg − 2e nc
Cg
;
V = ∆Vj = 2e
nj
Cj
.
From the above equations, we can derive nc and nj as a function of V , use them to
calculate n and inverse the relation to obtain the electrical potential inside the island as
a function of the number of exceeding Cooper pairs n. We obtain:
V = −2e · n− CgVg
Cj + Cg
.
We see that Ct = Cj + Cg is the total capacitance of the superconducting island,
since it is connected to the ground through the parallel of the two capacitors. Then the
energy associated to the electrostatic potential is
Ees =
1
2
Ct V
2 = EC(n− ng)2,
where we have defined as usual the coupling energy of the system, that is EC = (2e)
2/CT ,
and have introduced the equivalent number of particles for the gate voltage, ng =
CgVg
2e ;
13When the transient has passed, the external voltage Vg doesn’t supply any current, since the capaci-
tances are fully charged.
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it represents the number of exceeding Cooper pairs that should be on the island to
minimize the potential.
To express the total Hamiltonian of the system, we have to add the Josephson
coupling energy to the electrostatic potential of the island. We obtain:
HCPB = EC(n− ng)2 − EJ cos θ. (2.15)
We can however exploit the relation between n and θ to express the above Hamil-
tonian in a more suitable way. In fact
eiθ −→
∑
n
|n+1〉〈n|.
This comes from the canonical commutation rules between a coordinate and its quantum
conjugate, [θ,N ] = i. One can use it to write Nˆ eiθ|N〉 = (N+1) eiθ|N〉, where Nˆ is
the particle number operator and N is the number of particles in the system. Then
Eq. (2.15) becomes
HCPB = EC(n− ng)2 − 1
2
EJ
∑
n
(|n+1〉〈n|+ |n〉〈n+1|) . (2.16)
Let’s now put some constraints on the parameters. As we said, we want the charging
Adjusting
parametersenergy to be much larger than the Josephson coupling energy. Typically, in experiments,
we have a lower bound EC ≥ 5EJ . For doing this, we can adjust the gate capacitance14.
Once this is done, we play with the gate voltage to have ng ≈ N + 0.5, where N is
an integer number (from now on, we will consider it to be N = 0)15. If EJ were zero,
choosing ng = 0.5 would mean to put the levels n = 0 and n = 1 at the same energetic
level. Since EJ 6= 0, though, the degeneracy is lifted and two eigenstates form, separated
by an energy of the same order of EJ . Since the energy of levels with higher (or negative)
n are distant by at least EC , we can easily address only the two eigenstates calculated
before, and make them thus act as a qubit, labelling for instance the lower eigenstate
with |0〉 and the higher eigenstate with |1〉.
Considering only these two eigenstates and making use of Pauli matrices we can
rewrite Eq. (2.15) in its final form:
HCPB = EC(1− 2ng) σz − 1
2
EJσx. (2.17)
This equation can easily be diagonalized, so that the system can be modeled by
HCPB = −1
2
ω1 σ
′
z (2.18)
14We also have to be sure, though, that thermal fluctuation effects are negligible: we need to satisfy
EC  KBT too.
15Being ng not a real number of particle, but simply a mean value, it can have a fractional value as well.
Taking ng in the range 0 < ng < 1, so that N = 0, has no important physical effect for us, since it just
raise the total energy of the hamiltonian, leaving alla the other physical properties unchanged.
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where ω1 is the energy difference between eigenstate |0〉 and |1〉, and the prime on σz
stands to remember that this is not the usual ”physical” basis but it is the eigenbasis of
the CPB.
One can use the superconducting loop to have the possibility to tune the Josephson
coupling as well. Various other schemes were supposed based on this system: for example
the quantronium, transmon and fluxonium qubits [26]. We will not go into these details,
since they are inessential to our work.
3.2. Flux and Phase Qubits. As the name suggests, flux qubits operate using
a device with a superconducting loop, which can trap a magnetic flux inside (similar
Flux qubits
to that of SQUID devices, but with a different number of Josephson junctions inside
the loop – usually one or three). In flux qubits the Josephson energy is larger than the
Coulomb energy: typically EJ ≈ 5÷10EC . Flux qubits work when we apply an external
flux Φx to the superconducting loop. If the external flux is not a multiple of the magnetic
flux quantum, as we have seen in Eq. (2.12) when talking about SQUIDs, a screening
supercurrent appears in the device. When the external flux is Φx ≈ 12Φ0 (mod Φ0), the
clockwise and counterclockwise supercurrent are perfectly symmetrical, and thus have
the same probability amplitude and the same associated energy. The two states are thus
degenerate, and their energy level is well-separated from the other possible energy levels
associated to other possible values of the screening supercurrent. Again, the degeneracy
is lifted by some coupling and the eigenvectors of the system are linear combinations of
these two supercurrents, and we can consider it to be a qubit since other levels are very
distant.
The third and last kind of qubit is the phase qubit. It is a Josephson junction
Phase qubits
that works under a certain current bias Iext < IC , so that there is no voltage across
the junction and the phase is constant. When we have EJ  EC , the phase is a well-
defined value, while the number of CPs is not. A typical ratio for the energy value is
EJ ≈ 106EC , so it is much larger than the typical ratio in other qubits. When I ≈ IC ,
but still I ≤ IC , there are two very near possible value of the phase ∆ϕ for which
Iext = IC · sin(∆θ), with all the other possible values being very far. In analogy with
the other cases, this peculiar situation can be exploited to create a qubit.
4. An Architecture for Quantum Computers
In the previous chapter, we mentioned a work by Blais et al. [1] in which they propose
an hypothetical architecture for quantum computers: we are now going to analyze the
fundamental block of their architecture.
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It is formed by a charge qubit put inside a resonator. Under certain conditions, that
we will study in the next chapter, the qubit behaves as an artificial atom and begins
to lase. We know however that at least three energetic levels are needed to have a
lasing effect, while an ideal qubit operates only on two levels. Real qubits, however, in
addition to the two low-energy levels which act as the |0〉 and |1〉 output of the system,
have also other available high-energy levels. These levels can be overlooked when we
make quantum computation because, if the circuit is well-engineered, they never take
part in the evolution of the system. However they can be incoherently pumped by an
external source and thus be used to make the system able to lase.
The role of the cavity, instead, is played by the quasi-1D stripline resonator (in
Resonator
Fig. 3.3 one can see the resonator coupled to a qubit). A stripline resonator is a structure
composed of three coaxial superconducting wires. The central wire is cut in three parts.
If we set the length of the central part to λ/2, discrete modes of resonance for the e.m.
field, whose wavelength exactly divides λ, appear. The left and right sections of the
central wire serve to connect the input and output signal to the resonator: the needed
coupling is due to the capacitances that form at the gaps between the three sections
of the wire. The outer wires, instead, impose boundary conditions and prevent from
noise. The cross sectional width of the resonator and its height are much shorter than
the length of the central wire. Hence, we can consider the stripline to be a 1D structure.
In [1] is given a full calculation of the value of the electromagnetic field mode which are
coupled to the resonator.
Putting the qubit inside the cavity has various advantages ([1] and references quoted
Why to use this
approach?therein). First, it has been demonstrated that the lifetime of the qubit can be strongly
enhanced just by varying some parameters of the system. This is extremely useful
because information can be stored for a longer time, and computation is much simpler.
Secondly, there is a very efficient system of quantum non-demolition (QND) readout of
the system: irradiating the cavity with appriopriately chosen external photons, one can
see that transmitted photons are correlated in a quantum way to the state of the qubit.
We can thus use these photons as ancillae, that is auxiliary particles that allow the qubit
to interact with other qubits. The last advantage we point out is that, with this scheme,
it is easy to put two or more qubits inside the same cavity: this creates a purely quantum
information resource, the entanglement, that can be exploited in quantum computation
tasks.
Since the paper by Blais et al. was published, many works on engineering supercon-
ducting qubits [26] and on cavity QED have been brought on. Our work is focused on
the understanding of physics underlying the single-atom photons used in cavity QED,
and shows which are the main consequences of using systems in which the artificial atom
is strongly coupled to the cavity.
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3
JQP Cycle Superconducting Lasers
After having individually analyzed the various parts of the system, we now see what
happens when they talk altogether. We remember that the system is a charge qubit put
in a stripline resonator, pumped by the Josephson Quasi-Particle (JQP) cycle, repre-
sented in Fig. 3.1.
A Josephson quasi-particle laser [21] (see Fig. 3.2) is a system by means of which
a CPB is put in condition to lase. The system is made up of a CPB connected with a
drain electrode and with a resonator.
Figure 3.2. Scheme of the JQP cycle laser.
Image taken from [21].
In the experimental setup, differently
Experimental
setfrom what we studied in the previous
chapter, the superconducting island in the
CPB is connected to the ground by means
of two Josephson junction in a SQUID
geometry (the arrows between island and
ground in the scheme): this allows to con-
trol the Josephson coupling energy EJ by
means of the enclosed magnetic flux. The
drain voltage Vb is set to be higher than
the voltage of the superconducting island
that forms the CPB by 2∆ + EC , where
∆ is the superconducting gap energy; this
means that the drain electrode is able to
separate a CP inside the island and leave
only one exceeding electron in it1. We also assume that the gate voltage is set in such
a way that the state with one exceeding Cooper pairs (two paired electrons) is slightly
lower in energy than the state with no exceeding pairs.
1Remember that the electron charge is negative, so electrons tend to move from areas with a lower
potential to areas with a higher potential.
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Figure 3.1. Scheme of JQP cycle with a coupling to the resonator. The parameters roughly
represent the inverse of the mean life-time of the system in the state before the respective
transition occurs. The yellow arrow represents coherent coupling g with the resonator, while
green arrows are the incoherent coupling: γ is the pumping, k is the photon loss in the
cavity, and Rij is the decoherent decay from i to j.
The initial condition for the JQP cycle is to have the qubit in the lowest energy level,
The JQP cycle
which is the one with two exceeding electrons forming a Cooper pair in the supercon-
ducting island. The cycle itself consists of three steps. First, the drain electrode attracts
one of the exceeding electrons: the Cooper pair breaks and the island is left with only
one exceeding electron. Soon after this happens, also this remaining electron is drained
by the electrode: no exceeding electrons remain on the island. The third and final step
restores the initial situation: a whole Cooper pair tunnels from the ground to the island.
Let’s label the three states that participate in the cycle: we call the one with two
exceeding electrons |g〉, since it is the ground state; the state with no exceeding electrons
is just higher in energy, and is thus labeled |e〉, as excited; finally, we call the state where
the Cooper pair is broken and one electron has been drained |2〉. The energy of the
state |2〉 is much higher than the energy of states |g〉 and |e〉, since there is no binding
interaction that lowers the energy of the exceeding unpaired electron.
Now we put the CPB inside a stripline resonator. This is shown in Fig. 3.3. The
Coupling to a
resonatorqubit is connected to the stripline by a capacitor with capacitance C.
2 Due to the effect
of this capacitance, the energy of the Cooper pairs inside the qubit changes by an amount
W = 2e n · V , where V is the voltage drop across C. The voltage drop V depends on
the geometry of the system, on the value C of the capacitance and, most important,
2One plate of the capacitor is the stripline resonator (that is, the center wire of the superconducting
coaxial structure), while the other plate can be either the superconducting island itself or another plate
electrically connected with the island. The position of the capacitance is crucial in determining the
parameters of the system: the coupling can be improved by putting it where the electric field of the
desired resonance mode is maximum.
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on the intensity of the electric field inside the capacitor. The dependence of V on the
parameters of the system has been showed by Blais et al. in [1], and is here included
in the coupling strength g. The system is built so that only one mode of resonance can
strongly interact with the CPB: of course, it is tuned so that the energy of this mode is
almost the same as the energy difference between |e〉 and |g〉. This allows the system to
have a radiative decay between this two levels and thus to work as a laser.
We can now analyze Fig. 3.1. Starting from the arrow that links |g〉 to |2〉, we see
that a Cooper pair is broken and one electron is captured by the drain electrode with rate
γ; the remaining electron is also captured by the drain electrode, bringing the system
from |2〉 to |e〉, with rate R21; at this point the system can choose between two different
paths to go from |e〉 to |g〉: either via coupling with the resonator (yellow arrow, with
rate g) or via tunneling of a Cooper pair through the gate (green arrow, with rate R10);
finally, the green arrow with label k represent the decay of photons inside the resonator.
At this point, one could be asking: how do I include all these transitions in the
Hamiltonian of the system? The answer is simple – you don’t. Green arrows represent
transition due to the interaction of the JQP laser (CPB + resonator) with surround-
ing systems (i.e. the gate and drain electrode, the ground, the e.m. field outside the
resonator...). Describing the Hamiltonian of all such external systems is a very difficult
task, and most of all we are not interested in studying their evolution. Hence, we only
analyze the coherent evolution of the JQP laser and treat all the other system as an
Figure 3.3. A qubit positioned in a stripline resonator. We can see the 3 wires composing the
resonating system, with the central wire being the proper resonator, and the others used to
couple input and output signal (left and right wire) or to impose boundary conditions
(upper and lower wire). The various length describing the system show that the picture is
not in scale, and the system can be considered as 1-D. Under the figure there is a lumped
circuit representation of the system: the green part is the qubit, C0 is the capacitance
formed by the gaps in the central wire, and the parallel of capacitances and inductances
model the spatially extended superconducting wires. Image taken from [1].
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environment. The recipe to do this is given by the analysis of the master equation of the
system3 in the Lindblad form, which will be the argument of the next chapter.
To study the coherent evolution of the JQP laser we must write its Hamiltonian. We
can do this starting from the Hamiltonian of the charge qubit in Eq. (2.17) and adding
three different terms:4
• a term due to the energetic level |2〉, which is E2 σ22, where E2 is the energy
we associate with level |2〉 and σij = |i〉〈j|;
• a term due to the energy of the e.m. field: ~ω0 a†a, where ω0 is the frequency
of the photons that form the field;
• a term due to the coupling between the atom and the cavity analysed in the
previous paragraph – where (a + a†) represents the usual quantization of the
electric field, g is the coupling strength and (1 − 2ng − σz) is the number of
exceeding electrons inside the island.5
The Hamiltonian of the system thus becomes
HJQP = EC(1− 2ng) σz − 1
2
EJ σx + E2 σ22 + ω0 a
†a+ g(1− 2ng − σz) (a+ a†). (3.1)
We now want to diagonalize this Hamiltonian with respect to the qubit, i.e. we want
to do the same trick that brought us to write Eq. (2.18). In the general case, we need to
rotate the {|g〉, |e〉} basis by a certain angle α that depends on the parameters EC , EJ ,
and ng. We notice though that, when ng =
1
2 , the expression simplifies quite a lot since
the first term disappears, and the rotating angle becomes pi/2. Eq. (3.1) thus becomes:
HJQP = ω0 a
†a− 1
2
ω1 σ
′
z + E2 σ22 + g σ
′
x(a+ a
†). (3.2)
The prime in σ′z and σ′x stands to remember that we are not writing the Hamiltonian
in the physical basis {|g〉, |e〉, |2〉}, but we are writing it in the rotated basis {|0〉, |1〉, |2〉},
where
|0〉 = 1√
2
(|g〉+ |e〉);
|1〉 = 1√
2
(|g〉 − |e〉);
while the energy difference between these two states is ω1 = EJ . We will later see in
Eq. (4.14a) that the effect of the coupling of the atom and the laser is negligible when
3The master equation of a quantum system is the differential equation describing the time evolution of
the density matrix of the system.
4Remember that we are not considering the coupling between the e.m. field of the resonator and the
level |2〉 of the qubit. Since the e.m. field of the resonator is completely detuned from any transition
that could happen starting from |2〉, adding such term would make a little change to the physics, only
altering the number of photons inside the cavity of a very small amount, but would make the analytical
calculations of this system much harder.
5Note that the Pauli matrices σx and σz refers to the |g〉 – |e〉 subsystem.
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the difference between the photon energy and the energy level splitting (also called the
detuning of the cavity) is large.
One could ask why one should prepare this system rather than a simpler system
Advantages
over other
structures
made of an optical microcavity with atoms passing through. First of all, if one needs to
make a qubit, one needs a system with a very large lifetime, and this superconducting
system are much more stable. Secondly, one may need to use the qubit more than once:
an atom passing through the cavity is lost immediately after. Last, but not least, in
JQP cycle lasers the coupling of the two subsystems can be greatly enhanced simply
tuning some parameters, and reaches values various orders of magnitudes (!) larger than
in other systems.
The JQP laser system has already been experimentally proven possible at NEC
laboratories, as can be seen in [21]. This paper explains the JQP cycle and describes
which was the exact experimental set, giving all the needed parameters. A theoretical
explanation of the experimental results of this JQP laser have been provided a few years
later by Didier et al. in [19]. They studied the system modeling it with the well-known
Jaynes Cummings Hamiltonian:
HJC = ω0a
†a− 1
2
· ω1σz + g(a†σ01 + aσ10). (3.3)
Jaynes Cummings Hamiltonian comes directly from Eq. (3.2) with a few approxima-
Jaynes
Cummings
Hamiltonian
tions. We can start by saying the term which gives the evolution of state |2〉 is neglected
for simplicity: we can do this because no operators interact with this state, so its evo-
lution is only incoherent and due to the coupling with the external world, as we will see
later. But much more important is the fact the the interaction W between the resonator
and the CPB has changed its operatorial form. Indeed, from the definition of the Pauli
matrix σx we rewrite it in this way (remember that σij = |i〉〈j|):
W = g
(
a+ a†
)
σx = g
(
aσ10 + a
†σ01 + a†σ10 + aσ01
)
. (3.4)
We see that, in the above equation, the last two terms imply the creation or the
destruction of two excitations, one photonic and one atomic, while the other two terms
imply the transfer of one excitation from the atomic state to the photonic state or
vice versa. It is intuitive, and can be analytically demonstrated, that the terms which
conserve the number of total excitation are much more important than the others. The
last two terms in Eq. (3.4) are then usually neglected. This is the so-called rotating wave
approximation (RWA).
Didier et al. used this approximation to derive the master equation of the system,
The approach
by Didier et al.keeping into account the incoherent coupling to the external world that can make the
system lose energy. This incoherent coupling has terms that describe the photon losses
inside the cavity, the external pumping from |0〉 to |2〉 and the incoherent decay of the
atom from state |2〉 to |1〉. All these terms are taken into account by a superoperator
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called Lindbladian, that we will discuss in detail in the next chapter. They however
introduce this coupling of the JQP laser to the external world as if the two subsystems
that form the laser, i.e. the stripline resonator and the charge qubit, were separated one
from the other. This is what we will call the standard approach to the derivation of the
Lindbladian. The novelty in our approach resides in the fact that we have calculated the
Lindbladian for the coupled system, and expressed it as a function of g. We have used
Didier’s paper as a reference to test our more general results in the small coupling limit.
Actually, the lines under the name ”Small coupling limit” in the data plots of Ch. 5 are
calculated using their resulting equations.
The group in Karlsruhe [25, 24] approached the problem within the same approx-
The Karlsruhe
paperimation as Didier et al. They however derived the results both within the quantum
Liouville equation system – the one that we will use, and that gives the time derivative
of the density matrix – and with the Fokker-Planck equation method – that concerns
the time evolution of the observables.
Very recently a new paper has appeared [10], where Beaudoin et al. propose an
Beaudoin et al.
analysis very similar to ours, except for the fact that they include a dephasing coupling,
modeled by a term proportional to σz = σ00 − σ11. They go a little bit further than
us on the analytics, including corrections to the second order in the coupling g deriving
from counter-rotating terms in the Hamiltonian.
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4
Derivation of the Master Equation
In this chapter we study analytically the system defined in Eq. (3.1), and derive new
quantum master equations in the Lindblad form which is particularly well suited to study
the strong coupling regime. The Lindblad superoperator is a superoperator1 which enters
Lindblad
superoperatorin the equations that describe the time evolution of an open quantum system, that is a
system which is coupled to an external bath (also called reservoir). We derive the master
equation in the most general form, making no assumptions on the system of interest and
only a few, almost always verified, assumptions on the kind of bath and interaction. In
our procedure we follow the analysis given by [4]. We then specialize our calculations
to three different possible systems: a resonant cavity, a three-level atom and the system
made of the previous two coupled together. The last one is in fact the case of the JQP
cycle laser under examination in this diploma work. We want to stress the difference
between the approach by Didier et al., which derive the Lindblad superoperator for the
cavity and for the atom separately, and them sum them up, and our more accurate
approach, in which the system is treated as a whole, and coupled altogether with the
external reservoir.
1. A Derivation of the Lindblad Superoperator
We first start by introducing the general formalism following the one given in the book
by Blum [4]. A closed quantum system S is described by the Schro¨dinger equation, that
links the Hamiltonian of the system to its time evolution. It reads
i
d
dt
|ψ(t)〉 = HS |ψ(t)〉. (4.1)
1A superoperator is an operator that works in the linear operators vector space.
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We can give an equivalent density matrix formalism and say that the time evolution
of the density matrix is governed by the Liouville – von Neumann equation
i
d
dt
ρ(t) = [HS , ρ(t)] (4.2)
When the system S is coupled to an external bath, though, we have to consider its
role: we then apply the Liouville – von Neumann equation not to S alone but to the
system made of S and the reservoir R as a whole. However, it can happen that we don’t
exactly know the structure of the bath, or that it is far too complicated to be taken
into account; even simplier, often we are not interested in the detailed evolution of the
reservoir. We then trace out the reservoir’s degrees of freedom from the density matrix
ρ and obtain the reduced density matrix operator ρS for the system S. Tracing out the
bath inside the Liouville – von Neumann equation is not a simple task: eventually it
leads to a master equation which is in the Lindblad form, i.e.
i
d
dt
ρS(t) = [HS , ρS(t)] + L(ρS). (4.3)
In the above equation, L(ρS) represents the Lindblad superoperator that takes into
account the action of the bath on the system.
A detailed analysis of the procedure needed to derive L(ρS) is presented in App.A.
Here we just outline the main hypotheses underlying the calculation and present the
final results. The hypotheses are:
Hypotheses we
assume• the interaction starts at time t = 0, and at the beginning the system S and the
reservoir R are uncorrelated, so that ρ(0) = ρS(0) · ρR(0);
• the bath is a very large system at thermal equilibrum, unaffected by the inter-
action with S; its reduced density matrix then is ρR(t) = ρR(0) =
1
Z e
−βHR ,
where β = 1/kBT and Z is a normalization factor;
• the bath can be modeled by a collection of many harmonic oscillators; this is
known as the Caldeira – Leggett model ;
• the bath has a very short memory, so that its present status does not depend
on past statuses; this is the Markovian approximation;
• the density of particles available in the bath does not depend on the energy, at
least within the energy scales that we are considering;
• the bath-system interaction is weak, and we can keep only terms up to second
order in the interaction Hamiltonian HI ; this is known as the Born approxima-
tion;
• the interaction Hamiltonian linearly depends on all the operators of the system
and of the bath;
• the bath is actually made by a collection of many uncoupled baths, each one
connected with only one operator of the system S;2
2This means that different parts of the system, e.g. photons and atoms, are not coupled through the
intervention of the bath. Another way to see this is that the system is coupled to two different baths.
This of course is now always true, but will be a very good approximation in our system.
A Superconducting Laser in the Strong Coupling Regime Page 30
Chapter 4 – Derivation of the Master Equation
1. A Derivation of the Lindblad Superoperator
• the bath is at zero temperature.3
With all these hypothesis, and working in the interaction picture4, we find that the
time evolution of the density matrix is ruled by this equation:5
ρ˙m
′m
SI (t) = Γii · ei(ωm′m−ωn′n)t × (4.4)
×
[
2 · Sm′n′i ρn
′n
SI (t) S
nm
i − Sm
′k
i S
kn′
i ρ
n′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) S
nk
i S
km
i
]
.
Let’s explain all the elements that compose this equation.
• We are working with eigenstates of the system S: they are labelled by the
indices n, m, n′ and m′.
• ρSI(t) is the reduced density matrix of the system S in the interaction picture
of the system S + R. In this picture the states of the system S do not evolve,
and the time evolution of ρSI(t) is completely due to the coefficients in front
of the states, i.e. ρSI(t) =
∑
i pi(t)|i〉〈i|. In order to derive information on the
time evolution of the system in the easiest possible way, we will then change
from interaction picture to Schro¨dinger picture using the procedure given in
app. D, and mainly Eq. (D.1) and (D.2).
• ωij is the energy difference between states labeled by i and j.
• Si is an hermitian operator of the system S, Si = si + s†i . The operators si and
s†i are still operators of the system S, and we will identify them, for instance,
with the creation and annihilation operator of the photonic field or with Pauli
operators.
• Γii is a coefficient we introduced in App. A: it represents the strength of the
interaction between the system and the bath for the specific operator Si.
In App. A we show that terms for which the argument of the time exponential is
Secular
approximationdifferent from zero are less important than those for which the argument is zero, and
thus are time-independent. The standard secular approximation consists of neglecting
all those time-dependent terms. We introduce also another kind of approximation, that
Weak secular
approximationwe call weak secular approximation: instead of throwing all time dependent terms away,
we keep the ones we obtain when (ωm′m−ωn′n) is small compared to the typical energy
of a particle of the system.
As a general rule, secular approximation and weak secular approximation require to
Effects of
secular
approximation
keep only terms in which there is exactly one creation operator and one annihilation
3In the experiments the temperature is tipically T ≈ 50 mK. The equivalent temperature of the smallest
energy difference in the system we are discussing is around Θ(ω) ≈ 500 mK. We can thus safely consider
T = 0K.
4With the term interaction picture, we intend bath-system interaction, and not the interaction picture
due to cavity-atom system. In our equation, thus, HS is the complete Jaynes – Cummings hamiltonian.
5Sum over all indices except m and m′ intended.
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operator, neglecting all the others.6 The difference between the two kinds of secular
approximations comes only when the matrix representation of si operators have two or
more non-zero elements in at least one column, that is when si links at least one state
of the system not to a single state but to two or more states. This is the case we will
study later in the JQP laser.
The zero temperature approximation then requires the energy argument of Γii to
Effects of zero
temperature
approximation
be negative (see Eq. (A.24)). Hence we have a rule to decide which of the two possible
permutation, si on the left or on the right of s
†
i , we must keep for each term: it results
that we have to keep si on the left in the first term, and we can obtain the other two
terms from the first term with a cyclic permutation of the operators.7
A full understanding of what every symbol in Eq. (4.4) means will be obtained in
the next sections, where we apply that formula to three specific cases of our interest:
a stripline resonator, a qubit, and a JQP cycle laser made of the two previous systems
coupled together.
2. Lindbladians of Cavity and Atom
Now that we have derived a general equation for ρ˙SI(t), we want to use it to study the
time evolution of the JQP laser. To do this, we take two different steps: first we apply
our equation separately to the Cooper pair box forming the qubit and to the microstrip
resonator; that is the argument of this section. In the next section, then, we solve the
equation obtained with a system formed by the qubit and the resonator coupled together.
This second step is the novelty of our approach: in the standard approach, one considers
the Lindbladian of the JQP laser to simply be the sum of the cavity Lindbladian and
the qubit Lindbladian. We will see that, under zero temperature condition and weak
secular approximation, the two approaches give the same result. Hence, the standard
approach can be derived from our approach, but not vice versa. Our approach give also
more insight in the physics and opens clarifies the steps we need to make to further
investigate the problem of JQP laser systems.
2.1. Lindbladian of a Free E.M. System. The first problem we solve is that
of the monochromatic e.m. field in a cavity; the interaction with the reservoir models
photon’s losses inside the cavity. We have seen that this system is a good representation
of the 1-D stripline resonator. Let’s use the second quantization formalism and identify
6We assume that each operator is associated to a particle of energy ω > 0. The case for which si = s
†
i (for
example, si = s
†
i = σz) is trivial because it leads to no change in energy, and thus secular approximation
does nothing.
7When analysing the operators which give the pumping of the system, we have to make the opposite
choices, thus keeping the situation in which si is on the right in the first term; making cyclic permutation
of the operators still gives the exact results for the other two terms.
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the photonic annihilation and creation operator respectively with a and a†.8 The system
and interaction Hamiltonian for this case are:9
HS = ~ω0 a†a; (4.5a)
HI = α0 (a+ a
†)(r0 + r
†
0). (4.5b)
The interaction Hamiltonian comes from the coupling between the electric field inside
the cavity (a + a†) and a bath operator which we can think of either as describing the
motion of the particles or the electric field in the bath. The notation Si now includes
only one operator: a+a†. The eigenbasis of the Hamiltonian HS is the Fock basis {|n〉},
where n labels the number of photons, which is the ideal one in which to represent a
and a†. If we write the Lindbladian using these two operators, and take into account the
secular approximation,10 all the time exponentials vanish and the Lindbladian becomes:
ρ˙SI(t) = Γ0
[
2 · a ρSI(t) a† − a† a ρSI(t)− ρSI(t) a† a
]
. (4.6)
We can easily derive from Eq. (D.1) and following that, changing from interaction
to Schro¨dinger picture, the equation remains the same. Giving a physical intepretation
Physical
interpretationof this Lindbladian is very easy and instructive. First of all, we have to remember that
we have to consider this expression as calculated between Fock states for the photonic
field. The first term gives 〈n|ρ˙SI(t)|n〉 = 2Γ0(n+1) 〈n+1|ρSI(t)|n+1〉. It links the
state |n〉 to the state |n+1〉 and it is positive. This means that the system makes a
transition from |n+1〉 to |n〉. With a similar calculation, we can show that the other
two terms are negative and depend on the population of the state |n〉 itself. Thy describe
an exponential decay of the population which goes from |n〉 to |n−1〉.
We see that the only allowed transitions are the ones in which the system loses a
photon: moreover the decay rates depend on n, so the more the system is populated,
the higher is the probability to lose a photon. This is exactly the kind of behavior we
obtain with the classical computation of cavity losses: it is simple to verify that the mean
number of photons n inside the cavity decays with the exponential law n(t) = n(0)e−2Γ0t.
We thus identify Γ0 with k/2, where k is the typical cavity loss frequency, that is the
inverse of the typical lifetime of a photon in the cavity.
8We omit the indication of the wavevector since we suppose to have a single mode of resonance inside
the cavity, and thus a single kind of photons.
9The expression of the interaction Hamiltonian in Eq. (A.8) included a summation over k for the bath
operators: however, since the matrix representation of operator S = a + a† in the eigenbasis is very
simple and links only states with a definite energy difference, we are allowed to eliminate the summation
over k. It is like we immediately include the energy δ function that appear inside the Γ coefficient, so
that the r and r† operators refer to particles with energy ~ω0.
10We are in a situation in which secular approximation and weak secular approximation give the same
results.
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2.2. Lindbladian of the three-level CPB in the JQP cycle regime. The
second system we analyse is a three-level atomic system. This is a model that we can
use to simulate the behavior of a charge qubit pumped by an external source; the charge
qubit is described by states |0〉 and |1〉, while the JQP cycle pumps the system from the
lowest energy level |0〉 to a third state |2〉 to achieve population inversion.11 In order
to have qubit working conditions, we assume that |ω10|  |ω20| ≈ |ω21|. After having
taken into account the δ functions inside the Γ coefficients, the system Hamiltonian and
the interaction Hamiltonian become:
HS =
~ω1
2
(σ11 − σ00); (4.7a)
HI = α1 (σ01 + σ10)(r1 + r
†
1) + (4.7b)
+ α2 (σ12 + σ21)(r2 + r
†
2) +
+ α3 (σ02 + σ20)(r3 + r
†
3).
Since the pumping happens from level |0〉 to level |2〉, it is modeled by the last line in
Pumping the
systemthe previous equation. Using the secular approximation and neglecting the term coming
from the decay from |2〉 to |0〉, as we said in the previous section, the Lindbladian of
this system becomes:12
ρ˙SI(t) = Γ1 [2 · σ01 ρSI(t) σ10 − σ11 ρSI(t)− ρSI(t) σ11] +
+ Γ2 [2 · σ12 ρSI(t) σ21 − σ22 ρSI(t)− ρSI(t) σ22] +
+ Γ3 [2 · σ20 ρSI(t) σ02 − σ00 ρSI(t)− ρSI(t) σ00] .
The first term describes the effect of interaction between level |0〉 and level |1〉,
Physical
interpretationwhich tends to lower the energy of the system and increase that of the bath. The same
arguments is valid also for the second term, if we care to change the levels between
which the interaction applies. The last term, though, is a bit different: it models the
pumping effect, which tend to increase population of state |2〉 and to lower that of state
|0〉, increasing thus the energy of the system and lowering the energy of the reservoir.
We can thus identify the coefficients Γ with other known parameters to highlight
their physical meaning. Γ1 corresponds to R01/2, R01 being the inverse of the time
needed for the system to relax from |0〉 to |1〉; similarly, Γ2 = R12/2. Γ3, instead, can
be identified with γ/2, where γ is the inverse of the typical lifetime of the system in the
state |0〉 before being taken to |2〉 by the pumping mechanism.
11We don’t take into account the fact that the eigenbasis of the qubit is not the Fock basis for the
number of electron. Calculations show that this simply imply a rotation in the Hilbert space of the qubit
and thus a redefinition of some paramters, but it has no physical consequences.
12Again, secular approximation and weak secular approximation give the same results, since we see from
the calculation that all the time exponentials vanish from the equation, and the two different pictures
give the same operatorial form of the equation.
A Superconducting Laser in the Strong Coupling Regime Page 34
Chapter 4 – Derivation of the Master Equation
3. Lindbladian of a JQP Cycle Superconducting Laser
3. Lindbladian of a JQP Cycle Superconducting Laser
In this section we present the Lindbladian of the JQP cycle laser we have studied in
Ch. 3. As we have already seen there, the Hamiltonian of the system is
HS = ~ω0a†a+
~ω1
2
(σ11 − σ00) + g(a†σ01 + aσ10 + a†σ10 + aσ01). (4.8)
We usually talk about the Rotating Wave Approximation (RWA): it means that we ne-
glect terms which contain two creation or two annihilation operators, since they oscillate
very rapidly and their mean value can be put to zero. In this approximation, Eq. (4.8)
becomes the Jaynes-Cummings Hamiltonian we presented in Eq. (3.3). We copy it here
for simplicity:
HS = ~ω0a†a+
1
2
· ~ω1(σ11 − σ00) + g(a†σ01 + aσ10).
Interaction Hamiltonian consists simply of the sum of the two previous interaction hamil-
tonians:
HI = α0 (a+ a
†)(r0 + r
†
0) +
+ α1 (σ01 + σ10)(r1 + r
†
1) +
+ α2 (σ12 + σ21)(r2 + r
†
2) +
+ α3 (σ02 + σ20)(r3 + r
†
3).
A first approximation to the Lindbladian is to just add the two previous Lindbladi-
ans in the Schro¨dinger picture. This is what is usually done in the case that the coupling
strenght is not very strong, and so the two system can be regarded as almost uncorre-
lated. To find ρ˙S(t) we have to add to L (ρS(t)) the commutator between the system
Hamiltonian and the density matrix, as given by Eq. (4.3): it is not equal to zero since
we represent the density matrix using the Fock basis, which isn’t an eigenbasis for HS .
By doing this we obtain:
ρ˙S(t) = Γ0
(
2 · a ρS(t) a† − a† a ρS(t)− ρS(t) a† a
)
+ (4.9)
+ Γ1 (2 · σ01 ρS(t) σ10 − σ11 ρS(t)− ρS(t) σ11) +
+ Γ2 (2 · σ12 ρS(t) σ21 − σ22 ρS(t)− ρS(t) σ22) +
+ Γ3 (2 · σ20 ρS(t) σ02 − σ00 ρS(t)− ρS(t) σ00) +
− i[HS , ρS(t)].
3.1. Eigenbasis of the Jaynes-Cummings Hamiltonian. To have a more
accurate result, we have to apply Eq. (4.4) to this system using the eigenbasis of HS .
Diagonalizing the Jaynes-Cummings Hamiltonian is not a difficult task; moreover, it
is already part of the literature. After having diagonalized it, we find that the actual
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eigenbasis – known as the dressed states basis – is, for n ≥ 1:
|n,+〉 = cosαn|n,0〉+ sinαn|n−1,1〉; (4.10a)
|n,−〉 = sinαn|n,0〉 − cosαn|n−1,1〉; (4.10b)
where we have defined the coefficients cosαn and sinαn to be
13
cosαn =
∆ω +
√
(∆ω)2 + (2
√
ng)2
√
2
[
(∆ω)2 + (2
√
ng)2 + ∆ω
√
(∆ω)2 + (2
√
ng)2
] 1
2
; (4.11a)
sinαn =
2
√
ng
√
2
[
(∆ω)2 + (2
√
ng)2 + ∆ω
√
(∆ω)2 + (2
√
ng)2
] 1
2
; (4.11b)
while for n = 0 we have only one eigenvector: |0,0〉.
Inverting Eq. (4.10a) we obtain the Fock states expressed in the eigenbasis:
|n,0〉 = cosαn|n,+〉+ sinαn|n,−〉; (4.12a)
|n,1〉 = sinαn+1|n+1,+〉 − cosαn+1|n+1,−〉; (4.12b)
The energy eigenvalues of the dressed states are:
Eigenenergies
n,±(ω0, ω1) = (n− 1
2
)ωph ± 1
2
√
(∆ω)2 + (2
√
ng)2; (4.13a)
∆n ≡ n,+ − n,− =
√
(∆ω)2 + (2
√
ng)2. (4.13b)
To better understand what the eigenbasis looks like, we see what happens in the two
limiting cases of g very small and of no detuning between the cavity and the atom.
For g  ∆ω, the system acts as if there is no coupling between the atom and the
Small coupling
limite.m. field. At first order in coupling g, the coefficients then become:
cosαn ≈ 1; (4.14a)
sinαn ≈
√
ng
∆ω
; (4.14b)
∆n ≈ ∆ω; (4.14c)
that means that the eigenbasis is very similar to the Fock basis, as we expected it to be.
When ∆ω  g, instead, the system acts as if there is complete resonance between
Small detuning
limit
13We define ∆ω = ω1 − ω0, and put ~ = 1.
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the two systems. In this case the coefficients are:
cosαn ≈ 1√
2
; (4.15a)
sinαn ≈ 1√
2
; (4.15b)
∆n ≈ 2
√
ng; (4.15c)
that means that the eigenvector has the same probability to be in a state where the
atom is excited or in a state where there is an additional photon. Again, this is easily
understood since there is no energy difference between the two.
3.2. Calculating the Lindbladian. Now that we have completely described
the eigenbasis of the system, we have to apply to this system our formula to derive the
Lindbladian. First of all we have to notice that secular approximation and weak secular
approximation give different results. This comes from the matrix representation of the
system operator in the eigenbasis, which can be seen in app. B. To better understand
what they have in common, we can write the Lindbladian of the system in the weak
secular approximation:14
ρ˙m
′m
SI (t) = Γ0 · ei(ωm′m−ωn′n)t × (4.16)
×
[
2 · a ρn′nSI (t) a† − a† a ρn
′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) a
† a
]
+
+ Γ1 · ei(ωm′m−ωn′n)t ×
×
[
2 · σ01 ρn′nSI (t) σ10 − σ11 ρn
′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) σ11
]
+
+ Γ2 · ei(ωm′m−ωn′n)t ×
×
[
2 · σ12 ρn′nSI (t) σ21 − σ22 ρn
′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) σ22
]
+
+ Γ3 · ei(ωm′m−ωn′n)t ×
×
[
2 · σ20 ρn′nSI (t) σ02 − σ00 ρn
′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) σ00
]
.
We want to stress the difference between the three approaches: the first given by
Eq. (4.9), the second by Eq. (4.16) with the secular approximation and the third by
using the same equation with the weak secular approximation. The first approach relies
on the fact that the baths are uncoupled to assume that the coupling between the CPB
and the resonator does not modify the Lindbladian in a relevant way. The aforemen-
tioned assumption is not required in the second and the third approaches. They are
conceptually similar. The only difference is that the secular approximation throws away
all oscillating terms, while the weak secular approximation requires to keep the ones
14To have a readable notation, we have elided the indices describing which matrix element of the system
operators to take; anyway, the choice is made obvious by the indices labeling density matrices. When in
doubt, a sum over all possible indices is intended.
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which are oscillating slowly, where slowly means with frequency of the order of g or less.
All the difference in the equations lies in the terms for which the time exponential has
an argument which is different from zero: the first approach changes the argument of
the exponentials to zero, the second one directly throws away the corresponding terms
while the third one considers all these terms as they are.
We now present the calculations as they are in the two new approaches we use. First,
we derive the results with the secular approximation, then using only the weak secular
approximation.
3.2.1. Lindbladian with secular approximation. In order to proceed, we have
to show which are all the system operators matrix elements between the eigenstates of
the system. This is discussed in details in App. B. Once that we have all these matrix
elements, we use them to write down all the terms appearing in Eq. (4.16), and then
retain only the ones which survive to the secular approximation. This is the topic
of App. C. As a final step, we have to make the change from interaction picture to
Schro¨dinger picture, as explained in the first section of App. D.
One ends up with the following equations for the elements of the density matrix:
ρ˙n,+S (t) =
{
2Γ0
[
(n+1)c2nc
2
n+1 + ns
2
ns
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 c
2
ns
2
n+1
}
ρn+1,+S (t) +
+
{
2Γ0
[
(n+1)c2ns
2
n+1 + ns
2
nc
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 c
2
nc
2
n+1
}
ρn+1,−S (t) +
+
{[
2Γ0 s
2
n − 2Γ1 s2n − 2Γ3 c2n
]− 2Γ0 n} ρn,+S (t) + 2Γ2 s2n ρn−1,2S (t). (4.17)
ρ˙n,−S (t) =
{
2Γ0
[
(n+1)s2nc
2
n+1 + nc
2
ns
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 s
2
ns
2
n+1
}
ρn+1,+S (t) +
+
{
2Γ0
[
(n+1)s2ns
2
n+1 + nc
2
nc
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 s
2
nc
2
n+1
}
ρn+1,−S (t) +
+
{[
2Γ0 c
2
n − 2Γ1 c2n − 2Γ3 s2n
]− 2Γ0 n} ρn,−S (t) + 2Γ2 c2n ρn−1,2S (t). (4.18)
ρ˙n,2S (t) = 2Γ0(n+1) ρ
n+1,2
S (t)− [2Γ0 n+ 2Γ2] ρn,2S (t) + 2Γ3
(
c2n ρ
n,+
S (t) + s
2
n ρ
n,−
S (t)
)
. (4.19)
ρ˙n,RS (t) = {[Γ0 − Γ1 − Γ3]− 2Γ0 n} ρn,RS (t) + ∆nρn,IS (t). (4.20)
ρ˙n,IS (t) = {[Γ0 − Γ1 − Γ3]− 2Γ0 n} ρn,IS (t)−∆nρn,RS (t). (4.21)
These differential equations do not mix diagonal elements with off-diagonal elements.
Moreover, off-diagonal terms will eventually become zero. When calculating steady state
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properties of the system, we can thus forget about these terms and only consider the
diagonal elements.
The steady state of a system at equilibrium is characterized by ρ˙ = 0. Imposing this
condition, we obtain a system with an infinite number of linear equations, all of them
equal to zero. These equations are not indipendent: the trace of the density matrix is
1, so the values of all the populations of the system, that is the diagonal elements of
the density matrix, must sum to 1. To derive the diagonal elements in the eigenbasis we
must thus explicit this relation, obtaining a new system with a new coefficient matrix.
We can obtain a numerical solution truncating the dimension of the system to a certain
number N of photons in the cavity and inverting the coefficient matrix. To have the
results in the Fock basis, which is the most suitable basis to make a confrontation of our
results with the ones already in the literature, we use Eq. (D.5a), as explained in App. D.
We will see in the next chapter that this approach has an important advantage over the
standard approach: while the results are essentially the same, it is numerically much
faster. This can be explained with the fact that we consider only diagonal elements, and
the number of equations we need to compute reduces by a big amount.
3.2.2. Lindbladian with weak secular approximation. For this second cal-
culation, we use a completely different approach. We immediately change Eq. (4.16)
from interaction picture to Schro¨dinger picture, using the recipe given by Eq. (D.3) and
Eq. (D.4). A few algebraic passages show that the result we obtain is the following:
ρ˙m
′m
S (t) = Γ0
[
2 · a ρn′nS (t) a† − a† a ρn
′n
S (t) δnm − δm′n′ ρn
′n
S (t) a
† a
]
+ (4.22)
+ Γ1
[
2 · σ01 ρn′nS (t) σ10 − σ11 ρn
′n
S (t) δnm − δm′n′ ρn
′n
S (t) σ11
]
+
+ Γ2
[
2 · σ12 ρn′nS (t) σ21 − σ22 ρn
′n
S (t) δnm − δm′n′ ρn
′n
S (t) σ22
]
+
+ Γ3
[
2 · σ20 ρn′nS (t) σ02 − σ00 ρn
′n
S (t) δnm − δm′n′ ρn
′n
S (t) σ00
]
+
− iωn′n δm′n′ ρn′nS (t) δnm.
Now, notice a striking result: Eq. (4.22) is nothing but Eq. (4.16) with the matrix
elements explicitly written! In fact, since the above equation linearly depends on the
Hamiltonian of the system, we can choose to no longer work in the eigenbasis but in
whatever basis, and in particular in the Fock basis.
This result is not trivial: the background idea from which we started is completely
different from the one that is commonly used to justify those equations. We have thus
found a new and more solid theoretical foundation for the standard approach.
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5
Analysis of the Results
The main result of this thesis was to obtain a physically better explanation of the
interaction between the JQP laser and the environment. This led to the derivation
of two different numerical approaches to solve the equations: one is equivalent to the
standard approach, already known in the literature, of adding two separate Lindbladians,
one for the atomic part and one for the photonic part; the other one make use of the
so-called secular approximation to derive a new set of equations, much faster to compute
numerically than the standard ones. In this chapter, we are going to study the behavior
of the laser, explaining all tha approximations we have considered, and to verify the
goodness of the secular approximation code.
1. Number of Photons in a JQP Laser
We can use Eq. (4.22) to understand the behavior of the JQP laser in various regimes.
The parameters in our numerical calculations are six. We briefly explain their role.
The simulation’s
parameters• The pumping strength γ = 2Γ3 gives the rate at which the system is pumped
from state |0〉 to state |2〉; it corresponds to the rate at which one Cooper pair
is broken by the drain electrode, and we put it conventionally to value 1.
• The relaxation rate R12 = 2Γ2 is the rate at which the system goes from |2〉
to |1〉 by means of the unpaired electron going in the drain electron; we fix its
value at 0.8.
• The relaxation rate R01 = 2Γ1 is the rate at which the system goes from |1〉
to |0〉 by means of a Cooper pair tunnelling to the island from the ground; we
suppose it is negligible, and put it to 0.
• The cavity loss frequency k = 2Γ0 is the frequency at which photons run away
from the cavity to the environment.
• The coupling strenght g, which we defined earlier.
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• The detuning ∆ω between the photonic and the atomic excitation energy.
We study how the number of photons inside the cavity depends on the three last
parameters. To simplify the plot, we assume in the beginning that the system is at
perfect resonance, i.e. ∆ω = 0. We then vary the coupling strength to see how this
affects the average number of photons. This has been reported in Fig. 5.1.
We can see that, for g < k, the system is not in condition to lase, hence there are
no photons inside the resonator. This is known as the weak coupling regime. The plots
in Fig. 5.2 show the temporal evolution of a system in this regime with two different
initial condition: both conditions are with the atom in the ground state, but the one on
the left is with no photons in the cavity, while the other starts with one photon in the
cavity. We can see on the right that the number of photons inside the cavity decays very
fast to zero. We can understand it by thinking of the mean lifetime of photons inside
the cavity, τ = 1/k, which is much smaller than the time it takes to the system to make
on oscillation between an atomic excitation and a photonic excitation.
The situation changes when the coupling strength approaches the value of the cavity
loss. To get an intuitive picture of the physics, we can imagine that only in this regime
the photons’ lifetime inside the resonator is long enough to allow them to interact with
the qubit. Hence, when g becomes comparable with k, the system begins to lase. As
one would expect, however, for values of g much larger than k the number of photons
saturates: each atomic excitation is transformed immediately1 into a photonic excitation,
1By saying immediately, we mean that it happens with a typical time that is much smaller to all the
other typical times related to this sytem.
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Figure 5.1. Number of photons inside the resonator as a function of the coupling strength.
Photons appear only when g > k ( strong coupling limit).
A Superconducting Laser in the Strong Coupling Regime Page 41
Chapter 5 – Analysis of the Results
2. Results with the Secular Approximation
and to increase the number of photons inside the cavity we can only increase the ratio
of the pumping over the decay rate. This is the so-called strong coupling regime. Time
evolution of the system in this regime is depicted in Fig. 5.3, with the same initial
conditions as the previous plots.
The ultra-strong coupling regime, which is being addressed now, takes into account
all the terms in the system Hamiltonian in Eq. (3.2). One enters this regime when the
coupling strength is of the same order of the lasing frequency, i.e. g ≈ ω0.
Secondly, we assume to have a fixed value of the coupling strength and see what
happens when we change the value of the detuning. As we can see from Fig. 5.4, the
behavior is nothing strange: there is a resonance peak when the detuning is zero, and the
number of photons inside the cavity strongly decreases going away from this situation.
2. Results with the Secular Approximation
Our approach to the system puts in clear evidence the importance of the secular
approximation: we neglect all the time-dependent terms, hence we have a much faster
numerical computation, at the cost of a slightly smaller precision in the results.
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Figure 5.2. Time evolution of the system when the coupling is ten times smaller than the cavity
loss parameter. Notice the extremely small number of photons inside the cavity at
equilibrium: the system is not lasing. Initial conditions: no photons on the left, one photon
on the right.
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Figure 5.3. Time evolution of the system when the coupling is one hundred times larger than
the cavity loss parameter. There is a non-zero amount of photons inside the cavity at
equilibrium: the system is lasing. Initial conditions: no photons on the left, one photon on
the right. Notice there is only a little difference between the two plots.
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The secular approximation can be safely made when the coupling is large with respect
to k. Let us explain once again why, since this is a key point to the understanding of this
approach. The inverse of k sets a time-scale τ to the system.2 The secular approximation
is obtained neglecting the time dependent terms in Eq. (4.16). The arguments of the
time exponentials linearly depends on g · t: if g  k, then g · τ  1. This means that
in just one unit of the typical time scale of the system, the time dependent terms have
already averaged to zero several times. Hence, one can assume that their contribution
is irrelevant.
The plots in Fig. 5.5 and 5.6 show how good the secular approximation is. To obtain
these plots we assumed to be at perfect resonance between the cavity and the qubit
(∆ω = 0) and to have the coupling strength g to be half the pumping strength.3
From Fig. 5.5 we can see that the average number of photons as calculated from the
High precision
in the resultstwo codes is almost exactly the same: it’s very hard to distinguish the two lines. As
a plus, we obtain an experimental law which says that the number of photons in the
cavity depends from the inverse of cavity damping coefficient. For this set of parameters,
fitting the plot we have
N ≈ 30 k−1 = 30 τ,
τ being the time scale we spoke about before, i.e. the mean lifetime of a photon inside
the cavity.
2Which corresponds to the mean lifetime of the photons inside the cavity.
3This is indeed quite a strong a coupling. Remember that we need to be in a regime g  k to confront
the two codes.
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Figure 5.4. Number of photons inside the resonator as a function of the detuning. We can
clearly see the resonance peak when the resonator and the qubit are fully coupled.
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The numerical code which performs the calculation consists in diagonalizing the
Small elapsed
timecoefficient matrix of the linear system of differential equations that describes the system.
If we look at Fig. 5.6, we can analyse how much time the computer needs to do this
operation: we marked with red dots the elapsed time when the system of equations in
input is given by Eq. (4.17) and following (the new secular approximation equations we
propose), and with green dots the elapsed time when the input is given by Eq. (4.22) (the
 10
 100
 1000
 10000
 0.01  0.1  1
av
er
ag
e 
ph
ot
on
 n
um
be
r
k
Secular approximation
Full code
Figure 5.5. Average number of photons N versus cavity damping coefficient k = 2Γ0. Notice
that the plot is bi-logarithmic, meaning that N depends from k−a, a being an appropriate
coefficient.
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Figure 5.6. Elapsed computing time t versus cavity damping coefficient k = 2Γ0. Once again,
the plot is bi-logarithmic, and t approximately depends from k−b, b being an appropriate
coefficient, which turns out to be larger than a.
A Superconducting Laser in the Strong Coupling Regime Page 44
Chapter 5 – Analysis of the Results
2. Results with the Secular Approximation
already known weak coupling regime equations). As we can see, the new code requires
much less time: even if the elapsed time isn’t a smooth function of k, we can infer that
it is around five time faster. The experimental law that gives the time is approximately
t = a · k−2.6 = a′ ·N2.6.
A little explanation is required to fully understand Fig. 5.6. The jumps that every
A deeper look
at the plotnow and then occur in the elapsed time are due to the structure of the code. Since the
input system is made of an infinite number of equations, it gives rise to an infinitely
large matrix: we need to truncate this matrix to a finite size. Every time the program
starts to work, it guesses the size of the matrix that will be needed to reach a certain
precision. The initial guesses we made for the two different inputs were always the same.
When the guess was wrong, the program started back from the beginning increasing the
size of the matrix: these points are in a higher position in the plot, since the increase in
size causes an increase in the elapsed time.
In the plot, we report the time in arbitrary units: we only want to highlight the
different speed of the two codes, and not to estimate the elapsed time. Indeed, it too
heavily depends on the computer that is used to perform the calculation. Moreover, the
code could be optimized both in the guess of the initial size and in the exploitation of
multi-core processors. However, this is not the aim of this work.
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Conclusions
This thesis work offers a new theoretical approach to cavity QED systems, that is
systems in which a single atom is coupled to the photons that resonate inside the cavity.
This new approach was motivated by experiments reaching the ultra strong coupling
regime: this means that the coupling between the two subsystems – atom and cavity –
is much greater than the cavity loss parameter, that is the rate of photons leaving the
cavity, and almost of the same order of the lasing frequency.
Cavity QED, apart from being a branch of fundamental physics, has important ap-
Cavity QED and
its applicationsplications in quantum information and computation. In 2004, Blais et al. [1] proposed
a new architecture for a quantum computer that relies on cavity QED for storing and
processing informations. They suggest that the cavity should be implemented with a
one-dimensional stripline resonator: a superconducting wire of finite length which allows
discrete modes of resonance of the e.m. field, and is sandwiched between two other super-
conducting wires to have defined boundary conditions. A brief explanation of stripline
resonator is given at pag. 22. The qubit, instead, is represented by a superconducting
Cooper pair box, made of a superconducting island with a definite number of particles –
set by a gate capacitance – and connected to the ground by means of one or two Joseph-
son junctions. Ch. 2 is mainly devoted to the introduction of all the physical concepts
that are needed to understand how a Cooper pair box works. The coupled system of
a stripline resonator and a Cooper pair box is eventually analysed in Ch. 3, in which
we study also the pumping cycle needed for the system to lase, called Josephson quasi-
particle (JQP) cycle. The advantage of this kind of systems over other possible quantum
architectures is that it should be quite easy to implement entanglement between qubits
and also to measure the state of the system to gain information.
To analyse a quantum system means to derive quantum master equations that de-
Time evolution
of the systemscribe the time evolution of its density matrix. Time evolution can both be coherent,
hence completely due to internal mechanics of the system, or incoherent, that is due
to an external bath that we don’t know in details. In the case of the JQP laser, these
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equations can not be derived analytically, and thus some approximations must be done.
The main approximation, which is still assumed also in this diploma work, is the rotating
wave approximation; it consists of neglecting terms of the Hamiltonian corresponding to
the e.m. field and the atom both increasing or lowering their energy. The rotating wave
approximation directly influences the coherent evolution of the system, while changing
the incoherent evolution only indirectly. A few analytics shows that this approximation
can safely be made when the coupling between the subsystems is lower than the energy
of a single photon inside the cavity. The regime in which this is not true is called the
ultra-strong coupling regime, and has yet to be fully studied.
What we did in this work is to improve the knowledge of the incoherent evolution
of the system. Until now, incoherent evolution was simply treated like the atom and
the cavity did not talk together, each one going for its own way. In contrast, we did
couple the external bath to the JQP laser system as a whole. The implications of
these treatments and its results have been resumed in Ch. 4, while all the details of the
derivation can be found in the various appendices of the work.
We obtain two important results: we are able to recover the weak coupling regime
Results
obtainedequations and we find a new set of equations that are drastically easier to solve, in which
we work under the secular approximation.
Our new derivation of the weak coupling regime equations offers a completely new,
and much more solid, theoretical background. Not only it is a way to verify the cor-
rectness of the approach, but offers a whole new range of possibilities to overcome the
hypotheses behind this approach and increase the precision of the predictions we make.
On the other hand, the secular approximation is obtained neglecting some time-
dependent terms which average to zero. This assumption, which can be made only when
the coupling strength is much larger than the typical decay rate of the cavity, helps to
reduce the time needed to numerically compute the equations. A first estimate of this
reduction says that our new code is circa five times faster than the standard code.
In Ch. 5 we present some data plots which show the behavior of the average photon
number inside the cavity as the parameters of the system change. These data plots are
obtained using the weak coupling regime equations. Then, we show other plots that
highlight the difference between this approach and the one with secular approximation.
Using our theoretical approach, the path to further investigate the problem is clear.
Perspectives
We have in fact highlighted what are the hypotheses underlying our derivation: one can
change some of them and derive new equations with a small theoretical effort (but maybe
with some computational issue). Basically, the hypotheses that can be easily overcome
are the zero-temperature of the bath and the secular approximation. Other hypotheses,
such as the independence of the baths, strongly depend on the geometrical structure of
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the system. Finally, there are some hypotheses which form the ground of our derivation:
a change in these hypotheses would require a completely new derivation of the time
evolution of the system. Some of them concern the bath alone, and some others the
interaction of the bath with the system. Luckily, the bath hypotheses are satisfied in
the vast majority of the situations. They are: the bath is very large and at equilibrium;
its deviation from equilibrium can be modeled with a second order potential given by
the Calderia-Leggett model; it has a short memory, so can be described as Markovian;
the number of available particles in the bath does not depend on the energy, at least
for the regime we are interested in. The interaction hypotheses are more subtle. One
requires the interaction to be linear; this means that no vertices with three or more
particles are allowed. We can suppose this to be always satisfied, for three particles
vertices are extremely rare, especially in the usual condition of density of particles. The
last hypothesis is the Born approximation: it remembers us that we are working in a
perturbative theory, at the second order in the interaction between the bath and the
system.
As we have seen, the work to understand JQP lasers is not yet over. But the main
problem to attack now is to enter the ultra-strong coupling regime. To do this, we have
to insert counter-rotating terms inside the system Hamiltonian. They are the terms that
we neglected when writing the Jaynes-Cummings Hamiltonian, that is a†σ10 + aσ01. It
seems, however, that this problem can not be solved analytically, and a perturbative
approach is needed to have results.
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A
Detailed Derivation of Lindblad Superoperator
We assume to have a generic system S – described by the Hamiltonian HS – which
interacts with a bath or reservoir of particles R – described by the Hamiltonian HR
– by means of an interaction Hamiltonian HI .
1 The composite system would then be
described by the total Hamiltonian
Htot = HS +HR +HI . (A.1)
The time evolution of the density matrix comes from the formula
ρ˙(t) =
1
i~
[Htot, ρ(t)],
which in interaction picture becomes
ρ˙I(t) =
1
i~
[HI(t), ρI(t)]. (A.2)
Formally integrating Eq. (A.2) leads to
ρI(t) = ρI(0) +
1
i~
∫ t
t0
dτ [HI(τ), ρI(τ)], (A.3)
where t0 is the time at which S and R start to interact.
Finally, putting Eq. (A.3) inside Eq. (A.2) we obtain
ρ˙I(t) =
1
i~
[HI(t), ρI(0)] + (A.4)
+
1
(i~)2
∫ t
t0
dτ [HI(t), [HI(τ), ρI(τ)]].
1In our work, S is the system composed by the qubit inside the resonator and HS is the Jaynes-Cummings
Hamiltonian; the reservoir R represents the environment.
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What we just said is completely general: to explicitely write the equations we need to
solve, however, a description of the subsystems and some simplifying assumptions are
needed. We will treat them in detail in the next section.
1. General Hypotheses on the Composite System
Each quantum system has its own specific properties, and a priori the equations deriv-
ing from Eq. (A.4) are different for any given problem. However, there are some general
characteriscs which are common to the vast majority of the system we can imagine: for
example, there is a standard way to model the reservoir of particles R. In this section
we present these general assumptions and see what are the underlying hypotheses.
Before starting with the main body of the section, we introduce the proper notation:
we will need to use the reduced density matrices of the system (ρSI) and of the reservoir
of particles (ρRI). They are:
ρSI(t) = trR(ρI(t)); ρRI(t) = trS(ρI(t)).
We also have the freedom to choose the origin of time: this means that we can set the
value of t0, the moment at which the two subsystems begin to interact. We choose to
have t0 = 0. This means that the two subsystems evolve separately for all t < 0; we will
be interested to see what happens to the composite system, and mainly to the subsystem
S, when t > 0.
1.1. Treatment of the bath and its interaction with the system S. The
first hypothesis we make concerns the bath. We suppose that it can be described by the
Caldeira-Leggett model : it is a collection of many harmonic oscillators; these oscillators
First
hypothesis:
Caldeira-
Leggett
model
can be represented in a second quantization formalism using the bosonic annihilation
and creation operators rlk and r
†
lk, k being an index which runs through all the possible
resonance modes of the oscillator and l identifying the different oscillators. These two
sets of operators fulfill the standard bosonic commutation rules, [rlk, r
†
l′k′ ] = δll′δkk′ .
Hence, the reservoir Hamiltonian is
HR =
∑
l
∑
k
~ωlk r†lkrlk. (A.5)
At first sight, this model might seem completely arbitrary. However, we can motivate it
introducing a classical analogy: our second hypothesis will require the reservoir to be at
equilbrium; we can then expand its energy to the second order in some parameter and
obtain an expression which is equivalent to that of an harmonic oscillator.
As a second hypothesis, we require this reservoir to be a very large system at thermal
equilibrium, so large that the interaction with the system S does not affect it in any way.
Second
hypothesis:
Reservoir at
thermal
equilibrium
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This is mathematically translated into the following equation:
ρRI(t) = ρRI(0) =
e−βHR
Z
. (A.6)
Here, as usual when speaking of statistical systems, β = 1/kBT , kB is the Boltz-
mann constant, T the temperature and Z is the normalization factor required to have
trR (ρRI(t)) = 1.
2
As a general rule, we can write the density matrix of the composite system at a given
time t as a tensor product of the two reduced density matrices ρSI and ρRI plus a cor-
rection that takes into account the interaction between S and R. This correction varies
with time, and depends on the interaction given by the Hamiltonian HI ; as predicted
by the perturbative theory, we suppose that this dependence is at first order.
ρI(t) = ρSI(t)⊗ ρRI(0) + ∆ρ(t); ∆ρ(t) = O(HI); ∆ρ(0) = 0.
The last of the previous equations, that sets the value of the correction ∆ρ to zero when
t = 0, is due to the fact that the two subsystems interact only when t > 0, and thus for
all t ≤ 0 they are uncorrelated.
This brings us directly to the third assumption we make, the so-called Born approxi-
Third
hypothesis:
Born
approximation
mation: we only keep terms up to second order in the interaction Hamiltonian HI . Since
∆ρ(t) is of order one in HI , Eq. (A.4) becomes
ρ˙I(t) =
1
i~
[HI(t), ρSI(0)ρRI(0)] + (A.7)
+
1
(i~)2
∫ t
0
dτ [HI(t), [HI(τ), ρSI(τ)ρRI(0)].
The operatorial form of the interaction Hamiltonian is the argument of our fourth
Fourth
hypothesis:
Interaction
Hamiltonian
hypothesis: we suppose HI to be linear both in the system and the reservoir operators.
Such Hamiltonian is thus:
HI =
∑
i
αi Si(t)Ri(t) , (A.8)
where Si(t) = si(t) + s
†
i (t), si(t) being an operator in the system space, and Ri is a
collection of creation and annihilation operators in the reservoir space, namely
Ri(t) =
∑
l,k
βilk (rlk(t) + r
†
lk(t)) (A.9)
=
∑
l,k
βilk (e
−iωlkt rlk + eiωlkt r
†
lk).
Here ωlk is the energy associated to the k-th mode of the l-th oscillator, as defined in
Eq. (A.5), and is a positive quantity; the coefficients αi and βilk are real numbers.
2To make a connection with the properties of density matrices presented in Ch. 2, this density matrix
represents a mixed state: we can verify it by inspection showing that tr(ρ2RI) < 1, but we can also infer it
by noticing that the density matrix is diagonal in the Fock basis for the bath and the non-zero elements
on the diagonal are more than one (actually, they are infinitely many).
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Now, inserting this expression of the interaction Hamiltonian in Eq. (A.7), and we
obtain:
ρ˙I(t) =
∑
i
αi
i~
[Si(t)Ri(t), ρSI(0)ρRI(0)] + (A.10)
+
∑
ij
αiαj
(i~)2
∫ t
0
dτ [Si(t)Ri(t), [Sj(τ)Rj(τ), ρSI(τ)ρRI(0)].
1.2. Analysing the subsystem S.We want to study the temporal evolution of
the system S alone, so we have to trace out the reservoir’s degrees of freedom. Performing
this operation in Eq. (A.10) we obtain terms which depend on the reservoir operators in
two ways.
The first term gives rise to∑
i
αi [Si(t), ρSI(0)] · trR (Ri(t)ρRI(0)) .
For sake of simplicity, from now on we will use the notation
trR (Ri(t)ρRI(0)) ≡ 〈Ri(t)〉.
We can verify by inspection that 〈Ri(t)〉 is equal to zero, using Eq. (A.5) and (A.6): Interaction
gives no energy
shifting
the reduced density matrix of the reservoir commutes with the oscillator excitations’
number operator
∑
l,k r
†
lkrlk ; as we can see from its definition in Eq. (A.8), Ri does not
preserve this quantity; the ensemble E = {|n〉,∀ n ∈ N} of the states with a definite
number of excitations is a basis of the Hilbert space describing R; computing Ri(t)ρRI(0)
on whatever vector |n〉 chosen from E gives zero, because the matrix representation of
ρRI(0) has no off-diagonal elements in this basis; since the trace of an operator does not
depend on the basis we choose, we conclude that 〈Ri(t)〉 = 0. This is linked to the fact
that the interaction with the bath doesn’t shift the energy eigenvalues of the system: if
the trace over the reservoir space of Ri were not zero, in fact, the term [Si(t), ρSI(0)]
would act exactly as the Hamiltonian of the system. Hence we could include it in the
Hamiltonian, thus having some energy shifting.
Similarly, the double commutator in the second term gives rise to terms which are
proportional to
trR (Ri(t)Rj(τ)ρRI(0)) ≡ 〈Ri(t)Rj(τ)〉 = 〈Ri(t− τ)Rj〉.
The last equivalence can be simply derivated if we write what the time evolution of
operators is in interaction picture and we exploit the cyclic property of trace, as we can
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see from the following series of equivalences3.
〈Ri(t)Rj(τ)〉 = 〈eiHRtRie−iHRteiHRτRje−iHRτ 〉 (A.11)
= 〈eiHR(t−τ)Rie−iHR(t−τ)Rj〉 (A.12)
= 〈Ri(t− τ)Rj〉.
Thus the equation for the time evolution of the system S alone, obtained starting
from Eq. (A.10), becomes (sum over i and j intended)
ρ˙SI(t) = αiαj
∫ t
0
dτ · Sj(τ)ρSI(τ)Si(t)〈Ri(t− τ)Rj〉+ (A.13)
+ αiαj
∫ t
0
dτ · Si(t)ρSI(τ)Sj(τ)〈RjRi(t− τ)〉+
− αiαj
∫ t
0
dτ · Si(t)Sj(τ)ρSI(τ)〈Ri(t− τ)Rj〉+
− αiαj
∫ t
0
dτ · ρSI(τ)Sj(τ)Si(t)〈RjRi(t− τ)〉.
Now we suppose the bath to be Markovian, that is it has no memory of past statuses.
Fifth
hypothesis:
Markovian
approximation
This can be implemented by saying that the correlators 〈Ri(t− τ)Rj〉 can be different
from zero if and only if (t − τ) is very small compared to the time scale typical of our
system, and this means that in Eq. (A.13) we can replace ρSI(τ) with ρSI(t). This is
equivalent to say that the time the reservoir needs to restore the equilibrium is very
short compared to all the typical times of the subsystem S. If we make this substitution
and explicitly write all time dependencies of the operators, the previous equation can be
rewritten as
ρ˙SI(t) = αiαj
∫ t
0
dτ · eiHSτ Sj e−iHSτρSI(t) eiHSt Si e−iHSt 〈Ri(t− τ)Rj〉+(A.14)
+ αiαj
∫ t
0
dτ · eiHSt Si e−iHStρSI(t) eiHSτ Sj e−iHSτ 〈RjRi(t− τ)〉+
− αiαj
∫ t
0
dτ · eiHSt Si e−iHSt eiHSτ Sj e−iHSτ ρSI(t) 〈Ri(t− τ)Rj〉+
− αiαj
∫ t
0
dτ · ρSI(t) eiHSτ Sj e−iHSτ eiHSt Si e−iHSt 〈RjRi(t− τ)〉.
3We have used the simplified notations in which ~ = 1. From now on, we will always make use of this
simplification unless otherwise specified.
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This equation, as written here, is very difficult to attack. We present a series of ma-
nipulation which make it look much more simple to solve, without losing any generality
on the solutions we find.
2.1. Manipulating the notation. The first step we take is to compute sepa-
rately every matrix element on an eigenbasis of the system S: to do this we need to
introduce a matrix representation of the operators. We define Omn(t) ≡ 〈m|O(t)|n〉,
matrix
representation
of the
operators
where O is a generic operator (it might be for example ρSI , ρ˙SI or Si) and |m〉, |n〉
are eigenvectors of the system Hamiltonian HS . Thanks to this formalism, we can write
that
〈m|eiHSt|n〉 = eiωmnt,
where ωmn = Em − En, as usual. Since this is just a number, it commutes with every
operator. We then calculate 〈m′|ρ˙SI(t)|m〉 ≡ ρ˙m′mSI (t); to make the resulting equation
more readable, we will always call |n′〉 and |n〉 the state vectors between which we
calculate ρSI(t) on the right: we will then use Kronecker δ function, if needed, to link
n′ and n to m′ and m. Exploiting all the commutativity relations, we can write (sum
over all indices except m′ and m intended):
ρ˙m
′m
SI (t) = αiαj S
m′n′
j ρ
n′n
SI (t) S
nm
i
∫ t
0
dτ · eiωm′n′τ eiωnmt 〈Ri(t− τ)Rj〉+ (A.15)
+ αiαj S
m′n′
i ρ
n′n
SI (t) S
nm
j
∫ t
0
dτ · eiωm′n′ t eiωnmτ 〈RjRi(t− τ)〉+
− αiαj Sm′ki Skn
′
j ρ
n′n
SI (t) δnm
∫ t
0
dτ · eiωm′kt eiωkn′τ 〈Ri(t− τ)Rj〉+
− αiαj δm′n′ ρn′nSI (t) Snkj Skmi
∫ t
0
dτ · eiωnkτ eiωkmt 〈RjRi(t− τ)〉.
The second step is to manipulate the integral; we make a substitution, introducing
A new
integration
variable
the new integration variable t′ = t− τ =⇒ τ = t− t′. We can write then∫ t
0
dτ =⇒ −
∫ 0
t
dt′ =
∫ t
0
dt′ ≈
∫ ∞
0
dt′,
where the last step derives from the consideration that the correlators are different from
zero only when t − τ = t′  t. Substituting now τ in the exponentials, we obtain that
each one of the four terms that form the right side of Eq. (A.15) has a dependence from
t that goes with exp[i(ωm′m − ωn′n)t].4 The dependence from t′ is different in each of
the term.
4To obtain this, we must take into account the sum over index k and the Kronecker δ functions in the
third and fourth term of the equation, then reorder the pedices of ωab following the definition.
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The third step is to notice that, since there is a sum over the indices i and j, we can
Swapping indices
swap them inside any term of the addition: we choose to do this in the second and the
fourth equation.
Finally, we introduce the Γij(ω) coefficients,
Definition of Γ
Γij(ω) = αiαj
∫ ∞
0
dt′e−iωt
′〈Ri(t′)Rj〉; (A.16a)
Γ∗ij(ω) = αiαj
∫ ∞
0
dt′eiωt
′〈RiRj(t′)〉. (A.16b)
We will later verify by inspection that the two quantities really are complex conjugated.
After all these manipulations, the equation becomes:
ρ˙m
′m
SI (t) = S
m′n′
j ρ
n′n
SI (t) S
nm
i
[
Γij(ωm′n′) + Γ
∗
ij(ωmn)
] · ei(ωm′m−ωn′n)t + (A.17)
− Sm′ki Skn
′
j ρ
n′n
SI (t) δnm · Γij(ωkn′) · ei(ωm′m−ωn′n)t +
− δm′n′ ρn′nSI (t) Snki Skmj · Γ∗ij(ωkn) · ei(ωm′m−ωn′n)t.
2.2. Analysis of the Γ coefficients. The key point to have some physical in-
sights on the meaning of Eq. (A.17) is to understand the meaning of those Γij(ω) coef-
ficients: to do this, we have to study the reservoir operators’ correlators. Following the
definition of Ri(t) given in Eq. (A.9) we have:
〈Ri(t′)Rj〉 =
∑
l,l′,k,k′
βilkβjl′k′e
−iωlkt〈rlk(rl′k′ + r†l′k′)〉+ (A.18a)
+
∑
l,l′,k,k′
βilkβjl′k′e
+iωlkt〈r†lk(rl′k′ + r†l′k′)〉;
〈RiRj(t′)〉 =
∑
l,l′,k,k′
βilkβjl′k′e
−iωl′k′ t〈(rlk + r†lk)rl′k′〉+ (A.18b)
+
∑
l,l′,k,k′
βilkβjl′k′e
+iωl′k′ t〈(rlk + r†lk)r†l′k′〉.
For the same reasons that brought us to say that 〈Ri(t)〉 = 0, we say that the
correlators in Eq. (A.18a) are zero unless l = l′ and k = k′; they are zero also when we
compute the correlators between two annihilation or two destruction operators. Then
we can simplify the writing and have
〈Ri(t′)Rj〉 =
∑
l,k
βilkβjlk
[
e−iωlkt〈rlkr†lk〉+ e+iωlkt〈r†lkrlk〉
]
;
〈RiRj(t′)〉 =
∑
l,k
βilkβjlk
[
e−iωlkt〈r†lkrlk〉+ e+iωlkt〈rlkr†lk〉
]
.
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Introducing the particle number average value Nlk = 〈r†lk rlk〉 and making use of the
commutation rules between r and r†, we can finally say that
〈Ri(t′)Rj〉 =
∑
l,k
βilkβjlk
[
e−iωlkt(Nlk + 1) + e+iωlktNlk
]
; (A.19a)
〈RiRj(t′)〉 =
∑
l,k
βilkβjlk
[
e−iωlktNlk + e+iωlkt(Nlk + 1)
]
. (A.19b)
We notice that 〈Ri(t′)Rj〉 = 〈RiRj(t′)〉∗, and this proves the statement we made below
Eq. (A.16a).
We now insert the value of the correlators from Eq. (A.19a) inside Eq. (A.16a); of
course, we solve only one of the two equations and make the complex conjugate of its
solution to find the other solution. We find:
Γij(ω) =
∑
l,k
αiαjβilkβjlk (Nlk + 1) ·
∫ ∞
0
dt′e−i(ω+ωlk)t
′
+ (A.20)
+
∑
l,k
αiαjβilkβjlk Nlk ·
∫ ∞
0
dt′e−i(ω−ωlk)t
′
.
As we said, the index k runs through all the possible modes of resonance of the
oscillator. We suppose that there is an infinite number of modes and that they are close
enough to substitute the summation over k with an integral in dk; we then change the
integration variable from k to ωl(k) introducing the density of states Dl(ωl). To simplify
the notation, we also define D′ijl(ωl) = βil(ωl)βjl(ωl)Dl(ωl). Making these substitutions
we obtain:
Γij(ω) =
∑
l
αiαj ·
∫ ∞
0
dωl D
′
ijl(ωl) [Nl(ωl) + 1]
∫ ∞
0
dt′ e−i(ω+ωl)t
′
+ (A.21)
+
∑
l
αiαj ·
∫ ∞
0
dωl D
′
ijl(ωl)Nl(ωl)
∫ ∞
0
dt′ e−i(ω−ωl)t
′
.
Let’s now focus our attention on the two integrals separately, starting with the inte-
Integral in time
domaingral in the time domain. This is nothing but the Fourier transform of the Heaviside step
function θ(t), defined as 0 for negative times and 1 otherwise.5 The Fourier transform
of this function is well-known (P is the principal value of the integral):
F [θ(t′)] = ∫ ∞
0
dt′ e−iωt
′
= piδ(ω) + 2P
(
1
iω
)
≡ θ̂(ω). (A.22)
Now we can compute the integral in the frequency domain; we see that it has a real
and an imaginary part: let’s label them respectively with ΓRij and Γ
I
ij . If we make the
assumption that Γ(ω) does not depend on ω, and we will later see why this approximation
5There are many conventions about the value of θ(0): here we have chosen its value to be 1, but any
finite choice would give the same results in this case.
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can be made, Eq. (A.17) can be rewritten in this way:
ρ˙m
′m
SI (t) = Γ
R
ij · ei(ωm′m−ωn′n)t × (A.23)
×
(
2Sm
′n′
j ρ
n′n
SI (t) S
nm
i − Sm
′k
i S
kn′
j ρ
n′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) S
nk
i S
km
j
)
+
− iΓIij · ei(ωm′m−ωn′n)t ·
(
Sm
′k
i S
kn′
j ρ
n′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) S
nk
i S
km
j
)
.
This expression is extremely useful to study the effect of the imaginary part of Γ
Integral in
frequency
domain -
imaginary part
coefficients. When ωm′m − ωn′n = 0, the terms depending from ΓIij can be rewritten as
iΓIij · [Si Sj , ρSI(t)].
This is a second order effect in energy shifting of the system S, known in literature as
the Lamb shift. We neglect it, since we expect it to have a very small impact on the
eigenenergies of the system, and an even smaller one on the transition rates, which is
what we are interested in. It remains to study what happens when ωm′m − ωn′n 6= 0:
the time exponential doesn’t vanish, and the effects can be averaged to zero if we take
a long enough time to integrate. Hence, we neglect also this second kind of terms, and
say that we are not interested in the imaginary part of the Γ coefficients. From now on
in fact we will say that ΓRij ≡ Γij , and always use this short notation.
As for the real part, we go back to its integral expression and compute it. Introducing
Integral in
frequency
domain - real
part
the Dirac δ function in the integral, we obtain
Γij(ω) =
∑
l
piαiαj ·
∫ ∞
0
dωl D
′
ijl(ωl) [Nl(ωl) + 1]δ(ω + ωl) + (A.24)
+
∑
l
piαiαj ·
∫ ∞
0
dωl D
′
ijl(ωl)Nl(ωl)δ(ω − ωl).
The δ functions in the two terms of the equation hide a lot of physical meaning. Since
ωl is a positive quantity, the first term is different from zero only when ω < 0, while the
second term survives only when ω > 0. We could call the first an emission term: the
energy of the bath increases by ωl while the energy of the system decreases of the same
quantity; we can thus think that the system S emits an excitation which is absorbed by
the bath. Similarly, the second is an absorption term: S absorbs an excitation coming
from the bath, and thus a quantity ωl of energy is transferred from the bath to the system.
There is a numerical difference in the coefficients for the emission term and the absorption
term: in the latter the coefficient is Nl(ω), while in the former it is [Nl(ω) + 1]. We can
explain this thinking that three different processes can happen: stimulated absorpion,
stimulated emission and spontaneous emission. The terms proportional to Nl(ω) derive
from stimulated processes, while the +1 on the emission term stands for the spontaneous
emission.
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2.3. Operative expression of the master equation. To easily use the Γ
coefficients in Eq. (A.17), we need three more hypotheses. First of all, we say that
Sixth hypothesis
- Low
temperature
the temperature at which we perform the experiment is low, hence we can suppose
Nl(ω) = exp
(
− ~ωkBT
)
 1 for all the possible values of ω that we will take into account.
This is equivalent to say that we are neglecting stimulated processes and retaining only
spontaneous emission in the description of the interaction between R and S.6 Since the
argument of Nl is given by the energy differences between the eigenstates linked by the
operators Si, low temperature means that the thermal energy kBT is much smaller than
any of these differences. We will later see how to operatively treat this assumption.
We then require Γij(ω) to be independent from the exact value of ω. Having neglected
Seventh
hypothesis -
indipendence
from ω
Nl(ω), the dependence of Γ from ω is all written inside D
′
ijl(ω) = βil(ωl)βjl(ωl)Dl(ω):
but there is no physical reason for which βil should depend on the energy associated
to the particle. This hypothesis thus is the equivalent to require the bosonic density of
states in the reservoir Dl(ω) to be constant. Notice that we know nothing in principle
about that density of states: although we assumed the Caldeira-Leggett model for the
bath, it can not be used to derive Dl(ω): it is just a useful mode to describe the energy
of the reservoir near the equilibrium, and not an accurate description of the reservoir.
The sign of ω will always be used to determine if an emission or an absorption process
is to be considered.
Finally, we require that each operator S of the subsystem in exam is connected to
Eighth
hypothesis -
indipendence of
the baths
its own bath. This is done putting a Kronecker δil function inside the definition of the
interaction in Eq. (A.8). The effect of this term is that, inside Γ, we have δilδjl, which
kills the summation over l and sets i = j. In fact, in real physical systems, we expect that
once a part of the subsystem S has interacted with the bath, the effect of the interaction
is quickly lost, for the bath is a huge system. The probability for this effect to be the
cause of another interaction is thus very small. Hence we neglect this possibility.7
We can then rewrite Eq. (A.17) and obtain the result we presented in Eq. (4.4). We
copy it here for sake of simplicity:
ρ˙m
′m
SI (t) = Γii · ei(ωm′m−ωn′n)t ×
×
[
2 · Sm′n′i ρn
′n
SI (t) S
nm
i − Sm
′k
i S
kn′
i ρ
n′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) S
nk
i S
km
i
]
.
Before closing this derivation, let us make a few more considerations.
To further simplify this expression, another assumption is usually made: the so-called
We don’t use
secular
approximation...
6We are not neglecting stimulated processes inside the subsystem S; since S, in our work, will represent
a laser, stimulated processes will be the key processes to consider when studying its temporal evolution.
7One could also include this kind of terms inside the calculations. The strength of this interaction,
however, depends on the geometry of the system, its spatial distribution and its physical realization in
a very complex fashion. One would need to leave this interaction strength as a free parameter and then
fit the experimental data. We suppose that, in system which are not built to exploit this effect, this
strength is various order of magnitudes smaller than all the other interaction strength in exam.
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secular approximation. Using this approximation means to consider only the terms for
which ∆ω = ωm′m−ωn′n = 0, so that the time exponential vanishes. This is a reasonable
approximation when typical value of ∆ω are large with respect to other frequencies of
the composite system, because the time exponential rapidly oscillates and averages to
zero in a very short time. However, when ∆ω is small compared to other frequencies,
the error we introduce is quite large. This is the main reason why we will not strictly
use secular approximation.
In our problem, though, we will have two different scale of energies: the first is
...but a weak
version of itconnected to the energy of excitations inside the subsystem S (ω0 ≈ ω1), the second to
the coupling between these excitation (g). Since, in first approximation, we will take the
coupling as being much smaller than the energies of the excitations, we will use a weaker
version of the secular approximation: we will neglect the terms for which ∆ω ≈ ω0 ≈ ω1,
and retain those for which ∆ω ≈ g.
We have seen in the previous section that each Γii coefficient models three different
Neglecting
stimulated
processes
processes in it: spontaneous emission, stimulated emission and stimulated absorption.
As we said, stimulated processes can be neglected because of the low temperature of the
system; that is why we can take Γii(ω) = 0 if ω < 0. Since s
†
i can be thought of as an
operator that increases the energy of the system, while si decreases it, we can elimate
all the terms which give zero contribute and obtain:
ρ˙m
′m
SI (t) = Γii · ei(ωm′m−ωn′n)t × (A.25)
×
[
2 · si ρn
′n
SI (t) s
†
i − s†i si ρn
′n
SI (t) δnm − δm′n′ ρn
′n
SI (t) s
†
i si
]
.
Our last consideration concerns systems which are externally pumped. This pumping
Pumped system
can be modeled almost in the same way as all the other external interaction we have
taken into account so far; we just have to say that the number of available particles for
the stimulated absorption mechanism is hugely increased; nevertheless, we imagine that
the stimulated emission process is not affected by the pumping.8 This reverts the typical
considerations about the importance of the emission and absorption terms that appear
inside Γii. Operatively, we swap the position of si and s
†
i in Eq. (A.25) for the operator
si which describes the pumping effect on the subsystem S.
8This is reasonable: when a system is pumped in a certain level, there must be other decay mechanisms,
faster than the stimulated emission, that allow the system to continue in its pumping cycle.
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Here we present the matrix elements of all the system operators upon the eigenbasis
of the RWA Jaynes-Cummings model Hamiltonian.
The relation between Fock basis and eigenbasis of the system has been presented in
Ch. 4. The states |0,0〉 and |n,2〉 remain unchanged, while for n ≥ 1 we have:
|n,+〉 = cosαn|n,0〉+ sinαn|n−1,1〉;
|n,−〉 = sinαn|n,0〉 − cosαn|n−1,1〉;
|n,0〉 = cosαn|n,+〉+ sinαn|n,−〉;
|n−1,1〉 = sinαn|n,+〉 − cosαn|n,−〉.
All we are going to say here is indipendent from the value of the coefficients cosαn and
sinαn; anyway, their definition can be found in Eq. (4.11a) and following.
In the next sections, we will write the matrix elements as a function of n, not
explicitly writing what happens when n = 0: in this case, we just have to consider that
cosαn = 1 and sinαn = 0. With these two parameter values in mind, and eliminating
all the terms that depend in any way from n − 1 (that for n = 0 give an unacceptable
negative result) one can easily recover what happens for the states |0,0〉 and |n,2〉.
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1. Photonic Matrix Elements
In this section we show all the photon related matrix elements, calculated on the eigen-
basis of the Jaynes-Cummings Hamiltonian.
〈n−1,+| a |n,+〉 = [√n cosαn−1 cosαn +√n−1 sinαn−1 sinαn] ;
〈n−1,−| a |n,+〉 = [√n sinαn−1 cosαn −√n−1 cosαn−1 sinαn] ;
〈n−1,+| a |n,−〉 = [√n cosαn−1 sinαn −√n−1 sinαn−1 cosαn] ;
〈n−1,−| a |n,−〉 = [√n sinαn−1 sinαn +√n−1 cosαn−1 cosαn] ;
〈n+1,+| a† |n,+〉 = [√n+1 cosαn cosαn+1 +√n sinαn sinαn+1] ;
〈n+1,−| a† |n,+〉 = [√n+1 cosαn sinαn+1 −√n sinαn cosαn+1] ;
〈n+1,+| a† |n,−〉 = [√n+1 sinαn cosαn+1 −√n cosαn sinαn+1] ;
〈n+1,−| a† |n,−〉 = [√n+1 sinαn sinαn+1 +√n cosαn cosαn+1] ;
〈n,+| a†a |n,+〉 = [n− sin2 αn] ;
〈n,−| a†a |n,+〉 = sinαn cosαn;
〈n,+| a†a |n,−〉 = sinαn cosαn;
〈n,−| a†a |n,−〉 = [n− cos2 αn] ;
〈n,+| aa† |n,+〉 = [n+ cos2 αn] ;
〈n,−| aa† |n,+〉 = sinαn cosαn;
〈n,+| aa† |n,−〉 = sinαn cosαn;
〈n,−| aa† |n,−〉 = [n+ sin2 αn] ;
〈n−1,2| a |n,2〉 = √n;
〈n+1,2| a† |n,2〉 = √n+1;
〈n,2| a†a |n,2〉 = n;
〈n,2| aa† |n,2〉 = n+1.
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A similar description can be done for the atomic part.
〈n,+| σ00 |n,+〉 = cos2 αn;
〈n,−| σ00 |n,+〉 = sinαn cosαn;
〈n,+| σ00 |n,−〉 = sinαn cosαn;
〈n,−| σ00 |n,−〉 = sin2 αn;
〈n,+| σ11 |n,+〉 = sin2 αn;
〈n,−| σ11 |n,+〉 = − sinαn cosαn;
〈n,+| σ11 |n,−〉 = − sinαn cosαn;
〈n,−| σ11 |n,−〉 = cos2 αn;
〈n−1,+| σ01 |n,+〉 = cosαn−1 sinαn;
〈n−1,−| σ01 |n,+〉 = sinαn−1 sinαn;
〈n−1,+| σ01 |n,−〉 = − cosαn−1 cosαn;
〈n−1,−| σ01 |n,−〉 = − sinαn−1 cosαn;
〈n+1,+| σ10 |n,+〉 = cosαn sinαn+1;
〈n+1,−| σ10 |n,+〉 = − cosαn cosαn+1;
〈n+1,+| σ10 |n,−〉 = sinαn sinαn+1;
〈n+1,−| σ10 |n,−〉 = − sinαn cosαn+1;
〈n,+| σ02 |n,2〉 = cosαn;
〈n,−| σ02 |n,2〉 = sinαn;
〈n+1,+| σ12 |n,2〉 = sinαn+1;
〈n+1,−| σ12 |n,2〉 = − cosαn+1;
〈n,2| σ20 |n,+〉 = cosαn;
〈n,2| σ20 |n,−〉 = sinαn;
〈n−1,2| σ21 |n,+〉 = sinαn;
〈n−1,2| σ21 |n,−〉 = − cosαn.
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C
Calculation of ρ˙ Matrix Elements in JQP Lasers
To simplify the notation, in this appendix we omit the subscript SI and the time
dependance of ρ, i.e. whenever we write ρ we intend ρSI(t). Besides, we shorten cosαn
to cn and sinαn to sn. Moreover, we introduce the following symbols:
ρn,+ = 〈n,+|ρ|n,+〉;
ρn,− = 〈n,−|ρ|n,−〉;
ρn,2 = 〈n,2|ρ|n,2〉;
ρn,R = [〈n,+|ρ|n,−〉+ 〈n,−|ρ(t)|n,+〉] ;
ρn,I = −i [〈n,+|ρ|n,−〉 − 〈n,−|ρ(t)|n,+〉] ;
TE = ei(ωm′m−ωn′n)t.
It will be useful to notice that:
〈n,+| ρ |n,−〉 = 1
2
[
ρn,R + iρn,I
]
;
〈n,−| ρ |n,+〉 = 1
2
[
ρn,R − iρn,I] .
Since equations are very long, we rewrite Eq. (4.16) as follows:
ρ˙m
′m =
[
ρ˙m
′m
0 + ρ˙
m′m
1 + ρ˙
m′m
2 + ρ˙
m′m
3
]
;
ρ˙m
′m
0 = TE · Γ0
[
2 · a ρn′n a† − a†a ρn′n − ρn′n a†a
]
;
and the definitions of ρ˙m
′m
i for i 6= 0 follow in the intuitive way.
The first section of this appendix will be devoted to the presentation of all the matrix
elements we are interested in; in the second section we will show the resulting equation
in the weak secular approximation; the third section shows the equation we obtain after
having performed the secular approximation.
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1. Matrix Elements
1. Matrix Elements
1.1. Subscript 0 - Photonic Part.
TE〈n,+|a ρ a†|n,+〉 =
[
(n+1)c2nc
2
n+1 + ns
2
ns
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,+ +
+
[
(n+1)c2ns
2
n+1 + ns
2
nc
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,− +
+
{[
(n+ 1)c2n − ns2n
]
cn+1sn+1 −
√
n(n+ 1)cnsn(c
2
n+1 − s2n+1)
}
×
× [cos(∆n+1t) ρn+1,R + sin(∆n+1t) ρn+1,I] .
TE〈n,+| ρ a†a|n,+〉 = [n− s2n] ρn,+ + 12e−i∆ntcnsn (ρn,R + iρn,I) .
TE〈n,+|a†a ρ |n,+〉 = [n− s2n] ρn,+ + 12ei∆ntcnsn (ρn,R − iρn,I) .
TE〈n,−|a ρ a†|n,−〉 =
[
(n+1)s2nc
2
n+1 + nc
2
ns
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,+ +
+
[
(n+1)s2ns
2
n+1 + nc
2
nc
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,− +
+
{[
(n+ 1)s2n − nc2n
]
cn+1sn+1 +
√
n(n+ 1)cnsn(c
2
n+1 − s2n+1)
}
×
× [cos(∆n+1t) ρn+1,R + sin(∆n+1t) ρn+1,I] .
TE〈n,−| ρ a†a|n,−〉 = [n− c2n] ρn,− + 12ei∆ntcnsn (ρn,R − iρn,I) .
TE〈n,−|a†a ρ |n,−〉 = [n− c2n] ρn,− + 12e−i∆ntcnsn (ρn,R + iρn,I) .
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1. Matrix Elements
TE〈n,+|a ρ a†|n,−〉 =
=
{[
(n+ 1)c2n+1 − ns2n+1
]
cnsn −
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
ei∆nt ρn+1,+ +
+
{[
(n+ 1)s2n+1 − nc2n+1
]
cnsn +
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
ei∆nt ρn+1,− +
+
1
2
[
(2n+ 1)cnsncn+1sn+1 +
√
n(n+ 1)(c2nc
2
n+1 + s
2
ns
2
n+1)
]
ei(∆n−∆n+1)t
(
ρn+1,R + iρn+1,I
)
+
+
1
2
[
(2n+ 1)cnsncn+1sn+1 −
√
n(n+ 1)(c2ns
2
n+1 + s
2
nc
2
n+1)
]
ei(∆n+∆n+1)t
(
ρn+1,R − iρn+1,I) .
TE〈n,−|a ρ a†|n,+〉 =
=
{[
(n+ 1)c2n+1 − ns2n+1
]
cnsn −
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
e−i∆nt ρn+1,+ +
+
{[
(n+ 1)s2n+1 − nc2n+1
]
cnsn +
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
e−i∆nt ρn+1,− +
+
1
2
[
(2n+ 1)cnsncn+1sn+1 +
√
n(n+ 1)(c2nc
2
n+1 + s
2
ns
2
n+1)
]
e−i(∆n−∆n+1)t
(
ρn+1,R − iρn+1,I)+
+
1
2
[
(2n+ 1)cnsncn+1sn+1 −
√
n(n+ 1)(c2ns
2
n+1 + s
2
nc
2
n+1)
]
e−i(∆n+∆n+1)t
(
ρn+1,R + iρn+1,I
)
.
TE〈n,+| ρ a†a|n,−〉 = 1
2
[
n− c2n
] (
ρn,R + iρn,I
)
+ ei∆ntcnsn ρ
n,+.
TE〈n,+|a†a ρ |n,−〉 = 1
2
[
n− s2n
] (
ρn,R + iρn,I
)
+ ei∆ntcnsn ρ
n,−.
TE〈n,−| ρ a†a|n,+〉 = 1
2
[
n− s2n
] (
ρn,R − iρn,I)+ e−i∆ntcnsn ρn,−.
TE〈n,−|a†a ρ |n,+〉 = 1
2
[
n− c2n
] (
ρn,R − iρn,I)+ e−i∆ntcnsn ρn,+.
TE〈n,2|a ρ a†|n,2〉 = (n+1) ρn+1,2.
TE〈n,2| ρ a†a|n,2〉 = n ρn,2.
TE〈n,2|a†a ρ |n,2〉 = n ρn,2.
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1. Matrix Elements
1.2. Subscript 1 - 0 ↔ 1 Transitions.
TE〈n,+|σ01 ρ σ10|n,+〉 = c2ns2n+1 ρn+1,+ + c2nc2n+1 ρn+1,− +
− c2ncn+1sn+1
[
cos(∆n+1t) ρ
n+1,R + sin(∆n+1t) ρ
n+1,I
]
.
TE〈n,+| ρ σ11|n,+〉 = s2n ρn,+ −
1
2
cnsne
−i∆nt (ρn,R + iρn,I) .
TE〈n,+|σ11 ρ |n,+〉 = s2n ρn,+ −
1
2
cnsne
i∆nt
(
ρn,R − iρn,I) .
TE〈n,−|σ01 ρ σ10|n,−〉 = s2ns2n+1 ρn+1,+ + s2nc2n+1 ρn+1,− +
− s2ncn+1sn+1
[
cos(∆n+1t) ρ
n+1,R + sin(∆n+1t) ρ
n+1,I
]
.
TE〈n,−| ρ σ11|n,−〉 = c2n ρn,− −
1
2
cnsne
i∆nt
(
ρn,R − iρn,I) .
TE〈n,−|σ11 ρ |n,−〉 = c2n ρn,− −
1
2
cnsne
−i∆nt (ρn,R + iρn,I) .
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1. Matrix Elements
TE〈n,+|σ01 ρ σ10|n,−〉 = ei∆ntcnsn
(
s2n+1 ρ
n+1,+ + c2n+1 ρ
n+1,−)+
− 1
2
ei(∆n−∆n+1)tcnsncn+1sn+1
(
ρn+1,R + iρn+1,I
)
+
− 1
2
ei(∆n+∆n+1)tcnsncn+1sn+1
(
ρn+1,R − iρn+1,I) .
TE〈n,−|σ01 ρ σ10|n,+〉 = e−i∆ntcnsn
(
s2n+1 ρ
n+1,+ + c2n+1 ρ
n+1,−)+
− 1
2
e−i(∆n−∆n+1)tcnsncn+1sn+1
(
ρn+1,R − iρn+1,I)+
− 1
2
e−i(∆n+∆n+1)tcnsncn+1sn+1
(
ρn+1,R + iρn+1,I
)
.
TE〈n,+| ρ σ11|n,−〉 = 1
2
c2n
(
ρn,R + iρn,I
)− ei∆ntcnsn ρn,+.
TE〈n,+|σ11 ρ |n,−〉 = 1
2
s2n
(
ρn,R + iρn,I
)− ei∆ntcnsn ρn,−.
TE〈n,−| ρ σ11|n,+〉 = 1
2
s2n
(
ρn,R − iρn,I)− e−i∆ntcnsn ρn,−.
TE〈n,−|σ11 ρ |n,+〉 = 1
2
c2n
(
ρn,R − iρn,I)− e−i∆ntcnsn ρn,+.
TE〈n,2|σ01 ρ σ10|n,2〉 = 0.
TE〈n,2| ρ σ11|n,2〉 = 0.
TE〈n,2|σ11 ρ |n,2〉 = 0.
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1. Matrix Elements
1.3. Subscript 2 - 1 ↔ 2 Transitions.
TE〈n,+|σ12 ρ σ21|n,+〉 = s2n ρn−1,2.
TE〈n,−|σ12 ρ σ21|n,−〉 = c2n ρn−1,2.
TE〈n,±| ρ σ22|n,±〉 = 0
TE〈n,±|σ22 ρ |n,±〉 = 0
TE〈n,+|σ12 ρ σ21|n,−〉 = −cnsnei∆nt ρn−1,2.
TE〈n,−|σ12 ρ σ21|n,+〉 = −cnsne−i∆nt ρn−1,2.
TE〈n,±| ρ σ22|n,∓〉 = 0.
TE〈n,±|σ22 ρ |n,∓〉 = 0.
TE〈n,2|σ12 ρ σ21|n,2〉 = 0.
TE〈n,2| ρ σ22|n,2〉 = ρn,2.
TE〈n,2|σ22 ρ |n,2〉 = ρn,2.
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1. Matrix Elements
1.4. Subscript 3 - Pumping.
TE〈n,+|σ20 ρ σ02|n,+〉 = 0.
TE〈n,+| ρ σ00|n,+〉 = c2n ρn,+ +
1
2
cnsne
−i∆nt (ρn,R + iρn,I) .
TE〈n,+|σ00 ρ |n,+〉 = c2n ρn,+ +
1
2
cnsne
i∆nt
(
ρn,R − iρn,I) .
TE〈n,−|σ20 ρ σ02|n,−〉 = 0.
TE〈n,−| ρ σ00|n,−〉 = s2n ρn,− +
1
2
cnsne
i∆nt
(
ρn,R − iρn,I) .
TE〈n,−|σ00 ρ |n,−〉 = s2n ρn,− +
1
2
cnsne
−i∆nt (ρn,R + iρn,I) .
TE〈n,±|σ20 ρ σ02|n,∓〉 = 0.
TE〈n,+| ρ σ00|n,−〉 = 1
2
s2n
(
ρn,R + iρn,I
)
+ cnsne
i∆nt ρn,+.
TE〈n,+|σ00 ρ |n,−〉 = 1
2
c2n
(
ρn,R + iρn,I
)
+ cnsne
i∆nt ρn,−.
TE〈n,−|σ00 ρ |n,+〉 = 1
2
s2n
(
ρn,R − iρn,I)+ cnsne−i∆nt ρn,+.
TE〈n,−| ρ σ00|n,+〉 = 1
2
c2n
(
ρn,R − iρn,I)+ cnsne−i∆nt ρn,−.
TE〈n,2|σ20 ρ σ02|n,2〉 = c2nρn,+ + s2nρn,− + cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
TE〈n,2| ρ σ00|n,2〉 = 0.
TE〈n,2|σ00 ρ |n,2〉 = 0.
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2. Resulting Master Equations
2. Resulting Master Equations
2.1. Subscript 0 - Photonic Part.
ρ˙n,+0 = 2Γ0
[
(n+1)c2nc
2
n+1 + ns
2
ns
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,+ +
+ 2Γ0
[
(n+1)c2ns
2
n+1 + ns
2
nc
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,− +
+ 2Γ0
{[
(n+ 1)c2n − ns2n
]
cn+1sn+1 −
√
n(n+ 1)cnsn(c
2
n+1 − s2n+1)
}
×
× [cos(∆n+1t) ρn+1,R + sin(∆n+1t) ρn+1,I]+
− 2Γ0
[
n− s2n
]
ρn,+ − Γ0cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,−0 = 2Γ0
[
(n+1)s2nc
2
n+1 + nc
2
ns
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,+ +
+ 2Γ0
[
(n+1)s2ns
2
n+1 + nc
2
nc
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
ρn+1,− +
+ 2Γ0
{[
(n+ 1)s2n − nc2n
]
cn+1sn+1 +
√
n(n+ 1)cnsn(c
2
n+1 − s2n+1)
}
×
× [cos(∆n+1t) ρn+1,R + sin(∆n+1t) ρn+1,I]+
− 2Γ0
[
n− c2n
]
ρn,− − Γ0cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,20 = 2Γ0(n+1) ρ
n+1,2 − 2Γ0 n ρn,2.
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2. Resulting Master Equations
ρ˙n,R0 = 4Γ0
{[
(n+ 1)c2n+1 − ns2n+1
]
cnsn −
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
cos(∆nt) ρ
n+1,+ +
+ 4Γ0
{[
(n+ 1)s2n+1 − nc2n+1
]
cnsn +
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
cos(∆nt) ρ
n+1,− +
+ 2Γ0
[
(2n+ 1)cnsncn+1sn+1 +
√
n(n+ 1)(c2nc
2
n+1 + s
2
ns
2
n+1)
]
×
× [cos ((∆n −∆n+1)t) ρn+1,R − sin ((∆n −∆n+1)t) ρn+1,I]+
+ 2Γ0
[
(2n+ 1)cnsncn+1sn+1 −
√
n(n+ 1)(c2ns
2
n+1 + s
2
nc
2
n+1)
]
×
× [cos ((∆n + ∆n+1)t) ρn+1,R + sin ((∆n + ∆n+1)t) ρn+1,I]+
− Γ0(2n− 1) ρn,R − 2Γ0cnsn cos(∆nt)
(
ρn,+ + ρn,−
)
.
ρ˙n,I0 = 4Γ0
{[
(n+ 1)c2n+1 − ns2n+1
]
cnsn −
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
sin(∆nt) ρ
n+1,+ +
+ 4Γ0
{[
(n+ 1)s2n+1 − nc2n+1
]
cnsn +
√
n(n+ 1)(c2n − s2n)cn+1sn+1
}
sin(∆nt) ρ
n+1,− +
+ 2Γ0
[
(2n+ 1)cnsncn+1sn+1 +
√
n(n+ 1)(c2nc
2
n+1 + s
2
ns
2
n+1)
]
×
× [sin ((∆n −∆n+1)t) ρn+1,R + cos ((∆n −∆n+1)t) ρn+1,I]+
+ 2Γ0
[
(2n+ 1)cnsncn+1sn+1 −
√
n(n+ 1)(c2ns
2
n+1 + s
2
nc
2
n+1)
]
×
× [sin ((∆n + ∆n+1)t) ρn+1,R − cos ((∆n + ∆n+1)t) ρn+1,I]+
− Γ0(2n− 1) ρn,I − 2Γ0cnsn sin(∆nt)
(
ρn,+ + ρn,−
)
.
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2. Resulting Master Equations
2.2. Subscript 1 - 0 ↔ 1 Transitions.
ρ˙n,+1 = 2Γ1c
2
n
(
s2n+1 ρ
n+1,+ + c2n+1 ρ
n+1,−)+
− 2Γ1c2ncn+1sn+1
[
cos(∆n+1t) ρ
n+1,R + sin(∆n+1t) ρ
n+1,I
]
+
− 2Γ1s2n ρn,+ + Γ1cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,−1 = 2Γ1s
2
n
(
s2n+1 ρ
n+1,+ + c2n+1 ρ
n+1,−)+
− 2Γ1s2ncn+1sn+1
[
cos(∆n+1t) ρ
n+1,R + sin(∆n+1t) ρ
n+1,I
]
+
− 2Γ1c2n ρn,− + Γ1cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,21 = 0
ρ˙n,R1 = 4Γ1cnsn cos(∆nt)
(
s2n+1 ρ
n+1,+ + c2n+1 ρ
n+1,−)+
− 2Γ1cnsncn+1sn+1
[
cos((∆n −∆n+1)t) ρn+1,R − sin((∆n −∆n+1)t) ρn+1,I
]
+
− 2Γ1cnsncn+1sn+1
[
cos((∆n + ∆n+1)t) ρ
n+1,R + sin((∆n + ∆n+1)t) ρ
n+1,I
]
+
− Γ1 ρn,R + 2Γ1cnsn cos(∆nt)
(
ρn,+ + ρn,−
)
.
ρ˙n,I1 = 4Γ1cnsn sin(∆nt)
(
s2n+1 ρ
n+1,+ + c2n+1 ρ
n+1,−)+
− 2Γ1cnsncn+1sn+1
[
sin((∆n −∆n+1)t) ρn+1,R + cos((∆n −∆n+1)t) ρn+1,I
]
+
− 2Γ1cnsncn+1sn+1
[
sin((∆n + ∆n+1)t) ρ
n+1,R − cos((∆n + ∆n+1)t) ρn+1,I
]
+
− Γ1 ρn,I + 2Γ1cnsn sin(∆nt)
(
ρn,+ + ρn,−
)
.
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2. Resulting Master Equations
2.3. Subscript 2 - 1 ↔ 2 Transitions.
ρ˙n,+2 = 2Γ2s
2
n ρ
n−1,2.
ρ˙n,−2 = 2Γ2c
2
n ρ
n−1,2.
ρ˙n,22 = −2Γ2 ρn,2.
ρ˙n,R2 = −4Γ2cnsn cos(∆nt) ρn−1,2.
ρ˙n,I2 = −4Γ2cnsn sin(∆nt) ρn−1,2.
2.4. Subscript 3 - Pumping.
ρ˙n,+3 = −2Γ3c2n ρn,+ − Γ3cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,−3 = −2Γ3s2n ρn,− − Γ3cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,23 = 2Γ3
(
c2n ρ
n,+ + s2n ρ
n,−)+
+ 2Γ3cnsn
[
cos(∆nt) ρ
n,R + sin(∆nt) ρ
n,I
]
.
ρ˙n,R3 = −Γ3 ρn,R − 2Γ3cnsn cos(∆nt)
(
ρn,+ + ρn,−
)
.
ρ˙n,I3 = −Γ3 ρn,I − 2Γ3cnsn sin(∆nt)
(
ρn,+ + ρn,−
)
.
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3. Overall Equations with Secular Approximation
3. Overall Equations with Secular Approximation
ρ˙n,+ =
{
2Γ0
[
(n+1)c2nc
2
n+1 + ns
2
ns
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 c
2
ns
2
n+1
}
ρn+1,+ +
+
{
2Γ0
[
(n+1)c2ns
2
n+1 + ns
2
nc
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 c
2
nc
2
n+1
}
ρn+1,− +
+
{[
2Γ0 s
2
n − 2Γ1 s2n − 2Γ3 c2n
]− 2Γ0 n} ρn,+ + 2Γ2 s2n ρn−1,2.
ρ˙n,− =
{
2Γ0
[
(n+1)s2nc
2
n+1 + nc
2
ns
2
n+1 − 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 s
2
ns
2
n+1
}
ρn+1,+ +
+
{
2Γ0
[
(n+1)s2ns
2
n+1 + nc
2
nc
2
n+1 + 2 ·
√
n(n+1)cnsncn+1sn+1
]
+ 2Γ1 s
2
nc
2
n+1
}
ρn+1,− +
+
{[
2Γ0 c
2
n − 2Γ1 c2n − 2Γ3 s2n
]− 2Γ0 n} ρn,− + 2Γ2 c2n ρn−1,2.
ρ˙n,2 = 2Γ0(n+1) ρ
n+1,2 − [2Γ0 n+ 2Γ2] ρn,2 + 2Γ3
(
c2n ρ
n,+ + s2n ρ
n,−) .
ρ˙n,R = {[Γ0 − Γ1 − Γ3]− 2Γ0 n} ρn,R.
ρ˙n,I = {[Γ0 − Γ1 − Γ3]− 2Γ0 n} ρn,I .
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D
Changing picture and basis
Following the procedure we describe in App. A, we find the master equation of the
system in interaction picture and in the eigenbasis of the system. However, the state
of a system is determined by the density matrix elements in the Schro¨dinger picture,
and the eigenbasis may not be the most suitable basis to have physical insights; we thus
choose to transform the results we obtained.
There are two different approaches that we can follow: the first simply consists in
solving the equations we have and then transforming the results; the second is actually
transforming the equations to directly work in the picture and basis that we want. This
appendix is devoted to study this second approach, since it leads to equations which are
numerically easier to solve.
1. From Interaction Picture to Schro¨dinger Picture
In a quantum system S, the probability of occupation of a state is given by the system’s
density matrix corresponding element in the Schro¨dinger picture. To explore how the
system evolves, thus, we want to change the results we obtained in App. C from the
interaction picture to the Schro¨dinger picture.
Let |A〉 and |B〉 be two generic states in our Hilbert space. The relation between
the density matrix element in interaction picture – ρSI – and the matrix elements in
Schro¨dinger picture – ρS – is outlined in the next equation:
〈A|ρ|B〉(t) = 〈A|ρS(t)|B〉. (D.1)
= 〈A|e−iHSt ρSI(t) eiHSt|B〉.
d
dt
〈A|ρ|B〉(t) = 〈A|ρ˙S(t)|B〉. (D.2)
= 〈A|e−iHSt ρ˙SI(t) eiHSt|B〉 − i〈A| [HS , ρS(t)] |B〉.
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From the definition of density matrix we have that, when |A〉 = |B〉, Eq. (D.1)
represents the probability of occupation of the state |A〉, while Eq. (D.2) is its time
derivative. We will find useful also to have the relations that express ρSI as a function
of ρS . Here they are:
〈A|ρSI(t)|B〉 = 〈A|eiHSt ρS(t) e−iHSt|B〉. (D.3)
〈A|ρ˙SI(t)|B〉 = 〈A|eiHSt {ρ˙S(t) + i[HS , ρS(t)]} e−iHSt|B〉. (D.4)
The four equations we just wrote give us the recipe to write the master equations
in Schro¨dinger picture. Working from this starting point, we can find the following
relationships:1
ρn,RSI (t) = cos(∆nt) ρ
n,R
S (t)− sin(∆nt) ρn,IS (t);
ρn,ISI (t) = sin(∆nt) ρ
n,R
S (t) + cos(∆nt) ρ
n,I
S (t);
ρn,RS (t) = cos(∆nt) ρ
n,R
SI (t) + sin(∆nt) ρ
n,I
SI (t);
ρn,IS (t) = − sin(∆nt) ρn,RSI (t) + cos(∆nt) ρn,ISI (t);
ρ˙n,RSI (t) = cos(∆nt) ρ˙
n,R
S (t)− sin(∆nt) ρ˙n,IS (t)−∆n ρn,ISI (t);
ρ˙n,ISI (t) = sin(∆nt) ρ˙
n,R
S (t) + cos(∆nt) ρ˙
n,I
S (t) + ∆n ρ
n,R
SI (t);
ρ˙n,RS (t) = cos(∆nt) ρ˙
n,R
SI (t) + sin(∆nt) ρ˙
n,I
SI (t) + ∆n ρ
n,I
S (t);
ρ˙n,IS (t) = − sin(∆nt) ρ˙n,RSI (t) + cos(∆nt) ρ˙n,ISI (t)−∆n ρn,RS (t).
Notice that ρn,+, ρn,− and ρn,2 do not change when changing representation picture,
nor do their time derivatives.
2. From Eigenbasis to Fock Basis
It is useful to explicit the results of our calculation in what we called the Fock basis of
the system, in which states are labeled by the number of photons in the cavity and of
electrons in the qubit: this allows for an easier experimental interpretation of the results
and an easier theoretical confrontation with papers in the literature. The second part
of this appendix is thus devoted to introduce the equations needed to go back from the
eigenbasis to the Fock basis of the system.
We will make use of the following notation:
1As well as we did for ρSI , we define ρ
n,R
S (t) = 2R(〈n,+|ρS(t)|n,−〉). All other definitions follow in the
obvious way.
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ρn,0(t) = 〈n,0|ρ(t)|n,0〉;
ρn,1(t) = 〈n,1|ρ(t)|n,1〉;
ρn,2(t) = 〈n,2|ρ(t)|n,2〉;
ρn,3(t) = 2R(〈n,0|ρ(t)|n−1,1〉);
ρn,4(t) = 2I(〈n,0|ρ(t)|n−1,1〉).
The equations we need to express the basis change come from the definitions of the
eigenbasis of the system, which is the so-called dressed states basis we introduced in
Eq. (4.10a). Then, to perform the basis change, we will use the following relationships,
that express density matrix elements in the Fock basis as a function of those in the
eigenbasis:
ρn,0S = c
2
n ρ
n,+
S + s
2
n ρ
n,−
S + cnsn ρ
n,R
S ; (D.5a)
ρn,1S = s
2
n+1 ρ
n+1,+
S + c
2
n+1 ρ
n+1,−
S − cn+1sn+1 ρn+1,RS ; (D.5b)
ρn,2S = ρ
n,2
S ; (D.5c)
ρn,3S = 2cnsn
[
ρn,+S − ρn,−S
]
− (c2n − s2n) ρn,RS ; (D.5d)
ρn,4S = −ρn,IS . (D.5e)
Similarly, we can write the equations which perform the inverse operation:
ρn,+S = c
2
n ρ
n,0
S + s
2
n ρ
n−1,1
S + cnsn ρ
n,3
S ; (D.6a)
ρn,−S = s
2
n ρ
n,0
S + c
2
n ρ
n−1,1
S − cnsn ρn,3S ; (D.6b)
ρn,2S = ρ
n,2
S ; (D.6c)
ρn,RS = 2cnsn
[
ρn,0S − ρn−1,1S
]
− (c2n − s2n) ρn,3S ; (D.6d)
ρn,IS = −ρn,4S . (D.6e)
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