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Abstract. Human subjects standing in a sinusoidally mov­
ing visual environment display postural sway with character­
istic dynamical properties. We analyzed the spatiotemporal 
properties of this sway in an experiment in which the fre­
quency of the visual motion was varied. We found a constant
lation to motion sickness (Riccio and StolTregen 1991) but 
also because postural control is a basis for voluntary mo­
tor behavior (for a review see Massion 1992) and can be 
regarded as an example of multisensory integration (Dich- 
gans and Brandt 1978). The conventional method of analy-
gain near 1, which implies that the sway motion matches the sis identities contributions to postural control with functions 
spatial parameters of the visual motion for a large range of which are independent of the overall task or behavior. For
frequencies. A linear dynamical model with constant param- instance, the contribution made by the biomechanical prop-
eters was compared quantitatively with the data. Its failure to erties of the system, the contribution of vision, and of the
describe correctly the spatiotemporal properties of the sys- vestibuiar system have been distinguished. In this picture
tem led us to consider adaptive and nonlinear models. To dif- the role of an individual sensory system is to act as an in- 
ferentiate between possible alternative structures we directly put signal for an otherwise passive postural control system.
litted nonlinear differential equations to the sway and visual The system components are conceptualized as separable and
motion trajectories on a trial-by-triai basis. We found that well-defined units. Each is characterized by individual be- 
the eigenfrequency of the fitted model adapts strongly to the havioral characteristics that may be described by a constant 
visual motion frequency. The damping coefficient decreases transfer function between adequate input and output vari-
with increasing frequency. This indicates that the system ables. Vision, for instance, has been described as an external
destabilizes its postural state in the inertial frame. This leads driving force acting on the postural control system which is
to a faster internal dynamics which is capable of synchro- behaving like an inverted pendulum or driven second- or
nizing posture with last-moving visual environments. Using third-order linear system in order to explain the postural
an algorithm which allows the identification of essentially sway induced by a moving visual environment (Lestienne et
nonlinear terms o f the dynamics we found small nonlinear al. 1977; Talbott 1980; Ishida and Miyazaki 1987; van Asten 
contributions. These nonlinearities are not consistent with a
limit-cyele dynamics, accounting for the robustness of the 
amnlitude of nostural swav against fretiuenev variations. We
This approach seems to be problematic when the postu­
ral control system does not only react passively to changes 
interpret our results in terms of active generation of postu- in the sensory channels. Changes in the system dynamics 
ral sway specified by sensory information. We derive also by adaptation may occur, or the system may actively self- 
a number of conclusions for a behavior-orienled analysis of generate motor activity which is only loosely coupled to 
the postural system.
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the driving visual stimulus. Deviations from the 
properties of a passive linear system have been observed, 
for instance by Maioli and Poppele (19 9 1) and by Talbott 
and Brookhart ( 1980), who varied the temporal frequency
of mechanical perturbations, leading to the interpretation of 
I Introduction postural behavior as an adaptive control process (Schuster
and Talbott 1980). Dijkstra et al. (1994a) varied the visual 
Postural control has been studied intensively over the past distance from a moving visual environment and found de- 
two decades (Nashner and McCollum 1985), not only be- viations from the gain predicted by a passive linear model 
cause ol its clinical relevance (Maki et al. 1987) and re- (Schöner 19 9 1 ) for the effect of visual flow on postural con-
. . .  .. , , m  i t m • •. /n  i trol. More direct evidence for active generation of postural* Present address: Department ol Psychology, university ol Pennsylva- , . . . . 1 ,
nia, 3815 Walnut street, f a  19104 Philadelphia. USA »way was obtained when the relative timing ol sway and
** Present address: CNRS-LNC, 31, Chemin Joseph Aiguier. p . 13402 visual motion was analyzed as a function of the frequency
Marseille Codex 2«, France of visual motion (Dijkstra el al. 1994b). It was found that
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temporal coherence between stimulus and postural response projected. A real-time feedback architecture made it possi-
is lost at higher frequencies and relative coordination in the ble to control the visual input on the optic array indepen-
sense of von Holst (1937) was observed. A dynamical sys- dently of the postural reaction. The precise temporal control
tem analysis of the relative phase showed that this effect is of the stimuli makes the data well suited for an analysis
incompatible with an account based on a simple linear pas- of the dynamical properties of the visually induced postural
sively driven postural control system. More generally, work sway. The stimuli simulated a fronto-parallel wall covered
in several related fields points toward a more active role of with 140 dots at a mean distance of 50 cm. The wall moved
the postural control system. Different postural motor strate­
gies are selected in response to external and internal con­
straints (Nashner and McCollum 1985). Posture is involved 
in an anticipatory compensation of perturbations induced by 
voluntary movement (Massion 1992), and central set effects 
on posture have been postulated (e.g., Horak et al. 1989).
In the light of these findings, approaches which assume 
modules of the postural control system that are fixed iden-
sinusoidally in forward-backward direction with frequencies 
of 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5 Hz. The amplitude of vi­
sual motion co-varied with frequency so as to keep the mean 
absolute velocity o f the wall constant. The amplitudes (10, 
5, 2.5, 1.67, 1.25 and 1 cm) were near the threshold for con­
scious motion perception. This minimizes nonlinear effects 
caused by physical limitations of the motor effectors or ge­
ometric distortions of the stimuli. All conditions contained
,itillable entities, appear problematic. The question therefore two perturbations' of the phase of the sinusoidal stimulus 
arises how the postural system might alternatively be con- motion o f 180 deg at the point of maximum velocity. Each
We e condition was repeated six times. Each trial lasted for 140 
by starting from two basic assumptions: (I) Analysis is made s and the first 20 s used for adaptation were not stored, 
in terms of variables that characterize the action-perception Six subjects with normal or corrected-to-normal vision were
e in the intact behavior. These variables -  for instance 
the position o f the center of mass in the world -  are usu­
ally multi-sensory, highly integrated quantities seen from the 
point of view of individual sensory channels. (2) The dynam­
ics of the action-perception cycle is identified in a situation 
in which the system shows stable and reproducible postural 
behavior in relation to its environment. As the behavioral 
situation changes (e.g., if  the available sensory information 
is manipulated), this dynamics may change. This change has 
to be identified rather than predicted. The result o f such an 
analysis is a dynamical system that links the dynamical prop­
erties of the system within one behavioral state, for instance 
responses to external perturbations and the spontaneous be­
havior in the absence of such perturbations. When a simple 
dynamics describing the system in all behavioral situations 
seems not to exist we propose to proceed in two steps. First 
the dynamics in the individual behavioral situations has to be 
identified. In a next step these individual dynamics may be 
embedded into a more complex dynamical system, which, 
for example, may allow bifurcations between qualitatively
aviors.
To perform such a ‘behavioral’ analysis we refer to an 
experiment in which subjects stood on firm ground while be­
ing presented with an oscillatory moving visual environment 
(Dijkstra et al. 1994a,b). The frequency dependence of gain 
and visual expansion rate are reported. By fitting gain and 
phase with a constant-parameter linear dynamical model we 
expose the shortcomings o f an analysis by decomposition 
into passive invariant modules of postural control (Sect. 3). 
We then develop a method for fitting linear (Sect. 4) and non­
linear (Sect. 5) models directly to the time series of postural 
and visual motion, so that the dynamics can be determined 
independently for each behavioral condition.
tested in all conditions. Three of the subjects were familiar 
with the purpose of the experiment.
3 Analysis in terms of constant parameter models
2 Experimental methods
We briefly summarize the experimental paradigm and meth­
ods. For more details see Dijkstra et al. (1994a). Subjects 
stood approximately 50 cm in front of a large translucent 
screen on which computer-generated visual displays were
To characterize the postural system in terms of different 
invariant modules a typical assumption is that the postu­
ral control system is a second-order linear dynamical sys­
tem or filter, driven by sensory input (Schuster and Talbott
1980; Ishida and Miyazaki 1987; van Asten et al. 1988b; 
Schoner 1991). Such models can be compared with experi­
mental data by measuring the dependence of postural sway 
measures such as gain, phase and root mean square on the 
manipulated experimental parameter, such as frequency and 
amplitude of an external perturbation. Since it is assumed 
that the model parameters remain constant for different ex­
ternal stimulations, their values can be determined by fitting 
the experimentally observed dependencies. If this fitting is 
successful, the invariant modules o f the control system have 
been identified and, in principle, predictions arise as to the 
response to other types of stimulation. This is the classical 
program of analysis. In this section we follow that program 
to highlight in which form it fails.
To set the stage for such an analysis we refer to the model 
by Schoner (1991). The model postulates a second-order dy­
namical system to describe the postural control system which 
is driven by the visual expansion rate. The model addresses 
postural sway in behavioral variables that are directly ac­
cessible to observation, such as the position of the eye in 
the world and the retinal expansion rate. Because both vari­
ables are plausibly available to physiological mechanisms 
(although the first involves a nontrivial integration of sen­
sory information), this model can be used as a representa­
tive o f the classical approach. At the same time, however, 
we shall show in Sect. 4 that the model is more adequately 
interpreted and applied within a behavior-oriented analysis.
We first derive the predictions of the model for the de­
pendence of gain and phase on frequency (Sect. 3.1) and then
MM M
! An exception is the 0.05 Hy, condition, which contained only one per­
turbation because of the low number of  cycles within an experimental trial.
determine the parameters by fitting 
experimental results (Sect. 3.2).
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3.1 Linear dynamic model of postural coupling to vision
The position, x, of the eye in the inertial world is asj 
to be governed by a dynamical system of the form:
By transforming the dynamics (3) into polar coordinates, 
stability measures of the stationary oscillatory solutions 
have been derived and compared with experimental results 
(Schoner 1991; Dijkstra et al. 1994a, b).
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In the present analysis, the first three terms are interpreted 
as expressing the capability o f  the postural system to sta­
bilize the position of the eye in the world in the absence 
of visual information (e.g. as observed under eyes-closed 
conditions). The parameter a  is the damping coefficient and 
u>o the eigenfrequency o f  the system. White noise, £t. 
zero mean and autocorrelation function <  £/,&+r > =  
accounts for the occurrence of fluctuating postural sway in 
the absence of visual information. Q determines the strength 
of the noise.
The last term singles out the contribution of vision to 
posture by coupling the expansion rate of the optical flow 
in the visual scene additively to the dynamics. This is a 
scale invariant variable that includes both the contribution 
of sway and the movement of structures in the environment 
to optic flow. If D(t) is the distance of the visual scene 
from the origin of the coordinate system in which sway is
measured the expansion rate is defined as e(x,t) (D
x)/(D x). We shall consider sinusoidally moving scenes
at a mean distance, Dq, which is assumed to be much larger 
than the oscillation amplitude, D r , yielding formally D(t) -  
Do + Dr sin(oj£)t), where ojp/Qir) is the frequency o f the 
sinusoidal motion o f  the scene. If Do is also much larger than 
the sway amplitude the time dependence in the denominator 
of c can be neglected yielding the dynamics:
3.2 Quantitative comparison with experiment
3.2./ Methods. Data were smoothed with a Gaussian (liter (standard devi­
ation 0,64 s for frequency condition 0.05 Hz, 0.36 s for 0.1 Hz, and 0 . IK 
s for frequency conditions 0.2-0.5 Hz), Angular expansion rate was calcu­
lated as a time series from the recorded stimulus motion and subjects’ eye 
position (cf. Dijkstra et al. ! 994a) and the amplitude of this time series was 
determined from the spectrum at the driving frequency. To ensure station- 
arity, periods of 8 s after the phase perturbations of  the stimulus motion (ef. 
Sect.2) were excluded from the spectral analysis and the determination of 
gain and phase. For the spectral analysis we used a Welch procedure (Marple 
1987) with factor 3 zero padding and averaging over seven segments. Gain 
and stationary phase were calculated using a procedure described in Dijk­
stra et al. (1994a). It is based on the detection of significant extrema of the 
visual and response signal using an adaptive peak-picking algorithm. The 
gain can then be simply computed as the ratio of mean amplitudes at the 
significant extrema of the driving signal and of the measured response sig­
nal. Local cycle times are determined by computing the temporal distance 
between subsequent extrema yielding local frequency estimates by taking 
the reciprocals. The values were averaged over four different extrema types: 
peaks and valleys of position and of velocity signals. More details about the 
algorithms and about the calculation of the phase of the transfer function 
can be found in Dijkstra et al. (1994a, b). Typically the results of gain and 
phase as calculated by the method of Dijkstra et al. ( 1994a, b) were highly 
correlated with the results from a classical spectral analysis using the Welch 
procedure (for instance r  = 0 .6 7 . . ,  0.95, mean 0.88, I, >  4.4 for gain). 
The procedure based on significant extrema seemed to be more robust for 
our data and remains applicable for nonlinear systems.
To test the adequateness of linear dynamical models with constant 
parameters we fitted the experimentally determined transfer functions with 
the functional forms predicted from the model. These lits minimized the
Jl-TTTr-Tl I
X =  —tv x  — oJq X  +  \ J Q  £/. +  ( r,*cnv L )r U j ) / D o )  COS(aJ j j t )  (2) deviations of the predicted values of the transfer function from the data in
sqtiare-norm in the Gaussian plane. Using a nonlinear Levenberg-Marquardt
Here, ô: = tv + cmv/ D q is the effective damping containing minimization procedure (Press et al. 1988) we minimized a functional of
both the nonvisual contribution, a  and the visual contribu- the form S  = ] T \  [(G* -  G V i m ) ) “ + /*(¥>* -  v?(wD ii))2] , where
tion, Cenv/A). For purposes o f  quantitative identification o f  is the driving frequency of trial i, and G\: and tpi are the measured values
the model parameters we generalize the equation slightly 
by allowing an additional constant phase delay t/\ between 
driving force and response:
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By Fourier transformation of the deterministic part of (3) the
transfer function I l ( i u j )  -  G { u )  exp(i<p(oj)) X ( i u ) i t o  )
is obtained, where X(iu>) and U(iu>) are the Fourier trans­
forms of x  and the oscillatory component of visual distance 
= Dr sin(ulot). The gain and the phase are then given
of gain and phase. Choosing K  = 0.15 we obtained approximately equal 
qualities of the lits for gain and phase with the resulting parameter set. For 
illustration purposes and to check the consistency of the lilted model we 
also performed lits without an additional phase delay i/> and lits based on 
a stepwise procedure. In the latter we either litted the phase from (5) first 
and then used (4) to determine (Vnv ( ‘fits starting from the phase’), or we 
used the gain equal ion (4) for the determination of all parameters anil used 
(5) only to predict the frequency dependence of the phase and to compare 
it with the measured dependency ( ‘lits starling from gain’). The qualities of 
the fits were evaluated by calculating the percentages of the total variance 
of the measured gain and phase which was explained by the lilted models.
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of the expansion rate on the optic array 
from (1), cf. Dijkstra et al. (1994a):
( 4 )
(5)
3.2.2 Results and discussion. In all plots showing the results 
separately for the six subjects the order of presentation (from
left to right) is: GS, MG, CG, CK, AM, JO. Ail significance 
tests in the paper refer to a significance level of 5%.
The amplitude of sway as a function of driving frequency 
is shown in Fig. I, where the gain has been plotted as a func­
tion of the frequency of the visual scene. The most striking 
overall result here is that amplitude changes only weakly 
with frequency, with an increase for low frequencies, and
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Fig. 1. Gain of transfer function as a 'function of driving frequency for six 
subjects.The error bars mark the standard deviations over the repetitions of 
the experimental conditions. The sequence of presentation of the results of 
the subjects is always (from left to rigtif)’. GS, MG, CG, CK, AM, JO
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Kij». 2. Amplitude of the .reconstructed expansion rate on the optic array 
as a function of driving frequency for six subjects. The dash-dotted line 
marks the amplitude of the expansion rate for a stationary observer placed 
at distance Do in front o f  the stimulus
a plateau at higher frequencies for all subjects except MG. 
There is little evidence for a resonance type maximum near 
typical sway frequencies (of about 0 .1-0.2  Hz). Moreover, a 
gain near 1 indicates that postural sway matches the move­
ment of the visual scene in amplitude. Specifically, the gain 
showed a significant dependence on driving frequency for 
all six subjects (F(5,30) >  5.8). For three subjects the fre­
quency dependence o f gain was not significant for frequen­
cies above 0.1 Hz (F (3 ,2 0 )  <  1.5).
The amplitude o f the reconstructed angular expansion 
rate of the optical flow is presented in Fig. 2. For all subjects 
except one the expansion rate varies with driving frequency 
and is slightly smaller in the middle frequency range. The 
frequency effect is significant in four cases (F(5, 30) >  4.8). 
One subject (MG) shows a continuous significant increase 
towards higher frequencies (.F(5,30) = 22.9). In the ligure 
the dashed horizontal line indicates the amplitude o f the ex­
description has to be adapted in a more or less complex way 
if external variables such as distance or stimulus frequency 
are changing. An alternative description of the system is 
obtained by: (1) Characterization of the external stimulus 
motion and the postural sway in a single coordinate sys­
tem (the external inertial frame in our case). (2) Analysis of 
the system in terms of the complete action-perception cycle 
revealing a tendency of the system to match the postural 
movement and the environmental motion in amplitude. This 
description is simpler in the sense that it remains invari­
ant when parameters outside the system, such as distance or 
frequency, are changing.
Figure 3 (middle part) shows the phase o f the transfer 
function. Superficially, the typical structure of a linear driven 
system is apparent, with a phase lead at low frequencies, in- 
phase near resonance and a phase lag at high frequencies
pansion rate for a stationary observer at the resting position. (for details see Dijkstra et al. 1994b). However, this phase
Evidently, all subjects are able to reduce the amplitude of effect is much less accentuated than expected, very like the
the retina] optical flow through the compensatory postural rather muted resonance effect in the gain variable. To make
movement by an amount o f between 20% and 60%. This is this point explicit, we fitted the parameters of the model
consistent with a gain near 1 and a phase which does not (3) to the measured transfer functions. Without additional
strongly deviate from zero (see below). Both may be inter- phase delay (■//’ = 0) corresponding to the original model by
preled as a tendency of the system to match the spatiotempo- Schöner [ 1991 ; cf. ( 1)] we found that no consistent fits were
ral structure of the motion of the environment yielding to a possible. Figure 3 demonstrates this inconsistency, compar
ase
reduction of the retinal optical flow. An exception is subject ing the fits starting from the gain and from the phase for 
MG, who tends to produce high-amplitude oscillations in the a typical subject. Fitting the frequency dependence of the 
upper frequency range which even enhance the optical (low gain correctly leads to a deviation of the pi
from the data and vice versa. The parameter values obtained 
from both fits differed by factors up to 4 and were at times 
outside the range determined as consistent with the rela­
tive phase dynamics (cf. Dijkstra et al. 1994b). When an 
additional phase delay was permitted, the results did not im­
prove and the fit quality became very variable. The fitted 
parameters predicted much stronger frequency dependence 
of expansion rate according to equation (6) than was exper­
imentally observed (cf. Fig. 3, bottom). The low fit quality 
is also reflected in the low explained variances for the eom-
on average 40%.
We remark that almost any frequency dependency of 
the transfer function could be fitted by a linear dynami-
beyond the resting-observer level. However, the frequency 
dependence o f the amplitude of expansion rate rules out 
a simple expansion-rate thresholding mechanism, through 
which expansion rate would be kept just below a maximal 
value. This interpretation is corroborated by the results of  
Dijkstra el al. (1994a), who found that the expansion-rate 
amplitude strongly decreases with visual stimulus distance 
Do, and by the results of Paulus et al. (1989), who found a
better stabilization of posture 
the visual object-motion 
The two results on e
would be predicted from
rate and gain suggest that 
a description o f  this system in terms of peripheral sensory 
variables (such as the retinal slip) is not simple. The system
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Fig. 3. Fitting of transfer function (top, gain; middle ,  phase) with constant 
parameters: The crosses mark the measured values for gain and phase for 
a typical subject. The lines indicate the predicted shape of the transfer 
function of a linear driven system with the fitted parameters. The continuous 
line refers to a fit which started from the gain data and fitted the phase in 
a second step. The dashed line was obtained with the fit starting from the 
phase data and gain was fitted in the second step. The bottom panel shows 
the amplitudes of the visual expansion rates that would be predicted from 
the fitted models. If the real system were linear and had constant parameters 
the two fits should not differ significantly
cal system with appropriately high ause in
studies using information criteria for a model order estima­
tion orders of 2-3  have been found to be •iate for
the linear approximation of the posture system (Ishida and 
Miyazaki 1987) we did not investigate higher-order models. 
The second-order model was also consistent with the re­
sults on visually induced postural sway by van Asten et al. 
(1988b). The deviations from a second-order linear system 
found by Dijkstra et al. (1994a, b) point to essentially non­
linear components of the dynamics and can not be simply 
accounted for by increasing the order of the linear model. 
This led us to the investigation of adaptive and nonlinear 
systems rather than of higher-order linear systems.
4 Linear dynamic model with adaptive parameters
Two aspects of the dynamic properties of this aetion-per- 
ception system remain unclear: (1) The constant-parameter 
linear model fails to account for the change in sway ampli­
tude and phase with frequency: The sway pattern produced 
is more tightly linked in space and time to the motion of the
J T « » V r 1  * ♦  » 1 X C B ^  I - I  « V »  *  N »  »
“Phis is simply a consequence of the Weierstrass approximation theorem 
stating that any smooth function can be approximated arbitrarily well by a 
polynomial of sufficiently high order.
visual scene than expected for a passively driven system. We 
had reported a similar tendency earlier in experiments that 
varied the distance to the visual scene (Dijkstra et al. 1994a). 
The first deviation could be accounted for by changing the 
order of the linear system. For the second deviation at least 
an adequate distance-dependent modification of the visual 
coupling would be required. (2) Visual motion continues to 
affect the space-time structure of postural sway even in a 
regime where temporal coherence between these signals is 
lost (through an instability of the relative phase dynamics). 
This was shown in an earlier analysis of the relative phase 
between sway and visual motion (Dijkstra et al. 1994b) and 
can not be accounted for within the picture of a simple linear 
passively driven system at all.
One obvious alternative explanation aliens
is that the parameters of the postural system depend on the 
frequency of visual motion, top (and probably on the dis­
tance from the stimulus). In the model this would mean that 
even those parts of the model which are not directly coupled
to optic are i by optic flow properties. In other
words, an adaptation process could change tuo
a f-'env Cnenv 111 a way as to sta-
further the system in the visual world. This idea was 
tested very directly by determining the parameters of the 
dynamical model separately for each trial through a fit of 
the experimentally observed postural sway and visual mo­
tion trajectories. Such a fit was possible, because the data 
contained well-defined transients induced by the phase per­
turbations of the visual flow.
4.1 Methods
The lit of the linear system model was embedded in the complete nonlinear 
system identification algorithm sketched in Sect. 5. First slow postural drift 
was removed from the data by subtracting an average signal obtained by 
Gaussian filtering (standard deviation 2.3 s for conditions 0.3-0.5 Hz, 3.4 
for 0.2 Hz, 6.8 for 0.1 Hz and 16 s for 0.05 Hz conditions). High-frequency 
noise was removed by Gaussian filtering (standard deviation 0.3 s for con­
ditions 0.2--0.5 Hz, 0.6 s at 0.1 Hz and 1.2 s at 0.05 Hz conditions). The data 
were divided into segments of length 40 s (50 anti 70 s, respectively, for the 
two lowest driving frequencies) each starting with a phase perturbation of 
visual motion. Velocity traces were obtained by numerical differentiation. 
The variability of the results depended only weakly on the filter parameters 
and beyond a minimum value not on segment length. A crucial problem 
for fitting trajectories in the driven linear system is to resolve ambiguities 
that result from linear dependence between various terms of the model. 
A solution is to separate stationary and transient parts of the data. This 
was achieved by litting the particular solution of the differential equation 
(a periodic function al the driving frequency) lo the stationary parts of the 
data (Fig.4, top). This function was then extrapolated back in time into the 
non-stationary epochs, and the transient part of the data was obtained by 
subtraction (Fig. 4, middle). To this transient part was fitted the solution of 
the autonomous part of the differential equation. The coupling parameters 
then were determined by fitting the complete solution-' (Fig.4, bottom). A 
small part of the data (3%) had to be excluded from the analysts because 
it did not contain any stimulus-related behavior at all.
The identification procedure was evaluated by simulating data sets us­
ing a fifth-order Runge-Kutta method for models with realistic parameter 
settings and Gaussian white noise. The eigenfrequency estimation turns out
.1 For linear systems this method is basically identical lo Frony’s method 
for linear system identification (llalfon et ah l()79)* We found (hat the 
method can be generalized to weakly nonlinear oscillatory systems as well 
In this case the separation of transient and stationary data parts holds only 
in an approximate sense.
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Fit of complete data 4.2 Results’ and discussion
Fig. 4. The separation of transient and stationary parts of the data for sim­
ulated data. Top : The stationary part o f  the data trajectory (thin line) is 
approximated by a function system containing harmonics of  the driving 
frequency up to an order of 9. The approximation (thick line) allows back­
ward extrapolation of the stationary solution into the nonstationary data 
segment after the perturbation at the beginning of each trajectory. The sta­
tionary solution is scaled to a mean amplitude of 1. Middle: The transient 
part of the data (thin line) is calculated by subtraction of the approximated 
stationary solution from the trajectory, The autonomous solution can be 
fitted (thick Une). This yields initial values for the fits of the parameters à  
and wo. Bottom: The coupling constants and the nonlinear parameters are 
determined from the (it of the complete trajectory by a stepwise regression 
procedure. This is combined with a nonlinear optimization procedure for à  
and loo. The lit (thick line) and the original data (thin line) are shown in 
nonscaled coordinates
to lie highly robust. In the presence o f  substantial noise the estimations for 
damping and coupling constants become variable and tend to be too small. 
This might be due to the consistency of noisy trajectories with mainly noise- 
driven weakly damped model structures. Additionally, the noise deviation 
of trajectories by chance can be consistent with nonlinearities in the model 
leading to an unsystematic occurrence of  significant nonlinear terms in the 
nonlinear system identification algorithm (see below). On average this re-
Figure 5 shows the fitted eigenfrequency uq / (2ir) as a func­
tion of driving frequency, u!o /(2tt). Up to a driving fre­
quency of 0.3 Hz the eigenfrequency of the postural sys­
tem matches closely the frequency of visual motion. An 
exact match is achieved near 0.18 Hz, consistent with the 
frequency at which relative phase crosses zero (Dijkstra et 
al. 1994b). The increase is highly significant for all subjects 
( F ( 5 ,60) >  43). At higher driving frequencies the eigen­
frequency levels off to a value o f approximately 0.25 Hz 
(0.3 Hz for MG).
The effective damping constant à  also exhibits a strong 
frequency effect as shown in Fig. 6 [significant for five sub­
jects; F(5 ,60 ) >  5.5]. For two subjects this damping is small 
throughout, typically below 0 .1 Hz. These subjects showed 
the lowest temporal stability in the analysis by Dijkstra et 
al. (1994b). A part o f  the effect might be due to the un­
derestimation of damping terms at high noise levels. The 
typical values in the mid-frequency range (between 0.2 and 
0.4 Hz) correspond to relaxation times of the relative phase 
dynamics (cf. Schöner 1991) of 5 -1 0 s, somewhat higher 
than some of the values measured by Dijkstra et al. (1994b). 
It is not trivial that such estimates based on very different 
procedures (extracting relaxation time of relative phase from 
perturbation trials by direct fit of temporal evolution of rela­
tive phase in one case, fitting oscillator model to trajectories 
in the other case) match at all.4
Il is very interesting to look at the hypothetical damping
constant, a a / A
duces the variance assigned to the linear terms in the lit. The estimated input f r o m  t h e  o p t i c  a r r a y :  Fig. 7 r e v e a l s  th a t  th i s  d a m p i n g
all subjects and stronglyparameters lor the linear part o f  the model hardly differed from the values 
obtained by using the original system identification algorithm by Kortmann 
(1988) with and without nonlinear terms.
is negative or to zero
decreases to levels as low as —0.5 Hz for high frequencies
(even towards MG)
of the postural system without the stabilization by visual 
input would be unstable.
The coupling to the driving input (Fig. 8) shows a weak 
increase [significant for four subjects; F(5,53) >  3.2] which
MM
4 For technical reasons the agreement may be better than it appears, 
because relaxation time tends to be underestimated in the procedure used by 
ijkstra et al. (1994b) (who discarded data segments in which the relative 
phase fails to return to an attractor after the phase perturbations), while
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may be interpreted as increasing sensitivity of the system to 
the visual stimulus when the stability of the postural response 
is low. This interpretation is corroborated by an analogous
analysis of earlier data of Dijkstra et al. (1994a), in which 
the distance to the visual scene was varied. We fitted trajec­
tories from that experiment using the same procedure. For 
large distances the effective damping coefficient tended to 
decrease and the coupling to the expansion rate tended to 
increase (significantly for three of four subjects).
The frequency dependence o f  the parameter -0 [signifi­
cant for all subjects; F (5 ,5 I )  >  2.6] is not consistent with 
a purely driven system (Fig. 9). However, that phase shift is 
moderate, typically below 25 deg. Its nonmonotonic depen­
dence on frequency shows that it cannot be interpreted as a 
constant time delay in the sensory-motor loop. Effectively, 
it reduces the dependence o f  the total phase delay of the 
system on frequency compared with a constant parameter
s have been the data by the system
i denti fie atio n alg or i th m.
We compared the fitted models with our previous results
in two ways. First, we correlated measured values of
the transfer function (Dijkstra et al. 1994b, and this pi
with the values predicted from (4) and (5) if the fitted pa­
rameters are used. The predicted gain is too small for some 
of the subjects, especially for the high driving frequencies.
predicted gain nevertheless account for a considerable 
•t of the variance of the measured gains (53-92%, mean 
. This is a much higher consistency with the measured 
gain than can be obtained with a constant-parameter model. 
The correlations between predicted and measured gain range 
from —0.24 to 0.37 (mean 0.1) and are significant for two 
of the subjects (/. >  2, N  > 54). A low correlation is ex­
pected since the gain does not change much with frequency. 
The phase o f the transfer function corresponds very well to 
the predicted characteristics which is reflected in 
relations (significant for all subjects; r = 0.67 . . .  0.86, mean
The estimated noise level \ /Q  is constant over the en- 0.76; t >  6.1, N  >  48). The explained variance for the
tire driving fr
3.2 V lïz . This >
range, with values in the range 2.2-  
s that all frequency-dependent variance
damping tends to be underestimated for noisy data in our procedure (see 
above).
for five subjects (61-84%, mean 72%). For 
(AM) the measured phase is much weaker de­
pendent on frequency in the high-frequency range than for 
the other subjects. This deviation is not found lor the pre­
dicted phase leading to a low explained variance (21%).
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A second test was to predict the parameters o f the sine in our case the Hop! bifurcation (cl. Arrowsmith and Place 
circle map which was fitted to the data by Dijkstra et al. 1990). This ansatz is optimally suited to finding the min- 
(1994b) using an Euler approximation o f the reiative-phase imum number ol essentially nonlinear terms that is neces- 
differential equation from the averaged nonlinear dynamics sary to capture the system behavior. In practice, the system 
in polar coordinates. This is only a very coarse approxima- is transformed into a new coordinate system that eliminates 
tion. In principle the sine circle map must be derived from 
the two-dimensional Poincaré map of an oscillatory system 
by elimination of the amplitude variable (Bohr et al. 1984).
We found good correspondence for the local and global sta­
bility measures derived from the sine circle map in Dijkstra new complex variable
all nonlinear terms in the model which are not 
for the qualitative dynamics.5 Because the postural trajec­
tories by themselves are very harmonic in shape, a linear 
transformation is assumed to be adequate.6. Introducing the
^  « ___. /  .4 .«fe f  I _
et al. (1994b). The correlations between the global stability 
measure 7  obtained from a relative phase analysis and the 
predicted measure from the fitted models were signi ficant for
all subjects (r = 0 .6 6 . . .  0.80, mean 0.72, t > 5 .8, N  > 34). 
The correlations for the local stability measure A were lower
and positive for live subjects (r 0.21 . . .  0.25, mean 0 . 1 1,
all not significant). Again the low correlation is expected be­
cause the local stability measure, which is directly related to 
the relaxation time, does not vary much with frequency (cf. 
Dijkstra et al. 1994b). For all subjects there was a highly 
significant nearly one to one correspondence between fitted 
eigenfrequency and the mean of the local response frequency 
calculated in the relative phase analysis (r = 0 .8 8 . .  .0.93,
t > 14, N  >  59).
This comparison that the system has a well
defined dynamics, so that assessing its properties from rather 
different sides based on different measures leads to a con­
sistent description.
UJr M> ( a /2 ) 2] and k G E \{ ()}  is a scale factor, the
transformed nonlinear dynamics can be written:
K
«
A —ico(.z + 2_J ck
k— 1
. K + /--- f ^ i 1 ] f \ I*!( en\UJDOJr IA)
2A
J I.4  f T iM - H 1* *
VO + v Q  6 (7)
The linear part of this equation can easily be shown to cor­
respond exactly to the linear model (3) considered earlier 
(cf. Hirsch and Smale 1974). By using methods similar to 
Schöner (1991) the effects of the nonlinear terms on the am­
plitude and phase dynamics can be analyzed. For instance, a 
nonlinear term of the form i l m { c i } |^|22 effectively changes 
the eigenfrequency in (4) and (5) and leaves the stability 
properties and the relaxation time invariant.
5.1
5 Nonlinear dynamic model
In view of the low stability of the postural state in the linear 
model (à  small, a  negative) the question must be addressed 
as to whether the dynamics is essentially nonlinear. Specifi­
cally, the negative damping of the model without the visual 
contribution could lead to a bifurcation of the postural dy­
namics stabilizing a new, nonlinear solution -  for instance, 
a limit cycle. This would explain the robustness of the re­
sponse amplitude over a wide frequency regime. An answer 
to this question can be obtained using methods from nonlin­
ear system identification. In the context of this work we have 
developed a new algorithm for the identification of the c/uali- 
1 alive 'cs of driven oscillatory systems. The method is 
advanced mathematically and sophisticated in its numerical
ation, so that a detailed description would by far 
3 scope of this paper. Thus, we will only describe 
the basic ideas here and refer to further publications with 
respect to the technical details.
The quantitative comparison of nonlinear models with 
experimental time series is complicated by a problem which 
is sometimes called the ‘realization problem’ (Sontag 1990). 
Many nonlinear model structures may be compatible with 
specific input/output time series. This makes reliable identi­
fication o f the model impossible for a finite amount of data 
unless further restrictions are imposed on the fitted 
ear model structure. We present a solution to this problem 
which is particularly tailored to answer the question whether 
the system dynamics contains essentially nonlinear contribu­
tions. The basic idea is to restrict the model ansatz to the 
normal form of the vector field of the relevant bifurcation,
The crucial technical problem is the dependence of the coordinate trans­
formation on the fitted model parameters a  and u?o themselves. The iden­
tification algorithm is based on a combination of a stepwise regression 
procedure (Kortmann 1988) and a nonlinear optimization procedure for the 
coordinate transformation between physical and the normal-form coordi­
nates. The nonlinear optimization procedure minimizes an error functional 
that rewards good overall lit and good lit of the transient parts of the data 
and penalizes the introduction of nonlinear terms into the model, The real 
factor ft in the coordinate transformation is chosen to scale the stationary 
mean amplitude of the signal z in normal-form coordinates to I. After the 
estimation o f  the linear model part, which was described in Sect. 4, the non­
linear terms are introduced step by step in increasing order of nonlinearity. 
In this way a model in normal form with a minimum order of the nonlin­
earity is estimated. A term was retained only if it contributed more than 5% 
to the remaining unexplained variance, The regression stopped when the 
model error first differed by less than 0.1% from the minimal error obtain 
able by introducing all nonlinear terms up to order 4 into the model or when 
the F  values* of the fits o f  the real and the (more noisy) imaginary parts 
of z exceeded 1000 and 100, respectively. By identifying simulated data 
we verified that the procedure reliably detects nonlinear terms for oscillator 
structures with small and medium degrees of nonlinearity.
k t
5 The transformation leaves the qualitative dynamics of the system in­
variant, which means the original and the transformed system are topolog­
ically equivalent (see Arrowsmith and Place 1990, for further details).
The general normal-form theorem (Arrowsmith and Place 1990) as­
sumes a polynomial coordinate transformation. In our case this trans­
formation would effectively change nonharmonic oscillatory solutions 
into harmonic ones. Nonharmonic solutions have never been observed 
experimentally.
7 F  was defined as the quotient o f  explained variance and error-variance.
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lization for low driving frequencies. For high driving fre­
quencies the effect is contrary to what would be expected for 
a limit cycle with amplitude stabilization. In this regime the 
reduction of the damping coefficient seems to be the crucial 
factor for the stabilization of the amplitude. The nonlinearity 
has no influence on the stability of the system. The occur­
rence of nonlinear terms was significantly correlated with 
the presence of relative or no coordination in the relative
phase analysis for one subject (<•,» 0.4, xi 10). Given
the relatively rare occurrence of nonlinear terms and their 
reducing effect on amplitude for high stimulus frequencies 
our analysis shows no indications for a nonlinear limit-cycle 
dynamics as a crucial mechanism for the stabilization of the 
response amplitude. We conclude that a description as an 
adaptive linear system is more adequate than a description 
as an essentially nonlinear system.
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Fig, 11. Distribution of the significant nonlinear terms over different ranges 
of driving frequency. The figure shows the percentage of fitted trajectory 
segments with a significant nonlinearity of any order separately for the 
frequency conditions: 0.05 and 0 . 1 Hz, 0.2 and 0,3 Hz, 0.4 and 0.5 Hz. The 
plot combines the results for all six subjects
5.2 Results and discussion
i
f a z was sig
Applied to the data, the variance of the time series explained 
by the fitted model ranged from 50% to 87%, and was typi­
cally 80%. We found that nonlinear contributions to the dy­
namics can be reliably detected with this procedure. More­
over, the distribution over trials and subjects is concentrated 
on the lowest-order terms: the third-order term 
nilicant in 14% of the trials, while higher terms were almost 
never significant (<  3%). The real and imaginary parts of  
this lowest-order nonlinearity are shown in Fig. 10. The plot 
shows the values for all subjects in the Gaussian complex 
plane. The nonlinear terms are concentrated on the imagi­
nary axis around a value o f r*i «  0.3 L Figure 11 shows 
the distribution of significant nonlinear terms over different 
ranges of the driving frequency. The smallest fraction of sig­
nificant nonlinearities ( 1.8% of the relevant data-segments) 
occurred in the middle frequency range (0.2 and 0.3 Hz). 
For low and high driving frequencies we found significantly 
more nonlinearities (5.9% and 4.7% of the data-segments; 
\3 >  13.6).
A mathematical analysis and simulations show that the 
third-order nonlinearity contributes to the amplitude stabi-
6 General discussion
By comparing dynamical models with the postural sway tra­
jectories induced by a rhythmically moving visual environ­
ment we found: ( 1 ) The amount of sway matched approxi­
mately the amount of visual motion at all frequencies. Note 
that this amount varied with frequency because we had ad­
justed the amplitude of visual motion to keep peak visual 
velocities constant. (2) Constant-parameter linear dynamical 
models fail to account for the data. In particular, these mod­
els are unable to accommodate the weak resonance effect 
observed at the levels of both phase and gain. (3) When 
the parameters of the linear dynamical model are allowed 
to depend on the frequency of visual motion, the data set 
can be consistently described. From this analysis the fol­
lowing account emerges: (a) The postural system adapts its 
proper frequency to closely match the visual frequency. In
; way.
can remain
; range « frequencies over which 
with the visual signal
tended (cf. Dijkstra et al. 1994b). (b) The 
actively destabilizes
al sway 
is greatly ex- 
•al system 
•al state in the inertial frame by
sufficient to warrant overall stability. This 
the nonvisual contribution to postural sti
KC*
crating a negative damping. The contribution of vision is
o f
enables the
system to achieve sway amplitudes that continue to match 
visual motion amplitudes even beyond the boundaries of the 
normal dynamic range of postural sway. In a way, the sys­
tem makes itself more susceptible to visual input by desta 
bilizing its intrinsic postural state in the inertial frame. (4) 
Although the system has identifiable nonlinearities, these do 
not contribute to the qualitative dynamics of sway.
The first effect is consistent with similar observations 
reported in Dijkstra et al. (1994a), where amplitude of sway 
matched amplitude of the visual motion over a range of dis­
tances to the visual scene. Similarly, Talbott ( 1980) reported 
for dogs that their sway amplitude remains close to the am­
plitude of mechanical oscillations of the support platform 
over a comparable frequency range. These results are in con­
trast with reports by Lestienne et al. (1977) and van Asien 
et al. (1988a), who found a strong decrease of gain with 
frequency. This contrast is also evident with respect to the 
effect (2): while Lestienne et al. and van Asten el al. found 
the change from phase advance to phase delay with in ere as-
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ing frequency which is characteristic for constant-parameter 
driven systems, we, like Talbott and Brookhart (1980), found 
constant parameter linear models to be inadequate, because 
the characteristic resonance structure was too weakly devel­
oped in the data.
One difference between the two sets of experiments is
butions to the dynamics of the postural system coupled to 
a time-variant visual environment. By contrast, more sub­
stantial nonlinear contributions might be observable within 
a single integrated postural control system in a temporally 
invariant environment. For instance, Collins and De Luca 
(1993, 1994) found two different dynamic regimes during
the scale o f visual motion. We used small amplitudes that quiet standing, which might well be related to a dynamic
generate retinal slip not far removed from that occurring 
for normal postural movements in a resting visual world. 
(Fig. 2 shows that the active compensatory postural move­
ments greatly reduce the expansion rates.) Similarly, Talbott 
(J98Q) applied mechanical perturbations within a range that 
can be compensated for by the animals. By contrast, van
instability in which the linear contribution vanishes and the 
nonlinear contribution dominates.
The most concise summary of our results is that the gen­
eration of postural sway in a moving visual environment is 
an active process rather than a passive response to the input. 
In Sect. 1 we raised the general question of how an analysis
Asten et al. (1988a) used large amplitudes of visual mo- of the postural system can proceed in the face of experi
tion (± 30  cm and ± 1 2 0  cm). In van Asten et al. (1988b) 
the visual motion was generated by rotating a scene peri­
odically at ± 1 7 d e g  while the achieved postural rotation at 
the ankle joint is of the order of ± 2  to 3 deg. Lestienne 
et a l (1977) used either constant visual velocity or oscilla­
tion between rather strong values. The spatial significance 
of such large-scale visual motion is not entirely clear, but 
an object would have to move substantially to generate this 
type of velocity pattern on the retina. A possible explana­
tion for the difference between the two sets of experiments 
is thus that in our experiment and Talbott’s, visual motion 
specified a successful postural behavior strategy in the vi­
sual world, contrary to the experiments by Lestienne and 
van Asten. More concretely, in the first set of experiments 
it was possible for subjects to generate a sway that would 
lead to approximately zero visual motion. By contrast, for 
the large amounts of spatial movement underlying visual 
stimulation in the other experiments the visuomotor system 
does not provide a successful behavioral compensation strat­
egy. This might be due to physical limitations of the motor 
system, or to the rare occurrence of situations where large- 
amplitude visual movements require postural readjustments. 
Under those circumstances, the system may remain unaf­
fected in its internal structure by the specific external visual 
stimulation. The visual stimulus then may act essentially as a 
driving force for the system which has stimulus-independent 
internal parameters.
Our third observation can best be interpreted as evidence 
for adaptation. Because in the analyzed data segments no ev­
idence was found for ongoing adaptation, this process must 
have taken place within the first 20 s o f each trial, which 
have not been included in the analysis (exactly to warrant 
stationarity: see Dijkstra et al. 1994b). This is consistent 
with the time scale o f adaptation reported in other studies 
(Schuster and Talbott 1980, Clement et al. 1985). Adaptation 
could underlie the generation of an internal representation or 
model of the external periodic motion as hypothesized, for 
instance, by Maioli and Poppele (1991). An interesting topic 
for further research would be the direct investigation of the 
adaptation process. A possible experimental strategy would 
be to record the changes in the dynamics immediately after 
a change of stimulus frequency or amplitude.
The presence o f nonlinear contributions has been repeat­
edly proposed (for discussion see van Asten et al. 1988b), but 
has not been viewed as leading to qualitative change of the
mental evidence for adaptive change and active generation 
of sway. From our work we would draw three conclusions 
relative to this question: (i) A detailed quantitative assess­
ment of the postural system is necessary to uncover its actual 
structure. For instance, in our work the results of the fre­
quency manipulation are superficially consistent with linear 
constant-parameter models. Only quantitative work detected 
the discrepancy and can help to identify the active mech­
anism of adaptation, (ii) Such quantitative work is strong 
and leads to interpretable results if the choice of variables 
is guided by the behaviors that emerge in the system, rather 
than by putative sensor or effector variables. Analysis of a
given behavior then means to identity an dynamical system 
at the level o f such variables, that accounts for observed be­
haviors as dynamically stable solutions (Schoner and Kelso 
1988). For instance, in our work the functional significance 
of the adaptive changes was interpretable because it was di­
rectly analyzed in terms of the stability of the postural state 
in the inertial frame (parameter «) or in the visual world (pa­
rameter a), (iii) For the analysis of a postural system, the 
conditions to which the system is exposed in an experiment 
must be chosen and controlled with respect to a specified 
behavior. A continuous change in stimulus conditions can 
lead to a categorical change with respect to what is speci­
fied. For instance, increasing the amplitude of visual motion 
may lead a system from a regime in which successful 
ral stabilization in the visual world is possible, to a 
in which such visual motion acts merely as a perturbation 
of an otherwise passive system.
Taken together, these hypotheses would suggest looking 
for an entirely different strategy o f  analysis o f the postural 
system. Rather than analysing the postural response as fonc­
tion of parameters of the peripheral sensory information, one 
would aim to discover different elementary behaviors which 
can be induced by providing the adequate sensory and task 
environment. These behaviors may occur in discrete regimes
of the specifying parameters. For instance, stabilization of 
posture in the visual world and stabilization of posture in the 
inertial world could be two such elementary behaviors. We 
found that posture stabilization in the visual world dominates 
when weak visual motion is applied. It is conceivable that a 
much richer set of behaviors can be observed at the level of 
posture, however. For instance, posture may relate to other 
movement tasks by stabilization against the mechanical 
turbations induced by such movements or by actively taking
postural dynamics, consistent with our findings. However, part in such movements by providing momentum. Onset
we should point out that we investigated nonlinear conlri- locomotion, preparation to jump, etc., might require differ-
ent patterns of control. Analysis would then mean identifying 
such behaviors, to determine the corresponding control dy­
namics of the postural system, and to understand how the 
behaviors interact (e.g., compete or cooperate).
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