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MINKOWSKI COMPLEXES AND CONVEX THRESHOLD DIMENSION
FLORIAN FRICK AND RAMAN SANYAL
Abstract. For a collection of convex bodies P1, . . . , Pn ⊂ Rd containing the origin, a
Minkowski complex is given by those subsets whose Minkowski sum does not contain a fixed
basepoint. Every simplicial complex can be realized as a Minkowski complex and for con-
vex bodies on the real line, this recovers the class of threshold complexes. The purpose of
this note is the study of the convex threshold dimension of a complex, that is, the smallest
dimension in which it can be realized as a Minkowski complex. In particular, we show that
the convex threshold dimension can be arbitrarily large. This is related to work of Chvátal
and Hammer (1977) regarding forbidden subgraphs of threshold graphs. We also show that
convexity is crucial this context.
A simplicial complex ∆ on vertices [n] := {1, . . . , n} is a threshold complex if there are real
numbers λ1, . . . , λn, µ ∈ R with 0 ≤ λi ≤ µ for all i = 1, . . . , n such that for any σ ⊆ [n]
σ ∈ ∆ if and only if
∑
i∈σ
λi < µ.
Threshold complexes (or hypergraphs) where proposed by Golumbic [4] as a higher-dimensional
generalization of the threshold graphs of Chvátal and Hammer [2]; see also [9]. If we assume
that 0 ≤ λ1 ≤ · · · ≤ λn ≤ µ, then for any i ∈ σ ∈ ∆ and j < i, we have (σ \ i) ∪ j ∈ ∆.
Hence, threshold complexes are shifted in the sense of Kalai [6] and topologically wedges of
(not necessarily equidimensional) spheres. See [7] and [3] for more information regarding the
combinatorics and topology of threshold and shifted complexes.
The purpose of this note is to investigate a generalization of threshold complexes inspired by
convex geometry. For that, let P = (P1, . . . , Pn) be an ordered family of convex bodies in Rd
each containing the origin and let µ ∈ Rd be a point. The Minkowski complex associated
to P and µ is the simplicial complex ∆(P;µ) given by the simplices σ ⊆ [n] with
σ ∈ ∆(P;µ) if and only if µ /∈ Pσ :=
∑
i∈σ
Pi.
Here,
∑
i∈σ Pi = {
∑
i∈σ pi : pi ∈ Pi} is the Minkowski sum (or vector sum) and we set
P∅ := {0}. By setting Pi := {t ∈ R : 0 ≤ t ≤ λi}, it follows that threshold complexes
are Minkowski complexes. For the case that each Pi ⊂ Rd is an axis-parallel box, these
simplicial complexes have been studied by Pakianathan and Winfree [8] under the name of
quota complexes. We may also replace a convex body Pi by a suitable convex polytope and
we will tacitly do this henceforth.
Our motivation for studying Minkowski complexes comes from mixed Ehrhart theory. For a set
S ⊂ Rd, let us define the discrete volume E(S) := |S ∩ Zd|. The discrete mixed volume
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of lattice polytopes P1, . . . , Pn ⊂ Rd is defined as
CME(P1, . . . , Pn) =
∑
I⊆[n]
(−1)n−|I|E(PI).
It was shown in [5] (see also [1]) that, like its continuous counterpart the mixed volume, the
discrete mixed volume satisfies
0 ≤ CME(Q1, . . . , Qn) ≤ CME(P1, . . . , Pn)
for lattice polytopes Qi ⊆ Pi for i = 1, . . . , n. Since CME is invariant under lattice trans-
lations, we may assume that 0 ∈ Pi for all i. This allows us to express the discrete mixed
volume as follows:
Theorem 1. Let P = (P1, . . . , Pn) be a family of n > 0 lattice polytopes in Rd with 0 ∈ Pi for
all i. Then
(−1)nCME(P1, . . . , Pn) =
∑
µ∈P[n]∩Zd
χ˜(∆(P;µ)),
where χ˜ denotes the reduced Euler characteristic.
Proof. Since all polytopes Pi contain the origin, it follows that PI ⊆ PJ for I ⊆ J . Let us
write [PI ] : Rd → {0, 1} for the characteristic function of PI and define F :=
∑
I(−1)n−|I|[PI ].
Then CME(P1, . . . , Pn) =
∑
µ∈Zd F (µ). The result now follows from the observation that
(−1)nF (µ) =
∑
σ⊆[n], µ/∈Pσ
(−1)|σ| = χ˜(∆(P, µ))
for all µ ∈ Rd. 
Theorem 1 prompted the question if Minkowski complexes have restricted topology. It was
already noted in [8, Thm. D.1] that this is not the case. We recall their result with a short
proof.
Proposition 2. For any simplicial complex ∆ ⊆ 2[n] there are polytopes P = (P1, . . . , Pn)
and µ in some RD such that ∆ = ∆(P;µ).
Proof. Let σ1, . . . , σD be the facets of ∆. For 1 ≤ i ≤ n and 1 ≤ j ≤ D we set tij := 1 if i ∈ σj
and tij := |σj |+ 1 otherwise. For 1 ≤ i ≤ n define
Pi := {p ∈ RD : 0 ≤ pj ≤ tij for 1 ≤ j ≤ D}
and let µ = (|σ1|+ 1, . . . , |σd|+ 1). Observe that µ /∈
∑
i∈σj Pi for all j and thus ∆ ⊆ ∆(P;µ).
Conversely, if τ 6∈ ∆, then for any j there is an i with i ∈ τ \ σj . This implies µ ∈ Pτ . 
As a measure of complexity, define the convex threshold dimension ctd(∆) of a simplicial
complex ∆ ⊆ 2[n] as smallest dimension d in which ∆ can be realized as a Minkowski complex.
This is exactly the minimum over dimP1+· · ·+Pn over all (P, µ) for which ∆ = ∆(P;µ). Thus,
the empty complex is the unique complex of convex threshold dimension 0 while ctd(∆) = 1
if and only if ∆ is a threshold complex. Proposition 2 shows that the convex threshold
dimension is finite for every simplicial complex. In the remainder we will show that ctd(∆)
can be arbitrarily large and hence is a proper measure of the complexity of ∆.
In [2] it was shown that threshold graphs are characterized by the three forbidden induced
subgraphs given in Figure 1. The following result shows that these graphs are key to increasing
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Figure 1. The three forbidden induced subgraphs for threshold graphs.
the convex threshold dimension. Let us denote by ∆ ∗ Γ = {σ unionmulti τ : σ ∈ ∆, τ ∈ Γ} the join of
simplicial complexes ∆ and Γ.
Theorem 3. Let Γ be a simplicial complex that contains one of the graphs of Figure 1 as an
induced subgraph. Then
ctd(∆ ∗ Γ) ≥ ctd(∆) + 1
for every simplicial complex ∆.
Corollary 4. For every d ≥ 0, there is a simplicial complex ∆ with ctd(∆) ≥ d.
For the proof of Theorem 3, we first note the following two helpful facts about Minkowski
complexes.
Lemma 5. Let ∆ = ∆(P;µ) be a Minkowski complex for P1, . . . , Pn ⊂ Rd. Let σ, τ ∈ ∆ be
faces such that σ ∪ τ ∈ ∆. For any line ` through µ, then the restrictions of Pσ and Pτ to `
are on the same side of µ.
Proof. Since σ ∪ τ ∈ ∆ the convex set Pσ∪τ = Pσ +Pτ does not contain µ. By assumption on
P, we have Pσ ∪ Pτ ⊆ Pσ∪τ from which the claim follows. 
Lemma 6. Let ∆ = ∆(P;µ) be a Minkowski complex for a collection of polytopes P in Rd.
Suppose that there is a line ` through µ that does not intersect any Pσ for σ ∈ ∆, then
ctd(∆) < d.
Proof. Denote by pi : Rd → `⊥ ∼= Rd−1 the orthogonal projection along the line `. Let pi(P) =
(pi(P1), . . . , pi(Pn)). For σ ∈ ∆ the set Pσ avoids ` and thus pi(µ) /∈ pi(Pσ). This shows that
σ ∈ ∆(pi(P);pi(µ)). Conversely σ ∈ ∆(pi(P);pi(µ)) implies that the line ` = pi−1(µ) does not
intersect Pσ and thus σ ∈ ∆(P;µ). The claim now follows from dimpi(P1)+· · ·+pi(Pn) < d. 
Proof of Theorem 3. Suppose that ctd(∆ ∗ Γ) = d and fix a realization ∆(P;µ) with P a
collection of polytopes in Rd. Denote the two edges of Γ that induce one of the graphs in
Figure 1 by e and f and let e′ and f ′ be two disjoint (diagonal) nonedges. Then µ ∈ Pe′ ∩Pf ′ .
Since e ∪ f = e′ ∪ f ′ we have 2µ ∈ Pe′ + Pf ′ = Pe + Pf . Thus, there is a vector v ∈ Rd \ {0}
with µ− v ∈ Pe and µ+ v ∈ Pf . The line ` connecting µ− v and µ+ v goes through µ. The
convex sets Pe and Pf intersect ` on different sides of µ.
The line ` must also intersect Pσ for some face σ ∈ ∆ by Lemma 6. Since σ ∪ e, σ ∪ f ∈ ∆ ∗Γ,
the sets Pσ and Pe as well as Pσ and Pf intersect ` on the same side of µ by Lemma 5. This
is a contradiction. 
It would be very interesting if complexes of convex threshold dimension d can be characterized
in terms of the number of distinct copies of the forbidden subgraphs.
As a last thought, let us emphasize that convexity played a crucial role in our considerations.
For that, observe that the definition of Minkowski complex ∆(X ;µ) makes sense for collections
X = (X1, . . . , Xn) of arbitrary sets in Rd that contain the origin.
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Proposition 7. Let ∆ be a simplicial complex. Then there is a collection X = (X1, . . . , Xn) of
discrete sets in R such that ∆ = ∆(X ;µ) for some µ ∈ R. In particular, there is a collection X
of contractible sets in R2 realizing ∆ as a Minkowski complex.
Proof. Let (P;µ) be a realization of ∆ by convex sets in some Rd. For any τ 6∈ ∆, choose
yτi ∈ Pi such that µ = yτ1 + · · ·+ yτn. Then Yi := {0} ∪ {yτi : τ 6∈ ∆} yields a realization of ∆
by discrete sets in Rd. The argument in the proof of Lemma 6 applies unless d = 1 and proves
the first claim. The second claim simply follows from the fact that we may connect the points
xi ∈ Xi \ {0} by internally disjoint arcs properly contained in the upper half-plane to 0. 
References
[1] F. Bihan, Irrational Mixed Decomposition and Sharp Fewnomial Bounds for Tropical Polynomial Systems,
Discrete Comput. Geom., 55 (2016), pp. 907–933. 2
[2] V. Chvátal and P. L. Hammer, Aggregation of inequalities in integer programming, in Studies in integer
programming (Proc. Workshop, Bonn, 1975), North-Holland, Amsterdam, 1977, pp. 145–162. Ann. of
Discrete Math., Vol. 1. 1, 2
[3] P. H. Edelman, T. Gvozdeva, and A. Slinko, Simplicial complexes obtained from qualitative probability
orders, SIAM J. Discrete Math., 27 (2013), pp. 1820–1843. 1
[4] M. C. Golumbic, Algorithmic graph theory and perfect graphs, Academic Press [Harcourt Brace Jo-
vanovich, Publishers], New York-London-Toronto, Ont., 1980. With a foreword by Claude Berge, Computer
Science and Applied Mathematics. 1
[5] K. Jochemko and R. Sanyal, Combinatorial mixed valuations. Preprint, May 2016, 16 pages,
arXiv:1605.07431. 2
[6] G. Kalai, Algebraic shifting, in Computational commutative algebra and combinatorics (Osaka, 1999),
vol. 33 of Adv. Stud. Pure Math., Math. Soc. Japan, Tokyo, 2002, pp. 121–163. 1
[7] C. J. Klivans, Threshold graphs, shifted complexes, and graphical complexes, Discrete Math., 307 (2007),
pp. 2591–2597. 1
[8] J. Pakianathan and T. Winfree, Threshold complexes and connections to number theory, Turkish J.
Math., 37 (2013), pp. 511–539. 1, 2
[9] J. Reiterman, V. Rödl, E. Šiňajová, and M. Tuma, Threshold hypergraphs, Discrete Math., 54 (1985),
pp. 193–200. 1
Department of Mathematics, Cornell University, Ithaca, NY 14853, USA
E-mail address: ff238@cornell.edu
Institut für Mathematik, Goethe-Universität Frankfurt, Germany
E-mail address: sanyal@math.uni-frankfurt.de
