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ABSTRACT 
The purpose of t h i s  p a p e r  is t o  e s t a b l i s h  a method f o r  i d e n t i f y i n g  un- 
known pa rame te r s  involved  i n  t h e  boundary s t a t e  of  a class of d i f f u s i o n  sys-  
tems under  n o i s y  o b s e r v a t i o n s .  A mathemat ica l  model of t h e  sys tem dynamics i s  
y i v e n  by a two-dimensional d i f f u s i o n  e q u a t i o n ,  whose boundary c o n d i t i o n  is  
p a r t l y  unknown diie t o  t h e  e x i s t e n c e  of an  unknown parameter .  Noisy ohserva- 
t i o n s  are made hv  s e n s o r s  a l l o c a t e d  on t h e  system boundary. S t a r t i n g  w i t h  t h e  
mathemat ica l  model mentioned above,  an  on - l ine  parameter  e s t i m a t i o n  a l g o r i t h m  
i s  proposed wiLhin t h e  framework of t h e  maximum l i k e l i h o o d  e s t i m a t i o n .  Exis-  
tence O F  the o p t l m a l  solution and related n e c e s s a r y  c o n d i t i o n s  are d i s -  
cussed. Ry s o l v i n g  a l o c a l  v a r i a t L o n  of  t h e  c o s t  f u n c t i o n a l  w i t h  r e s p e c t  t o  
t h e  p e r t u r b a t i o n  of pa rame te r s ,  t h e  e s t i m a t i o n  mechanism i s  proposed i n  a form 
of r e c u r s i v e  computa t ions .  F i n a l l y ,  t h e  € e a s i b i l i t y  o f  t h e  e s t i m a t o r  proposed 
here is demonst ra ted  th rough  r e s u l t s  of d € g i t a l  s i m u l a t i o n  expe r imen t s .  
. 
Resea rch  was suppor t ed  under  t h e  Na t iona l  Aeronau t i c s  and Space A d m i n i s t r a t i o n  
under  NASA C o n t r a c t  No. NASl-18107 whi le  t h e  second a u t h o r  was i n  r e s i d e n c e  a t  
ICASE, NASA Langley  Research  Cen te r ,  Hampton, VA 23665. 
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1. INTRODUCTION 
Recen t ly ,  t h e r e  h a s  been much i n t e r e s t  i n  t h e  parameter i d e n t i f i c a t i o n  
problem f o r  d i s t r i b u t e d  pa rame te r  systems.  For  parameter  i d e n t i f i c a t i o n  prob- 
lems f o r  a c l a s s  of d i s t r t h u t e d  parameter  sys tems,  e x c e l l e n t  s u r v e y  pape r s  
have been p i ih l i shed  by many r e s e a r c h e r s  (e.g. ,  Kuhrusly,  1976). Among them, 
the method €or pa rame te r  e s t i m a t i o n  incl.uding d i s c u s s i o n s  on convergence  
p r o p e r t i e s  o €  computer a l q o r i t h m  h a s  been developed by Banks and Lamm (19851, 
Y r a v a r i s  and S e i n f e l d  (1985) ,  e t c .  R e c e n t l y ,  f e a s i b l e  methods f o r  e s t i m a t € n g  
unknown coefficients which depend on t h e  s t a t e  and s p a t i a l  v a r i a b l e s  were re- 
p o t t e d  by t h e  n l i thors .  I n  t h i s  paper ,  mot iva ted  by pa rame te r  i d e n t i f i c a t i o n  
problems of such pa rame te r s  as h e a t  conduc t ion  i n  chemica l  r e a c t o r  or o i l  
r e s e r v o i r  problems ( e . < .  , Chavent ,  1978), we d e a l  wI th  the i d e n t i f € c a t € o n  of 
boundary pa rame te r s  f o r  a two-dimens€onal d i f f u s i o n  system under  n o i s y  ohser -  
v a t i o n s .  
2. PROBLEM CONSIDERED 
[.et T and G be the time i n t e r v a l  [ O , t f ]  and system domain g iven by a 
bounded s e t  i n  R , and l e t  aC be t h e  boundary of domain C. The bound- 
ary aG is  c h a r a c t e r i z e d  by C2-pararneterized cu rve  decomposed i n t o  two 
p a r t s  such  t h a t  
2 
a G  = aG"u a G K .  (2.1) 
The s y s t e m  s t a t e  u ( t , x )  a t  time t and a t  t h e  l o c a t i o n  x = (x l ,x*)  is 
governed by h e a t  d i f f u s i o n  e q u a t i o n :  
I 
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i n  T x  G 





2 2  2 2  A = a /ax,  + a /ax,, a/an w h e r e  d e n o t e s  t h e  o u t e r  normal. d e r f v a t i v e  and 
6(6) is unknown p a r a m e t e r  w i t h  a form of 
and where b(S! d e n o t e s  t h e  h e a t  t r a n s f e r  c o e f f i c i e n t .  S i n c e  t h e  h e a t  
t r a n s f e r  coeEf i cLen t  b has i t s  p h y s i c a l  v a l u e  o f  p o s i t i v e  d e f i n i t e ,  t h e n  
0 F e ( 6 )  - < 1. It is a p p a r e n t  t h a t ,  Cn t h e  case where O ( c )  = 0, t h e  bound- 
a r y  c o n d i t i o n  becomes t h e  D i r i c h l e t  t y p e  w h i l e ,  i n  t h e  c a s e  where e ( € )  = 1 ,  
we have t h e  boundary c o n d i t i o n  O F  Neumann type .  
N 
w 
O b s e r v a t i o n  d a t a  a re  a c q u i r e d  th rough  t h e  s e n s o r s  l o c a t e d  on  t h e  boundary 
p a r t  a G K ,  as shown i n  F i g .  1. The o b s e r v a t i o n  mechanism i s  modeled by 
-3- 
‘ /  
x2 1 
0:Allocation of Sensors 
xl 0 
Fig. 1 .  Location of sensors  on the boundary 
where y ( t )  = l y , ( t ) , * * - , y , ! t ) ] ’  and v ( t )  denotes  the observat ion n o i s e  
term modeled by an m-dimenstonal Srownian motion process .  
denotes the s i g n a l  process defined by 
In Eq. (2.4), HI*] 
, ( i )  
K where 
denotes the coordinates  of sensor l o c a t i o n s  (z l  , 
hi ( i  = 1,***, m) are assumed t o  be some constant ,  and where 
($1 $ 1 ) .  
-4-  
The problem c o n s i d e r e d  h e r e  is t o  f l n d  a method f o r  i d e n t i f y i n g  
parameter  H (t d e f i n e d  o n  a cU from i n f o r m a t i o n  of t h e  a p r i o r i  
hounct<jry known i t i ? l i t  g ( S )  and t h e  n o i s y  o b s e r v a t i o n  d a t a  { y ( t ) ) t > o .  - 
3. THEORETICAL ReSULTS FOR PARAMETER ESTIMATION 
and p 2  be meastires induced on t h e  proc:esses y ( t )  and 1 Let  u 
..# 
y ( t )  = v ( t ) ,  r e s p e c t i v e l y .  Then, t h e  Radon-Nikodym d e r i v a t i v e  i s  
where 0 d e n o t e s  t h e  t r u e  f u n c t i o n  o f  unknown parameter. A s s o c i a t e d  w i t h  
(3.1), t h e  l i k e l i h o o d  r a t t o  f u n c t l o n a l  i s  g i v e n  by 
0 
The maximum l i k e l i h o o d  e s t i m a t e  f o r  t h e  p a r a m e t e r  8 i s  t h e  s o l u t i o n  of 
where (3 d e n o t e s  t h e  a d m i s s i 5 l e  parameter  c l a s s  and 
-5- 
(See Ralad r i shnan ,  1975, €or  more d e t a i l s . )  9y us ing  t h e  g r a d i e n t  method ( s e e  
Polak, 197 l ) ,  t h e  opt  Lmal s o l u t i o n  can be o b t a i n e d  by t h e  fo l lowing  r e c u r s i v e  
computa t ions :  
( 3  . Sa) 
where V, d e n o t e s  t h e  g r a d l e n t  of t h e  c o s t  I t ( e ) .  I n  o r d e r  t o  compute 
V I (e(i)), 
each 0 : 
we have t o  SOIVP t h e  fo l lowing  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  for  
O t  
( € 1  
-2- a u ( t ') - Au( t ,x )  = 0 in T x G (3.6a) a t  
w i t h  
u (0 ,x )  = u0(x;B (i)> on G (3.6b) 
T h i s  i m p l i e s  than  i n  order t o  s o l v e  (3.3) mass ive  computa t ions  are r e q u i r e d .  
A possible method f o r  a v o i d i n g  t h i s  d i f f i c u l t y  is t o  r e p l a c e  H[u( t ;B)J  i n  
(3 .2)  by t h e  s t a t l o n a r y  val.iie H[G(O)] where u ( x ; e )  = l i m  u ( t ,x ;B)  and 
where u ( x ; e )  is a s o l u t i o n  of  
- 
t+m - 
Aii(x) = 0 in G (3.7a) 
I 
-6-  
with  houndary c o n d i t i o n s  
on aGK. (3 .7c)  
Thus,  we i n t r o d u c e  t h e  Fol lowing c o s t  f u n c t i o n a l :  
The  Eollowiqg r e s u l t  s t a t e s  t h e  r e l a t i o n  between t h e  l i k e l i h o o d  r a t i o  func- 
t i o n a l  and the  c o s t  functional i n  t h i s  paper .  
Lemma 1: (See Sunahara ,  e t  a l . ,  1984) The c o s t  f u n c t i o n a l  (3.8) sa t i s -  
f i e s  t h e  -- fo l lowiqg  asyrnpJztt.: 
* 
Thus, our problem i s  t o  Find t h e  o p t i m a l  s o l u t i o n  8, s a t i s f y i n g  
(3.10) 
I n  t h i s  pape r ,  we sha l l  define t h e  a d m l s s i b l e  c lass  of paraneters a s  follows: 
-7- 
[Definition] Le @? be the set of a1.l admissfhle parameters. Then, @J is 
saiA to be the admissLble parameter, i . e . ,  0 E (@, if 8 satisEies the 
€01 I ?wing proper t i es : 
The next results g i v e  the exfstence property for the optimal solution of 
( 3 .  IO). 
Theorem 1: Suppose that 




The proof of Theorem 1 will be shown in Appendix I .  
The next results show the necessary cond€tion for the optimality of this 
paranetcr estimation problem. 
* 
Theorem 2: - tet 8 be the optimal solution of (3.10). Then the 
necessary condition for optimality is characterized by the following varia- 
- tionat inequalfty: 
-- 
-8- 
(3 .11)  
* 
f o r  Y e ,  O t  E 0 
- *  * 
where uC0,) t s  t'le s o l u t i o n  of ( 3 . 7 )  cor re spond tng  t o  0 = e t  - and 
where ~ ( 8 ~ )  Is the solritton of - t h e  f o l l o w i n g  Laplace e q u a t i o n  wi th  t h e  
rionhornogeiieoiis boundary c o n d i t i o n ,  --- 
-
* 
(3 .12a)  
(3.12b) 
( 3 . 1 2 ~ )  
The proof of Theorem 2 w i l l  he shown in Appendix 2. 
By usfng t h e  p r o j e c t i o n  g r a d i e n t  method wi th  t h e  f i x e d  s t e p  s t z e  A, t h e  
computational a l g o r l t h n  €or  s o l v i n g  (3 .10)  can he conside,red a s  follows: 
(3 .13a)  
(3 .13b) 
-9- 
wl ie  re denotes the projection operator on @. Then, applying Theorem 1, 
( 3 .  13c) 
I n  the sequel, we propose the on-line parameter estimator. Let to and t f  
be the i n i t i a l  and the terminal time for parameter estimation. We choose the 
time s t p p  IC as  
t f  - k I -  
n ( 3 . 1 4 )  
and the t f m c  interval (tg,tfl is divided into 
t i  = to + ik f o r  i = 1,2,*..,n-l. (3 .15)  
I.le compute the reclirsive algorithm (3.13) a t  each t i m e  by using the 
observed d a t a  y(t;")). Considering the ffxed s t e p  s i ze  X in (3.13) as  
the time step k,  t he  estimated sequence 8 can be obtained a t  each 
time 
tin) 
(*) for i = 1 , 2 , . * . , n .  ti 
[G(f)ln i s  characterized by the i= 1 Theorem 3: The estimated sequence 
(3.168) 
-10- 
f o r  Y $ E 0 
i = 1 , 2 , * * * , n - 1  
- 
where u and p are the so l .u t lons  of 
( 3 . 1 7 )  
(3 .16b)  
-1 1- 
2 
€ o r  Y E Y (GI. 
JI 
4. ESTIMATION ALGORITHM 
4 . 1 .  Roundary Element - Approach --- 
I n  order t o  implement t h e  proposed a l g o r i t h m  i n  t h e  p r e v i o u s  s e c t i o n ,  we  
adop t  t h e  boundary e l e n e n t  method (REM) (see Rrehbia ,  1978). L e t  v (x ,x i )  be  
the  Fiindamrntnl s o l u t i o n  s a t i s f y i n g  
where 6 ( x  - x i )  is t h e  Dirac d e l t a  f u n c t i o n .  I t  is well-known t h a t  
v(x,x') is g i v e n  by 
where 
Ry us ing  Green's Eormula and from ( 4 . 2 1 ,  Eq. ( 3 . 7 )  can be r e w i t t e n  by t h e  
f o l l o w € n g  boundary i n t e g r a l  equations: 
r ( x , x i )  d e n o t e s  t h e  d i s t a n c e  between x = (x1,x2) and xi  = (xl,x2). i i  
-1 2- 
where Ci deno tes  the c o n s t a n t  such  t h a t  
i 
i 
1 f o r  x E G 
l / ?  For x E a G  
0 f o r  xi E F . 
i 2n c p(x ;e> i 
-1 3- 
I n  o r d e r  t o  perform BEM, t h e  boundary 36 i s  approximated by aE, which 
is  decomposed i n t o  (n + m) elements,  i.e., as i l l u s t r a t e d  i n  Fig.  2 
*2 
8% = y a'ZS, (4.6a) 
x1 0 
Fig .  2 Boundary elements  and nodes of t h e  system. 
(4 . 6c) 
( j ) ) n  and {PK ( j )  ) j=l  m denote  t h e  node of boundary elements  In Fig. 2, (Pu 
E a G u  ( j )  ) j= l  n 
(j) m 
"K ' j=l 
j =1  
and {8GK (j)  Ijml m 
co inc ide  wi th  t h e  sensor  a l l o c a t i o n  as shown i n  Fig.  1. F o r  
r e spec t ive ly .  It is noted t h a t  the  nodes 
-1 4 -  
For economy of  nota t ions ,  lrittoduce t h r  Following vector  forms: 
Then, from ( 4 . 4 )  and ( 4 . 5 ) ,  t h e  botindary s teady s t a t e  is  com~.~,A~-ri by the Fol- 
lowing vector-matrix equat ions:  
( 4 . 9 )  
where A ( 0 )  and C are  (n + m) x (n  + m) matrices .  
4.2 Estimation Algorithm --- -- 
The numer€cal. procedure f o r  the e s t imat ion  algorithm i n  the previous sec- 
t i o n  can be presented a s  follows: 
Step 0: Select an I n i t i a l  parameter 8 a t  time t = to > 0 such that  
and s e t  i = 0. 
-1 5- 
S t e p  1: Compute {<(Pu;G( i ) )}  and {p(Pu;B by s o l v i n g  (4.8) and 
(4 .9) .  
S t e p  2: Compute t h e  estimated parameter  8 a t  time t = to + (i + l)k 
by 





S t e p  3 :  S e t t € n g  i by i + 1, go back t o  S t e p  1. 
5. NUMERICAL EXPERIMENTS 
Throughout numer ica l  expe r imen t s ,  t h e  system domain is g i v e n  by a rec- 
t a n g l e  as i l l u s t r a t e d  i n  Fi2. 3. Figure  3 shows a l s o  t h a t  t h e  boundary i s  
d i v i d e d  i n t o  20 e l e m e n t s ,  wh i l e  ac, and aGK are decomposed into 5 and 
15 elements, i.e.,  n = 5 and  m = 15, r e s p e c t i v e l y .  The boundary input  g 
is se t  as 
R ( 5  ) = 500 on 3GK. (5 .1)  
-16- 
Observations arc  inane i n  t h e  Form o f  
(5.2a) 
= 0 € o r  j = 1 , * * * , 1 5 ,  i = 0,1,2,*.*, (0)  'i 
I 
I 
5 .  0' - 
System Domain 
0 5 . 0  10. 0 
Fiq .  3. System domain G and i t s  boundary a G  
where 
h = 3.1 for j = 1 , * * * , 1 5 ,  j (5.2b) 
-1 7- 
deno tcbs  ai1 Increment of  tht- s t a n d a r d  Brownian motion a r i d  wlwrc A V  
process qvnt>rntc4 by t h e  Cnussf.?n distrihution. Tn E q .  (5.3), t h e  system 
s t n t ~  ( I (  t,x;cr) is computed by adop t ing  REM. 
( i )  
i 
Example 1: The unknown boundary parameter is preass igned  as 8 = 0.2. By 
0 
s u h s t l t i i t i n g  known boundary i n p u t  g and o b s e r v a t i o n  d a t a  { y  (3) } 
(i  = 1 ,2 , * * * )  i n t o  t h e  proposed a l g o r i t h m ,  s t a r t i n g  w i t h  an i n i t i a l  
parameter  r i t  time t o  = 200 x k (k = l . O ) ,  t h e  e s t i m a t e d  pa rame te r  
cou ld  be computed. R e s u l t s  of t h i s  example are demon- G ( i ) ( s  1) i = O ,  1,m.m 
s t r a t e d  i n  F i%.  4.  
0 P 
- Iteration 0 
/ Iteration 600 
/ Iteration 1200 ,,-Iteration 1800 
Iteration 2500 
------do([): True Value 
t 
Fig. 4. Tnc ".;tirnsred pa rame te r  i n  Example 1. 
Example 2: I n  Example 2,  we d e a l  wi th  the case where t h e  unknown pa rame te r  is 
a s p a c e - v a r i a b l e  f u n c t i o n .  The unknown parameter  and s i m u l a t i o n  r e s u l t s  are 
i l l u s t r a t e d  I n  Fig. 5 .  
it(€). L 
1 .0  
0 .5  
0 




-Iteration 1000 - Iteration 3000 - Iteration 6000 
P 
;ig. 5. The estimared pa:aneter in Example 2. 
6 0 CONCLUSIONS 
A method € o r  identifying t h e  boundary condition has been developed in 
this paper For a distrihiited system whose dynamics are governed by a two- 
dimensional heat diffusion equation. Rased on the concept of maximum likeli- 
hood estimate, the problem w a s  converted into the optimal control problem. A 
difficulty arises in the computational burden involved in computing the gradi- 
ent of the associated likelihood ratio functional. In this paper, t o  avoid 
t h i s  difficulty, the steady state model was introduced. The validity of the 
estinator proposed here was demonstrated through numerical experiments. 
-19- 
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Appendix 1: The Proof of Theorem 1 
, 




Using the compactness nethod, i t  can be shown t h a t ,  under the condi t ion  (C-I), 
I 
u(8n) + ~ ( 8 )  s t r o n g l y  i n  H * ( G ) .  ( A . 6 )  
Nence, we have 
-22- 
E{ IJ t (en)  - J t ( 0 ) J I  + 0. ( A . 7 )  
- * 
The proof has been completed. t' From ( A . l )  and ( A . 5 ) ,  we may Find 0 = 0 
, 
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Appendix 2. The Proof of Theorem 2 
i f  : k ;;>t i m j l  s o l u t i o n  ex i s t s ,  t h e  f o l l o w l n g  v a r i a t i o n a l  i n e q u a l -  
denotes  t h e  g r a d i e n t  of J t ( 0 ) .  I n  order  t o  o b t a i n  V,.Jt(9), ‘e where 
l e t  tis d e r i v e  t h e  l o c a l  v a r i a t i o n  of cost f u n c t i o n a l  (3.8). L e t  O A  he t h e  
!wr tu rhed  parameter  of 8 such t h a t  
where h is a p o s i t i v e  c o n s t a n t  and d e ( [ )  is a g l v e n  r e a l  va lued  func- 
t i o n .  Se t  R S  
Apply ing  (3.8) t o  t h e  mean val t ie  theorem, (A.lO) becomes 
6 J t ( 8 )  = -H[6U(8)]’ {, y( t )  - H [ Y ( O ) ] ) .  
\ 
On t h e  o t h e r  hand, 6u(x;B) t s  a s o l u t i o n  of 
( A . l l )  
( A .  12)  
sT;<x) = o i n  G (Ao13a) 
-24- 
I Introdlice the so-cal led  “ad j o i n t  system” of which s t a t e  
tion o €  
Ap(x) = 0 i n  G 
with 
( A .  13b) . 
(A. 13c) 
is a solu- 
(A.  14a)  
(A .  14b) 
(A. 1 4 4  
where I rk [ * ]  denotes the adjotnt  operator of H [ * l .  By v i r t u e  of Green’s 
formula, from ( 4 . 1 3 )  and ( A . 1 4 ) ,  w e  have 
( A .  15) 
From (A.10) and (A.13) ,  6 J t ( e )  is  computed by 
-2 5- 
. 
Thus, we obtain 
1 
VeJt(8)-S0 = lim 7 6 J t ( 8 )  
A+ n 
( A .  16) 
(A. 17)  
* * 
t and By setting 8 = 0 
tional inequality (3 .11) .  
6 3  = 8 - e t  in (A.171, we can obtain the varia- 
\ 
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