Abstract. This short note is devoted to the proof of Lifshitz tails and a Wegner estimate, and thus, band edge localization, for the random hopping model.
Introduction
The model we consider in this short note is defined as follows: for u ∈ 2 (Z d ),
The coefficients λ ω ((x, y)) are real valued, bounded i.i.d. random variables satisfying the minimal symmetry requirement for H ω to be self-adjoint. Namely, let E denote the set of edges {(x, y) ∈ Z d × Z d ; |x − y| = 1} (here, |x| = |x 1 | + · · · + |x d | if x = (x 1 , · · · , x d )); define the set of undirected edges to be E := E/ ∼ (where (x, y) ∼ (x , y ) if and only if (x, y) = (x , y ) or (x, y) = (y , x )). The coefficients λ ω (e), e ∈ E are supposed to be i.i.d. random variables. Let us note here that (0.1) is a natural discrete analogue of the model studied in [4] . As H ω is homogeneous of degree one in the variables λ ω (e), e ∈ E , we may, without restriction, assume that
Under these assumptions, for almost every ω, the operator H ω is bounded and self-adjoint. Moreover, it is Z d -ergodic (see e.g. [2, 9] ); this guarantees that its spectrum is almost surely constant. Call it Σ. Using the classical criterion of [3] , under assumption (0.2), one computes
The absolutely continuous, singular continuous and pure point components of the spectrum are also almost surely independent of ω.
The aim of the present note is to show that localization occurs near the edges of Σ.
The Z d -ergodicity also guarantees the existence of a density of states. In Z d , consider the cube of size N (N > 1) and center 0. Denote it by Λ N . Let Π N be the projection (cut-off) on this cube. Then, the integrated density of states k(E) of H ω is defined by
This limit exists almost surely (see section 1 for more details); it is a non decreasing function that takes values in [0, 1] . Its points of growth are the points of Σ. It thus naturally defines a probability measure supported in Σ; we denote this measure by dk. It is well known (see e.g. [1, 10] ) that, in order to prove localization at spectral edges for models of the type (0.1), it is sufficient to prove that the integrated density of states satisfies two conditions:
(1) a regularity condition: e.g. k is Hölder continuous; (2) a size condition: dk puts very little weight on the edges of the spectrum; this type of behavior is known as Lifshitz tails.
We prove Theorem 0.1. The integrated density of states satisfies
To prove the regularity condition mentioned above, we need an additional assumption on the random variables. Let ν be the distribution of λ ω (e). We assume that (H1): ν admits a locally Lipschitz continuous density, say g(t). Then, we prove Theorem 0.2. The integrated density of states is locally Lipschitz continuous in Σ \ {0}.
As noticed above, using multi-scale analysis, Theorem 0.1 and Theorem 0.2 are sufficient to derive that the spectrum is exponentially and dynamically localized in a neighborhood of the points 2d and −2d (see e.g. [11, 10] ).
Some auxiliary operators
We now turn to the proofs of Theorem 0.1 and Theorem 0.2. We introduce some auxiliary periodic operators. For N ∈ N, define
Using Floquet theory (see [6] for details), we know that H ω N admits a density of states, say k ω N (E), that satisfies
by an operator of rank at most CN d−1 (for some C independent of N , ω and θ). Moreover, as a consequence of the Z d -ergodicity, one obtains, for ϕ ∈ C ∞ 0 (R),
converges when N → +∞ ; actually, one can show that the convergence of E[dk ω N ] is exponentially fast (see e.g. [5, 6] ). The limit defines a positive measure. Then, (1.2), and the remark following this last equation imply that this measure is the density of states measure the distribution function of which is defined in (0.3).
As a result of this discussion, we see that to prove Theorems 0.1 and 0.2, we only need to prove analogous statements for E[k ω N (E)] uniformly in N for N large enough.
2. The proof of Theorem 0.1
Let us start with the Lifshitz behavior. First, we notice that we only need to deal with the lower edge of the spectrum ; indeed, the unitary transform (U u)(x) = (−1) |x| u(x) conjugates H ω to −H ω .
To prove Theorem 0.1, it suffices to prove the following local energy estimate (see e.g. [7, 8] )
Lemma 2.1. Fix a ∈ (0, 1). For u ∈ 2 (Z), one has
• H 0 is the free Laplace operator of Z d (i.e. it is equal to 2d + H ω when λ ω (e) = 1, ∀e ∈ E); it is non negative;
• the potential W ω N is defined by
where β(t) = −|t| if |t| ≥ a, −a if |t| < a.
• for e ∈ E, we say that x ∈ e if e = (x, y) or e = (y, x) for some y.
Indeed, we note that the random potential W ω N takes values in [−2d, 2d], its minimum is −2d. One can then apply the standard argument for operators of the form H 0 + V ω (see e.g. [5, 6] ) to obtain the desired estimate on E[k ω N (E)] (for N not too large). The exponentially fast convergence of E[dk ω N ] to dk then gives (0.4) exactly in the same way as in [5, 6] .
Proof of Lemma 2.1. To alleviate notations, let us drop the sub-and super-indices ω and N . One start with rewriting
where, for an edge e = (x, y), we have defined i(e) = x and t(e) = y. Note that
Consider the spectrum of 0 λ λ 0 . Let us first assume that λ = −t < 0. Then, 
Using β(·) defined in Lemma 2.1, one writes
This with (2.6) and (2.4) implies that, for λ < 0,
This relation is proved in the same way and holds for λ > 0. If we now apply (2.7) to each term in the sum (2.3), we obtain
where the potential W is defined by
This completes the proof of (2.1) and thus of Lemma 2.1.
The proof of Theorem 0.2
To prove this lemma, we use the fact that H ω , hence also H ω N = Π N H ω Π N , is homogeneous of degree one with respect to the random variables (λ ω (e)) e∈E ; indeed, one has (3.1)
Here, E N denotes the set of edges that start and end in Λ N (i.e. such that i(e) and t(e) belongs to Λ N ). Note that E N is of cardinal bounded by C#Λ N (for some fixed C > 0). One can use the classical argument of Wegner ([12] which also discusses off-diagonal disorder) to derive Theorem 0.2. For the reader's convenience, we detail this proof now. Pick a compact interval ∆ ⊂ (−∞, 0), say, ∆ ⊂ (−∞, −c], c > 0 fixed. Let E ω N (∆) be the spectral projector of H ω N on the interval ∆. Then, we need to estimate
Here, 1 A is the characteristic function of the set A. Using (3.1), one computes
For E ∈ ∆, this gives
Taking the expectation in both sides of the previous equation, one obtains
Here, H ω N (λ, e) is the Hamiltonian H ω N where the random variable λ ω (e) = λ, and all other random variables are unchanged. By assumption, g, the common probability density of the random variables (λ ω (e)) γ , is Lipschitz continuous. This enables us to integrate by parts in (3.4) and to obtain In view of the definition of the integrated density of states (0.3), this completes the proof of Theorem 0.2.
