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We present a search for large extra dimensions in the diphoton channel using the
CMS detector at the Large Hadron Collider. The search is focused on the forthcoming
2009–2010 run at 10 TeV center-of-mass energy and ∼ 100 pb−1 of data. We discuss
event selection and optimization, as well as data-driven methods of estimating var-
ious backgrounds and efficiencies. The dominant source of background after all the
selection requirements is SM diphoton production. We quote the sensitivity of the
search both in terms of lower limits on the fundamental Planck scale in the case of no




Compact large Extra Dimensions (ED) are an intriguing proposed solution of the hierarchy
problem of the Standard Model (SM), which refers to the puzzling fact that the fundamen-
tal scale of gravity, MPl ∼ 1019 GeV, is so much higher than the electroweak scale MEWSB ∼
103 GeV. With such a difference in scale, it is difficult to protect the Higgs mass from radiative
corrections without a very high degree of fine-tuning.
The original proposal to use ED to solve the hierarchy problem was presented by Arkani-
Hamed, Dimopoulos, and Dvali (ADD) [1]. They posit a scenario whereby the SM is con-
strained to the common 3+ 1 space-time dimensions, while gravity is free to propagate through
the entire multidimensional space (“bulk”). Because of this, the gravitational force is effectively
diluted, having undergone a Gauss’s Law reduction in the flux. The fundamental Planck scale,





where R and nED are the size and number of the ED, respectively. Current experimental con-
straints allow a scenario with nED ≥ 2 corresponding to ED sizes . 10−1 mm.
Collider phenomenology of models with large ED has been studied in many details [2–5]. In
this analysis, we consider a virtual graviton acting as a propagator in a Drell-Yan like processes
similar to the one shown in Fig. 1 (left pane), which result in production of a pair of photons
in the final state. In this case, the graviton-induced diagram interferes with the analogous SM
diagrams, also shown in Fig. 1 and results in an enhancement of the invariant mass spectrum
of the diphoton system, particularly at high masses.
For virtual graviton processes, the effects of ED are parameterized via a single variable ηG =
F/M4S, where F is a dimensionless parameter of order unity1. Several conventions for F are








, n = 2
2
n−2 , n > 2,
(2)










Figure 1: Feynman diagrams for virtual KK graviton production through qq¯ annihilation de-
caying into two photons (left) as well as for SM diphoton production (last two diagrams).
In this Physics Analysis Summary, we describe a search for large ED in the ADD model by
exploring virtual graviton decays into a pair of photons. We do not search for a particular mass
1Here MS is a ultraviolet cutoff used to regularize the calculation; it is expected to be close to MD, but may be
somewhat different from the latter, thus emphasizing complementary nature of virtual graviton exchange and other
ways of probing large ED, e.g. by exploring direct production of gravitons in association with a photon or a jet.
2 2 Event Selection
resonance in the ADD model because the energy spacing between the adjacent Kaluza-Klein
(KK) modes is ∼ 1R , that is, 1 meV to 100 MeV, i.e. too small to be resolved experimentally.
Instead, this signature evinces itself as a continuous spectrum above the SM diphoton con-
tinuum production. Our experimental signature is the production of two high-ET > 50 GeV
photons with an invariant mass (Mγγ) higher than expected in the SM. We use the SHERPA [6]
Monte Carlo generator to model both the SM and large ED diphoton signature to account for
the interference effects.
Besides SM diphoton production, multijet and photon+jet backgrounds also contribute to the
background when a jet is dominated by a hard pi0. Drell-Yan production of e+e− may fake
the diphoton signature either through bremsstrahlung or track mis-reconstruction. We propose
data-driven methods for measuring each of these backgrounds.
Similar analyses have been completed at LEP and at the Tevatron. For a review of experimental
limits from these colliders, see, e.g., Refs. [7–10]. Recent DØ analysis [11] based on 1 fb−1 of
data has excluded MS in the 1-2 TeV (depending on the number of ED) at the 95% confidence
level (CL), which are the most stringent limits on virtual graviton effects to date.
2 Event Selection
The CMS trigger system consists of two levels: a custom-hardware based Level 1 (L1) and a
High-Level Trigger (HLT), which is based on a computer farm running a simplified version of
the reconstruction code. We plan to trigger on photons by selecting a single ET > 8 GeV photon
at L1 and a photon with ET > 30 GeV at the HLT. Both L1 and HLT triggers are expected to be
unprescaled throughout the duration of the first CMS run and are fully efficient for our signal.
Due to the large amount of material in the CMS tracking detectors, electrons and photons in
CMS tend to radiate and convert. The resulting pattern of energy in the in the electromagnetic
calorimeter (ECAL) looks like several closely-spaced clusters of energy (“supercluster”). We
reconstruct high-ET photons by considering ECAL superclusters that do not have associated
pixel detector hits (which would indicate an electron or positron) and have a loose requirement
on the maximum amount of hadronic energy near the supercluster. We can reduce jets misiden-
tified as photons significantly without a large loss in efficiency by placing requirements on a
set of isolation variables. These variables are:
• HadronicOverEM: The hadronic energy divided by the electromagnetic energy in the
supercluster. The hadronic component is computed as the highest energy hadron
calorimeter (HCAL) reconstructed hit within ∆R < 0.1 of the supercluster. We re-
quire HadronicOverEM< 0.05.
• Tracking Isolation: ΣpT of tracks within a hollow cone of 0.04 < ∆R < 0.40 about the
supercluster. We require that the tracking isolation is < 5.0 GeV.
• ECAL Isolation: ΣET of ECAL hits within a hollow cone of 0.06 < ∆R < 0.40 about
the supercluster, excluding those that are part of the photon cluster. We require that
the ECAL isolation is < 10.0 GeV.
• HCAL Isolation: ΣET of HCAL hits within a hollow cone of 0.10 < ∆R < 0.40 about
the supercluster. We require that the HCAL isolation is < 4.7 GeV +0.003 ET, which
keeps the tagging efficiency independent of the photon ET.
The efficiency of these requirements are shown in Fig 2 as a function of ET and η, using a high
ET diphoton sample. The efficiencies to reconstruct the photon candidate, pixel tracker veto,
and isolation requirements are shown separately as well as combined. The drop in efficiency
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Figure 2: Photon efficiency as a function of ET and η. Photon reconstruction, pixel detector veto,
photon isolation, and the overall efficiency are shown. (The pixel detector veto and photon
isolation efficiency are shown on top of the reconstruction efficiency.) In each plot, |η| < 1.5.
at ET < 100 GeV corresponds to contamination by hadronic initial state radiation (ISR). The
pixel-matching veto which suppress electrons, is approximately 99% efficient for photons. The
efficiency to reconstruct a photon given a MC generated photon is 96− 97%.
We will cross check these efficiencies in a data-driven way using Z → e+e− data. Because
electron and photon reconstruction are done in a similar way, we can measure the electron
reconstruction efficiency in data and use MC to constrain the difference with photons. Many
uncertainties in the MC would cancel in the ratio, yielding a robust means of obtaining the
photon ID efficiency. We measure Rγ/e ≡ eγ/ee = 0.95± 0.02, and conservatively assign a 5%
systematic uncertainty to this method. The overall efficiency to reconstruct a high ET photon
with these requirements is 0.85± 0.04; the diphoton efficiency is εγγ = 0.72± 0.07.
3 Backgrounds
We can categorize the backgrounds broadly into two types: irreducible and instrumental. The
instrumental backgrounds constitute the misidentification of jets and electrons as photons. Jets
can fake direct photons when they fragment into a leading pi0/η. Electrons can fake direct
photons through tracking inefficiencies or bremsstrahlung. The irreducible background is the
SM production of diphotons principally through t-channel diagrams. The analysis strategy
is to reduce the instrumental background to be negligible compared to the irreducible direct
diphoton background and then deal with the latter using kinematic cut optimization.
3.1 Jets Reconstructed as Photons
Dijet events and direct photon production can both result in reconstructed diphoton events. We
measure the jet-faking-photon rate by using a MC dijet sample with no direct photon contam-
ination. The fake rate is calculated as a function of ET by taking the reconstructed photon ET
spectrum and dividing it by the jet ET spectrum. The ratio is fit to a polynomial curve. We then
apply this rate to jets in both dijet and direct photon events to determine the background con-
tribution from each. We also cross check the fake rate using direct photon samples by looking
for a second photon present in these events.
4 3 Backgrounds
The fake rate determination depends on our ability to remove QCD direct photon contamina-
tion from dijet data (or direct diphoton contamination from the direct photon sample). Without
such a subtraction, the fake rate will be measured higher than it should be. In data, we can de-
termine prompt photon contamination on statistical basis because non-prompt photons in jet
data are dominated by hard pi0/η’s decaying into two photons. Therefore, a distinguishing
characteristic of non-prompt photons is the presence of an extra photon nearby. We studied a
template fit using γ → e+e− conversions to determine the fraction of jets and direct photons
in a given sample, a method used in, e.g., Ref. [12]. We compare total transverse energy in the
superclusters with the sum of transverse momenta of the associated tracks from photon con-
versions. A high ET/∑ pT ratio is indicative of a pi0/η → γγ, as typically only one of the two
photons undergoes a conversion, whereas a lower ratio indicates a converted prompt photon.
We demonstrated that the method works well using dijet MC samples.
3.2 Electrons Reconstructed as Photons
We determined the electron-photon mis-identification rate, feγ, in Z events using a completely
data-driven approach. We reconstruct Z events with e+e− and eγ pairs in the Z mass window.
The fake rate is then given by
feγ = 1− 2Nee2Nee + Neγ , (3)
where Nee and Neγ are the number of reconstructed Z’s with ee and eγ pairs, respectively. We
find that feγ = (0.86± 0.20)%, and apply this rate to high mass e+e− events from Drell-Yan
production.
3.3 Diphotons
Our strategy for this background is to assume that the MC describes the shape of the diphoton
mass distribution well and then get the absolute normalization by normalizing this shape to
data in a signal- depleted region (Mγγ . 500 GeV). While the NLO corrections and theoretical
uncertainties on the shape of the diphoton invariant mass introduce an additional uncertainty
(which we also take into account, see Section 5.1) we expect the normalization uncertainty to
dominate in the early data.
For 300 GeV < Mγγ < 500 GeV, the data is dominated by diphotons, although at lower mass,
the direct photon and dijet contributions are non-negligible. While for large integrated lumi-
nosities the region above 300 GeV provides sufficient number of events to perform normaliza-
tion, it is not sufficient for the early data analysis. For proper normalization with ∼ 100 pb−1
of data it is necessary to go below 300 GeV in the diphoton invariant mass to have a diphoton
sample of a reasonable size.
Our strategy is to tighten the photon ID cuts to reduce the jet-faking-photon rate by an addi-
tional factor of 3–4. This background reduction allows us to collect a relatively clean sample of
direct photons at low invariant mass, which we can then use to normalize the background. We
change the ECAL and track isolation requirements to
• ECAL Isolation< 2 GeV+0.005 ET
• Track Isolation< 2 GeV.
In 100 pb−1 of data, we expect 15.3± 1.5 diphoton events, 6.8± 1.7 direct photon events, and
1.5 ± 0.8 dijet events with the tightened photon ID requirements for Mγγ > 200 GeV. The
systematic uncertainties on individual background components come from the diphoton NLO
K-factor and the photon-jet fake rate, respectively. This means we can normalize the diphoton
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Figure 3: Expected 95% limit on the cross section for various ED models. Left: the limit as a
function of |η| with Mγγ > 600 GeV. Right: the limit as a function of Mγγ with |η| < 1.5.
background to 15.3± 4.9 (stat) ±1.9 (syst) events with 100 pb−1 of data, that is 34% relative
uncertainty.
4 Optimization
We optimize our selection criteria to minimize the expected 95% confidence level limit on the
cross section of a particular ADD model. For the optimization, we ignore any systematic un-
certainties, and the only background we consider is direct diphoton production, since it is by
far the dominant background. We optimize on two variables: the invariant mass of the photon
pairs, and the maximum allowed |η| of the individual photons. To be consistent with the ma-
jority of other searches documented by CMS, as well as the Tevatron analyses, we apply a flat
K-factor of 1.3 to both the signal and the dominant diphoton background [13, 14].
Figure 3 shows the results of the optimization process. The plot on the left is the expected 95%
confidence level limit on the signal cross section as a function of |η| with Mγγ > 600 GeV for
a variety of choices for MS and the number of ED. The normalization is arbitrary since we are
looking only for local minima. We choose |η| < 1.5, since this is the location of the minimum
for the model parameter range we are most sensitive to. Moreover, keeping a narrower η
region simplifies our understanding of photon ID. After the optimum |η| cut has been chosen,
we focus on the invariant mass threshold. This is shown in the right pane in Fig. 3. Based on
this plot, we choose to require Mγγ > 700 GeV, as this is the optimal point for much of the
parameter space. Figure 4 shows the invariant mass distribution of each of the backgrounds as
well as a signal distribution with the optimized |η| < 1.5 requirement.
As we expect, the backgrounds are dominated by direct diphoton production. Beyond Mγγ >
700 GeV, we find very low expected background for a 100 pb−1 data set. Table 1 summarizes
the background expectation as a function of Mγγ. We scale the backgrounds in this table using
NLO K-factors derived from [13–16]; the diphoton K-factor is taken to be constant, while for
direct photons and dijets, we take into account a non-trivial invariant mass dependence (∼ 20–
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Figure 4: Background and signal expectations as a function of invariant mass. We find that the
optimal point for exclusion is Mγγ > 700 GeV. In the above plot ADD includes both SM direct
diphoton production as well as the effects of large ED.
Background K-factor
Events per fb−1
Mγγ > 500 GeV Mγγ > 600 GeV Mγγ > 700 GeV
Diphoton 1.3 12.53± 1.25 6.37± 0.64 3.58± 0.36
Photon+Jet 1.4 1.79± 0.45 0.76± 0.19 0.38± 0.09
Dijet 1.4 0.27± 0.13 0.09± 0.05 0.04± 0.02
Sum — 14.58± 1.33 7.23± 0.66 4.00± 0.37




Early analysis is expected to be dominated by a large uncertainty on the integrated luminosity,
the photon ID efficiency, and diphoton background normalization. To reduce these uncertain-
ties, we plan to normalize the product of luminosity and dielectron efficiency using theoretical
Z-peak cross section at the LHC. As we already use the Z data for data-driven studies of the
photon efficiency, such a normalization is a straightforward exercise. We do not plan to do a
thorough cross section analysis, so we assign a conservative 10% uncertainty to the combined
product of the diphoton efficiency and integrated luminosity. This uncertainty is dominated
by the ∼ 5% difference between the MC efficiency for photons and electrons and also by the
5% variation of the ratio of the diphoton NLO and LO cross sections in the mass range of in-
terest (100-1500 GeV) (see below). Since the dominating source of background is the diphoton
production, the uncertainties on the fake background are not relevant for this analysis. We as-
sign a systematic uncertainty on the background of δB/B = 10%⊕ 340%/
√∫
Ldt/pb, which
5.2 Limits on Large Extra Dimensions 7
nED 95% CL Limit on MS
50 pb−1 100 pb−1 200 pb−1
2 2.5 TeV 2.7 TeV 2.9 TeV
3 3.0 TeV 3.3 TeV 3.5 TeV
4 2.6 TeV 2.8 TeV 3.0 TeV
5 2.3 TeV 2.5 TeV 2.7 TeV
6 2.1 TeV 2.3 TeV 2.5 TeV
7 2.0 TeV 2.2 TeV 2.4 TeV
Table 2: Table of 95% CL limits on MS as a function of the number of ED for three characteristic
integrated luminosities expected to be reached in 2010.
includes a systematic uncertainty on the K-factor shape and the statistical uncertainty from the
diphoton normalization.
5.2 Limits on Large Extra Dimensions
To establish the existence or to set limits on signal, we perform a counting experiment within
the kinematic range given by the optimized cuts. In the absence of a significant excess above the
expected background of 0.40± 0.04 events in 100 pb−1 of data, we proceed with setting limits
on the parameters of the ADDmodel. We use a Bayesianmethodwith a flat prior chosen for the
signal cross section to determine the expected limit assuming a background-only hypothesis.
We further translate the cross section limits into limits on the parameters of the ADD model,
using the following technique. Since the effects of virtual graviton exchange interfere with
the SM diphoton production, generally, we expect the overall cross section of the diphoton
production from physics sources to have the following form:
σADD = σSM + AηG σint + Bη2G σED, (4)
where ηG is the parameter specifying the strength of ED effects, as discussed in Section 1. Con-
sequently, we parameterize the signal cross section within the counting window as a bilinear
form in the parameter ηG and subtract the σSM term, already accounted for in setting the cross
section limit on the signal. For nED = 2 case, ηG is not a constant, as it depends on the invariant
mass of the diphoton pair. Consequently, in this case we parameterize signal cross section with
a smooth function of 1/M4S and further translate the limit on this parameter in the limit on the
MS.
The expected 95% CL limit together with the signal cross section parameterization as a func-
tion of ηG are shown on the left in Fig. 5. The intersection of the cross section limit with the
signal cross section curve determines the upper 95% CL limit on the parameter ηG. As seen
from the plot, these limits for the 100 pb−1 data set are equal to η95G = 0.0173 TeV
−4 and
1/M4S(n = 2, 95%) = 0.0199 TeV
−4. We further translate these limits into the lower limit on the
fundamental Planck scale for various numbers of extra dimensions nED, as shown in Table 2.
This is calculated trivially for nED = 2 and for nED > 2 by using Eq. (2). In addition, we quote
95% exclusion for integrated luminosities of 50 and 200 pb−1. These limits are shown in Fig. 5,
as well as in Table 2.
Note that the limits on the fundamental Planck scale expected from this search with∼ 100 pb−1
of data are approximately twice as high as the best sensitivity achieved so far (at the Teva-
tron) [11] and represent a significant extension in the previously unexplored region of the pa-






























-4: 0.0235 TeV95% CL limitG!
0.053 pb -4: 0.0173 TeV95% CL limitG!
0.030 pb -4: 0.0129 TeV95% CL limitG!
























-4): 0.0277 TeV-195% CL limit (50 pb
0.097 pb
-4): 0.0199 TeV-195% CL limit (100 pb
0.053 pb
-4): 0.0134 TeV-195% CL limit (200 pb
0.030 pb





Figure 5: Signal cross section parameterization as a function of the strength of the ED effect, ηG
for the nED > 2 case (left) and as a function of 1/M4s for the nED = 2 case (right).
ED Parameters
∫
Ldt needed for 3σ evidence
∫
Ldt needed for 5σ discovery
Ms = 2 TeV, nED = 2 ∼ 12 pb−1 ∼ 20 pb−1
Ms = 2 TeV, nED = 4 ∼ 7 pb−1 ∼ 11 pb−1
Ms = 2 TeV, nED = 6 ∼ 32 pb−1 ∼ 72 pb−1
Ms = 2.5 TeV, nED = 2 ∼ 62 pb−1 ∼ 162 pb−1
Ms = 2.5 TeV, nED = 4 ∼ 51 pb−1 ∼ 129 pb−1
Ms = 2.5 TeV, nED = 6 ∼ 342 pb−1 ∼914 pb−1
Ms = 3 TeV, nED = 2 ∼ 314 pb−1 ∼846 pb−1
Ms = 3 TeV, nED = 4 ∼ 387 pb−1 ∼1050 pb−1
Table 3: Luminosity needed for observation or discovery given the MS and nED parameters.
5.3 Discovery Potential for Extra Dimensions
Since the sensitivity of the search extends significantly on the previously established limits on
the fundamental Planck scale, it is entirely possible that we will see an evidence for a signal
already in the very first LHC run. Therefore, we need to also consider signal discovery and
estimate the integrated luminosity necessary to establish the signal with a certain confidence
level.
To estimate the discovery potential, we calculate the Poisson probability for the background
to fluctuate to or above the number of events n observed in the counting window. We further
convert the p-value into the Gaussian significance of a one-sided fluctuation, represented as
a number of standard deviations, σ. However, we want to ensure that the discovery is not
claimed based on just one event observed. Therefore, we also control the number of expected
events, S + B and require this number to be at least 3 to claim 3σ evidence and 5 to claim
a 5σ discovery. (This is not a mathematically strict, but nevertheless a popular choice in the
literature, which, for one, ensures that an observation luminosity always exceeds the 95% CL
limit luminosity.)
The results for our counting experiment are shown in Fig. 6 and also listed in Table 3. As one
can see, a 5σ discovery for the case of MS = 2 TeV and nED ≤ 6 is possible with less than 75
pb−1 of data (this is the only case when the S+ B > 5 requirement is somewhat more stringent
9)-1Integrated luminosity (pb
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Figure 6: Luminosity required for signal discovery for different values of MS and number of
ED. Shown on the y-axis is the corresponding p-value (in one-sided Gaussian σ’s). Points on
the lines indicate consecutive integer number of signal events; points corresponding to 1, 3,
and 5 events are labeled accordingly. Requiring at least 3 events for observation or 5 events for
discovery ensures that discovery cannot be claimed based on a single, golden event.
than the > 5σ requirement). With 130 pb−1 the discovery is possible up to MS = 2.5 TeV
and nED ≤ 4. For MS ≥ 3 TeV the first LHC run is not expected to be sufficient to claim
either the discovery, or even a 3σ evidence for the signal. However, even with 100 pb−1 of
data a considerable region of previously unexplored parameter space can be probed with the
discovery sensitivity.
6 Conclusions
To summarize, we performed a MC study of the sensitivity of the CMS experiment to models
with large extra spatial dimensions [1] in the diphoton final state in the 2009–2010 LHC run at
the center-of-mass energy of 10 TeV. We developed identification cuts essential for photons at
large transverse momenta, typical of such a signal, and showed that instrumental backgrounds
can be kept under control. We optimized signal selection to reach maximum sensitivity in a
simple counting experiment by selecting the events with large invariant diphoton mass and
centrally produced photons. In the absence of an excess over the dominant SM direct diphoton
background in a 100 pb−1 data set, we set an upper limit on the parameter ηG of the ADD
models of 0.0173 TeV−4 at the 95% CL, which translates in the lower limits on the effective
Planck scale of MS > 2.8 TeV for nED = 4, which is twice as stringent as the best limits to date
coming from the Tevatron [11]. In the presence of the signal, it can be observed at a 5 standard
deviation level up to MS = 2.5 TeV and nED = 4 with ≈ 130 pb−1 of data.
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