Birnbaum-Saunders models have been widely used to model positively skewed data. In this paper, we introduce a bivariate Birnbaum-Saunders distribution which has the means as parameters. We present some properties of the univariate and bivariate Birnbaum-Saunders models. We discuss the maximum likelihood and modified moment estimation of the model parameters and associated inference. A simulation study is conducted to evaluate the performance of the maximum likelihood and modified moment estimators. The probability coverages of confidence intervals are also discussed. Finally, a real-world data analysis is carried out for illustrating the proposed model.
Introduction
The Birnbaum-Saunders (BS) distribution was proposed by Birnbaum and Saunders (1969) motivated by problems of vibration in commercial aircrafts that caused fatigue in materials. Although, worthy of further study.
BS distributions 2.1 The BS distribution
The BS distribution is related to the normal distribution by means of the stochastic representation
where α > 0 and β > 0 are shape and scale parameters, respectively, Z is a RV following a standard normal distribution Z ∼ N(0, 1), such that T is BS distributed with notation T ∼ BS(α, β). The probability density function (PDF) of T is given by f (t; α, β) = 1
The mean and variance of T are given by E[T ] = β[1 + α 2 /2] and Var[T ] = (αβ) 2 (1 + 5α 2 /4), respectively. The scale parameter β is also the median of the distribution. The BS distribution holds the reciprocal property, that is, 1/T has the same distribution of T with the parameter β replaced by 1/β, 1/T ∼ BS(α, 1/β), which implies 
The RBS distribution
The RBS distribution is indexed by the parameters µ = β(1 + α 2 /2) and δ = 2/α 2 , where α and β are the original BS parameters of (1), and µ, δ > 0 are the scale and shape (precision) parameters, respectively. If T ∼ RBS(µ, δ), then its PDF, for t > 0, is given by f (t; µ, δ) = exp(δ/2) √ δ + 1 4 t 3/2 √ πµ t + δµ δ + 1 exp − δ 4 t(δ + 1) δµ
and its cumulative distribution function (CDF) is denoted by F (t; µ, δ). From (2), the survival function (SF) and hazard rate (HR) function are given by S(t; µ, δ) = 1 2 Φ t + δ(t − µ) 2 t(1 + δ)µ , h(t; µ, δ) = exp − (−δµ + δt + t) 2 4(δ + 1)µt (δµ + δt + t)
2 πµ(δ + 1) √ µ t 3/2 Φ t + δ(t − µ) 2 t(1 + δ)µ , respectively, where Φ(·) is the CDF of the standard normal distribution. Considering the function a(t; α, β) = 1 α t β − β t , α, β > 0,
and denoting a(t) = a(t; α, β), where α = 2/δ and β = µδ/(δ + 1), expressions for the first, second and third derivatives of a(·) are given by a ′ (t) = 1 2α 
Note that f (t; µ, δ) = φ (a(t)) a ′ (t) where φ(·) denotes the PDF of the standard normal distribution. The function a(·) is a bijection of R + to R and has inverse, denoted by a −⊥ (·), given by a −⊥ (s) = β 4 αs + (αs) 2 + 4
3 The bivariate RBS distribution
Density and shape analysis
The bivariate random vector T = (T 1 , T 2 ) ⊤ is said to follow a BRBS distribution with parameters µ 1 , µ 2 , δ 1 , δ 2 , ρ, denoted by T ∼ BRBS(µ 1 , µ 2 , δ 1 , δ 2 , ρ), if the joint CDF of T 1 and T 2 can be expressed as
where
t 1 > 0, t 2 > 0, µ 1 > 0, δ 1 > 0, µ 2 > 0, δ 2 > 0, |ρ| < 1, and Φ 2 (u, v; ρ) is the standard bivariate normal CDF with correlation coefficient ρ. It follows that the joint PDF associated with (5) is given by
where φ 2 (u, v; ρ) is a normal joint PDF given by
Following the notation in (3) and considering a k (t) = a(t; α k , β k ), with α k = 2/δ k and β k = µ k δ k /(δ k + 1), for k = 1, 2, note that
From now on, we will use the following notation
for j, k = 1, 2.
Lemma 3.1. Some important properties of the function c j,k (t, w; ρ) are:
is an increasing function for all w.
If ρ < 0 (> 0), the function w → c j,k (t, w; ρ) is increasing (decreasing) for all t.
2. c 1,2 (t, w; ρ) 1 whenever t a
( 1 − ρ 2 ) and ρ < 0.
3. c 1,2 (t, w; ρ) 1 whenever t a −⊥ 1 1 − ρ 2 , w < β 2 (> β 2 ) and ρ > 0 (< 0).
Let
The joint PDFs and HRs of (T 1 , T 2 ) are unimodal and the surface plots for some values of the parameters are presented in Figure 2 .
Next, some results on the unimodality properties of BRBS distribution are obtained. We will consider the following hypothesis:
) , where τ 0 ≈ 96/10. Proposition 3.1. Under Hypothesis 1 there is an unique constant c > 0 such that the point ( t 1 , t 2 ) = (cβ 1 , cβ 2 ) is critical for f T 1 ,T 2 .
Theorem 3.1 (Unimodality). Under Hypothesis 1 there is an unique constant
That is, under Hypothesis 1 the BRBS distribution is unimodal. Figure 2: The joint PDFs (top) of (T 1 , T 2 ) when µ 1 = µ 2 = 2, δ 1 = δ 2 = 1 and ρ = 0.1 (left), ρ = 0.9 (right); and the joint HRs (bottom) of (T 1 , T 2 ) when µ 1 = µ 2 = 10, δ 1 = δ 2 = 1.5 and ρ = 0.1 (left), ρ = 0.9 (right).
Properties of the BRBS distribution Proposition (Marginal functions). Let
, and the marginal CDFs, denoted F T k (·), are given by
respectively, where f (·; µ k , δ k ) and F (·; µ k , δ k ) are the PDF and the CDF of the RBS distribution defined in (2). That is,
where c 2,1 (s, t; ρ) is defined in (7).
Remark 3.1. If T 1 and T 2 are identically distributed RVs following a RBS distribution, then
where Z ∼ N(0, 1), and if in addition ρ = 0, then R = 1/2.
2.
where f (t; µ 2 , δ 2 ) and c 1,2 (v, t 2 ; ρ) are defined in (2) and (7), respectively.
Some authors like Basu (1971) or Puri and Rubin (1974) define the multivariate HR as a scalar quantity. In the bivariate case, Basu gives the HR as
, where
is the bivariate SF. An analogous procedure to Proposition 3.4 shows that
Therefore, we get
Proposition 3.5. The function G(t 1 , t 2 ) = 
Let X and Y be RVs, the covariance and correlation of X and Y , as usual, are denoted by Cov(X, Y ) and ρ(X, Y ) respectively. The following result tells us that two RVs with BRBS distribution are associated and correlated positively.
Let (X, Y ) be a bivariate positive RV with bivariate SF S(x, y) (defined in (8)) and with E[XY ] finite. If we assume that the sampling probability of (X, Y ) is proportional to XY , the recurrence times are (X eq , Y eq ), where X eq = X sb U 1 and Y eq = Y sb U 2 , where U 1 and U 2 have independent uniform distributions in (0, 1) and are independent of (X sb , Y sb ). The vector (X sb , Y sb ) is known as the size biased random vector and has PDF defined by
f (x, y).
Under the previous hypothesis, the joint PDF of the bivariate equilibrium distribution (X eq , Y eq ) is given by (see Navarro et al. (2006) or Navarro and Sarabia (2010) )
Proposition 3.9 (Equilibrium distribution). According to (10), the equilibrium PDF associated with (2) is
. Proposition 3.10. For the BRBS distribution, the function f eq (t 1 , t 2 ) is decreasing in both t 1 and t 2 .
Failure rate with presence of dependence
A real function K(x, y), which is defined on X and Y, X and Y are linearly ordered sets, is said to be totally positive of order two (TP 2 ) and reverse rule of order two (RR 2 ) in x ∈ X and y ∈ Y if
We also define a local dependence function (LDF)
The LDF, γ K (x, y), can be defined for any positive and mixed differentiable function K(x, y), which does not need to be a density function. See Holland and Wang (1987) for definition and properties of the local dependence function.
Theorem 3.4. (Holland and Wang, 1987) 
It can be verified that
whenever ρ > 0 (< 0). Then, by Theorem 3.4 the joint PDF f T 1 ,T 2 (t 1 , t 2 ) is an example of a function TP 2 (RR 2 ) when ρ > 0 (< 0). The LDF will be used for studying the monotonicity of certain HRs. If (X, Y ) ⊤ is a bivariate random vector distributed according to F (x, y), then one can consider F (x|Y ∈ A) (the CDF of X given that Y ∈ A). The conditional HR (CHR) of X given Y ∈ A and mean residual function (MRF), using obvious notation, are defined by
respectively, where
denotes the conditional SF (CSF). We know a lot about the normal distribution. For example, if Z has a N(0, 1) distribution we have (Feller (1968) , Section 7.1)
Clearly the inequalities are useful only for larger z, because as z decreases to zero the lower bound goes to −∞ and the upper bound goes to +∞. The inequality above is known as the Gaussian tail inequality.
Theorem 3.5 (Monotonicity). Let us assume that
2. The MRF: t 2 → m(t 1 |T 2 = t 2 ) is increasing for all t 2 < β 2 and for all t 1 a
4. The CHR: t 2 → h(t 1 |T 2 = t 2 ) is decreasing (increasing) when ρ > 0 (< 0).
Estimation and inference

Maximum likelihood estimation
Let {(t 1i , t 2i ), i = 1, . . . , n} be a bivariate random sample of size n from the BRBS(µ 1 , µ 2 , δ 1 , δ 2 , ρ) distribution with PDF as given in (6). Then, the log-likelihood function, without the additive constant, is given by
Note that (a 1 − b 1 ) δ 1 /2, (a 2 − b 2 ) δ 2 /2 is bivariate normal distributed with mean vector (0, 0) ⊤ and covariance matrix 1 ρ ρ 1 . From this result, we see that, for given µ 1 , µ 2 , δ 1 , δ 2 , the ML estimator of ρ is
Therefore, when the parameters µ 1 , µ 2 , δ 1 and δ 2 are unknown, the ML estimators of µ 1 , µ 2 , δ 1 and δ 2 can be obtained by maximizing the profile log-likelihood function
where η = (µ 1 , µ 2 , δ 1 , δ 2 ) ⊤ . In order to maximize function (15) with respect to µ 1 , µ 2 , δ 1 , δ 2 , one may use the Newton-Raphson algorithm or some other optimization algorithm. Once µ 1 , δ 1 , µ 2 and δ 2 are obtained, the ML estimators of ρ, say ρ, is computed from (14). Under some regularity conditions (Cox and Hinkley, 1974) , the asymptotic distribution of θ = ( µ 1 , µ 2 , δ 1 , δ 2 , ρ), as n → ∞, is given by
where D − → denotes convergence in distribution and N 5 (0, J −1 ) denotes a 5-variate normal distribution with mean 0 and covariance matrix J −1 . For the sake of space we omit the elements of the matrix J .
Modified moment estimation
Let {(t 1i , t 2i ), i = 1, . . . , n} be a bivariate random sample of size n from T ∼ BRBS(θ), with θ = (µ 1 , µ 2 , δ 1 , δ 2 , ρ) ⊤ . Also, let the sample arithmetic and harmonic means be defined as
respectively. Then, the MM estimators of µ 1 , δ 1 , µ 2 and δ 2 are obtained by equating
k , for k = 1, 2. Thus, we readily have
Solving (16) for µ 1 , µ 2 , δ 1 and δ 2 , we obtain the MM estimators of these parameters, denoted by µ 1 , δ 1 , µ 2 and δ 2 , namely,
and then the MM estimator of ρ as
Note that the MM estimators have explicit forms, then they can be used as the initial guess in the numerical procedure for computing the ML estimators.
Theorem 4.1. The asymptotic distributions of µ k and δ k , for k = 1, 2, are given by
5 Numerical applications
Simulation study
In this section, we carry out a simulation study to evaluate the performance of the ML and MM estimators of the BRBS model parameters. The simulation scenario considered the following: the sample sizes n ∈ {10, 50, 100}; the values of the shape and scale parameters as δ k ∈ {0.25, 2.0} and µ k = 2.0, for k = 1, 2, respectively; the values of ρ are 0.00, 0.25, 0.50 and 0.95 (the results for negative ρ are quite similar so are omitted here); and 5, 000 MC replications. Note that the values of δ k cover low and high skewness. We also present the 90% and 95% probability coverages of confidence intervals for the BRBS model. Tables 1-2 report the bias and mean squared error (MSE) for the ML and MM estimates. A look at the results allows to conclude that, as n increases, the bias and MSE of all the estimators decrease, tending to be unbiased, as expected. Moreover, the performances of the ML and MM estimators are quite similar in terms of bias and MSE. Furthermore, we note that, as the values of the shape parameters δ k increase, the performances of the estimators of µ k , the scale parameters, deteriorate. In general, ρ does not seem to have influence on the results.
By using the asymptotic distributions given earlier, we obtain the 90% and 95% probability coverages of confidence intervals for the BRBS model. The 100(1 − γ)% confidence intervals for θ l , l = 1, . . . , 5, based on the ML estimates can be obtained from 
respectively, where θ = ( θ 1 , θ 2 , θ 3 , θ 4 , θ 5 ) ⊤ = ( µ 1 , µ 2 , δ 1 , δ 2 , ρ) ⊤ and z r is the 100rth percentile of the standard normal distribution. The 100(1 − γ)% confidence intervals for µ k and δ k , k = 1, 2, based on the MM estimates are given by 
where h(x) = (2x+5)/(x + 1) 2 . We compute the 100(1−γ)% confidence interval for ρ based on the MM estimate ( ρ k ) using both the Fisher's (FI) z-transformation (Fisher, 1915 ) and the Krishnamoorthy Table 1 : Simulated values of biases and MSEs (within parentheses) of the ML estimates in comparison with those of MM estimates (µ k = 2.0 and δ k = 0.25, for k = 1, 2), for the BRBS distribution. and Xia's (KX) method (Krishnamoorthy and Xia, 2007) ; see Kazemi and Jafari (2015) for more details about this method. We observe that
and that ρ as be expressed as
, where It follows that the pairs (x 1i , x 2i ), for i = 1, . . . , n, can be considered as realizations of (X 1 , X 2 ). Therefore, ρ is an estimator of the correlation coefficient of a standard bivariate normal distribution. On the one hand, based on the FI method, an approximate 100(1 − γ)% confidence interval for ρ is given by
On the other hand, based on the KX method, an approximate 100(1 − γ)% confidence interval for ρ can be obtained from the following steps: 1) obtain ρ = ρ/ 1 − ρ 2 for a given n and ρ; 2), for i = 1, . . . , m (m = 2, 000, 000 say), generate
n−2 and Z 0 ∼ N(0, 1) and compute
Then, the 100(γ)th and 100(1 − γ)th percentiles of the Q i 's are the upper and lower limits of ρ. The 90% and 95% probability coverages of confidence intervals are reported in Table 3 . From this table, we observe that, the asymptotic confidence intervals do not present good results for δ k and µ k when n = 10. However, they improve when n = 50 and 100. In general, the coverages for ρ associated with the MM estimates provide better results compared to the coverages based on the ML estimates. Table 3 : Probability coverages of 90% and 95% confidence intervals for the BRBS model (µ k = 1.0, δ k = 0.5, for k = 1, 2). 
Real-world reliability data analysis
We here illustrate the BRBS distribution by using a real data set, which corresponds to two different measurements of stiffness, namely, shock and vibration each of n = 30 boards. The former refers to the emission of shock wave down the board, while the latter is obtained during the vibration of the board; see Johnson and Wichern (2007) . We consider probability versus probability (PP) plots with acceptance bands based on the marginal distributions of T 1 and T 2 to support the BRBS model; see We now fit the BRBS distribution to the stiffness data set. From the observations, we obtain s 1 = 1906.10, r 1 = 1857.55, s 2 = 1749.53 and r 2 = 1699.99. Table 4 presents the ML and MM estimates along with their corresponding SEs and 95% confidence intervals, as well as the log-likelihood values. We note that across the models both the estimates and log-likelihood values are quite similar. The Mahalanobis distance can be used to check the validity of the BRBS model; see Vilca et al. (2014b) . In the BRBS case, this distance is given by
for i = 1, . . . , n, where
and b 2i defined as in (13). Based on Marchant et al. (2016) , it follows that the Mahalanobis distance, with θ substituted by its ML estimator θ, has asymptotically a χ 2 2 distribution. We apply the WilsonHilferty approximation for transforming to normality the Mahalanobis distance defined in (17). Then, goodness of fit of the BRBS model can be assessed by checking normality of the transformed distances with the Wilson-Hilferty approximation; see Ibacache-Pulgar et al. (2014) . Figure 4 shows the PP plot with acceptance bands of the transformed Mahalanobis distance for the BRBS distribution. From this figure, observe that the considered model provides a good fit, which is confirmed by the associated p-value 0.4433 of the Kolmogorov-Smirnov (KS) test. 
Concluding remarks
In this paper we have proposed a new bivariate Birnbaum-Saunders distribution, which is established in terms of its means. We have discussed several properties of the reparameterized bivariate BirnbaumSaunders model including unimodality of the probability density function and monotonicity of the hazard rate. Moreover, we have discussed maximum likelihood estimation and modified moment estimation of the model parameters. Numerical results have illustrated the potentiality of the proposed model. As part of future work, it would be of interest to develop likelihood inferential methods by considering censored data. Moreover, implementation in a regression context would be of practical relevance. Finally, time series models based on the proposed bivariate distribution with corresponding influence diagnostic tools can also be considered; see Saulo et al. (2018) . Work on these problems is currently in progress and we hope to report these findings in a future paper.
7 Appendix: proofs Lemma 3.1. 1. The proof is immediate since a k (·), k = 1, 2, is a strictly increasing function. 2. By hypothesis a 1 (t) 1 − ρ 2 (1 + ρ) and a 2 (w) > 1 − ρ 2 . Since ρ < 0 we have −ρa 2 (w) > −ρ 1 − ρ 2 . Therefore,
1 − ρ 2 . 3. By hypothesis a 1 (t) 1 − ρ 2 . Since w < β 2 (> β 2 ) and ρ > 0 (< 0) we have −ρa 2 (w) > 0. Therefore, a 1 (t) − ρa 2 (w) 1 − ρ 2 . Finally, the proof of Item 4 (Item 5) follows by combining Items 1 and 2 (Items 1 and 3).
Proposition 3.1. Using the expression (6) for the PDF of the BRBS distribution, we obtain
where c j,k (s, t; ρ) is defined in (7). Then,
In what follows we will prove that if the point ( t 1 , t 2 ) = (cβ 1 , cβ 2 ) is critical for f T 1 ,T 2 , then the constant c > 0 is unique. In fact, since ( t 1 , t 2 ) is a critical point, by (20) and by expressions of the first and second derivatives of a(·) (provided in (4)) we have p(c) = 0 e q(c) = 0, where p and q are the cubic polynomials given by
From here on we analyze only the polynomial p(c), since from the analysis of this polynomial we obtain the same conclusion.
The discriminant of a cubic polynomial ax 3 +bx 2 +cx+d is given by ∆ = b 2 c 2 −4ac 3 −4b 3 d−27a 2 d 2 +18abcd. In our case, the discriminant of p is given by
By condition 2 of the Hypothesis 1, it can be seen that ∆ p > 0. Then, the polynomial p(c) has three distinct real roots, denoted c 1 , c 2 and c 3 . By Vieta's formula, it is valid that
From the first and third equations above, we conclude that there must be two negative and one positive roots. The proof is complete.
Theorem 3.1. By Proposition 3.1 we must only prove that ( t 1 , t 2 ) is a maximum point for f T 1 ,T 2 , whenever c ∈ (0, 2 √ 3 − 3). For this, deriving in (18) and (19), for k = 1, 2, we obtain
and using the above identities we have
By second derivative criteria for maxima and minima, the point (
Using the expressions of the first, second and third derivatives of a(·) (provide in (4)), a straightforward calculus shows that the inequality above is true if and only if
where c 1,2 (t 1 , t 2 ; ρ) is defined in (7). Then,
Analogously, we prove that f T 1 (t 1 ) = f (t 1 ; µ 1 , δ 1 ). This completes the proof.
Proposition 3.3. Using (21), for r > 0, we have
Combining the identity P(T 1 < T 2 ) = ∞ 0 I(w, w) dw, the above relations and the fact that T 1 ∼ RBS(µ 1 , δ 1 ) (by Proposition 3.2), we obtain
completing the proof.
Proposition 3.4. To prove the Items 1 and 2, we simply use a similar result from (22).
Proposition 3.5. Let g(w, t 2 ) = f (w; µ 1 , δ 1 ) 1 − Φ c 2,1 (t 2 , w; ρ) . Since w → g(w, t 2 ) is a nonnegative function, follows that t 1 → G(t 1 , t 2 ) = ∞ t 1 g(w, t 2 ) dw is a decreasing function. By other hand, since Φ(·) is a CDF and t 2 → c 2,1 (t 2 , w; ρ) is an increasing function, immediately follows that G(t 1 , t 2 ) is also decreasing in t 2 .
Proposition 3.6. 1. Let L(t 1 , t 2 ) = f (t 1 ; µ 1 , δ 1 )φ c 2,1 (t 2 , t 1 ; ρ) . The hypotheses ρ < 0, t 1 β 1 and t 2 β 2 imply that a 1 (t 1 ) 0 and c 2,1 (t 2 , t 1 ; ρ) 0. Then t 1 → f (t 1 ; µ 1 , δ 1 ) and t 1 → φ c 2,1 (t 2 , t 1 ; ρ) are increasing functions. Hence, by Proposition 3.5 the function t 1 → h T 1 ,T 2 (t 1 , t 2 ) = L(t 1 , t 2 )/G(t 1 , t 2 ) is increasing since the product of nonnegative increasing functions is also increasing, where G(t 1 , t 2 ) was defined in Proposition 3.5. In order to verify Item 2, see that the conditions ρ > 0, t 1 β 1 and t 2 β 2 imply that c 2,1 (t 2 , t 1 ; ρ) 0. Then t 2 → φ c 2,1 (t 2 , t 1 ; ρ) is an increasing function. So, by Proposition 3.5 the function t 2 → h T 1 ,T 2 (t 1 , t 2 ) = L(t 1 , t 2 )/G(t 1 , t 2 ) is increasing. Finally, to prove Item 3, note that the assumptions ρ = 0 and t 2 β 2 imply that c 2,1 (t 2 , t 1 ; ρ) = a 2 (t 2 ) 0. Then t 2 → φ c 2,1 (t 2 , t 1 ; ρ) is an increasing function and the proof follows in analogy to Item 2.
Proposition 3.7. Using (9) we obtain h T 1 ,T 2 (t 1 , t 2 ) f (t 1 ; µ 1 , δ 1 )φ c 2,1 (t 2 , t 1 ; ρ) 1 − E Φ c 2,1 (t 2 , T 1 ; ρ) .
Taking t 2 = w on the above equality and using the Proposition 3.3, we get h T 1 ,T 2 (t 1 , t 2 = w) f (t 1 ; µ 1 , δ 1 )φ c 2,1 (t 2 , t 1 ; ρ) 1 − R .
Finally, taking w = t 1 , integrating from 0 to ∞ in t 1 and again using the Proposition 3.3, the proof follows.
Proposition 3.8. The proof is immediate since E[a −⊥ (X)] = βα 2 E X 2 /2 + β + βαE X (αX) 2 + 4 /2 and since the function x → x (αx) 2 + 4 is odd. Combining the equalities above with (23), the proof follows. Finally, since T k ∼ RBS(µ k , δ k ) for k = 1, 2, by Item 3 of Subsection 2.2 and by Item 2 (Item 3), the proof of Item 3 (Item 4) follows.
Proposition 3.9. The result immediately follows from (8), (10) and from Theorem 3.2 (Item 2).
Proposition 3.10. The proof follows from Proposition 3.5.
Theorem 3.3. The proof is direct by using the PDF in (6) and making suitable transformations.
Theorem 3.5. By Proposition 3.4 in Shaked (1977) the CHR t 2 → h(t 1 |T 2 > t 2 ) is decreasing if and only if the function
is TP 2 , and the MRF t 2 → m(t 1 |T 2 = t 2 ) is increasing if and only if the function
