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Weak topological conjugacy via character of
recurrence on impulsive dynamical systems
E. M. Bonotto∗ , D. P. Demuner † and G. M. Souto‡
Abstract
In the present paper, we define the concept of weak topological conjugacy and we
establish sufficient conditions to obtain this kind of topological conjugacy between
two limit sets. We use the character of recurrence to obtain the results.
1 Introduction
When dealing with continuous or discontinuous dynamical systems, it is natural to
ask if two dynamical systems possess, in some sense, orbits with the same structure.
These types of dynamical systems with similar appearance are called equivalent systems.
There exist several notions of equivalence which depend on the required smoothness of
the systems, such as the homomorphism. Two dynamical systems (X, π) and (Y, σ) are
homomorphic if there is a continuous mapping h : X → Y such that the following diagram
X × R+ X
Y × R+ Y
h× I
π
σ
h
is commutative, that is, h(π(x, t)) = σ(h(x), t) for all (x, t) ∈ X × R+ (h maps orbits
of π to orbits of σ homomorphically and preserving orientation of the orbits). If h is a
homeomorphism then (X, π) and (Y, σ) are called topologically conjugate. Many results on
equivalence were explored for continuous dynamical systems, see for instance [13, 15, 18].
However, this concept has not been much investigated for impulsive systems.
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The theory of impulsive dynamical systems is an important tool to describe the evo-
lution of systems where the continuous development of a process is interrupted by abrupt
changes of state, whose duration is negligible in comparison with the duration of entire
evolution processes. Many real world applications in biological phenomena, engineer,
physics, optimal control model and frequency modulated systems are described by impul-
sive systems, see for example the references [1, 10, 12, 16, 17, 19].
One of the first works on equivalence for impulsive dynamical systems was carried out
in [2], where the authors deal with topological conjugate and give some results on the
structure of the phase space. We present in this paper a study of topological conjugacy
using character of recurrence in the sense of [7].
We may observe that there is not a relation of topological conjugacy between con-
tinuous dynamical systems and impulsive dynamical systems. For instance, consider the
dynamical systems (R2, π) and (R2, σ) presented in Figure 1, which are not homeomor-
phic. Moreover, it is not possible to obtain a topological conjugation restricted on any
π((x, y), t) = (x+ t, y) σ((x, y), t) = (xe−t, ye−t)
Figure 1: Systems are not homeomorphic.
invariant subset from the phase space. However, is it possible to perturbed the systems
(R2, π) and (R2, σ) under impulse conditions to obtain a topological conjugacy restricted
on an invariant set as we will see in Subsection 4.1.
In this work, we introduce the notion of weak topological conjugation and compara-
bility of points on impulsive dynamical systems. We start in Section 2 by presenting the
basis of the theory of dynamical systems with impulses. In Section 3, we present some
additional definitions and auxiliary results. Section 4 concerns with the main results.
This section is divided in two parts. In Subsection 4.1, we present the concept of a weak
topological conjugation and the notion of comparable points via character of recurrence.
Using the comparability by the character of recurrence, we show the existence of a contin-
uous function that maps orbits between two limit sets homomorphically and preserving
orientation, see Theorem 4.8 and Corollary 4.9. As a consequence, in Corollary 4.10, we
establish sufficient conditions for the existence of a weak topological conjugation between
two limit sets. In Subsection 4.2, we consider asymptotically almost periodic motions
and we investigate some relations between comparable points and the existence of a weak
topological conjugation, see Theorem 4.12, Theorem 4.17 and Corollary 4.18. In Theorem
4.22, we present sufficient conditions for two points to be comparable in limit.
2
2 Preliminares
Let (X, ρ) be a metric space and R+ be the set of all non-negative real numbers. The
triple (X, π,R+) is called a semidynamical system on X if the mapping π : X ×R+ → X
is continuous, π(x, 0) = x and π(π(x, t), s) = π(x, t+ s) for all x ∈ X and t, s ∈ R+.
Along to this text, we shall denote the system (X, π,R+) simply by (X, π). For every
x ∈ X , we consider the continuous function πx : R+ → X given by πx(t) = π(x, t) which is
called the motion of x. The positive orbit of x ∈ X is given by π+(x) = {π(x, t) : t ∈ R+}.
For t ≥ 0 and x ∈ X , we define F (x, t) = {y ∈ X : π(y, t) = x} and, for ∆ ⊂ [0,+∞)
and D ⊂ X , we write
F (D,∆) = {F (x, t) : x ∈ D and t ∈ ∆}.
A point x ∈ X is called an initial point, if F (x, t) = ∅ for all t > 0.
An impulsive semidynamical system (ISS), represented by (X, π;M, I), consists of a
semidynamical system (X, π), a nonempty closed subset M of X such that for every
x ∈M , there exists ǫx > 0 such that
F (x, (0, ǫx)) ∩M = ∅ and π(x, (0, ǫx)) ∩M = ∅,
and a continuous function I : M → X whose action we explain below in the description
of an impulsive trajectory. The set M is called the impulsive set and the function I is
called the impulse function. We also define
M+(x) =
(⋃
t>0
π(x, t)
)
∩M for all x ∈ X.
If x ∈ X and M+(x) 6= ∅, then there is a number s > 0 such that π(x, t) /∈ M for
0 < t < s and π(x, s) ∈M . In this way, it is possible to define a function φ : X → (0,+∞]
in the following manner
φ(x) =
{
s, if π(x, s) ∈ M and π(x, t) /∈M for 0 < t < s,
+∞, if M+(x) = ∅.
(2.1)
The number φ(x) represents the least positive time for which the trajectory of x ∈ X
meets M when φ(x) < +∞.
The impulsive trajectory of x in (X, π;M, I) is an X−valued function π˜x defined in
some subset [0, s) of R+ (s may be +∞). The description of such trajectory follows
inductively as described in the next lines.
If M+(x) = ∅, then φ(x) = +∞ and π˜x(t) = π(x, t) for all t ∈ R+. However, if
M+(x) 6= ∅ then φ(x) = s0 < +∞, π(x, s0) = x1 ∈ M and π(x, t) /∈ M for 0 < t < s0.
Thus we define π˜x on [0, s0] by
π˜x(t) =
{
π(x, t), 0 ≤ t < s0,
x+1 , t = s0,
where x+1 = I(x1). Let us denote x by x
+
0 .
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Since s0 < +∞, the process now continues from x
+
1 onwards. The reader may consult
[2, 8] for more details.
Notice that π˜x is defined on each interval [tn(x), tn+1(x)], where t0(x) = 0 and tn+1(x) =
n∑
i=0
si, n = 0, 1, 2, . . .. IfM
+(x+n ) 6= ∅ for all n = 0, 1, 2, . . . , then π˜x is defined on the inter-
val [0, T (x)), where T (x) =
∞∑
i=0
si (recall that x
+
0 = x and x
+
n = I(xn) = I(π(x
+
n−1, sn−1))
for n = 1, 2, . . .).
The impulsive positive orbit of a point x ∈ X in (X, π;M, I) is defined by the set
π˜+(x) = {π˜(x, t) : t ∈ [0, T (x))}.
Analogously to the non-impulsive case, an ISS satisfies the following standard prop-
erties: π˜(x, 0) = x and π˜(π˜(x, t), s) = π˜(x, t + s), for all x ∈ X and t, s ∈ [0, T (x)) such
that t+ s ∈ [0, T (x)). For more details about the theory of impulsive systems, the reader
may consult [2, 3, 4, 8, 9, 14].
Now, let us discuss the continuity of the function φ presented in (2.1). The continuity
of φ is studied in [8].
Let (X, π) be a semidynamical system. Any closed set S ⊂ X containing x (x ∈ X)
is called a section or a λ-section through x, with λ > 0, if there exists a closed set L ⊂ X
such that
a) F (L, λ) = S;
b) F (L, [0, 2λ]) is a neighborhood of x;
c) F (L, µ) ∩ F (L, ν) = ∅, for 0 ≤ µ < ν ≤ 2λ.
The set F (L, [0, 2λ]) is called a tube or a λ-tube and the set L is called a bar.
Any tube F (L, [0, 2λ]) given by a section S through x ∈ X such that
S ⊂ M ∩ F (L, [0, 2λ]) is called TC-tube on x. We say that a point x ∈ M fulfills
the Tube Condition and we write TC, if there exists a TC-tube F (L, [0, 2λ]) through x.
In particular, if S = M ∩ F (L, [0, 2λ]) we have a STC-tube on x and we say that a point
x ∈ M fulfills the Strong Tube Condition (we write STC), if there exists a STC-tube
F (L, [0, 2λ]) through x.
Theorem 2.1 concerns the continuity of φ which is accomplished outside of M .
Theorem 2.1. [8, Theorem 3.8] Consider an impulsive semidynamical system (X, π;M, I).
Assume that no initial point in (X, π) belongs to the impulsive setM and that each element
of M satisfies the condition TC. Then φ is continuous at x if and only if x /∈M .
3 Additional definitions and auxiliary results
Let (X, π;M, I) be an ISS. Throughout this paper, we shall assume the following
conditions:
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(H1) No initial point in (X, π) belongs to the impulsive set M and each element of M
satisfies the condition STC, consequently φ is continuous on X \M ;
(H2) M ∩ I(M) = ∅;
(H3) For each x ∈ X , the motion π˜(x, t) is defined for every t ≥ 0.
Given A ⊂ X and ∆ ⊂ R+, we denote
π˜(A,∆) = {π˜(x, t) : x ∈ A, t ∈ ∆} and π˜+(A) =
⋃
x∈A
π˜+(x).
A set A is called positively π˜-invariant if π˜+(A) ⊂ A. Also, if I(A ∩M) ⊂ A then we
say that A is I-invariant.
The positive limit set of a point x ∈ X in (X, π;M, I) is given by
L˜+(x) = {y ∈ X : there is a sequence {λn}n∈N ⊂ R+ such that
λn
n→+∞
−→ +∞ and π˜(x, λn)
n→+∞
−→ y}.
By [5, Proposition 4.3] the set L˜+(x) \M is positively π˜-invariant for all x ∈ X .
Next, we exhibit three auxiliary results concerning convergence on impulsive systems.
Lemma 3.1. [4, Lemma 3.8] Let x /∈ M and {xn}n∈N be a sequence in X \M such that
xn
n→+∞
−→ x. Then if αn
n→+∞
−→ 0 and αn ≥ 0, for all n ∈ N, we have π˜(xn, αn)
n→+∞
−→ x.
Lemma 3.2. [4, Corollary 3.9] Let {xn}n∈N be a sequence in X which converges to x ∈
X \M . Then, given t ≥ 0, there is a sequence {ǫn}n∈N ⊂ R+ such that ǫn
n→+∞
−→ 0 and
π˜(xn, t+ ǫn)
n→+∞
−→ π˜(x, t).
Lemma 3.3. [3, Lemma 2.4] Let x ∈ X \ M and {xn}n∈N ⊂ X be a sequence which
converges to x. Given t ≥ 0 such that t 6= tk(x), k = 0, 1, 2, . . ., and {λn}n∈N ⊂ R+ is a
sequence with λn
n→+∞
−→ t then π˜(xn, λn)
n→+∞
−→ π˜(x, t).
Lemma 3.4 below establishes sufficient conditions for a limit set to contain points
outside from M .
Lemma 3.4. [6, Lemma 4.15] Let x ∈ X be a point such that L˜+(x) 6= ∅, then
L˜+(x) \M 6= ∅.
A point x ∈ X is called stationary with respect to (X, π;M, I), if π˜(x, t) = x for all
t ≥ 0. If π˜(x, τ) = x for some τ > 0, then x will be called π˜-periodic. The point x ∈ X is
called positively Poisson π˜-stable if x ∈ L˜+(x).
A point x ∈ X is said to be almost π˜-periodic if for every ǫ > 0, there exists a
T = T (ǫ) > 0 such that for every α ≥ 0, the interval [α, α+ T ] contains a number τα > 0
such that
ρ(π˜(x, t + τα), π˜(x, t)) < ǫ for all t ≥ 0.
The set {τα : α ≥ 0} is called a family of almost period of x. The reader may consult
[3, 5] for more details about the theory of π˜-periodic motions.
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Lemma 3.5. [5, Lemma 4.22] If x ∈ X is almost π˜-periodic, then every point y ∈ π˜+(x)
is also almost π˜-periodic.
Theorem 3.6. [3, Theorem 3.2] If x ∈ X is almost π˜-periodic, then every point y ∈
π˜+(x) \M is almost π˜-periodic. Moreover, if {τα : α ≥ 0} is a family of almost period of
x then {τα : α ≥ 0} is also a family of almost period for each y ∈ π˜+(x) \M .
Theorem 3.7. [3, Theorem 3.9] If x ∈ X is almost π˜-periodic, then L˜+(x) = π˜+(x).
Moreover, x is positively Poisson π˜-stable.
4 The main results
This section concerns with the main results. We present a characterization for a new
class of homeomorphic sets on impulsive systems via character of recurrence. We shall
consider throughout this section two impulsive semidynamical systems (X, π;MX , IX) and
(Y, σ;MY , IY ) satisfying the conditions (H1), (H2) and (H3) presented in Section 3, where
(X, ρX) and (Y, ρY ) are metric spaces.
4.1 Weak topological conjugation
Let (R2, π;M1, I1) be an ISS such that
π((x1, x2), t) = (x1 + t, x2)
for all (x1, x2) ∈ R
2 and t ≥ 0, M1 = {(x1, x2) ∈ R
2 : x1 = 1} and I1 : M1 → R
2 is given
by I1(x1, x2) =
(
0, x2
2
)
for all (x1, x2) ∈M1. Also, let (R
2, σ;M2, I2) be an ISS such that
σ((y1, y2), t) = (y1e
−t, y2e
−t)
for all (y1, y2) ∈ R
2 and t ≥ 0, M2 = {(y1, y2) ∈ R
2 : y21 + y
2
2 = e
−2} and I2 : M2 →
R
2 is given as follows: given (y1, y2) ∈ M2 we consider the line segment Γ(y1,y2) that
connects the points (y1, y2) and (1, y2). The point I2(y1, y2) is the point in the intersection
Γ(y1,y2) ∩ {(y1, y2) ∈ R
2 : y21 + y
2
2 = 1}, as we can see in Figure 2 below.
As presented in the Introduction, in the absence of impulses, there is not a function
that maps orbits of π to orbits of σ homeomorphically and preserving orientation of the
orbits. However, in the presence of impulses, let us consider the subsets A = [0, 1)× {0}
and B = (e−1, 1] × {0} of R2. Note that A is positively π˜-invariant and B is positively
σ˜-invariant. Define the mapping h : A→ B by
h(x1, 0) = (e
−x1 , 0), (x1, x2) ∈ A.
Now, note that
h(π˜((x1, x2), t)) = σ˜(h(x1, x2), t) for all (x1, x2) ∈ A and t ∈ R+.
Thus, h maps orbits of π˜ to orbits of σ˜ homeomorphically and preserving orientation of
the orbits. The mapping h is called a topological conjugacy between the sets A and B.
The reader may consult [2] for more details.
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I1(M1)
z
M1
z1
z2z+1
z3z+2
zn+1z+n
A0 1
(R2, π;M1, I1)
M2
I2(M2) p
p1 p
+
1
p2 p+2
B
(R2, σ;M2, I2)
h
e−1 1
Figure 2: Impulsive trajectories of systems (R2, π;M1, I1) and (R
2, σ;M2, I2).
Since π˜((1, 0), t) = π((1, 0), t) /∈ A for all t > 0, we may not define a topological
conjugacy between the sets A and B. However, note that π˜+(I1(1, 0)) ⊂ A and
h(π˜(I1(1, 0), t)) = σ˜(h(I1(1, 0)), t) for all t ∈ R+.
The continuous mapping h satisfies the properties:
i) h(π˜((x1, x2), t)) = σ˜(h(x1, x2), t) for all (x1, x2) ∈ A \M1 and t ∈ R+;
ii) h(π˜(I1(x1, x2), t)) = σ˜(h(I1(x1, x2)), t) for all (x1, x2) ∈ A ∩M1 and t ∈ R+.
We will call this kind of mapping as a weak topological conjugation. The next definition
characterizes this type of conjugacy.
Definition 4.1. Let (X, π;MX , IX) and (Y, σ;MY , IY ) be two ISSs. The sets A ⊂ X and
B ⊂ Y are weakly topologically conjugate, if there is a mapping h : A→ B satisfying the
following conditions:
a) h is a homeomorphism;
b) h(π˜(x, t)) = σ˜(h(x), t) for all x ∈ A \MX and t ≥ 0;
c) h(π˜(IX(x), t)) = σ˜(h(IX(x)), t) for all x ∈ A ∩MX and t ≥ 0.
The mapping h : A→ B is called a weak topological conjugation.
Next, we define a special class of subsets of sequences in R+ with respect to an arbitrary
impulsive system (Z, ̺;MZ , IZ).
Definition 4.2. Let z, p ∈ Z and A ⊂ Z be a nonempty subset. We define the following
sets:
i) Lz,p = {{tn}n∈N ⊂ R+ : lim
n→+∞
˜̺(z, tn) = p};
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ii) L+∞z,p = {{tn}n∈N ∈ Lz,p : tn
n→+∞
−→ +∞};
iii) Lz(A) = ∪{Lz,p : p ∈ A} and L
+∞
z (A) = ∪{L
+∞
z,p : p ∈ A};
iv) Lz = Lz(Z) and L
+∞
z = L
+∞
z (Z).
Note that L+∞z,p ⊂ Lz,p, Lz(A) ⊂ Lz and L
+∞
z (A) ⊂ L
+∞
z . If p ∈ A then
L+∞z,p ⊂ Lz,p ⊂ Lz(A) ⊂ Lz and L
+∞
z,p ⊂ L
+∞
z (A) ⊂ L
+∞
z .
Definition 4.3. A point y ∈ Y is called comparable with x ∈ X by the character of
recurrence with respect to a set A ⊂ X , or simply, comparable with x with respect to a
set A, if L+∞x (A) ⊂ L
+∞
y .
Remark 4.4. Let A ⊂ X , B ⊂ Y and h : A → B be a weak topological conjugation.
Assume that for some y ∈ B there is x ∈ A \MX such that h(x) = y. Thus, we have
L+∞x (A) ⊂ L
+∞
y . Therefore, y is comparable with x with respect to the set A.
It is reasonable to ask whether the converse of Remark 4.4 holds, that is, if the concept
of comparability implies in the construction of a weak topological conjugation. We shall
establish sufficient conditions to show this result. In order to do that, we first exhibit
some auxiliary lemmas.
Lemma 4.5. Let x, q ∈ X and y ∈ Y be such that L+∞x,q ⊂ L
+∞
y . If L
+∞
x,q 6= ∅, then there
exists a unique point p ∈ L˜+Y (y) such that L
+∞
x,q ⊂ L
+∞
y,p .
Proof. Let {tn}n∈N ∈ L
+∞
x,q . By hypothesis we have {tn}n∈N ∈ L
+∞
y , that is, there is a
unique point p ∈ Y such that
p = lim
n→+∞
σ˜(y, tn).
Consequently, p ∈ L˜+Y (y) as tn
n→+∞
−→ +∞.
Now, suppose to the contrary that there is a sequence {sn}n∈N ∈ L
+∞
x,q \ L
+∞
y,p . Using
the hypothesis, we get {sn}n∈N ∈ L
+∞
y . Thus, there is p ∈ Y (p 6= p) such that p =
lim
n→+∞
σ˜(y, sn). Define the sequence {tn}n∈N by
tn =
{
tn, n = 2k, k = 1, 2, . . . ,
sn, n = 2k + 1, k = 0, 1, 2, . . . .
By the construction, we obtain {tn}n∈N ∈ L
+∞
x,q and {tn}n∈N 6∈ L
+∞
y which is a contradic-
tion. Therefore, L+∞x,q ⊂ L
+∞
y,p .
Remark 4.6. Let x ∈ X and A ⊂ X . The condition L˜+X(x) ∩ A 6= ∅ is equivalent to
L+∞x (L˜
+
X(x) ∩ A) 6= ∅.
Lemma 4.7. Assume that y ∈ Y is comparable with x ∈ X with respect to the nonempty
set L˜+X(x) ∩ A. Then there is a continuous mapping h : L˜
+
X(x) ∩ A → L˜
+
Y (y) such that
L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈ L˜
+
X(x)∩A. Moreover, if {sn}n∈N ∈ L
+∞
x,q for q ∈ L˜
+
X(x)∩A then
h(q) = lim
n→+∞
σ˜(y, sn). (4.1)
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Proof. By hypothesis and Remark 4.6, we have ∅ 6= L+∞x (L˜
+
X(x) ∩ A) ⊂ L
+∞
y . For each
point q ∈ L˜+X(x)∩A there is a unique point p ∈ L˜
+
Y (y) such that L
+∞
x,q ⊂ L
+∞
y,p , see Lemma
4.5. Hence, we may define a mapping h : L˜+X(x)∩A→ L˜
+
Y (y) by h(q) = p. Consequently,
L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈ L˜
+
X(x)∩A. In addition, if {sn}n∈N ∈ L
+∞
x,q then {sn}n∈N ∈ L
+∞
y,h(q),
that is, the condition (4.1) holds.
In order to show the continuity of h, let q ∈ L˜+X(x)∩A and {qk}k∈N ⊂ L˜
+
X(x)∩A be a
sequence such that qk
k→+∞
−→ q. For each k ∈ N, there is a sequence {skn}n∈N ∈ L
+∞
x,qk
since
{qk}k∈N ⊂ L˜
+
X(x). Now, since L
+∞
x,qk
⊂ L+∞
y,h(qk)
and we have (4.1), we obtain
h(qk) = lim
n→+∞
σ˜(y, skn).
Take p ∈ L˜+Y (y) such that h(q) = p and set pk = h(qk) for all k ∈ N. Let {αk}k∈N ⊂ R+
be a sequence such that αk
k→+∞
−→ 0. Then there is nk ∈ N, nk > k, such that
ρY (σ˜(y, s
k
nk
), pk) < αk and ρX(π˜(x, s
k
nk
), qk) < αk,
for all k ∈ N. Denote s′k = s
k
nk
, k ∈ N. Thus {s′k}k∈N ∈ L
+∞
x,q as
ρX(π˜(x, s
′
k), q) ≤ ρX(π˜(x, s
′
k), qk) + ρX(qk, q)
k→+∞
−→ 0.
According to the inclusion L+∞x,q ⊂ L
+∞
y,p and by the fact that {s
′
k}k∈N ∈ L
+∞
x,q , we conclude
that
ρY (pk, p) ≤ ρY (pk, σ˜(y, s
′
k)) + ρY (σ˜(y, s
′
k), p) < αk + ρY (σ˜(y, s
′
k), p)
k→+∞
−→ 0.
Hence, h is continuous in L˜+X(x) ∩A.
Theorem 4.8. Let x ∈ X, y ∈ Y , A ⊂ X be such that A \MX is positively π˜-invariant
and assume that L˜+X(x)∩A 6= ∅. If y is comparable with x with respect to the set L˜
+
X(x)∩A,
then there is a continuous mapping h : L˜+X(x) ∩ A → L˜
+
Y (y) such that L
+∞
x,q ⊂ L
+∞
y,h(q) for
all q ∈ L˜+X(x) ∩ A and
h(π˜(q, t)) = σ˜(h(q), t) (4.2)
for all q ∈ (L˜+X(x) ∩A) \MX and t ∈ R+. Moreover, if L˜
+
X(x) ∩ A is IX-invariant then
h(π˜(IX(q), t)) = σ˜(h(IX(q)), t) (4.3)
for all q ∈ L˜+X(x) ∩A ∩MX and t ∈ R+.
Proof. By Lemma 4.7, there is a continuous mapping h : L˜+X(x) ∩ A → L˜
+
Y (y) satisfying
the condition L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈ L˜
+
X(x) ∩ A. Further, if {sn}n∈N ∈ L
+∞
x,q for
q ∈ L˜+X(x) ∩A then
h(q) = lim
n→+∞
σ˜(y, sn).
Let us prove that equality (4.2) holds. Let q ∈ (L˜+X(x) ∩A) \MX . Then
π˜(q, t) ∈ (L˜+X(x) ∩A) \MX
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for all t ≥ 0 as (L˜+X(x) ∩ A) \MX is positively π˜-invariant. Take {sn}n∈N ∈ L
+∞
x,q and
recall that L+∞x,q ⊂ L
+∞
y,h(q).
Case 1: h(q) 6∈MY .
Since q 6∈ MX and h(q) 6∈ MY , it follows by Lemma 3.1 and Lemma 3.2 that there is
a sequence {αn}n∈N ⊂ R+ such that αn
n→+∞
−→ 0,
π˜(x, sn + t+ αn)
n→+∞
−→ π˜(q, t) (4.4)
and
σ˜(y, sn + t+ αn)
n→+∞
−→ σ˜(h(q), t). (4.5)
On the other hand, using (4.4) and the definition of h, we have
{sn + t+ αn}n∈N ∈ L
+∞
x,p˜i(q,t) ⊂ L
+∞
y,h(p˜i(q,t)). (4.6)
Therefore, by (4.5) and (4.6) we may conclude that
h(π˜(q, t)) = lim
n→+∞
σ˜(y, sn + t+ αn) = σ˜(h(q), t).
Case 2: h(q) ∈MY .
Since MY satisfies the condition STC, there is a STC-tube F (Lh(q), [0, 2λ]) through
h(q) given by a section Sh(q). Moreover, since the tube is a neighborhood of h(q), there is
η > 0 such that
BY (h(q), η) ⊂ F (Lh(q), [0, 2λ]).
Denote H1 = F (Lh(q), (λ, 2λ])∩BY (h(q), η) and H2 = F (Lh(q), [0, λ])∩BY (h(q), η), where
BY (h(q), η) = {y ∈ Y : ρY (h(q), y) < η}.
We claim that {σ˜(y, sn)}n∈N does not admit any subsequence in H1. In fact, let
{snk}k∈N be a subsequence of {sn}n∈N and suppose that {σ˜(y, snk)}k∈N ⊂ H1. Since
{snk}k∈N ∈ L
+∞
x,q ⊂ L
+∞
y,h(q) we get φY (σ˜(y, snk))
k→+∞
−→ 0. Now, using the continuity of IY
and σ, we obtain
σ˜(y, snk + φY (σ˜(y, snk)))
k→+∞
−→ IY (h(q)).
Also, since {snk}k∈N ∈ L
+∞
x,q , q 6∈MX and we have Lemma 3.1,
π˜(x, snk + φY (σ˜(y, snk)))
k→+∞
−→ q.
Consequently, {snk + φY (σ˜(y, snk))}k∈N ∈ L
+∞
x,q ⊂ L
+∞
y,h(q). Therefore,
h(q) = lim
k→+∞
σ˜(y, snk + φY (σ˜(y, snk))) = IY (h(q))
which contradicts the condition (H2).
Hence, we may assume that {σ˜(y, sn)}n∈N ⊂ H2 and we obtain the equality (4.2) using
a similar proof of Case 1.
In order to prove that condition (4.3) holds, it is enough to note that IX(q) ∈ (L˜
+
X(x)∩
A) \MX for all q ∈ L˜
+
X(x) ∩ A ∩MX and apply condition (4.2).
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Corollary 4.9. Let x ∈ X, y ∈ Y and assume that L˜+X(x) 6= ∅. If y is comparable with
x with respect to the set L˜+X(x), then there is a continuous mapping h : L˜
+
X(x) → L˜
+
Y (y)
such that L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈ L˜
+
X(x) and
h(π˜(q, t)) = σ˜(h(q), t)
for all q ∈ L˜+X(x) \MX and t ∈ R+.
Corollary 4.10. Let x ∈ X, y ∈ Y and assume that L˜+X(x) is a nonempty IX-invariant
set. If L+∞x = L
+∞
y , then there is a weak topological conjugation h : L˜
+
X(x)→ L˜
+
Y (y).
Proof. The condition L+∞x = L
+∞
y implies that y is comparable with x with respect to
the set X and x is comparable with y with respect to the set Y. By Theorem 4.8 there
are continuous maps h : L˜+X(x)→ L˜
+
Y (y) and g : L˜
+
Y (y)→ L˜
+
X(x) such that
h(q) = lim
n→+∞
σ˜(y, sn) for q = lim
n→+∞
π˜(x, sn)
and
g(p) = lim
n→+∞
π˜(x, tn) for p = lim
n→+∞
σ˜(y, tn).
It is not difficult to see that g = h−1 and h is a homeomorphism. As L˜+X(x) is IX-invariant,
we conclude by Theorem 4.8 that h satisfies (4.2) and (4.3). Therefore, the mapping h
defines a weak topological conjugation.
4.2 Asymptotically almost periodic motions and weak topolog-
ical conjugation
In this section, we consider the class of asymptotically almost periodic motions and
we investigate some relations between comparable points and the existence of a weak
topological conjugation.
Definition 4.11. A point y ∈ Y is said to be strongly comparable with x ∈ X , if
L+∞x,x ⊂ L
+∞
y,y and L
+∞
x ⊂ L
+∞
y .
Theorem 4.12. Let x ∈ X \MX be almost π˜-periodic and y ∈ Y . Then the following
statements are equivalent:
a) y ∈ Y is strongly comparable with x ∈ X;
b) there is a continuous mapping h : π˜+(x)→ σ˜+(y) satisfying
h(π˜(q, t)) = σ˜(h(q), t)
for all q ∈ π˜+(x) \MX and t ∈ R+, with h(x) = y;
c) Lx ⊂ Ly.
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Proof. First, let us prove that (a)⇒ (b). Since x ∈ X \MX is almost π˜-periodic, we have
L˜+X(x) = π˜
+(x) (see Theorem 3.7). But y is strongly comparable with x, which means
that y is positively Poisson σ˜-stable. Note that L˜+Y (y) ⊂ σ˜
+(y).
Moreover, since L+∞x (L˜
+
X(x)) ⊂ L
+∞
x ⊂ L
+∞
y , we have y is comparable with x with
respect to the set L˜+X(x). Thus, according to Corollary 4.9 there is a continuous mapping
h : L˜+X(x) → L˜
+
Y (y), that is, h : π˜
+(x) → σ˜+(y) such that L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈
L˜+X(x) and h(π˜(q, t)) = σ˜(h(q), t) for all t ∈ R+ and q ∈ π˜
+(x) \MX . Note that x ∈
π˜+(x) = L˜+X(x), consequently there is a sequence {tn}n∈N ∈ L
+∞
x,x ⊂ L
+∞
y,y and we obtain
lim
n→+∞
σ˜(y, tn) = y. Since L
+∞
x,x ⊂ L
+∞
y,h(x), we get h(x) = y.
Now, let us show that (b)⇒ (c). Let {tn}n∈N ∈ Lx. Then there is q ∈ π˜+(x) such that
lim
n→+∞
π˜(x, tn) = q. Since h is a continuous mapping, h(x) = y and we have condition b),
we get
σ˜(y, tn) = σ˜(h(x), tn) = h(π˜(x, tn))
n→+∞
−→ h(q).
Therefore, {tn}n∈N ∈ Ly.
At last, we prove that (c) ⇒ (a). It is clear that L+∞x ⊂ L
+∞
y as Lx ⊂ Ly. In
this way, we need to show that L+∞x,x ⊂ L
+∞
y,y . Suppose to the contrary that there is
{tn}n∈N ∈ L
+∞
x,x \ L
+∞
y,y . Since Lx ⊂ Ly, there is p ∈ Y , p 6= y, with {tn}n∈N ∈ L
+∞
y,p . Now,
we consider the sequence
tn =
{
tn, n = 2k, k = 1, 2, . . . ,
0, n = 2k + 1, k = 0, 1, 2, . . . .
Note that {tn}n∈N ∈ L
+∞
x,x ⊂ L
+∞
x and {tn}n∈N 6∈ L
+∞
y , which is a contradiction.
Recall that a time reparametrization is a homeomorphism g : R+ → R+ such that
g(0) = 0. Given x ∈ X , we define the following set
Px = {z ∈ L˜
+
X(x) ∩ L˜
+
X(z) : lim
t→+∞
ρX(π˜(x, t), π˜(z, gz(t))) = 0,
for some time reparametrization gz}.
The set Px \MX is positively π˜-invariant as shown in the next result.
Lemma 4.13. The set Px \MX is positively π˜-invariant for each x ∈ X.
Proof. Let x ∈ X and assume that Px \MX is nonempty. For z ∈ Px \MX and s > 0,
there are z ∈ L˜+X(x) ∩ L˜
+
X(z) and a time reparametization gz such that
lim
t→+∞
ρX(π˜(x, t), π˜(z, gz(t)) = 0. (4.7)
Since (L˜+X(x)∩ L˜
+
X(z))\MX is positively π˜-invariant, we have π˜(z, s) ∈ (L˜
+
X(x)∩ L˜
+
X(z))\
MX . Thus, consider the time reparametrization
Gs(t) =
{
t
g−1z (s+1)
, t ∈ [0, g−1z (s+ 1)],
gz(t)− s, t > g
−1
z (s+ 1).
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Consequently,
ρX(π˜(x, t), π˜(π˜(z, s), Gs(t))) = ρX(π˜(x, t), π˜(z, gz(t)) for all t > g
−1
z (s+ 1),
and by (4.7), we conclude that π˜(z, s) ∈ Px \ MX . Therefore, Px \ MX is positively
π˜-invariant.
Next, we present sufficient conditions for the set Px \MX to be nonempty. For that,
we recall the concept of asymptotic motions as introduced in [3].
Definition 4.14. A point x ∈ X is called asymptotically π˜-stationary (resp., asymptot-
ically π˜-periodic, asymptotically almost π˜-periodic, asymptotically Poisson π˜-stable) if
there exist a stationary (resp., π˜-periodic, almost π˜-periodic, positively Poisson π˜-stable)
point p ∈ X and a reparametrization gp such that
lim
t→+∞
ρX(π˜(x, t), π˜(p, gp(t))) = 0.
Note that if x ∈ X is asymptotically almost π˜-periodic then Px 6= ∅.
Lemma 4.15. Let x ∈ X be an asymptotically almost π˜-periodic point. Then Px \MX is
a nonempty set.
Proof. Since x ∈ X is asymptotically almost π˜-periodic, there exist an almost π˜-periodic
point p ∈ X and a reparametrization gp such that
lim
t→+∞
ρX(π˜(x, t), π˜(p, gp(t))) = 0. (4.8)
This means that p ∈ Px. If p ∈ Px \ MX then the proof is complete. But if p ∈
MX ∩ Px, it follows by Lemma 3.5 that π˜(p, s) ∈ X \MX is an almost periodic point for
all 0 < s < φ(p). According to Theorem 3.7, π˜(p, s) ∈ L˜+X(π˜(p, s)) and by (4.8) we have
π˜(p, s) ∈ L˜+X(x). Using the time reparametrization
Gs(t) =
{
t
g−1p (s+1)
, t ∈ [0, g−1p (s+ 1)],
gp(t)− s, t > g
−1
p (s+ 1),
we obtain
ρX(π˜(x, t), π˜(π˜(p, s), Gs(t))) = ρX(π˜(x, t), π˜(p, gp(t)) for all t > g
−1
p (s+ 1).
Consequently, by (4.8), we have π˜(p, s) ∈ Px \MX .
In the next definition, we define the concept of comparability in limit.
Definition 4.16. A point y ∈ Y is said to be comparable in limit with x ∈ X , if
L+∞x ⊂ L
+∞
y .
Let z ∈ Px. By definition of Px there is a time reparametrization gz such that
lim
n→+∞
ρX(π˜(x, t), π˜(z, gz(t))) = 0.
We shall denote this reparametrization by gxz .
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Theorem 4.17. Let x ∈ X be asymptotically almost π˜-periodic and y ∈ Y . The point y is
comparable in limit with x if and only if there is a continuous mapping h : L˜+X(x)→ L˜
+
Y (y)
satisfying the conditions:
a) L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈ L˜
+
X(x);
b) h(π˜(q, t)) = σ˜(h(q), t) for all q ∈ L˜+X(x) \MX and t ∈ R+;
c) For q˜ ∈ Px \MX and {tn}n∈N ∈ L
+∞
x we have
lim
n→+∞
ρY (σ˜(y, tn), σ˜(h(q˜), g
x
q˜ (tn))) = 0.
Proof. Since x ∈ X is asymptotically almost π˜-periodic, we have Px\MX 6= ∅, see Lemma
4.15.
First, let us prove the necessary condition. Note that L˜+X(x) 6= ∅ as x ∈ X is asymp-
totically almost π˜-periodic. Besides, since y is comparable in limit with x we have
L+∞x (L˜
+
X(x)) ⊂ L
+∞
x ⊂ L
+∞
y .
By Corollary 4.9, there is a continuous mapping h : L˜+X(x) → L˜
+
Y (y) such that L
+∞
x,q ⊂
L+∞
y,h(q) for all q ∈ L˜
+
X(x) and h(π˜(q, t)) = σ˜(h(q), t) for all q ∈ L˜
+
X(x) \MX and t ∈ R+.
Now, let {tn}n∈N ∈ L
+∞
x and q˜ ∈ Px \ MX . By definition of Px there is a time
reparametrization gxq˜ satisfying
lim
t→+∞
ρX(π˜(x, t), π˜(q˜, g
x
q˜ (t))) = 0. (4.9)
Since {tn}n∈N ∈ L
+∞
x , there exists q ∈ L˜
+
X(x) such that
q = lim
n→+∞
π˜(x, tn) and h(q) = lim
n→+∞
σ˜(y, tn), (4.10)
where the second limit presented above is obtained by the condition L+∞x,q ⊂ L
+∞
y,h(q) for all
q ∈ L˜+X(x). By (4.9) and (4.10), we have q = lim
n→+∞
π˜(q˜, gxq˜ (tn)). By continuity of h, we
get
h(q) = lim
n→+∞
h(π˜(q˜, gxq˜ (tn))). (4.11)
Using condition b) and (4.11), we obtain
h(q) = lim
n→+∞
σ˜(h(q˜), gxq˜ (tn)).
Hence,
ρY (σ˜(y, tn), σ˜(h(q˜), g
x
q˜ (tn)))
n→+∞
−→ 0
and the necessary condition is proved.
Conversely, let {tn}n∈N ∈ L
+∞
x . Then there is q ∈ L˜
+
X(x) such that π˜(x, tn)
n→+∞
−→ q.
By Lemma 4.15, we may take q˜ ∈ Px \MX . Let g
x
q˜ be the time reparametrization such
that
lim
t→+∞
ρX(π˜(x, t), π˜(q˜, g
x
q˜ (t))) = 0.
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Hence, π˜(q˜, gxq˜ (tn))
n→+∞
−→ q. Using condition b), we have
h(q) = h( lim
n→+∞
π˜(q˜, gxq˜ (tn))) = lim
n→+∞
h(π˜(q˜, gxq˜ (tn))) = lim
n→+∞
σ˜(h(q˜), gxq˜ (tn)).
Since
ρY (σ˜(y, tn), h(q)) ≤ ρY (σ˜(y, tn), σ˜(h(q˜), g
x
q˜ (tn)) + ρY (σ˜(h(q˜), g
x
q˜ (tn)), h(q)),
and we have condition c), we conclude that {tn}n∈N ∈ L
+∞
y , i.e., L
+∞
x ⊂ L
+∞
y and the
result is proved.
Corollary 4.18. Let x ∈ X be asymptotically almost π˜-periodic such that π˜+(x) is com-
pact. The point y ∈ Y is comparable in limit with x if and only if there is a continuous
mapping h : L˜+X(x)→ L˜
+
Y (y) satisfying the conditions:
a) L+∞x,q ⊂ L
+∞
y,h(q) for all q ∈ L˜
+
X(x);
b) h(π˜(q, t)) = σ˜(h(q), t) for all q ∈ L˜+X(x) \MX and t ∈ R+;
c) For q˜ ∈ Px \MX we have
lim
t→+∞
ρY (σ˜(y, t), σ˜(h(q˜), g
x
q˜ (t))) = 0.
Proof. It is enough to prove condition c) in the necessary condition. As showed in the
proof of Theorem 4.17, let h : L˜+X(x) → L˜
+
Y (y) be a continuous mapping satisfying
conditions a) and b). Suppose to the contrary that there are ǫ0 > 0, q ∈ Px \MX , g
x
q a
time reparametrization and {tn}n∈N ⊂ R+ a sequence with tn
n→+∞
−→ +∞ such that
ρY (σ˜(y, tn), σ˜(h(q), g
x
q (tn))) ≥ ǫ0,
for all n ∈ N. By compactness of π˜+(x), there is a subsequence {tnk}k∈N of {tn}n∈N such
that {tnk}k∈N ∈ L
+∞
x ⊂ L
+∞
y and according to the proof of Theorem 4.17, we conclude
that
lim
k→+∞
ρY (σ˜(y, tnk), σ˜(h(q), g
x
q (tnk))) = 0
which is a contradiction.
Theorem 4.19. [3, Theorem 3.14] Let (X, π;M, I) be an impulsive system and X be a
complete metric space. If x ∈ X is asymptotically almost π˜-periodic, then:
a) π˜+(x) is compact;
b) L˜+X(x) coincides with the closure of an almost π˜-periodic orbit.
If x ∈ X satisfies some asymptotic property with X complete and y ∈ Y is comparable
in limit with x then y also satisfies this asymptotic property. See the next result.
15
Theorem 4.20. Let X be a complete metric space and x ∈ X be a asymptotically almost
π˜-periodic (asymptotically π˜-stationary, asymptotically π˜-periodic) point. If y ∈ Y is
comparable in limit with x, then y is also asymptotically almost σ˜-periodic (asymptotically
σ˜-stationary, asymptotically σ˜-periodic).
Proof. Suppose that x ∈ X is asymptotically almots π˜-periodic and y ∈ Y is comparable
in limit with x. Theorem 4.19 states the compactness of π˜+(x) and implies that L˜+X(x) =
π˜+(p) for some point p almost π˜-periodic.
By Corollary 4.18, there is a uniformly continuous mapping h : L˜+X(x) → L˜
+
Y (y)
satisfying the conditions a), b) and c) from Corollary 4.18. The uniform continuity of h
implies that for ǫ > 0 given, there is δ > 0 such that
ρY (h(z1), h(z2)) < ǫ whenever ρX(z1, z2) < δ. (4.12)
By Lemma 4.15 we have Px \MX 6= ∅. Let q ∈ Px \MX , then q ∈ L˜
+
X(x) \MX =
π˜+(p) \MX . According to Theorem 3.6 the point q is almost π˜-periodic, that is, for a
given δ > 0, there is T = T (δ) > 0 such that for any α ≥ 0, the interval [α, α+T ] contains
a number τα > 0 such that
ρX(π˜(q, t+ τα), π˜(q, t)) < δ for all t ≥ 0. (4.13)
By (4.12) and (4.13),
ρY (σ˜(h(q), t+ τα), σ˜(h(q), t)) = ρY (h(π˜(q, t+ τα)), h(π˜(q, t))) < ǫ
for all t ≥ 0. It means that h(q) is almost σ˜-periodic. Using condition c) from Corollary
4.18, we conclude that y is asymptotic almost σ˜-periodic.
Definition 4.21. A mapping h : X → Y is called an I-homomorphism from the impulsive
system (X, π;MX , IX) taking values in (Y, σ;MY , IY ), if the following conditions hold:
a) h is continuous in X;
b) h(π˜(x, t)) = σ˜(h(x), t) for all x ∈ X \MX and t ≥ 0;
c) h(π˜(IX(x), t)) = σ˜(h(IX(x)), t) for all x ∈ X ∩MX and t ≥ 0.
Let h : X → Y be an I-homomorphism and y ∈ Y . Consider the set
Xy = {x ∈ X : h(x) = y}. (4.14)
In Remark 4.4, we pointed out that y is always comparable in limit with x ∈ Xy \MX .
In the next result we concern of with the converse, that is, when x is comparable in limit
with y.
Theorem 4.22. Let h : X → Y be an I-homomorphism, y ∈ Y and x ∈ Xy \MX be a
point such that π˜+(x) is compact. Assume that for each point q ∈ L˜+Y (y) there is a unique
p ∈ X such that h(p) = q. Then x is comparable in limit with y.
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Proof. Let {tn}n∈N ∈ L
+∞
y . Then there is q ∈ L˜
+
Y (y) such that
lim
n→+∞
σ˜(y, tn) = q. (4.15)
Let {π˜(x, tnk)}k∈N be an arbitrary subsequence of {π˜(x, tn)}n∈N. Since π˜
+(x) is compact,
the sequence {π˜(x, tnk)}k∈N admits a convergent subsequence {π˜(x, t
′
nk
)}k∈N, that is,
lim
k→+∞
π˜(x, t′nk) = p ∈ L˜
+
X(x). (4.16)
On the other hand, since h is an I-homomorphism, we have
h(p) = lim
k→+∞
h(π˜(x, t′nk)) = limk→+∞
σ˜(h(x), t′nk) = limk→+∞
σ˜(y, t′nk). (4.17)
By (4.15) and (4.17), we conclude that h(p) = q. Thus, every subsequence of {π˜(x, tn)}n∈N
admits a further subsequence which converges to p since h−1({q}) is a singleton. Hence,
{π˜(x, tn)}n∈N is convergent and {tn}n∈N ∈ L
+∞
y . This shows that x is comparable in limit
with y.
Corollary 4.23. Let Y be a complete metric space, y ∈ Y and x ∈ Xy\MX be a point such
that π˜+(x) is compact. Assume that y is asymptotically almost σ˜-periodic (asymptotically
σ˜-stationary, asymptotically σ˜-periodic) and for each point q ∈ L˜+Y (y) there is a unique
p ∈ X such that h(p) = q. Then x is asymptotically almost π˜-periodic (asymptotically
π˜-stationary, asymptotically π˜-periodic).
Proof. This result follows by Theorem 4.20 and Theorem 4.22.
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