Since the 2000s, large fluctuations in commodity prices have become a concern among policymakers regarding price stability. This paper investigates the effects of commodity price shocks on headline inflation with a monthly panel consisting of 144 countries. We find that the effects of commodity price shocks on inflation virtually disappear within about one year after the shock. While the effect on the level of consumer prices varies across countries, this transitory effect is fairly robust, suggesting a low risk of a persistent second-round effect on inflation. Employing the smooth transition autoregressive models that use past inflation as the transition variable, we also explore the possibility that the effect of commodity price shocks could be persistent, depending on inflation regimes. In this specification, commodity price shocks may not have transitory effects when a country's currency is pegged to the U.S. dollar. However, the effect remains transitory in countries with exchange-rate flexibility.
Introduction
Fluctuations in commodity prices since the early 2000s have renewed policymakers' attention to their effects on inflation. One of the concerns for policymakers is how commodity price shocks could spill over into prices of goods and services other than commodities. Commodity price shocks affect consumer prices through changes in the commodity price themselves (the first-round effect), but the first-round effect may transmit to prices of goods and services other than commodities through effects on production costs or price setting of firms (the second-round effect). If the second-round effect on inflation persists for long periods (e.g., more than a year), it would raise the issue of how monetary policy should respond to the commodity price shocks. For example, Janet Yellen, then Vice Chair of the Federal Reserve, argued that commodity price shocks have only modest and transitory effects on U.S. inflation and that fluctuations in commodity prices during the 2000s did not "warrant any substantial shift in the stance of monetary policy." 1 By contrast, Mario Draghi, the President of the European Central Bank, expressed a concern that fluctuations in commodity markets may have a "lasting impact on the outlook for prices." 2 This paper investigates the effects of commodity price shocks on inflation by estimating impulse responses (IRs). Using the cross-country Consumer Price Indexes (CPIs), we ask whether fluctuations in commodity prices have a persistent or transitory effect on the headline inflation. 3 Typically, the first-round effect is considered to be short-lived. Thus, if commodity price shocks have only a weak and transitory second-round effect, the response of headline inflation would be only modest and transitory. In this case, as Yellen argued regarding U.S. inflation, further monetary policy responses to changes in commodity prices may not be required. However, if commodity price shocks have a strong and persistent second-round effect, the response of headline inflation would be large and persistent, creating concerns for central bankers. To study how the effect of commodity price shocks evolves over time, we estimate IRs rather than the commodity price pass-through to inflation. 4 We find that the effects of commodity price shocks on the headline inflation are transitory.
The benchmark estimation suggests that, on average, the headline CPI increases by 1.87 percent in 12 months in response to a 10 percent increase in commodity prices. However, changes in consumer prices in the subsequent year become substantially small, implying that commodity price shocks have only a transitory effect on inflation. We point out cross-country differences in IRs to commodity price shocks. For example, when the currency in a country is pegged to the U.S. dollar, the effect of commodity price shocks tends to be larger than otherwise. However, we show that the transitory effect on inflation is fairly robust, regardless of the magnitude of the effect. This suggests that risks of a persistent second-round effect are low.
In terms of methodology, we use panel local projections. The local projections developed by Jordà (2005) have some practical advantages, compared to the standard approach such as vector autoregressions (VAR). First, local projections can be made using the least squares of the single equation. Therefore, we can easily apply regressions to the cross-country panel and/or extend regressions with interaction terms. Second, local projections are relatively robust to misspecification.
Because the direct estimation of IRs based on local projections does not constrain the shape of IR functions, we could mitigate biases arising from the misspecification such as the lag structure of regressions. Third, the nonlinearity of the estimation equation can be addressed with less computational burden than the standard nonlinear estimation. In this paper, we extend the model to the smooth transition autoregressive (STAR) model. As explained in Auerbach and Gorodnichenko (2013) , estimating IRs using local nonlinear projections does not need to keep track of the transition variable's changes over time.
Our STAR model explores the possibility that responses of consumer prices depend on the lagged inflation rate in each economy. The dependence of price responses on inflation reflects Taylor's (2000) argument that higher inflation leads to more frequent price changes, resulting in the increased sensitivity of prices to shocks. Auerbach and Gorodnichenko (2013) use smooth transition models and focus on government multipliers varying between recessions and expansions.
Instead of looking at recessions and expansions, we focus on the IRs varying between high-and flation. For example, see Cecchetti and Moessner (2008) , Chen (2009) , Rigobon (2010) , and Gelos and Ustyugova (2012), among others. Ferrucci, Jiménez-Rodríguez, and Onorante (2012) analyze the pass-through of international commodity prices to food price indexes in the euro area.
low-inflation regimes. 5 The estimation results suggest that the IRs differ between the two regimes, when a country's currency is pegged to the U.S. dollar. In particular, when the country is experiencing high inflation relative to its average inflation, commodity price shocks tend to increase inflation substantially, and to decrease afterward. Under a low-inflation regime, the effect of commodity price shocks on inflation persists, although inflation per se is not substantially high. However, such differences are not observed when countries have exchange-rate flexibility. IRs in developed countries with exchange-rate flexibility exhibit very similar patterns, regardless of inflation regimes. Therefore, we conclude that, even if we allow for the dependence on inflation regimes, there would be a low risk of a persistent second-round effect, at least in countries with exchange-rate flexibility. This paper is organized as follows. Section 2 formally describes our motivation and methodology. 
Motivation and Methodology

Motivation
To motivate our empirical analysis, we begin by discussing how effects of commodity price shocks on inflation could be persistent or transitory. Let p j,t be the logarithm of headline CPI in country j. We define p j,t by
where p c,j,t and p g,j,t denote the (log) commodity price index and the price index of goods (and services) other than commodities, respectively. All prices are denominated in the country's currency.
Also, λ j is the share of commodities in the CPI.
Commodity price shocks affect p j,t through two transmission channels. First, a shock to p c,j,t via international commodity markets directly affects p j,t . We call this direct effect the first-round effect. We consider this effect to be quickly transmitted to p j,t . Second, p c,j,t affects p j,t through p g,j,t . For example, the first-round effect on p j,t may affect wages or inflation expectations, changing production costs or price setting of firms. In addition, production itself relies on commodities such as oil. We call this indirect effect through p g,j,t the second-round effect (see Cecchetti and Moessner   2008 and International Monetary Fund (IMF) 2008, 2011 ). This second-round effect is related to how price-setting firms respond to commodity price shocks.
To consider how the headline inflation evolves over time in response to commodity price shocks, we take the difference of (1) to obtain π j,t = λ j π c,j,t + (1 − λ j )π g,j,t , where π j,t , π c,j,t , and π g,j,t are the headline, commodity price, and underlying inflation, respectively.
Responses of π g,j,t may be persistent to commodity price shocks. The standard sticky-price models predict the persistent response to a commodity price shock since, by assumption, firms slowly adjust prices to all shocks. In our context, slow responses of p g,j,t to a commodity price shock would generate a slow adjustment of p j,t to the new path after a commodity price shock.
Alternatively, responses of π g,j,t may be much less persistent to commodity price shocks than the sticky-price models predict. The rational-inattention models predict fast responses of prices,
given a highly volatile commodity price shock (e.g., policy shock, based on the difference in volatility of these shocks. In our context, a highly volatile commodity price shock would lead to a fast price adjustment of p j,t to the new path after a commodity price shock, because p g,j,t is quickly adjusted to the optimal level.
The magnitude of the price response to commodity price shocks would be important for exploring policy implications of commodity price shocks. For example, if the response of π j,t is large and persistent in a country, the central bank may have to accommodate the shock. However, the response could be small in another country, even though it is persistent. In this case, a policy response may not be required because the price instability is limited.
We thus explore differences in the magnitude of the effect of commodity price shocks. To facilitate our interpretations, note that the commodity prices are often denominated in the U.S.
dollar. Under the law of one price in the commodity markets, we obtain p c,j,t = s j,t + p c,t , where s j,t
and p c,t denote the (log) nominal exchange rate vis-á-vis the U.S. and the (log) commodity price denominated in the U.S. dollar, respectively. Hence, the headline CPI becomes
According to the literature, we consider the following four factors that may affect IRs:
Exchange-rate flexibility De Gregorio, Landerretche, and Neilson (2007) and Rigobon (2010) find a stabilizing role of the exchange rate on consumer prices in response to commodity price shocks.
Because commodity prices are denominated in the U.S. dollar, the pass-through of commodity prices to each country's CPI would be affected by variations in the flexible nominal exchange rate.
Equation (2) Degree of economic development Chen (2009) and Blanchard and Galí (2010) state that a higher oil intensity and/or higher share of food in the CPI basket would lead to a higher passthrough coefficient. This may also be the case for the general commodity. In our context, a higher λ j makes the first-round effect more dominant, leading to more sensitive responses of p j,t .
In our empirical analysis, we proxy λ j by the degree of economic development. In this regard, IMF (2008 IMF ( , 2011 finds that the pass-through of commodity price shocks to CPIs is negatively related to the degree of economic development, due to higher energy intensity and food share of the CPI in less developed countries (LDCs) than in developed countries (DCs). 7
Degree of trade openness Chen (2009) We could also argue that price responses are more sensitive in countries with a higher degree of trade openness. In particular, p g,j,t may be more sensitive to commodity price shocks in countries that import more commodities, if the country's production highly depends on commodities.
Likewise, increases in commodity prices may have more influence on p g,j,t in countries that export more commodities. This is because the improved terms of trade generated by higher commodity prices may lead to higher incomes in countries and this in turn may boost aggregate demand for goods. In both cases, a higher degree of trade openness may amplify the responses of p j,t .
Methodology
Benchmark regressions
To introduce the benchmark regression, consider a panel AR(q) process:
Here, we decompose shocks to inflation into the international commodity price shock u c,t
and a linear combination of other shocks to inflation u j,t . We assume that these shocks are serially uncorrelated and u c,t is orthogonal to u j,t . For now, we leave the description of how unobservable u c,t is estimated to the subsequent section and assume that it is observable. The parameter α j includes the country fixed effects, β i captures persistence of inflation, and γ represents the sensitivity of inflation to u c,t . Note that (3) can also be understood as an approximation of the general ARMA process.
The purpose of our analysis is to estimate IRs of CPIs and inflation to a commodity price shock.
Rather than estimating the IRs from (3), we directly estimate IRs from the local projections:
where k denotes the forecast horizons. 8 Here, we estimate α j,k , β i,k , and γ k for each horizon k with K + 1 separate regressions. In (4), shocks to inflation are again decomposed into u c,t and u k j,t+k , but the latter typically includes u j,t+i for i = 0, 1, ..., k and u c,t+i for i = 1, 2, ..., k. This implies that u k j,t+k follows the MA(k) process. In the estimation, we set K at 24 months and the maximum number of lags q is determined by the Bayesian Information Criterion (BIC).
The IR of CPIs for the k-th period after a one percent increase in u c,t can be written as
The coefficient γ k represents the response of k-period-ahead consumer prices to a current commodity price shock. Another interpretation of γ k is the cumulative IR of inflation over k periods because We estimate (4) using the least squares dummy variable (LSDV) estimator with the NeweyWest heteroskedasticity and autocorrelation consistent covariance matrix, because u k j,t+k for k > 0 follows a moving average process. It is well known that the presence of lagged dependent variables in panel estimations may lead to severe bias when the serial correlation of the dependent variables is high and the time-series dimension of the data is short (Nickell 1981) . Although the serial correlation of the dependent variables may be high, the sample period used for our estimation is not extremely short (T = 95) compared to the cross-sectional dimension (N = 144 or 120). We thus proceed with the LSDV estimator.
Regressions allowing for cross-country differences in IRs
In (5), we assume that the IRs are the same across all countries. When we relax this assumption, we augment (4) with interaction terms:
for k = 0, 1, ..., K. Here, γ j,k is the IR for country j and is specified as
where D Note that, although we express these four dummy variables as being independent of t for notational simplicity, these new dummy variables are in practice time-dependent. 9 We also
to control for the direct effect of these dummy variables on inflation.
Estimating commodity price shocks
We can estimate the IRs of CPIs only when commodity price shocks u c,t are observable. To obtain a proxy of u c,t , we take the commodity prices as given and assume that u c,t can be represented by the residuals in the following forecasting equation used by Chen, Rogoff, and Rossi (2010, hereafter CRR):
where a, b, and c j for j = AU S, CAN, N Z are the parameters estimated and ε c,t is the error term.
CRR show that the nominal exchange rate growth of resource-rich countries such as Australia (AUS), Canada (CAN), and New Zealand (NZ) has strong forecasting power for commodity price inflation π c,t . 10 In (8), the lag length of explanatory variables is determined by the BIC, but our main results are robust to the lag length.
We assume that commodity price shocks u c,t can be represented by ε c,t . We thus estimate u c,t using the residual of (8) . While there might be some other important variables that are helpful in forecasting π c,t , the literature suggests that finding such variables is not an easy task. Groen and Pesenti (2011) find that the factor-augmented regressions which replace ∆s j,t with the principal components from the factor model often perform poorly compared to CRR's forecasting models.
The use of the residualε c,t leads to a generated regressor problem in our estimation. In this case, the usual standard error estimation for the coefficients in (4) is downward biased (Murphy and Topel 1985) . To address this generated regressor problem, we use the heteroskedasticity-robust version of Murphy and Topel's (1985) standard error correction (see Hardin 2002 ).
Data
We construct a balanced panel for the headline CPIs taken from the International Financial Statistics (IFS) of the IMF from January 2000 to December 2010. Because the raw data of the CPIs are seasonally unadjusted, we use the X-12-ARIMA procedure to make a seasonal adjustment. We use 144 countries for the benchmark estimation. 11 The countries used in our analysis are summarized in Table 1 .
Our analysis uses the data in the 2000s to address possible structural breaks in inflation rates.
Rogoff (2003) argues that inflation in many countries was high until the 1990s but has become low and stable since the early 2000s. We perform Bai and Perron's (2003) structural break test for the average inflation rate across the sample countries in which the data are available from the 1990s and find a structural break in February 1994. When we use the world inflation rate published in the IFS, structural breaks are detected in July 1994 and October 1998. Hence, it is sensible to drop the data during the 1990s in the benchmark estimations.
To estimate aggregate commodity price shocks, we use the non-energy commodity price index published by the World Bank (WB) for the benchmark estimation. We also report the robustness checks to the choice of alternative commodity price indexes: the energy commodity price index of the WB; the All Commodity Price, Fuel Price, and Non-Fuel Price Indexes published by the IMF;
and the spot index of the S&P Goldman Sachs Commodity Index (S&P GSCI). 12 We note that all of these indexes are denominated in the U.S. dollar. The estimation of commodity price shocks requires nominal exchange rate data. We take the data from Datastream.
As a preliminary analysis, Figure 1 plots the commodity price inflation and our forecasts from (8) in 12 Even though they are similar, the commodity baskets differ somewhat across these commodity price indexes. The commodity basket in the WB's index includes less information on trade of commodities in DCs than the IMF's index. As a result, the weight for agricultural raw materials is slightly higher in the WB's index than in the IMF's. The S&P GSCI has time-varying weights based on the world commodity productions for the most recent five years. 13 This sample period is determined by the facts that we allow for 24 leads on the left-hand side of (4) and for the maximum lags of order 12 on the right-hand side. We use in-sample forecasts, because the standard error correction for generated regressors requires in-sample forecasts rather than out-of-sample forecasts. levels, suggesting no serial correlation inε c,t .
To allow for cross-country differences in IRs, we collect the cross-country information from the following data sources. For the exchange-rate regime, we rely on the de facto classification constructed by Ilzetzki, Reinhart, and Rogoff (2010). 14 The use of these data drops 15 countries from the sample. 15 We choose IT countries based on the definition of Roger (2009) , we define the low-and middle-income economies in the WB's classification as LDCs. These data are missing in Anguilla, so we drop Anguilla. Finally, we construct D T O j from the World Development Indicators (WDIs) of the WB. We take the data of the sum of imports and exports divided by GDP and split countries into country groups with a high or low degree of trade openness, based on the median of the data. 16 To use these data, we drop eight countries from the sample. 17 After all, the process of constructing the panel data with these control variables reduces the number of countries to 120. See panel (e) of Table 1 for countries dropped from the sample. as unity, if country j adopts hard pegs to the U.S. dollar, crawling pegs to the U.S. dollar, or de facto, pre-announced or crawling bands around the U.S. dollar with ± 2 percent bands. 15 Based on the data file from Ethan Ilzetzki's website, some countries have missing values for these data in 2000, 2001, or 2010. Due to missing values, we drop Cambodia, Macao, Ethiopia, Fiji, Rwanda, Samoa, São Tomé and Principé, Serbia, the Seychelles, the Solomon Islands, Syria, Tonga, Ukraine, Vanuatu, and Vietnam. 16 Because the data of the sum of imports and exports divided by GDP are annual in the WDIs, we construct the dummy variable based on the single year's cross-country median. We confirm that the estimated IRs do not differ substantially, even if we replace the dummy with the sum of imports and exports divided by GDP. 17 The eight countries are Côte d'Ivoire, Gabon, Guinea-Bissau, Guyana, Iran, Jamaica, Myanmar, and Suriname. They are dropped mainly because the data of the sum of imports and exports divided by GDP in recent years are not yet available in the WDIs.
Results
Main results
Benchmark regressions
The shape of the IRs suggests that the effects of commodity price shocks on inflation are transitory. Because the estimated IRs are defined for the price level, we can measure inflation responses using the slope of the IR function. In Figure 2 , the slope is substantially steep during the first year after the shock but becomes nearly flat afterward. This implies that the effect of commodity price shocks on inflation virtually disappears in the second year after the shock. Therefore, the shape of the IRs suggests that the risk of a persistent second-round effect would be low at least in terms of the cross-country average.
To assess the shape of IRs, we introduce a simple measure. As long as inflation is stationary, the slope of the IR becomes zero in the long run. Hence, we measure the extent to which the slope of the IR deviates from zero during a year by the mean absolute deviations of IR(k) − IR(k − 1).
We call this measure the variability of inflation responses (VIR). More specifically, the VIRs for the first and second year after commodity price shocks are defined by
respectively. Here, V IR 1 quantifies the mean deviation of inflation responses for the first year after a one-standard-deviation commodity price shock. Similarly, V IR 2 quantifies that for the second year after the same shock. We multiply the mean absolute deviations by the standard deviation of an exogenous shock to allow for comparisons of the VIRs across different shocks.
In Second, one may wonder how our results differ in comparison to the standard approach. Note that our approach identifies shocks from (8) and then estimates IRs from (4), rather than identifying shocks via the multivariate system of equations as in VAR. In VAR, the estimated commodity price shocks vary, depending on numerous factors such as identifying assumptions, the number of variables, and countries included in the system. Hence, the IRs estimated from VARs are not directly comparable to those from our approach.
The method of Romer and Romer (2004) to estimate IRs is directly comparable to ours. Their narrative approach first identifies shocks and then estimates IRs from a separate equation with identified shocks. In our context, their approach is to run the following regression:
With a slight abuse of notations, α j , β i , and γ i are parameters to be estimated. Unlike the local projection, (10) requires β i and γ i to compute IRs. However, the estimated IRs can vary, depending on specifications. For this reason, we set q at 12 but r = 6, 12, or 18. 21 Table 2 presents VIRs under three specifications for r in (10) along with the results from local projections. Note that VIRs from Romer and Romer's method are not very robust across 19 We select 105 countries due to the data availability. 20 Our main result is also unaffected even if we drop countries where inflation is highly volatile. The estimated IRs and VIRs are reported in Appendix A of the paper. (The Appendix is available upon request.) 21 Under (10), the BIC suggests r = 5, given q = 12. We take the slightly long lag length for commodity price shocks, because Romer and Romer (2004) typically allow for many lags for shocks.
specifications. However, the table also shows substantial reductions in VIR in all specifications, reconfirming the robustness of our benchmark results. Also note that V IR 2 in local projections is large relative to the standard approach. Hence, our local projections give us conservative estimates in evaluating the persistent effect of commodity price shocks on inflation.
Regressions allowing for cross-country differences in IRs
We begin by mentioning how the IRs estimated from (6) are related to economic factors. Table 3 reports coefficients on the four dummy variables for each forecast horizon k, along with the Newey- Table 3 , we do not find a significantly negative relationship between price responses and the degree of trade openness. Whenγ T O,k is negative, it is neither statistically nor economically significant (seeγ T O,k for k = 0, 1, and 2). This is consistent with Gelos and Ustyugova (2012), who do not find a statistically significant relationship between the commodity price pass-through and the degree of trade openness.
We are now ready to discuss the IRs to confirm whether the effect of commodity price shocks remains transitory even after controlling for country-specific economic factors. We divide countries into four country groups, based on exchange-rate regimes and the degree of economic development. Nevertheless, the slopes of all IR functions are nearly flat during the second year after the shock, suggesting the low risk of a persistent second-round effect.
Robustness of the transitory effect of commodity price shocks
This subsection performs a variety of robustness checks. Our comparisons rely on the VIRs that are shown in Table 4 . In the table, all VIRs are computed from the average IRs across country groups.
Specifications of forecasting equations
Let us consider alternative specifications for estimating commodity price shocks. First, CRR argue that the forecasting equation (8) can be extended with ∆s j,t in Chile and South Africa, since they also have good forecasting performance. Hence, we add these countries' ∆s j,t to (8) and reestimate
IRs. 23 The first row of panel (a) of Table 4 indicates that the VIRs are similar in magnitude to the 22 We set ωIT at 0.18 from the time-series mean of the share for IT countries. On the other hand, ωT O is 0.50 by construction, because we divided countries based on the median of the degree of trade openness. 23 The p-value of the F-test for the null hypothesis that changes in the five countries' nominal exchange rates do not Granger-cause πc,t is 0.002. However, the p-value of the F-test for the null hypothesis that changes in the nominal exchange rates for Chile and South Africa do not Granger-cause πc,t is 0.367. Hence, the data support the original benchmark estimation in the first row of Table 2 .
Second, we could improve forecasts of π c,t by including the forward premium into (8) . Let f t+1,t be the one-month-ahead forward price index of the commodities in period t. To construct the forward premium, p c,t and f t+1,t must be directly comparable in terms of weights of the basket.
Unfortunately, however, f t+1,t is not available for the WB's and the IMF's commodity price indexes.
Hence, we rely on the S&P GSCI, where f t+1,t is available. Given the forward premium calculated from the S&P GSCI and its forward price index, we reestimate the commodity price shock by (11) where π c,t is redefined as the commodity price inflation based on the S&P GSCI and d F P is the parameter estimated. The second row of panel (a) in Table 4 reports VIRs based on (11) . Again, the results remain essentially unaltered. Table 4 . Here, V IR 1 is somewhat small compared to those obtained from the forecasting equations of CRR. This small V IR 1 may be due to our departure from the forecasting equations of CRR, but it may also be due to the use of the energy commodity price index rather than the non-energy commodity price index. In fact, when we compute the IRs to the energy commodity price shocks (e.g., shocks to the WB's energy and the IMF's fuel price indexes), V IR 1 becomes small. Nevertheless, the VIR declines from V IR 1 to V IR 2 , suggesting the robustness of the main results.
Distinction between net commodity importers and exporters
While the previous estimation separated countries based on the trade patterns for goods and services, the patterns of commodity trade may more directly affect price responses. In this regard, Chen, Turnovsky, and Zivot (2014) demonstrate that commodity prices have strong forecasting forecasting equation in terms of the Granger causality.
power for inflation in heavy commodity exporters. Their finding may point to the importance of allowing for commodity trade patterns in understanding price responses.
We introduce the dummy variable for countries having a commodity trade surplus (net commodity exporters, for short) into (6) . As in the previous section, the dummy variable is interacted with the commodity price shock. 24 Due to the data limitations of commodity trade, however, the number of countries is substantially reduced to only 84 countries. Table 4 reports the VIRs of net commodity importers and exporters. 25 Again, the effect of commodity price shocks is transitory: for the net commodity exporters, V IR 1 = 0.31 and V IR 2 = 0.14, and for the net commodity importers, V IR 1 = 0.48 and V IR 2 = 0.15. As we discuss in Appendix B, the price responses of net commodity exporters are, on average, smaller than those of net commodity importers. This may be because the second-round effect through the improved terms of trade in net commodity exporters is weak compared to the second-round effect through the cost of production in the net commodity importers. 26 
Panel (b) of
Alternative commodity price indexes
Panel (c) of Table 4 shows the VIRs when we replace the commodity price shocks with those obtained from alternative commodity price indexes. For comparison, the first-row reports the VIRs based on the non-energy commodity price index by the WB used for the previous results. The second row represents the VIRs based on the WB's energy index. Similar to the first row, the VIR decreases from 0.38 to 0.16, suggesting the transitory effect on inflation. 27 Similar patterns are observed for the IMF's commodity price indexes. The results are robust even when we use the 24 We construct the dummy variable for the net commodity exporters by calculating each country's net commodity exports from the WDIs. The WDIs include the import and export data of agricultural raw materials, food, fuel, and ores and metals as a percentage of merchandise imports and exports. Using the quantity data of merchandise imports and exports, we compute the net exports of commodity for constructing the dummy variable.
25 Appendix B of this paper provides the detailed results of this estimation. 26 In this analysis, we face a trade-off between two sources of biases in estimates. The first source is the sample selection bias, because we use only countries in which the data of commodity trade are available. Indeed, we excluded many LDCs and the resulting average price responses are substantially lowered (e.g., 1.27 percent vs. 1.87 percent in terms of the weighted average of the price responses in period 12 to a 10 percent commodity price shock). The second source of bias is the omitted variable bias in the estimated IRs due to exclusion of the net commodity exporter dummy. Appendix B shows that the estimated coefficients on the interaction terms (i.e.,γ U SD,k ,γ IT,k ,γ LDC,k , and γ T O,k ) remain essentially unaltered by the presence of the net commodity exporter dummy, both quantitatively and qualitatively. Hence, the first source would be more serious than the second source, justifying (7) . 27 We also check the robustness to using the agricultural commodity price index and the metal commodity price index of the WB, both of which are the WB's sub-index of non-energy commodity price index. Again, the VIR decreases similarly to the commodity price indexes in Table 4 , particularly for the agricultural price index. dummy variable for net commodity exporters. 28 
Evidence from the STAR model
So far, we have controlled for differences across country groups but not for cyclical factors. However, recent studies on the exchange rate pass-through demonstrate that the pass-through may depend on the inflation rate. For example, Taylor (2000) argues that inflation influences the pass-through since, as in the model of state-dependent pricing, inflation affects the frequency of price changes.
Shintani, Terada-Hagiwara, and Yabu (2013) use a STAR model and find that the exchange rate pass-through depends on the past inflation rate in the U.S. economy. In this section, we use the logistic STAR model with the transition variable of each country's lagged inflation to see how IRs vary between high-and low-inflation regimes.
Estimation
We extend the linear model (6) to the STAR model discussed in Teräsvirta (1994) . Let superscript L and H on γ j,k and β i,k be the coefficient on the low-and high-inflation regimes, respectively. Our estimation equation is
for each forecast horizon k. Here, F (z j,t−d ) is the transition function, and z j,t−d is the transition variable where d denotes the delay parameter. The transition function is given by
which implies that, as converges to 1/2, which is effectively equivalent to the linear regressions (6), because parameters with superscript H and L can no longer be identified. For the transition variable z j,t−d , we specify it as the standardized past inflation rate in country j:
the time-series average and the time-series standard deviations of country j's inflation, respectively.
The IRs remain easy to compute:
In this specification, the past inflation rate affects the IRs, suggesting that inflation may affect firms' price setting as in the model of state-dependent pricing. We focus on δ by a grid search. In other words, we parameterize δ over a range of δ ∈ (0, ∆) and run linear regressions for each grid constructed from an interval of (0, ∆). We then search for the best δ that minimizes the sum of squared residuals. We repeat this procedure for delay parameter d for the range of d ∈ {1, 2, .., 12} to choose a pair of (δ, d). 29 
Results from the STAR model
As a preliminary analysis, we performed a grid search of (δ, d). Overall, the chosen δ varies across k, ranging between 0.44 and 9.62. 30 By contrast, the chosen d is stable: d = 1 for all k.
Two upper panels of Figure 4 plot IRs for (a) DCs with FER and (b) LDCs with FER and
show that the effect of commodity price shocks is transitory under both the high-and low-inflation regimes. In both panels, the slopes of the IR function are modestly steep for the first year and become nearly flat afterward. The IRs are similar between the two regimes and not substantially 29 We set the upper bound of δ at 10 because, when δ exceeds 10, even a small change in the standardized inflation rate generates F (z t−d ) that takes a value close to either zero or one. As a result, an upper bound larger than 10 does not change the estimation results. We set the upper bound of d at 12 because the data are monthly. 30 We choose δ to ensure that the resulting δ lies within the lower and upper bounds of δ. When q is small, δ tends to hit the upper bound of 10. To circumvent this, we select q using the BIC for 6 ≤ q ≤ 12. The resulting δs from k = 0 to 24 are 0.44, 1.54, 1.92, 2.84, 4.97, 5.47, 6.82, 6.38, 9.60, 9.62, 7.87, 8.20, 8.84, 7.15, 6.80, 6.20, 6.00, 6.30, 6.93, 8.24, 7.91, 8.43, and 9.20, respectively. different from the case of the linear model in Figure 3 . Hence, the risks of a persistent second-round effect would be low even under the two regimes.
By contrast, when we remove the effect of exchange rate variations on the price responses, the IRs differ substantially from the linear model. This is shown in lower panels of Figure We can test whether the price responses in a particular forecast horizon are statistically the same between the high-and low-inflation regimes. If we take an example of DCs with FER, the null hypothesis is that
test whether the price responses in LDCs with USD are the same across the two regimes, the null hypothesis is defined as
Assuming that ω IT and ω T O are fixed, we test the null hypothesis using the Wald test for a single forecast horizon k.
Not surprisingly, as indicated in Table 6 , we cannot reject the null hypothesis for countries with FER at the conventional significance level for any k. This suggests that the regime-dependent IRs may not be present in the DCs and LDCs with FER. For DCs with USD, we reject the null hypothesis in 11 forecast horizons at the 10 percent significance level (for k = 0 and 5 -14). For
LDCs with USD, we reject the null hypothesis in 13 forecast horizons at the 10 percent significance level (for k = 3 -15). Hence, at least during the first year after the shock, the IRs in the country group of DCs and LDCs with USD statistically differ between the two regimes.
Conclusion
Using local projections, we estimated the IRs of the CPIs to a commodity price shock and explored the implications for inflation. We found that the effect of commodity price shocks on inflation is transitory. This transitory effect is observed even when we control for exchange rate variations, adoption of IT, and degrees of economic development and trade openness. The result is also robust to changes in the method of identifying commodity price shocks, distinction between net commodity importers and exporters, and the use of other general commodity price indexes. Based on the STAR model that uses the past inflation rate as the transition variable, we found that commodity price shocks may have non-transitory effects on inflation in countries with exchange rates pegged to the U.S. dollar. Nevertheless, commodity price shocks continue to have transitory effects in the countries with exchange-rate flexibility.
Our study focused on CPIs. For a deeper understanding of the impact of commodity price shocks on economies as a whole, an investigation of the actual policy responses of central banks and the effects on the real economy and longer-term inflation expectations would be worthwhile.
It is also important to identify demand and supply shocks in the commodity markets. (9) . Panel (a) reports VIRs using alternative forecasting equations. "Five ERs" corresponds to the case where the nominal exchange rates of the Chilean peso and South African rand are newly included in (8) in estimating the commodity price shock. "S&P GSCI" refers to the case where commodity price shocks are estimated using (11) . "Demand shock by Kilian (2009)" reports the VIRs when we replace the estimated commodity price shock by the global demand shock estimated by Kilian (2009) . Panel (b) shows VIRs when we newly add the dummy variable for net commodity exporters as a new interaction term with commodity price shocks. Panel (c) reports VIRs using alternative commodity price indexes, where WB and IMF denote the data source of commodity price indexes. WB (non-energy) and WB (energy) mean that the VIRs are calculated using the WB's non-energy commodity price index and energy commodity price index, respectively. IMF (all), IMF (non-fuel), and IMF (fuel) refer to the case where the All Commodity Price Index, Non-Fuel Commodity Price Index, and Fuel Commodity Price Indexes are respectively used. Notes: The commodity price index is the WB's non-energy commodity price index. The VIRs are defined by (9) .
DCs (LDCs) with FER stand for (less) developed countries with flexible exchange rates. DCs (LDCs) with USD refer to (less) developed countries with exchange rates pegged to the U.S. dollar. Notes: The panels plot impulse responses of the CPI to a 10 percent increase in commodity price shocks under the high-and low-inflation regimes. The impulse responses are estimated from (12) . See the footnote of Figure 3 for the other detail.
