In situ temperature measurements in laser-heated diamond-anvil cells (LHDACs) are among the most fundamental experiments undertaken in high-pressure science. Despite its importance, few efforts have been made to examine the alteration of thermal radiation spectra of hot samples by wavelength-dependent absorption of the sample itself and temperature gradients within the sample and their influence on temperature measurements while laser heating. In this study, we take (Mg, Fe)O ferropericlase as an example to evaluate the effects of these two factors. Iron-rich ferropericlase shows strong wavelength-dependent absorption in the wavelength range used to determine temperature, which, together with temperature gradients can account for largely aliased apparent temperatures in some experiments obtained by Wien fitting of detected thermal radiation intensities (e.g., an offset of $700 K for a 3300 K melting temperature). In general, wavelength-dependent absorption and temperature gradients of samples are two key factors to consider in order to rigorously constrain temperatures, which have been largely ignored in previous LHDAC studies. Published by AIP Publishing. [http://dx
I. INTRODUCTION
The laser-heated diamond-anvil cell (LHDAC) can simultaneously generate high pressures and high temperatures (up to a few 100 GPa and several 1000 K) while also allowing observation and in situ characterization of the sample. This technique is thus used to measure the material properties at extreme thermodynamic conditions. However, in situ temperature measurement remains inconsistent and controversial. Temperatures of LHDAC samples are determined by fitting the intensities emitted as thermal radiation to a Planck (or Wien) blackbody function (e.g., Ref. 1). There are two different methods to determine temperatures of laser-heated regions. For spectroradiometric approaches, intensities of light with wavelengths (usually) between 600 nm and 800 nm (e.g., Refs. 2 and 3) from a spatially selected area ($4 lm in diameter for the narrow-slit method) on the heated sample is detected by a spectrometer. For multi-wavelength two-dimensional imaging radiometry, 4,5 intensities of radiation at four specific wavelengths (e.g., 580, 640, 766, and 905 nm) 5 across the heated region ($50 lm Â 50 lm) are collected to form a temperature map of the LHDAC sample. While the latter method yields measurements of temperature spatially in a LHDAC orthogonal to the laser, neither method yields information of temperature along the laser-heated axis.
Accurate temperature determination requires accurate detection of radiation intensity in both methods. However, the radiation intensities detected are not necessarily equal to those emitted by the hottest part of a heated sample. The alteration of radiation intensities by optical components, 6 i.e., system response, can be corrected by calibration using a known source of light, often a NIST-calibrated lamp (e.g., Newport Corp. 63358). However, there are still two other factors to consider even after taking into account the system response. First is the temperature gradient within the sample. Diamond is an excellent thermal conductor and as a result, axial temperature gradients in laser-heated samples can reach up to several 1000 s K/lm depending on the thermal properties of materials, use of insulation layers, and sample thickness (e.g., Refs. 7 and 8). Radiation emitted from the sample is an accumulation of thermal radiation of the whole sample-not just the hottest part-even though the hottest part often dominates the shape of the thermal radiation spectrum. Correction for this effect requires the knowledge of the temperature profile within the LHDAC sample, which has been well established in previous studies (e.g., Refs. [9] [10] [11] [12] . The second factor is the wavelength-dependent absorption/emission throughout the sample. The uneven absorption of light at different wavelengths will also alter the thermal spectrum. This effect cannot be ignored when the absorption coefficient difference for the light of interest with different wavelengths becomes pronounced ($1000 cm
À1
). Previous studies (e.g., Refs. [12] [13] [14] have noted that emissivity could be a cause of error in temperature measurements during LHDAC experiments. Moreover, Benedetti and Loubeyre 11 studied the error in the gray-body approximation due to wavelengthdependent emissivity for optically thick materials. However, there are few studies that account for both the absorption and emission process through materials during laser heating. The thermal radiation transfer process within samples during laser heating is governed by the radiative transfer equation (RTE), in which Kirchoff's law is considered and described below. As a result, temperature measurement for LHDAC experiment is essentially the well-studied inverse radiation problem, [15] [16] [17] i.e., to deduce difficult-to-measure parameters (i.e., temperature) based on measurements of the radiative intensity or radiative flux.
In this study, we evaluate the influences of axial temperature gradients and wavelength-dependent absorption/ emission in temperature determination to better constrain the uncertainty of temperature measurements in LHDAC experiments. Additionally, we have constructed the temperature profiles of samples based on their cross sections (e.g., Fig. 2 (a) in Ref. 7 ) which show how LHDAC samples can form layers of varying absorption which, in turn, affect temperature measurements. In the second half of this paper, a new method to more rigorously quantify the temperatures in LHDAC experiments is suggested by taking into consideration both the temperature gradients and wavelengthdependent absorption.
II. GOVERNING EQUATIONS A. Axial temperature gradients
Both radial and axial temperature gradients exist within a laser-heated sample. Radial temperature gradients have been measured in some previous studies, 18, 19 while direct measurement of axial temperature is still impossible. Instead, numerical modeling has been implemented to estimate the axial temperature gradient. 10, 20, 21 Following the same arguments given by Ref. 20 , a 1D axial temperature gradient for the case where melt is present is obtained by solving the following steady state heat flow equation with an internal heating term, H:
where j is the thermal conductivity of the sample, and T is the temperature. The boundary conditions are (1) temperature at the diamond/sample interface is 300 K as diamonds are excellent thermal conductors; (2) temperature at the melt/solid interface is the melting temperature and also the maximum in the system, T m ; and (3) melt is isothermal at T m .
B. Radiative heat transfer
At thermodynamic equilibrium, dI k , the change of spectral radiation intensity at a certain wavelength at normal incidence after passing through an absorbing-emitting (but not scattering medium) with thickness dz is composed of two terms. The first term is the absorption loss, Àk k I k dz, where k k is the absorption coefficient, and I k is the intensity of radiation. The second term is the emission, which serves as the source of radiation. The efficiency of absorption at a specific wavelength is equal to the efficiency of emission according to Kirchoff's law. We thus have the following RTE to describe the intensity of radiation:
where E k is the hemispherical spectral emissive power. E k ¼ pB k , where B k is the blackbody spectral intensity determined by the Planck function
where k is the wavelength, and T is the temperature. The constants p, h, c, and k B are pi, Planck's constant, the speed of light, and Boltzmann's constant, respectively. Scattering effects are grain size sensitive and scattering coefficient values under simultaneous high pressures and temperatures are very scarce. Besides, for many Earth materials, the scattering effects alter the radiation intensities by less than 4%, thus can be neglected to first order. 22, 23 The general solution to Eq. (2) for parallel planes with transparent boundaries is
where I k ð0Þ is the radiation intensity coming into the sample, and d is the thickness of materials that participate in the radiative heat transfer at the wavelengths of interest. For LHDAC experiments, intensities of light between $600 and 900 nm are generally utilized to determine the temperature. So the corresponding materials that participate in the radiative heat transfer in this wavelength range are the materials in between the two diamonds, including the pressure medium and sample. If both k k and E k are constant with respect to z, then there are no radiation sources below the starting surface (I k ð0Þ ¼ 0), and Eq. (4) can be simplified into
where
is the optical thickness of the sample. If s k tends toward infinity (either k k or d or both are large), then the sample can be treated as a blackbody.
C. Wien fitting
Intensities of radiation (at wavelengths 580, 640, 766, and 905 nm) emitted from a sample can be determined using Eq. (4). With the radiation intensities of at least two wavelengths (for multi-wavelength two-dimensional imaging radiometry, four wavelengths are used, while for spectroradiometric approaches, a continuous range of wavelengths are used), we are able to fit I k ðdÞ with the Wien function
Notice that here the gray-body approximation is used and e is the wavelength-independent emissivity of the graybody. We define the temperature of the sample calculated by fitting the intensities of I k ðdÞ to the Wien function as the apparent temperature, T a .
III. LHDAC EXPERIMENTS

A. Method
Samples were loaded without any pressure transmitting medium into LHDACs equipped with 300 lm culets and rhenium gaskets which were pre-indented to a thickness of $20-30 lm (Fig. 1) 7, 24 Pressurized samples were heated from one side with a near-infrared (NIR) laser (100 W, 1070 nm watercooled fiber laser). We used predefined ramped laser heating to melt the sample: the laser is set to a low power for 2 s and then linearly ramped up to a peak power every 20 ms within 1 s and kept at the peak power for 0.5-1 s before turned off (e.g., Ref. 7) . A mechanical shutter is opened $40-100 ms before the laser is quenched to allow the temperature measurement of the sample at peak power. Temperature distributions were measured by 4-color multi-wavelength imaging radiometry. Images of the laser-heated spot were collected simultaneously at 580, 640, 766, and 905 nm and spatially correlated. 5 At each position, a four-color fit was made with the Wien function using the gray-body approximation to construct the emissivity and temperature distributions of the hot spot in two dimensions. The two-dimensional, 4-color multi-wavelength imaging radiometric technique coupled with laser heating has been used to determine the phase diagram of ferropericlase at pressures up to 40 GPa (Ref. 7 ) and the melting temperature of four transition metals at room pressures and Re at high pressures. 5 Other experimental details are further elaborated in Ref. 7 . It should be emphasized that the criteria for melting used in this study is the quench texture and element distribution after heating. 7 In LHDAC experiments where the multi-wavelength imaging radiometric technique is used to measure temperature, the discontinuous change in emissivity is often correlated with the post-heating determination of melt location, and that region is also typically associated with the highest temperature in the sample. As such, a discontinuous change in emissivity versus temperature during laser heating is used to check consistency in melting identification (e.g., Ref. 4).
The emissivity values were obtained by fitting the thermal radiation to the gray-body approximation equation. While the discontinuous change in emissivity has been used to determine the melting temperature (e.g., Refs. 1 and 2), there is no physical reason why this correlation exists. The actual emissivity values at specific wavelengths can be quite different from those wavelength-independent fitting parameters as shown by Benedetti and Loubeyre. 11 In other words, the emissivity values in the 2D emissivity maps do not have explicit physical meaning even though they are somehow correlated to the actual emissivity through the gray-body approximation. Additionally, the actual phase (liquid/solid) dependence of the emissivity at their melting points under high pressure and temperature is poorly understood. For some materials, no sudden change (even no change) of the spectral emissivity in certain wavelength ranges has been observed. 5, 25 For example, the emissivity measurement by Watanabe et al. 25 indicated that there is no sudden change in the spectral emissivity of iron, cobalt, and nickel over a wavelength range from 650 to 800 nm upon melting at ambient pressure. To summarize, it is in principle an overuse of the fitted emissivity to correlate the emissivity map with the temperature map and optical image. But an emissivity map can be used as complementary information to check consistency in melting identification since it typically, but not always, corresponds well with the respective optical image and temperature map.
Quenched samples were cut and polished through the center of the heated region by Electrical Discharge Machining (EDM) and Focused Ion Beam (FIB) techniques, and then quantitatively analyzed by electron probe microanalysis (EPMA) using wavelength or energy dispersive spectroscopy (WDS or EDS). 7 Thicknesses of the quenched samples ($15-20 lm) were measured based on the polished cross sections.
B. Results
Melting experiments of ferropericlase at 51 GPa (May2715C), 60 GPa (Jul0415), and 66 GPa (May2915) have been conducted; optical images and 2-D emissivity and temperature maps across the heated regions are shown in Fig. 2 . The three images for sample May2715C are concentric. Regions I, II, and III in the optical images are determined from the quenched texture in each sample's cross-section and the optical images. Molten region (I) appears darker because of the higher iron content in the optical images. It correlates with the center of the Gaussian shaped laser and displays a higher apparent temperature compared to the surrounding coexisting solid (II) and starting materials (III). It should be noted that values shown in the emissivity map are the wavelength-independent emissivity of a gray-body (Eq. (6)) and can be quite off from the real emissivity values.
11 But as discussed above, discontinuous changes in these gray-body emissivity values typically correspond well with the initiation of melting and thus not a surprise that emissivity maps are concentric with their corresponding temperature maps. The contour drawn is partly based on the cross section across the dashed line. While there is a near 1:1 relationship between the optical images and emissivity map of sample May2915 (Figs. 2(g) and 2(h)), the 2-D temperature map ( Fig. 2(i) ) does not correspond to the emissivity map. The offsets of temperature maps are caused by areas in region II that appear to be "hotter" than region I. Region II is expected to be lower in temperature than region I because region II is not molten. The reason why this discrepancy occurs will be explained in Secs. IV-V. FIG . 1. Schematic of the LHDAC sample assembly used in this study.
IV. FORWARD MODELING
In order to understand the reason for the offset between the apparent temperature map and optical image for sample May2915 and to also explore the influences of temperature gradients, wavelength-dependent absorption and emissivity on temperature measurements, forward modeling was conducted by considering a typical self-insulated sample configuration upon melting when laser-heated from one side ( Fig. 3(a) ). The melt has a paraboloidal upper surface on the laser-heated side and a flat lower surface on the non-heated side of the LHDAC corresponding to a typical melt shape obtained in the melting experiments (e.g., Fig. 2 (a) in Ref. 7) . The shortest distance from the paraboloid to the diamond anvil is 1 lm, corresponding to the center of the laser beam. The total sample thickness is 15 lm. The melt is assumed to be homogeneous both chemically and thermally. 7 Other set-up parameters are shown in Fig. 3(a) .
A. Errors introduced by Wien fitting
It is well known that Wien fitting itself can introduce some errors to temperature measurements, as compared to Planck fitting, especially at temperatures above $4000 K. To quantify those errors, we assume that the whole sample is isothermal and the emissivity equals 1 at all wavelengths and denote the corresponding temperature profile as Wien fit. As shown by Wien fit in Fig. 3(c) , the offset is small but increases with temperature, up to $2% at 5000 K.
B. Effects of the axial temperature gradient (T grad)
The axial temperature gradient is obtained by solving Eq. (1). The solution for the sample configuration across the dashed line in Fig. 3 (a) is shown in Fig. 3(b) . Two sets of T a for the center part of the sample (Wien fit and T grad, see Fig. 3 for the definitions) are plotted against T m in Fig. 3(c) . For the T grad case, we consider that axial temperature gradients exist within the sample and assume the wavelengthindependent absorption coefficient values. An infinitely large k k value is not appropriate here because it will make the T a close to the surface temperature as the radiation inside the sample is all absorbed by the surface. T a with an axial temperature gradient T grad deviates from T m gradually as the T m increases, indicating that the influence of temperature gradients on melting temperature determination is large and cannot be ignored when T m is large. The horizontal T a profile across the center of the sample shows a parabolic shape with the highest T a in the center of the sample (positive parabola), because more hot melt is present in the regions closer to the center.
C. Effects of wavelength-dependent absorption
Although generally more than two wavelengths are used to determine temperature in LHDAC experiments, radiation intensities of two wavelengths are theoretically sufficient to calculate temperature by the Wien approximation (Eq. (6)). In order to evaluate the influences of the absolute values of the absorption coefficients and differences between absorption coefficients of different wavelengths, we first only consider using intensities of light at two wavelengths (580 and 905 nm) to calculate the apparent temperature T a . These wavelengths were chosen as they define the endpoints of the wavelengths used in multiwavelength two-dimensional imaging radiometry, 5 and are similar to the endpoints in the wavelength range for traditional temperature measurements by spectroradiometry (e.g., Refs. 2 and 3). The corresponding absorption coefficients are k 580 and k 905 , respectively. Assuming (1) k 580 and k 905 are constant throughout the sample for each wavelength, respectively; (2) the whole sample can be modeled as a simple parallel plane at T m ¼ 4000 K (no temperature gradient exists). The DT a , deviations of apparent temperatures from apparent temperature when both optical thicknesses s 580 and s 905 are equal to 1 are plotted in the optical thickness space (Fig. 4) . In this way, we can preclude the deviations introduced by the Wien approximation. Since increasing s 580 and s 905 changes the slope of Wien vs. the wavenumber plot oppositely, deviations are divided into two domains of opposite signs: the upper left-hand side of the plot shows positive DT a , while the lower right-hand side of the plot shows negative DT a . Pronounced temperature deviation occurs if s 580 6 ¼ s 905 and either s 580 and s 905 is less than $2. Differences between s 580 and s 905 dominate the deviation values. When either of the optical thicknesses is large enough to make I k ðdÞ ¼ E k , the deviations flatten out. When both s 580 and s 905 are greater than $2, the temperature deviation is smaller than the typical system error introduced by the laser heated system ($7%). 5 This is because I k ðdÞ ¼ E k for both wavelengths. Additionally, the À7% < DT a /T m < 7% regime shrinks as T m increases from 3000 K to 5000 K.
Previous studies suggest that most Earth mantle minerals under corresponding pressures, [e.g., (Mg 0.9 , Fe 0.1 ) 2 SiO 4 olivine under upper mantle pressures, (Mg 0.9 , Fe 0.1 ) 2 SiO 4 wadsleyite and ringwoodite under transition zone pressures, (Mg 0.9 , Fe 0.1 )SiO 3 bridgmanite under lower mantle pressures] have relatively small absorption coefficients (<1000 cm À1 ) in 600 nm to 900 nm range. [26] [27] [28] For a typical LHDAC experiment, sample thickness is $20 lm or less if pressure media are used and is pressure dependent. Therefore the corresponding optical thickness (s Շ 2) falls into the regime where temperature deviation could be very large (bottom right panel of ) in 600 nm to 900 nm at lower mantle pressure, its absorption coefficients are highly wavelength-dependent. 27, [29] [30] [31] Thus the correction for wavelength-dependent absorption for LHDAC experiment of (Mg 0.9 , Fe 0.1 )O ferropericlase is important. It is worth noting that metals usually have large absorption coefficients (>10 5 cm
À1
) in the visible to near infrared range, however the surface properties of the metal could be very different from the interior depending on factors like roughness and reflectivity. The solution to Eq. (2) for parallel planes with transparent boundaries, namely, Eq. (4), is based on the assumption that the surface optical properties are exactly the same as the materials beneath it; therefore transparent boundaries may not be an appropriate assumption for LHDAC experiments with metals. As a case study, we modeled the apparent temperatures for the sample configuration shown in Fig. 3(a) . Two cases were considered: (1) the absorption coefficients, k1 (therefore s1) linearly increase with wavelength ( Fig. 5(a) ); (2) the absorption coefficients, k2 (s2) linearly decrease with wavelength (Fig. 5(c) ). These linear increase and decrease trends are simplifications for absorption spectra that could occur in the near infrared (NIR) to ultraviolet (UV) range, where multiple absorption mechanisms exist. Taking (Mg, Fe)O as an example, the absorption edge related to charge transfer d-d transitions between adjacent Fe 2þ sites or charge transfer between Fe-O usually dominate the shape of absorption spectra and cause a linear increase in absorption coefficients with a wavenumber in the visible and UV range. 29 However, this absorption edge shows a "blue shift" with the decrease of pressure. As such, absorption coefficients can decrease with wavenumber if a sample is under relatively low pressure and also mechanisms corresponding to the absorption peaks at smaller wavenumber (e.g., Jahn-Teller effects can split absorption bands and consequently induce an absorption peak at around 10000 cm À1 ) dominate the shape of absorption spectra. 30, 31 Apart from these simple decrease and increase trends, more complicated relationships between absorption coefficients and wavenumber can occur if peaks corresponding to the spin transition of Fe 2þ or Fe 3þ dominate the spectra. Here we only consider the decrease and increase trends to simplify. Additionally, absorption coefficients are increased or decreased by a factor of five to show the influence of the absolute value of optical thicknesses on apparent temperature deviation. These types of variation of absorption coefficients in the NIR to UV range can be caused by the iron abundance or change in pressure. profile caused solely by the axial temperature gradient and that caused by the axial temperature gradient and wavelength dependent absorption together. Note that the absolute value of the apparent temperatures for the case when no wavelength-dependent absorption and temperature gradients are present (i.e., T grad) changes with the values of absorption coefficients. When s 580 and s 905 are equal and very large, all the horizontal apparent temperatures will be very close to the diamond-sample interface temperature, i.e., 300 K. As such, what matters is the shape of the horizontal T a profile for the wavelength independent absorption case. Additionally, as pointed out above, it always shows a convex parabolic shape with the highest T a in the center of the sample. In contrast, the T a profiles for wavelength dependent absorption case is more varied (Fig. 5(b,d) ): it can be a convex parabolic shape with the highest T a in the center of the sample, or somewhat flat (T grad þ k1, T grad þ k1/5), or a concave parabolic shape with the highest T a at the ends (T grad þ k1 Â 5).
The general trend is that temperature gradients always lower the peak temperature whereas the existence of wavelength dependent absorption could either underestimate or overestimate the peak temperature depending on whether low energy (long wavelength) radiation signals or high energy (short wavelength) radiation signals are relatively enhanced. For example, for the case shown in Fig. 5(a) , E k¼905 nm exiting each layer is relatively enhanced when k k¼905 nm is largest. But it should be noted that once the E k¼905 nm is emitted out of each layer, it also gets absorbed by other layers the most because here we assume all the layers have the same k k . Overall, T grad þ k1 Â 5, T grad þ k1 and T grad þ k1/5 yield apparent temperatures smaller than 4000 K since the corresponding optical thickness decrease with wavenumber whereas T a for T grad þ k2 and T grad þ k2/5 are much larger than 4000 K. It is also interesting to note that (1) T a for T grad þ k1 Â 5 and T grad þ k2 Â 5 could be quite close to the real peak temperature, 4000 K; (2) T a for the two ends of T grad þ k1 Â 5 is even larger than 4000 K and T a for T grad þ k2 Â 5 is smaller than 4000 K. Both (1) and (2) are caused by the absorption effects of the "cold" layer above the "hot" layer (e.g., melt). T grad þ k1 Â 5 and T grad þ k2 Â 5 are characterized by large overall absorption coefficients. At the two ends of T grad þ k1 Â 5, the cold solid is thick enough that its absorption effects dominate and therefore relatively undermine the E k ¼ 905 nm , yielding T a larger than 4000 K. Similarly, for T grad þ k2 Â 5, absorption effects of the cold solid always dominate while at the center, the absorption of the cold solid is weaker since there is less solid there. Consequently, the T a for T grad þ k2 Â 5 is maximum in the center and decreases away from the center.
To conclude, the interaction between temperature gradients and wavelength-dependent absorption/emission can result in various types of T a profiles. A flattened T a profile does not necessarily mean that the temperature measurement is accurate, although desirable. In the case shown in T grad þ k1/5, T a is fairly flat across the sample but it is indeed more than 1000 K lower than the T m (Fig. 5(b) ). In addition, melting curves of semi-transparent materials may need to be re-visited and the effects of wavelength-dependent absorption need to be corrected. We also predict that various shapes of the horizontal T a profiles could occur besides the flat, concave, or convex shape depending on the sample configuration and its optical properties.
Multi-layer absorption model (each layer has a different set of wavelength-dependent absorption coefficients)
The single-absorption model requires that the whole sample maintains the same absorption coefficients during laser heating. This is hard to achieve and somewhat unrealistic especially for an iron-containing sample where Soret diffusion is common. Additionally, iron generally prefers the melt and consequently the absorption coefficients of melts will be much larger than its surrounding iron-depleted coexisting solid and starting materials (e.g., Refs. 7 and 8). Even if melting does not occur during laser heating, chemical differentiation or phase transformations may occur, yielding layers of different absorption characteristics.
Here we consider a simplified case when the starting material is annealed from one side and then the laser heated from the same side, assuming the same sample configuration as Fig. 3(a) . Solids on the heated side are assumed to have the same absorption coefficient, k annealed ¼ k1=5; the melt is enriched in iron and thus has a higher absorption value k melt ¼ k1 Â 5; and the solids on the unheated side are unannealed and have k unannealed ¼ k1 as in Fig. 6 (c) (k2 in Fig. 6(e) ). We denote the absorption coefficient combination as (k1=5 : k1 Â5 : k1Þ or (k2=5 : k2 Â 5 : k2). Note that the optical thickness of each layer is different from the values shown in Fig. 5 because the thickness of each layer is less than 15 lm. Therefore, T grad þ (k1=5 : k1 Â 5 : k1Þ represents that axial temperature gradients are present in the sample and the absorption coefficients of the annealed, melt and unannealed layers are k1=5; k1 Â 5; k1, respectively. T grad þ (k1=5 : k1 Â 5 : k1Þ yields in overall much smaller T a values across the center part of the sample than those given by T grad þ (k2=5 : k2 Â 5 : k2Þ as expected assuming T m ¼ 4000 K. In terms of the shape of the T a profiles, T grad þ (k1=5 : k1 Â 5 : k1Þ shows a convex parabola whereas T grad þ (k2=5 : k2 Â 5 : k2Þ shows a concave shape where T a in the center is slightly smaller than the nearby surroundings. If 1 lm of melt is added into the sample configuration in Fig. 6(a) and the other parameters are kept the same (Fig. 6(b) ), T grad þ (k1=5 : k1 Â 5 : k1Þ still shows a convex parabola whereas T grad þ (k2=5 : k2 Â 5 : k2Þ shows a concave parabola (Figs. 6(d) and 6(f) ). Figs. 6(e) and 6(f) can potentially explain the T a offset in the 2D temperature map of sample May2915 (Fig. 2(i) ).
Although our discussion is limited to a simple threelayer model for melting experiments, it can be easily extrapolated to a more complicated N-layer model for any type of LHDAC experiments even if melt is not present as long as the temperature profile and absorption properties of materials are well constrained.
It is also worth discussing the cases when common thermal insulators (e.g., NaCl, KCl, Ar, etc.) are used. The commonly used thermal insulators are generally characterized by small and wavelength-independent absorption coefficients in 580, 640, 766, and 905 nm. Therefore, although the large temperature gradients can be present within thermal insulators and usually they are as thick as the sample, they neither emit radiation nor absorb the radiation from the sample at 580, 640, 766, and 905 nm at least at relatively low pressures and temperatures (<100 GPa, <1000 s of K (Ref. 32) ). In other words, they do not participate in the optical processes in that wavelength range. If a sample is isothermal, the effects of wavelength-dependent absorption of the whole sample assemblage are the same as those shown in Fig. 4 . As such, the thermal insulators are useful to keep the intensity of thermal radiation of the sample unchanged and thus yield more accurate temperature measurements. However, thermal insulators may contaminate the sample especially when the sample is melted. 7 In addition, sometimes samples are still thermally layered even with thermal insulators (see Fig. S1 in Ref. 33) . Indeed, all of the above factors need to be carefully considered when designing LHDAC experiments.
V. INVERSE MODELING
In LHDAC experiments, we collect the intensities of light by CCD, based on which, T a can be calculated. As discussed above, the T a could be quite off from the actual highest temperature (T m ) during laser heating because of temperature gradients and wavelength-dependent absorption. Here we propose an inverse modeling method based on the FIB cross-sections ( Fig. 7(a) ) of the sample and the thermal radiation intensity profile (horizontal intensity profiles in four wavelengths from the multi-wavelength two-dimensional imaging radiometry or continuous intensity profile from a single point for spectroradiometric approaches) to rigorously constrain the actual highest temperature.
An example of inverse modeling for 4-color multiwavelength two-dimensional temperature mapping is shown in Fig. 7 . In order to determine T m , we analyzed the data in the following manner:
(1) Find the horizontal intensity profiles for each of the four wavelengths based on the orientation of the cross section and optical images (three white dashed lines in Figs. 2(a), 2(d), and 2(g)). Note, the horizontal intensity profiles used in the inverse modeling only extends to the boundary between coexisting solid and melt (or hottest part if melt is absent) as shown by white lines in Fig.  7 (a) in order to obtain data with high a signal-to-noise ratio. The boundary between the coexisting solid and starting material is somewhat blurry, which may introduce some errors. (2) Construct the temperature profile. Here we use the axial temperature profiles obtained by solving Eq. (1) (Fig.  7(b) ). As can be seen in Fig. 7(b) , we divide the sample along the axial direction into five layers. They are as follows: starting material, coexisting solid, melt, coexisting solid, and starting material in order from top to bottom. More rigorous temperature profiles can be calculated using the TempDAC code 10 with the knowledge of thermodynamic properties of materials at corresponding conditions. But unfortunately, those parameters are poorly constrained for most Earth materials at elevated pressures and temperatures. Nevertheless, the fine structure of the temperature profile obtained by rigorous thermodynamic simulation is not expected to change the axial temperature distribution within the melt (hot part) much while it does alter the fine structure of the temperature profile of the solid part (cold part). As such, temperature correction will not be influenced largely ($4% estimated for Fig. 7 top panel in Ref. 10 ) by the rigorous temperature profile calculation since the hottest part dominates the effects of the temperature gradient as discussed above. Additionally, we use a parabolic shape to approximate the melt-coexisting solid boundary on the heated side for Jul0415 (Fig. 7(a) ) because a simple parabola is sufficient to describe the boundary. (3) Following the same procedure in the forward modeling, we search for a T m , which minimizes the misfit value that is computed using a normalized residual sum of squares (RSS):
) is the calculated (CCD detected after system response correction) intensity of radiation at position i of wavelength k q , N ¼ 4n is the total number of intensity points used to do the inverse modeling, and n is the number of intensity points at each wavelength. Using the available literature data, 22, 27, 29 sample absorption coefficients are interpolated for Mg# ! 75 and extrapolated for Mg# < 75 (see supplementary material).
The fitting result for sample Jul0415 is shown in Fig. 7 . The best fitting horizontal intensity of radiation curves (thin lines in Fig. 7(d) ) are generally very consistent with the detected data (thick lines) except that the fitted results are overall slightly higher than the detected values. This may be due to inaccurate interpolation or extrapolation of the absorption coefficients at a particular wavelength. Besides, the fitted curves become increasingly off from the real data at the ends. This is reasonable since the white lines in Fig. 7(a) do not delineate the layer boundaries at the two ends very well.
Inverse modeling results for samples May2715C and May2915 do not include the thermal radiation at 580 nm as the modeled intensities do not fit the detected intensities of light at this wavelength. This is likely due to the large variability (up to a factor of four) of absorption coefficients of ferropericlase at 580 nm with a slight change in Fe 3þ concentrations 30 (see supplementary material for the fitting results of these two samples). The results of T m for all the samples in this study are summarized in Table I . The uncertainties of T m obtained through this method are given by the temperatures that yield normalized RSSs which are within the 95% confidence range of minimum normalized RSS. Those uncertainties are generally quite small (<1%) since normalized RSSs changes sharply away from the best fitting T m . For example, the T m range corresponding to the 95% confidence range of minimum normalized RSS for Jul0415 is 3240 K to 3300 K (see supplementary material). Besides the uncertainties of this method, as discussed in Ref. 5 , other factors such as calibrations and corrections, resolution of melt bleb texture and corresponding temperature map will contribute an additional $3% in uncertainties. Additionally, the spatial resolution of the CCD camera measuring the hot spot is finite and determined by the resolving limit of the optics and will cause the light emanating from one spot to be averaged with surrounding spots. We have measured the spatial resolution of our multi-wavelength two-dimensional imaging radiometry 4,5 system to be 5 lm at 640 nm, similar to that found in a similar setup: 4 lm at 670 nm. 4 As shown by Campbell, 4 this resolving limit causes modest artifacts in the temperature measurement ($2%). Thus, the uncertainty for our inverse modeling in Table I ($10%) is the combined value including all of the factors above. In addition, an averaged temperature along the loop (Figs. 2(c) , 2(f), and 2(i)) encompassing Region I in the 2-D temperature maps 5 (denoted as perimeter temperature in Table I ) and T a of the hottest point are also listed in Table I Þ is the maximum intensity value at wavelength k q . The hottest point is usually located in the center of the melt spot. The difference between T m given by the inverse modeling and highest temperature given by the other two methods is as large as $700 K for these three samples.
In the case of a spectroradiometric temperature measurement and single point radiation intensity detection, all the procedures are the same except that the normalized RSS is defined by
where q is the number of wavelengths of radiation detected by spectrometry after the system response correction, and the other terms follow the same meaning in Eq. (7). There are other possible sources of error that we have not included in our model. The largest source of uncertainty stems from the absorption values used for each layer as the absorption properties of materials are controlled and complicated by a lot of different factors as discussed in Section IV. 27, 29, 34, 35 The darker the material (either due to composition or increased pressure), the harder it is to make absorption measurements, as such, the data in the literature is limited and so extrapolation was necessary (see supplementary material).
VI. CONCLUSIONS
In this study, using ferropericlase as an example, we demonstrate that temperature gradients and wavelengthdependent absorption coefficients of starting materials can drastically deviate from the apparent temperature measured in a LHDAC experiment from the real highest temperature reached during the experiment.
The effects of temperature gradients on temperature determination can be accounted for with the knowledge of the temperature profiles of a sample. In contrast, correction for wavelength-dependent absorption/emission requires the absorption spectra of materials under various pressures and temperatures, which are difficult to obtain and for many materials poorly studied. If the materials are opaque, and the surface emissivity is weakly wavelength dependent in the NIR and visible range (e.g., FeO, Fe, Pt, and most other metals), the materials can be fairly treated as a blackbody and the correction for wavelength-dependent absorption/ emission is unnecessary. However, it is widely acknowledged that materials which contain the transition metals usually have absorption peaks in the visible light range because of the spin-allowed d-d transitions and intervalence charge transfer (IVCT) and the splitting of absorption bands at this wavelength range could be caused by Jahn-Teller effects. 35 The amplitude and position of absorption peaks are functions of chemical composition, grain size, and physical conditions. For semi-transparent materials, strongly wavelength-dependent absorptions are likely to be present in the wavelengths that are also used to measure temperatures in LHDAC experiments. Because the melting temperatures of such materials are of great significance in planetary (e.g., ferropericlase, (Mg, Fe)SiO 3 bridgmanite) and material (e.g., SiC, TiO 2 ) sciences, a careful examination of the wavelength-dependent absorption on temperature determination in previous LHDAC experiments (e.g., Refs. 3, 7, 8, 33, and 36-38) is therefore necessary.
SUPPLEMENTARY MATERIAL
See supplementary material for the interpolation and extrapolation of absorption coefficients and normalized RSS for the fitting of sample Jul0415. Inverse modeling results for samples May2915 and May2715C are also shown. 
Inverse modeling results for samples May2715C and May2915
Using the absorption coefficients shown in the Fig. S1 , the modeled thermal radiation at 580 nm does not adequately fit detected thermal radiations for samples May2715C and May2915. This is likely because absorption coefficients of ferropericlase at 580 nm are subject to a much larger variation (up to a factor of four at ~ 40 GPa) due to small variations in Fe 3+ concentration compared with the absorption coefficients at 640, 766, 905 nm 4 . Therefore, we did not include 580 nm when doing the inverse modeling of these two samples.
Additionally, for sample May2715C (Fig. S3) , a large void space as well as many cracks are visible likely due to decompression, thus the geometry of the sample was modified after heating. Although this late modification was taken into account when we fit the intensity profile, it may inevitably introduce some errors to the fitting results. For sample May2915 (Fig. S4) , the sample geometry is better preserved although some decompression cracks are also present. Overall, the modeled radiation intensities at 640, 766 and 905 nm fit the detected intensities well.
While having more colors to determine a temperature are preferred, the three-color fitting does not decrease our fitting accuracy since we still have a lot of data to fit the melting temperature. For example, there are 30 thermal radiation intensity values for sample May2915 at each wavelength. This means we are using 90 (rather than 120) intensity data to fit the one unknown parameter, T m . 
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