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The stabilizer of an infinite word w over a finite alphabet Σ is the monoid of morphisms
over Σ that fix w. In this paper we study various problems related to stabilizers and their
generators. We show that over a binary alphabet, there exist stabilizers with at least n
generators for all n. Over a ternary alphabet, the monoid of morphisms generating a given
infinite word by iteration can be infinitely generated, even when the word is generated
by iterating an invertible primitive morphism. Stabilizers of strict epistandard words are
cyclic when non-trivial, while stabilizers of ultimately strict epistandard words are always
non-trivial. For this latter family ofwords,we give a characterization of stabilizer elements.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The stabilizer of a right-infinite word w over a finite alphabet Σ , denoted by Stab(w), is the monoid of morphisms
f : Σ∗ → Σ∗ that satisfy f (w) = w. Its unit element is the identity morphism. Words that have a cyclic stabilizer are
called rigid. In this paper we are interested in the structure of stabilizers of aperiodic words. In particular, we are interested
in the following questions:
1. How many generators can a stabilizer of an aperiodic infinite binary word have?
2. Can we characterize morphisms that, when iterated, generate rigid words?
3. Do there exist infinitely generated stabilizers of aperiodic infinite words over finite alphabets?
The reason we concentrate on aperiodic words is that periodic ones can have any number of generators. For example, over
a unary alphabet Σ = {a}, the only infinite word isw = aaa . . . , and the stabilizer Stab(w) satisfies
Stab(w) = {fm : m > 0}, where fm(a) = am.
Clearly, Stab(w) is infinitely generated by the set {fp : p is prime}.
The question of rigidity has been addressed in the past mainly by Pansiot and Séébold. Pansiot proved the rigidity of
the Thue–Morse word [8] and of the Fibonacci word [9]. Séébold proved the rigidity of all Sturmian words (of which the
Fibonacci word is a special case) [15], and of all Prouhet words (of which the Thue–Morse word is a special case) [16]. Other
related results concern morphism monoids that are not stabilizers. The monoid of invertible morphisms over a three-letter
alphabet is not finitely generated (Wen and Zhang, [19]; Richomme, [11]). Neither are the following monoids: primitive
(uniform) morphisms over an alphabet of size ≥ 2; overlap-free (uniform) morphisms over an alphabet of size ≥ 3; k-
power-free (uniform) morphisms over an alphabet of size ≥ 2, where k ≥ 3 is an integer (Richomme, [12]. In this context,
primitive morphisms are morphisms that preserve primitive words). However, these results do not imply that there exist
aperiodic words that have infinitely generated stabilizers.
The rest of the paper is organized as follows: in Section 2 we give basic definitions and notation concerning words and
morphisms, and state some results we will use later. In Section 3 we consider stabilizers of infinite binary words. We show
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that for all n ∈ N there exists an aperiodic infinite binary word such that its stabilizer cannot be generated by fewer than n
morphisms. Among the stabilizer elements are primitive uniform morphisms, that is, a primitive uniform morphism does
not necessarily generate a rigid word when iterated.
In Section 4 we give an example of an aperiodic ternary word for which the monoid of morphisms generating it by
iteration (the iterative stabilizer) is infinitely generated. Among this monoid’s elements are primitive invertible morphisms.
The stabilizer itself is not cyclic. Again, this shows that a primitive and invertible morphism does not necessarily generate
a rigid word when iterated. In Section 5 we concentrate on epistandard words. We show that strict epistandard words that
have a non-trivial stabilizer are always rigid, and characterize the stabilizing morphisms of ultimately strict epistandard
words. Questions 2 and 3 above remain open.
2. Preliminaries
Let Σ be a finite alphabet. As usual, Σ∗ is the set of finite words (or the free monoid) over Σ , with ε as the empty word
(the unit element of the monoid); Σ+ is the set of non-empty finite words (or the free semigroup) over Σ ; Σω is the set of
right-infinite words over Σ ; and Σ∞ = Σ∗ ∪Σω. We usually denote infinite words with bold letters. For a word w ∈ Σ∞ we
denote by alph(w) the set of letters occurring in w. A word u ∈ Σ∗ is a subword or a factor of a word w ∈ Σ∞, denoted u ≺ w,
if w = xuy for some words x ∈ Σ∗ and y ∈ Σ∞. If x = ε (resp. y = ε) then u is a prefix (resp. a suffix) of w, denoted by u ≺p w
(resp. u ≺s w). If w = uy (resp. w = xu), then we denote u−1w = y (resp. wu−1 = x). The set of subwords of w is denoted by
Sub(w). If L ⊆ Σ∗ is a language, then Sub(L) = ⋃w∈L Sub(w). A subword u of an infinite word w is right (resp. left) special if
there exist at least two distinct letters a 6= b ∈ Σ , such that both ua and ub (resp. au and bu) are subwords ofw.
The reversal of a word u = a1 · · · an, where ai ∈ Σ for i = 1, . . . , n, is given by uR = an · · · a1. A language L ⊆ Σ∗ is closed
under reversal if u ∈ L ⇔ uR ∈ L for all u ∈ Σ∗. A word u ∈ Σ∗ is a palindrome if u = uR. The palindromic closure of u, denoted
by u(+), is the unique shortest palindrome that has u as a prefix.
An infinite word w ∈ Σω is ultimately periodic if there exist words x ∈ Σ∗ and y ∈ Σ+ such that w = xyω, where
yω = yyy · · · . If x = ε then w is purely periodic, and its minimal period is the unique shortest word y such that w = yω. A
non-ultimately periodic word is called aperiodic.
An infinite wordw ∈ Σω is recurrent if every subword ofw occurs inw infinitely often. It is letter-recurrent if every letter
in Σ occurs inw infinitely often.
A monoid morphism is a function f : Σ∗ → Σ∗ that satisfies f (xy) = f (x)f (y) for all x, y ∈ Σ∗. We denote by
M = MΣ the monoid of morphisms Σ∗ → Σ∗. A morphism f ∈ M can be naturally extended to Σω by f (w0w1w2 · · · ) =
f (w0)f (w1)f (w2) · · · . If Σ = {0, . . . , k − 1} and f ∈ M, we sometimes use the notation f = (f (0), f (1), . . . , f (k − 1)). The
identity morphism (the unit element ofM) is denoted by Id. The stabilizer of a word w ∈ Σω, denoted by Stab(w), is the
submonoid of morphisms that fix w:
Stab(w) = {f ∈M : f (w) = w}. (1)
We write Stab(w) = 〈h1, . . . , hn〉 if the morphisms h1, . . . , hn generate Stab(w), that is, every element of Stab(w) can be
represented as a product of elements of {h1, . . . , hn}. We use a similar notation for an infinite set of generators. We say that
Stab(w) is infinitely generated if it cannot be generated by any finite set. A word w ∈ Σω is called rigid if Stab(w) is cyclic,
that is, Stab(w) = 〈h〉 for some morphism h.
Let Σ = Σk = {0, . . . , k − 1}, and let u ∈ Σ∗k . We denote by |u| the length of u, and by |u|a the number of occurrences of
the letter a ∈ Σk in u. The Parikh vector of u, denoted by [u], is a vector of size k that counts the number of occurrences of
each letter in u:
[u] = (|u|0, |u|1, . . . , |u|k−1)T. (2)
The incidence matrix of a morphism f ∈MΣk , denoted by A(f ), is defined by
A(f ) = (ai,j)0≤i,j<k; ai,j = |f (j)|i. (3)
In other words, column j of A(f ) is the Parikh vector of f (j). It is easy to check that for all f , g ∈MΣk ,
A(f g) = A(f )A(g). (4)
A morphism f ∈ M is erasing if f (a) = ε for some a ∈ Σ ; otherwise it is nonerasing. It is prolongable on a letter a ∈ Σ
if f (a) = ax for some x ∈ Σ+, and furthermore f n(x) 6= ε for all n ≥ 0. If f is prolongable on a, then the sequence of words
a, f (a), f 2(a), . . . converges in the limit to the infinite word
fω(a) = lim
n→∞ f
n(a) = axf(x)f 2(x)f 3(x) · · · .
Words of the form fω(a) are called pure morphic words. Clearly, f ∈ Stab(fω(a)). Moreover, if f is growing for all letters a ∈ Σ
(that is, |f n(a)| is unbounded as n goes to infinity), then f ∈ Stab(w) if and only if w = fω(a) for some a ∈ Σ on which f is
prolongable. For the more general case we have the following definition and theorem:
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Definition 1. Let Σ be a finite alphabet, and let h : Σ∗ → Σ∗ be a morphism. A letter a ∈ Σ is said to be mortal under h if
there exists some t ≥ 1 such that ht(a) = ε. The set of all mortal letters associated with h is denoted byMh. A word is mortal
if it belongs to M∗h; otherwise it is immortal. The mortality exponent of h, denoted by exp(h), is the least integer t ≥ 1 such
that ht(a) = ε for all a ∈ Mh; if Mh = ∅, then exp(h) = 0. We define two sets:
Ah = {a ∈ Σ : ∃ x, y ∈ M∗h such that h(a) = xay}, (5)
Fh = {hexp(h)(a) : a ∈ Ah}. (6)
Note that, since a letter satisfying a ≺ h(a) cannot be mortal, there exists at most one decomposition h(a) = xay with
x, y ∈ M∗h . Also, if h is nonerasing, then Mh = ∅, Ah = {a ∈ Σ : h(a) = a}, and Fh = Ah.
Theorem 1 (Head and Lando [4]). Let h : Σ∗ → Σ∗, and letw ∈ Σω. Then h ∈ Stab(w) if and only if at least one of the following
two conditions holds:
1. w ∈ Fωh ;
2. w = uhω(a), where u ∈ F∗h and h(a) = xay, with x mortal and y immortal.
See also [1, Section 7.3].
The set of morphisms that generate w by iteration (plus the identity morphism) forms a submonoid of the stabilizer of
w. We refer to this submonoid as the iterative stabilizer and denote it by IStab(w). Under this terminology, an infinite word
w is pure morphic if and only if IStab(w) is non-trivial.
3. Stabilizers of binary words
In this section, we consider stabilizers of right-infinite binary words. In the past it had been conjectured by Berstel [17]
that all infinite aperiodic binary words that have a non-trivial iterative stabilizer are rigid.1 However, the following
counterexample, due to Séébold [17], proves the conjecture to be false: let
f = (01, 100110), g = (011001, 10), w = fω(0).
Then f (01) = g(01) and f (10) = g(10). Since w ∈ {01, 10}ω, necessarily g(w) = f (w) = w. On the other hand, since
|f (0)| < |g(0)| and |f (1)| > |g(1)|, f and g cannot be powers of a common morphism. Therefore, Stab(w) is generated by at
least two elements.
This example can be generalized to any finite number of generators, as the following theorem shows:
Theorem 2. For all m ∈ N there exists an aperiodic word wm ∈ {0, 1}ω, such that Stab(wm) cannot be generated by fewer than
m+ 1morphisms.
First, we need some auxiliary results. For the rest of this section, Σ = {0, 1} andM =MΣ . For a letter a ∈ Σ , we denote
a¯ = 1− a.
Lemma 3. Letw ∈ Σω be aperiodic, and let f ∈ Stab(w). Then f is nonerasing.
Proof. If f (a) = ε for some a ∈ {0, 1}, thenw = f (w) = f (a¯)ω, a contradiction. 
Corollary 4. If f ∈ Stab(w), then f satisfies exactly one of the following three cases:
1. f = Id;
2. f is prolongable on some a ∈ {0, 1} andw = fω(a);
3. f is prolongable on some a ∈ {0, 1}, f (a¯) = a¯, andw = a¯nfω(a) for some n ≥ 1.
Proof. Follows directly from Theorem 1. 
A language L ⊆ Σ∗ is repetitive if for all n ∈ N there exists a word w ∈ Σ∗ such that wn ∈ Sub(L). Let f ∈M. The language
generated by f is defined by L(f ) = {f n(a) : a ∈ Σ, n ∈ N}.
Theorem 5 (Séébold [14]; Kobayashi, Otto and Séébold [6]). Let Σ = {0, 1} and let f ∈MΣ . Then L(f ) is repetitive if and only if
f belongs to one of the following classes:
1. f (0) = ε, |f (1)|1 ≥ 2;
2. f (1) = ε, |f (0)|0 ≥ 2;
3. f (0) = 0, f (1) ∈ 0Σ+ ∪ Σ+0, |f (1)|1 ≥ 1;
4. f (1) = 1, f (0) ∈ 1Σ+ ∪ Σ+1, |f (0)|0 ≥ 1;
5. f (0) = 0, f (1) = 1(0m1)n for some m, n ≥ 1;
6. f (1) = 1, f (0) = 0(1m0)n for some m, n ≥ 1;
1 The term “rigid” is due to Berstel. Originally, he used the term to denote words that have a cyclic iterative stabilizer, but as Corollary 4 shows, in the
binary case all aperiodic words that have a non-trivial stabilizer are essentially generated by iteration.
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7. f (0) = 0(10)m, f (1) = 1(01)n for some m, n ≥ 0 satisfying m+ n ≥ 1;
8. f (0) = 1(01)m, f (1) = 0(10)n for some m, n ≥ 0 satisfying m+ n ≥ 1;
9. f (0) = 0m for some m ≥ 2;
10. f (1) = 1m for some m ≥ 2;
11. f (0) = 1m, f (1) = 0n for some m, n ≥ 0 satisfying m+ n ≥ 3;
12. f (0), f (1) ∈ w+ for some w ∈ Σ+ satisfying |w| ≥ 2.
Proof of Theorem 2. Let m ∈ N, and let u, v ∈ {01, 10}+, such that u begins with 01 and uv 6= vu. Define m+ 1 morphisms,
f0, f1, . . . , fm ∈M, by
fi :
{
0 → (uv)iu,
1 → (vu)m−iv, 0 ≤ i ≤ m.
Let w = fω0 (0). By definition, f0 does not belong to any of the classes 1, . . . , 11 of Theorem 5, and since uv 6= vu, neither
does f0 belong to class 12 of Theorem 5. Therefore, L(f0) is not repetitive. In particular,w is aperiodic.
By definition, fi(01) = fj(01) = (uv)m+1 and fi(10) = fj(10) = (vu)m+1 for all 0 ≤ i ≤ j ≤ m. Since w ∈ {01, 10}ω, this
implies that fi(w) = fj(w) = w for all i 6= j, and so f0, f1, . . . , fm ∈ Stab(w).
To see that Stab(w) cannot be generated by fewer than m+ 1 morphisms, we first prove the following lemma:
Lemma 6. Let g ∈ Stab(w). If g 6= Id, then both |g(0)| and |g(1)| are even.
Proof. Since w begins with 01, by Corollary 4 either w = gω(0), or g(0) = 0 and w = 0gω(1). Let w = w0w1w2 . . .. Since
w ∈ {01, 10}ω, necessarily
w2n 6= w2n+1 for n = 0, 1, 2, . . . . (7)
Also, sincew is aperiodic, it must contain both 00 and 11 as subwords, and so it must contain both g(0)g(0) and g(1)g(1).
Suppose |g(0)| is odd. Since g(0)g(0) occurs in w, necessarily g(0) occurs both at an odd and an even position in w. This
implies that g(0) = (01)k0 for some k ≥ 0, or else we would get a violation to (7). Also, since w begins with g(0)g(1) and
g(0) ends with 0, g(1)must begin with 1.
If |g(1)| is odd, a similar argument shows that g(1) = (10)m1 for some m ≥ 0, which implies that w = (01)ω, a
contradiction. Assume therefore that |g(1)| is even. If g(0) 6= 0, it must satisfy |g(0)| ≥ 3. In this case, w begins with 0101
and therefore with g(0)g(1)g(0)g(1). Since |g(1)| is even, the first g(1) block begins at an odd position, while the second one
begins at an even position. This implies that g(1) = (10)m for some m ≥ 1. But then we get that w contains the occurrence
00 at an even position (the borderline between the first g(1) and the second g(0) blocks), a contradiction to (7).
If g(0) = 0, it is possible forw to beginwith 0110, inwhich case it also beginswith g(0)g(1)g(1). But if g(0) = 0necessarily
g(1) begins and ends with 1, or else we would get that w is repetitive, a contradiction (class 3 of Theorem 5). Therefore, w
contains the occurrence 11 at an even position (the borderline between the first and second g(1) blocks), a contradiction.
We conclude that |g(0)|must be even. Suppose that |g(0)| is even and |g(1)| is odd. A similar argument shows that both
g(0) and g(1) occur both at odd and even positions, which implies that w contains a pair 00 or 11 at an even position, a
contradiction. 
We now continue with the proof of Theorem 2. Let g ∈ Stab(w). By Lemma 6, both |g(0)| and |g(1)| are even, and since
w ∈ {01, 10}ω, necessarily |g(0)|0 = |g(0)|1 and |g(1)|0 = |g(1)|1. In other words, the incidence matrix of g has the form
A(g) =
(
a b
a b
)
; a, b ∈ N.
Let G be a set of generators for Stab(w). Then for all h ∈ Stab(w), we have h = h1 · · · hk for some h1, . . . , hk ∈ G. Let
A(hi) =
(
ai bi
ai bi
)
; i = 1, 2, . . . , k.
Then
A(h) =
(
a1 b1
a1 b1
)
· · ·
(
ak bk
ak bk
)
= (a1 + b1) · · · (ak−1 + bk−1)
(
ak bk
ak bk
)
,
and so
|h(0)| = 2ak(a1 + b1) · · · (ak−1 + bk−1),
|h(1)| = 2bk(a1 + b1) · · · (ak−1 + bk−1).
We get that |h(0)|/|h(1)| = ak/bk = |hk(0)|/|hk(1)|. Denote this ratio by ρ(h). By the above, ρ(h) depends only on the last
morphism in a representation of h as a product of elements of G; if h has more than one representation, then necessarily the
last morphism in each representation has the same ratio.
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Now suppose that |G| < m + 1. Then there must exist i and j with i 6= j and 0 ≤ i, j ≤ m such that fi and fj have
representations with the same last element, i.e., ρ(fi) = ρ(fj). But then we get:
ρ(fi) = (i+ 1)|u| + i|v|
(m− i)|u| + (m− i+ 1)|v| =
(j+ 1)|u| + j|v|
(m− j)|u| + (m− j+ 1)|v| = ρ(fj).
Simplifying, we get
(m+ 1)(i− j)(|u| + |v|)2 = 0.
Since |u|, |v| and m are positive, necessarily i = j, a contradiction. Therefore, Gmust contain at least m+ 1 elements. 
Example 1. Let u = 01, v = 10, m = 2. Then f0 = (01, 1001100110), f1 = (011001, 100110), and f2 = (0110011001, 10)
generate the same aperiodic word. Note that f1 is uniform, and so the fact that a word is generated by a uniform morphism
is not enough to guarantee its rigidity.
By Lemma 6, all the words constructed in Theorem 2 satisfy Stab(w) = IStab(w). It remains an open question whether
there exist infinitely generated iterative stabilizers over binary alphabets. We believe the answer is negative.
4. Stabilizers of words over ternary alphabets
Over alphabets ofmore than two letters, it is much easier to construct infinitely generated iterative stabilizers. Moreover,
even “nice” morphisms can generate by iteration aperiodic words with infinitely generated iterative stabilizers, as we show
in this section.
In this section, Σ = {0, 1, 2} andM =MΣ .
4.1. An infinitely generated iterative stabilizer
Theorem 7. There exists an aperiodic wordw ∈ Σω such that IStab(w) is infinitely generated.
To prove Theorem 7, let f = (02, 02, 1), and letw = fω(0). Define a sequence of morphisms, {hn}n≥1, by h1 = f , and for n ≥ 1,
hn+1 :

0 → hn(0),
1 → hn(02),
2 → hn(21).
Lemma 8. Let φ : {0, 1}∗ → {0, 1}∗ be the Fibonacci morphism, φ = (01, 0). Let f = φω(0) be the Fibonacci word. Define the
morphism η : {0, 1, 2}∗ → {0, 1}∗ by η = (0, 1, ε). Then η(w) = f.
Proof. We prove by induction that ηf n(0) = φn−1(0) for all n ≥ 1. The assertion clearly holds for n = 1 and n = 2. Assume
that n ≥ 3. Then
ηf n(0) = ηf n−1(02) = ηf n−1(0)ηf n−2(1) = ηf n−1(0)ηf n−2(0) = φn−2(0)φn−3(0) = φn−1(0). 
Corollary 9. w is aperiodic.
Proof. It is a well-known fact that the Fibonacci word is aperiodic; see, e.g., [2]. 
Lemma 10. For all n ≥ 1
hn(02) = f n(02),
hn(1) = f n(1).
Proof. The assertion clearly holds for n = 1. Assume that it holds for n. Then we get:
hn+1(02) = hn+1(0)hn+1(2) = hn(0)hn(21) = hn(02)hn(1) = f n(02)f n(1) = f n(f (02)) = f n+1(02),
hn+1(1) = hn(02) = f n(02) = f n(f (1)) = f n+1(1). 
Corollary 11. hn ∈ IStab(w) for all n.
Proof. By definition of f , w ∈ {02, 1}ω, and therefore hn(w) = f n(w) = w for all n. Also, hn is prolongable on 0 for all n, and
hence belongs to IStab(w). 
Lemma 12. Let n ≥ 1, and suppose hn = ϕψ for some ϕ,ψ ∈ IStab(w). Then ϕ = Id and ψ = hn (or vice versa).
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Proof. If both ϕ,ψ 6= Id then they are both prolongable on 0, i.e., ϕ(0) = 02x and ψ(0) = 02y for some x, y ∈ Σ∗. If both
ϕ,ψ are nonerasing, then
02 = hn(0) = ϕ(ψ(0)) = ϕ(02y) = 02xϕ(2)ϕ(y),
a contradiction, since ϕ(2) 6= ε. If ψ is erasing then so is hn, a contradiction. The only option is that ψ is nonerasing and ϕ is
erasing. If ϕ(1) = ε then ϕ(w) = ϕ(02)ω, a contradiction:w is aperiodic. This leaves only ϕ(2) = ε.
Suppose ψ(0) = 021z for some z ∈ Σ∗. Then
02 = ϕ(0)ϕ(2)ϕ(1)ϕ(z).
Since ϕ(0),ϕ(1) 6= ε, the equality above holds if and only if ϕ = (0, 2, ε). But then ϕ 6∈ Stab(w), since w begins with 021,
but ϕ(w) begins with 020.
Now suppose that ψ(0) = 02. Then 02 = ϕ(0)ϕ(2), and so necessarily ϕ(0) = 02. But then ϕ 6∈ IStab(w), since
ϕn(0) = 02 for all n ≥ 1. Therefore at least one of ψ,ϕmust equal Id. 
Corollary 13. IStab(w) is infinitely generated.
Stab(w) itself does not seem tobe infinitely generated. In particular, for g = (0, 02, 21), it is a straightforward induction to
show that hn+1 = hng for all n ≥ 1, that is, hn+1 = f gn for all n ≥ 1 (to see that g ∈ Stab(w), observe that g(02) = 021 = f (02)
and g(1) = 02 = f (1)). Whether there exists an infinitely generated stabilizer over a finite alphabet is an open question.
However, w is not rigid: clearly, f and g cannot be powers of a common morphism, and the same holds for (02, 1, ε) and
(ε, 1, 02), which are also stabilizer elements. (Note that, since IStab(w) is infinitely generated,w is not rigid in themeaning
of Berstel either; see the comment in the beginning of Section 3.)
4.2. Invertible morphisms
Let Σ be a finite alphabet, and let FΣ be the free group generated by Σ . Then Σ∗ can be naturally embedded into FΣ , and
every monoid morphism f ∈MΣ can be extended to an endomorphism of FΣ , by defining f (a−1) = (f (a))−1 for all a ∈ Σ . A
morphism f ∈MΣ is invertible if when extended to a free group endomorphism it is an automorphism, that is, there exists
a free group endomorphism f−1, such that f f−1 = f−1f = Id.
Over binary alphabets, invertiblemorphisms are exactly the Sturmianmorphisms [7,18,2], and so, by [7,15], all invertible
morphisms generate rigidwords. Over general alphabets, things getmuchmore complicated. In particular, already for three-
letter alphabets, the monoid of invertible morphisms is not finitely generated [19,11]. This fact may lead one to suspect that
over alphabets of more than two letters, invertible morphisms can generate non-rigid words. The next theorem shows that
this is indeed the case.
Theorem 14. There exists an aperiodic word w ∈ {0, 1, 2}ω and a morphism f ∈ IStab(w), such that w is not rigid and f is
invertible.
Proof. Let g = (0210, 021, 2). Extended to a group morphism, it is easy to verify that g is invertible:
g :

0 → 0210
1 → 021
2 → 2
0¯ → 0¯1¯2¯0¯
1¯ → 1¯2¯0¯
2¯ → 2¯
, g−1 :

0 → 1¯0
1 → 2¯0¯11
2 → 2
0¯ → 0¯1
1¯ → 1¯1¯02
2¯ → 2¯
.
Let f = (02, 02, 1), and let w = fω(0). Then g(02) = 02102 = f 2(02), and g(1) = 021 = f 2(1). Since w ∈ {02, 1}ω, we get
that g(w) = f 2(w) = w, and so g ∈ IStab(w). Asw is not rigid (see the previous section), the result follows. 
Note: Another example of an invertible element of IStab(w) is given by h = (021020, 02102, 21): the inverse morphism
is given by h−1 = (1¯0, 1¯1¯021¯02, 0¯12¯0¯11), and h({02, 1}) = f 3({02, 1}). The morphism h is an example of an invertible
morphismwhich is also primitive, that is, there exists an n such that A(g)n has no zero entries (n = 2 in this case). This shows
that an invertible primitive morphism does not necessarily generate a rigid word when iterated.
It remains an open question whether there exists a characterization of morphisms that generate rigid words. The “usual
suspects” – uniform, primitive, or invertible – do not form such a characterization, as we have seen in the last two sections.
5. Epistandard words
Episturmian words, introduced by Droubay, Justin and Pirillo in [3], are one possible generalization of Sturmian words to
general alphabets. As in the Sturmian case, the class of episturmian words contains a subclass of standard episturmian (or
epistandard) words. In this section we consider two classes of epistandard words. We show that all strict epistandard words
are rigid; however, this assertion does not hold for non-strict ones. We then characterize the stabilizers of a certain class of
non-strict aperiodic epistandard words.
In this section, Σ = {0, 1, . . . , t − 1} for some t ≥ 3, andM =MΣ .
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5.1. Definitions and properties of episturmian words
All the definitions and properties in this section are taken from [3,5].
Definition 2. An infinite word s ∈ Σω is episturmian if the set of its subwords, Sub(s), is closed under reversal, and s has at
most one right special subword of length n for all n ∈ N. An episturmian word s is standard (or epistandard) if all of its left
special subwords are prefixes of it.
Definition 3. For all a, b ∈ Σ , define the following morphisms:
ψa :
{
a → a
b → ab ∀b 6= a , ψ¯a :
{
a → a
b → ba ∀b 6= a , θab :

a → b
b → a
c → c ∀c 6= a, b
.
The monoids of episturmian morphisms and epistandard morphisms, denoted by E ,S , respectively, are defined by
E = 〈ψa, ψ¯a, θab : a, b ∈ Σ〉,
S = 〈ψa, θab : a, b ∈ Σ〉.
A morphism generated by the set {ψa, ψ¯a : a ∈ Σ} is called pure; a morphism generated by the set {θab : a, b ∈ Σ} is called a
permutation. Note that the set of transpositions {θab : a, b ∈ Σ} generates all permutations overΣ , and that any permutation
has an inverse, which is also a permutation over Σ .
Property 1. Every episturmian morphism is invertible. In particular, it is injective.
Property 2. For every a ∈ Σ , and for every permutation µ over Σ , we have
µψa = ψµ(a)µ,
µψ¯a = ψ¯µ(a)µ.
Property 3. For every epistandard morphism ψ ∈ S there exist unique letters a1, . . . , an and a permutation µ, such that
ψ = ψa1ψa2 · · ·ψanµ.
Property 4. If s is an epistandard (resp. episturmian) word and ψ ∈ S (resp. ψ ∈ E ), then ψ(s) is an epistandard (resp.
episturmian) word.
Property 5. For every epistandard word s ∈ Σω there exists a unique infinite word ∆(s) = x1x2x3 · · · ∈ Σω, xi ∈ Σ , such that
s = limn→∞ un, where {un}∞n=0 ⊆ Σ∗ is defined by
u0 = ε,
un = (un−1xn)(+), n ≥ 1.
Definition 4. The word∆(s) defined above is called the directive word of the epistandard word s. An epistandard word s is
Σ-strict (or simply strict) if∆(s) is letter-recurrent.
Property 6. An infinite word s is epistandard if and only if there exists an epistandard word t and a letter a such that s = ψa(t).
Moreover, t and a are unique, and∆(s) = a∆(t).
Property 7. An epistandard word s is ultimately periodic if and only if∆(s) = uaω for some u ∈ Σ∗ and a ∈ Σ (if this is the case,
then s is actually purely periodic). In particular, Σ-strict epistandard words are aperiodic when |Σ | ≥ 2.
Property 8. If s and t are epistandard (resp. episturmian) words, with s aperiodic and t Σ-strict, and ψ ∈M satisfies ψ(t) = s,
then ψ is an epistandard (resp. episturmian) morphism and s is Σ-strict.
Property 9. Let s be aΣ-strict epistandardword. ThenStab(s) is non-trivial if and only if∆(s) is purely periodic.More specifically,
if∆(s) = (x1 · · · xn)ω, then ψx1 · · ·ψxn ∈ Stab(s).
Definition 5. A letter a ∈ Σ is separating for a word w ∈ Σ∞ if for any subword of length two xy ∈ Sub(w), x = a or y = a
(or both).
Property 10. If s is an epistandard word with first letter a then a is separating for s.
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5.2. Stabilizers of strict epistandard words
Definition 6. Let ψ = ψa1ψa2 · · ·ψanµ be an epistandard morphism, where µ is a permutation. We define the length of ψ
by ‖ψ‖ = n. By Property 3, the length is well defined. For a word u = a1 · · · an ∈ Σ∗, ai ∈ Σ , we denote
ψu = ψa1 · · ·ψan .
Note that for all u, v ∈ Σ∗, ψuv = ψuψv, and that ‖ψu‖ = |u|.
Theorem 15. All Σ-strict epistandard words that have a non-trivial stabilizer are rigid.
Proof. Let s ∈ Σω be a Σ-strict epistandard word, and suppose Stab(s) is non-trivial. By Property 8, every morphism
h ∈ Stab(s) is epistandard. Let f , h ∈ Stab(s). Then by Property 3, there exist unique letters a1, . . . , ak, b1, . . . , bm ∈ Σ
and permutations µ,σ over Σ , such that f = ψa1···akµ and h = ψb1···bmσ. Therefore,
s = ψa1(ψa2···akµ(s)),
s = ψb1(ψb2···bmσ(s)).
Let t = ψa2···akµ(s), t′ = ψb2···bmσ(s). By Property 4, both t and t′ are epistandard. Therefore, by Property 6, t = t′ and a1 = b1,
and similarly (assume w.l.o.g. that k ≤ m), ai = bi for i = 1, . . . , k. If k = m, we get that ψa1···ak(µ(s)) = ψa1···ak(σ(s)),
therefore by injectivity of episturmian morphisms µ = σ, and so f = h. Otherwise, a1 · · · ak is a proper prefix of b1 · · · bm.
We get that all the elements of Stab(s) can be strictly ordered by the prefix order. That is, there exists a sequence of words
u0 = ε, u1, u2 . . . ⊆ Σ∗ and a sequence of permutations σ0 = Id,σ1,σ2, . . . over Σ , such that ui is a proper prefix of ui+1 for
all i ≥ 0, and Stab(s) = {fi}i≥0, where fi = ψuiσi. We will show that f1 generates Stab(s).
Let ‖f1‖ = k. Clearly, f i1 ∈ Stab(s) for all i ≥ 1; also, by Property 2, ‖f i1‖ = ik. Since ‖h‖ = ‖g‖ if and only if h = g for all
h, g ∈ Stab(s), any morphism h ∈ Stab(s)with ‖h‖ ≡ 0 (mod k)must satisfy h = fm1 for some m ≥ 0.
Suppose there exists a morphism h ∈ Stab(s) and some n ≥ 0 such that nk < ‖h‖ < (n + 1)k. If n = 0 we get that
0 < ‖h‖ < k, a contradiction to the minimality of ‖f1‖. Assume that n ≥ 1. Then h = ψu1ψwµ, for some permutation µ and
some w ∈ Σ∗ with |w| = ‖h‖ − k. We get that
s = ψu1(ψwµ(s)),
s = ψu1(σ1(s)),
thus necessarily ψwµ(s) = σ1(s), and σ−1ψwµ(s) = s. By Property 2, we get that ψw′σ−1µ(s) = s, where |w′| = |w|. Let
µ′ = σ−1µ, and let h′ = ψw′µ′. Then h′ ∈ Stab(s), and (n − 1)k < ‖h′‖ < nk. By induction, we must get after n steps to a
morphism g ∈ Stab(s) that satisfies 0 < ‖g‖ < k, a contradiction to the minimality of ‖f1‖.
We conclude that every morphism h ∈ Stab(s) satisfies ‖h‖ ≡ 0 (mod k), and so necessarily h = fm1 for some m ≥ 0.
Therefore, fi = f i1 for all i ≥ 1, and f1 generates Stab(s). 
Corollary 16. All fixed points of epistandard morphisms are rigid.
Example 2. The Tribonacci (or Rauzy) word, introduced by Rauzy in 1982 [10] as a generalization of the Fibonacci word,
is a {0, 1, 2}-strict epistandard word whose directive word is given by ∆(t) = (012)ω. The Tribonacci word is generated
by the morphism h = (01, 02, 0), which has the representation h = ψ0σ, where σ is the cycle (1, 2, 0). Since ‖h‖ = 1, it
necessarily generates Stab(t). The order of σ is 3, therefore h3 = ψ0ψ1ψ2 is the first puremorphism in Stab(t). This is exactly
the morphism that matches the minimal period of∆(t) (see Property 9).
5.3. Stabilizers of ultimately strict epistandard words
A key point in the proof of Theorem 15 was the use of Property 8: if a morphism f fixes a Σ-strict epistandard word, then
f must be an epistandard morphism. This property does not hold for non-strict words. Consider, for example, the word s
generated by the directive word∆(s) = 3(012)ω. By Property 6, s = ψ3(t), where t is the Tribonacci word. But, since 3 does
not occur in t, we get that t = E3(s), where E3 is defined over {0, 1, 2, 3} by E3(3) = ε, E3(a) = a for all a 6= 3. Therefore, the
non-episturmian morphism ψ3E3 = (30, 31, 32, ε) belongs to Stab(s).
The example given above is the general case. First, we need some definitions.
Definition 7. An epistandard word s is ultimately strict if there exists a decomposition ∆(s) = xy, where x = x1 · · · xn ∈ Σ+
and y = y1y2y3 · · · ∈ Σω, such that the following conditions hold:
1. y is letter-recurrent;
2. alph(x) ∩ alph(y) = ∅.
Note that if such a decomposition exists then it must be unique. The prefix x is called the excess of s; the suffix y is called
the base of s. We denote Σx = alph(x), Σy = alph(y), and xˆ = un, where un is as defined in Property 5 (the word attained by
successively applying palindromic closure to the letters of x). We assume that |Σy| ≥ 2 (or else, by Property 7, s would be
ultimately periodic). For a morphism f ∈MΣ , we denote by f|Σx the restriction of f to Σx, and similarly for Σy.
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Note: This definition of ultimately strict epistandardwords is slightly different from the one introduced byRichomme in [13].
Lemma 17. Let s be an ultimately strict epistandard word, with excess x and base y. Then s = ψx(t), where t is the epistandard
word given by∆(t) = y, and for all a ∈ Σy, we have ψx(a) = xˆa. In particular, if t = t1t2t3 · · · , then s = xˆt1xˆt2xˆt3xˆ · · · .
Proof. Follows directly from Property 6 and the definition of ψx. 
Corollary 18. Every ultimately strict epistandard word has a non-trivial stabilizer.
Proof. Let s be an ultimately strict epistandard word with excess x and base y, and let t be the epistandard word given by
∆(t) = y. Let Ex ∈MΣ be themorphismdefined by Ex(a) = ε if a ∈ Σx, and Ex(a) = a otherwise. SinceΣx∩Σy = ∅, necessarily
Ex(s) = t. Therefore, s = ψx(Ex(s)), and so ψxEx ∈ Stab(s). Since ψxEx(a) = ψx(a) = xˆa for all a ∈ Σy, we get that ψxEx 6= Id,
and so Stab(s) is non-trivial. 
Theorem 19. Let s be an ultimately strict epistandard word with excess x and base y, and let t be the epistandard word given by
∆(t) = y. Let Σx, Σy and xˆ be as in Definition 7. Then a morphism f ∈M belongs to Stab(s) if and only if there exists a prefix z of
s and a morphism h ∈ Stab(t), such that
1. f (xˆ) = z;
2. z is a common prefix of {ψxh(a) : a ∈ Σy};
3. f (a) = z−1ψxh(a) for all a ∈ Σy.
Proof. Suppose f ∈M satisfies the conditions above. Let t = t1t2t3 · · · . Then
f (s) = f (xˆ)f (t1)f (xˆ)f (t2) · · · = zf (t1)zf (t2) · · · = ψxh(t1)ψxh(t2) · · · = ψxh(t) = ψx(t) = s.
Now suppose that f ∈ Stab(s). Let h = Exfψx. Then h|Σy ∈ Stab(t). We will show that for all a ∈ Σy, f (a) = f (xˆ)−1ψxh(a).
First, note that f (xˆa)must contain at least one letter of Σy for all a ∈ Σy. For else we would get that
ε = Exf (xˆa) = Exfψx(a) = h(a),
a contradiction: h|Σy is an epistandard morphism, and hence nonerasing.
Let b = t1. Then f (xˆb) ≺p s, and since f (xˆb) contains a letter of Σy, necessarily f (xˆb) = xˆu for some u ∈ Σ+. Now, by
Property 10, b is separating for t, and since t is strict, this implies that ab, ba ∈ Sub(t) for all a ∈ Σy (including the case a = b).
Therefore, xˆaxˆb, xˆbxˆa ∈ Sub(s) for all a ∈ Σy, and so xˆuf(xˆa), f (xˆa)xˆu ∈ Sub(s) for all a ∈ Σy.
Assume that there exists a letter a ∈ Σy such that f (xˆa) = vc for some v ∈ Σ∗ and c ∈ Σx. Then f (xˆa)xˆu = vcxˆu, and hence
cxˆ ∈ Sub(s)∩Σ∗x , a contradiction: by Lemma 17, the only elements of Sub(s)∩Σ∗x are the subwords of xˆ. Therefore, for every
a ∈ Σy, f (xˆa) ends with a letter of Σy. In particular, f (xˆb) ends with a letter of Σy, and since b is separating, f (xˆa)must begin
with xˆ for all a ∈ Σy.
We conclude that for all a ∈ Σy, there exist some m ≥ 1 and letters a1, a2, . . . , am ∈ Σy, such that f (xˆa) = xˆa1xˆa2 · · · xˆam.
Therefore,
f (xˆa) = ψxEx(f (xˆa)) ∀a ∈ Σy.
But f (xˆa) = fψx(a), and so we get:
f (xˆ)f (a) = f (xˆa) = ψxExfψx(a) = ψxh(a) ∀a ∈ Σy.  (8)
Corollary 20. Let s be an ultimately strict epistandard word with an aperiodic base. Then
1. Stab(s) is finite. In particular, every non-trivial morphism f ∈ Stab(s)must be erasing. Moreover, Stab(s) depends only on the
excess of s.
2. IStab(s) = {Id}. In particular, s is not pure morphic.
Proof. 1. Let x, y, s, t, Ex be as in Theorem 19, and let f ∈ Stab(s). Then there must exist a morphism h ∈ Stab(t) such that
f (xˆ)f (a) = ψxh(a) for all a ∈ Σy, and since the stabilizer of a strict epistandard with an aperiodic directive word is trivial,
necessarily h = Id. Therefore, f (xˆ)f (a) = ψx(a) = xˆa for all a ∈ Σy. Since |Σy| ≥ 2, we cannot have f (xˆ) = xˆb for some
b ∈ Σy: for a letter c ∈ Σy such that c 6= b, we would get f (xˆ)f (c) = xˆbf(c) 6= xˆc. This implies the following:
Ĺ f ∈ Stab(s) if and only if there exists a decomposition xˆ = uv, such that f (xˆ) = u, and f (a) = va for all a ∈ Σy.
Clearly, there are only finitely many morphisms that satisfy this condition. Also, the morphism depends only on the
partition of xˆ, thus any ultimately strict word over Σ with an aperiodic base over Σy and excess x will have the same
stabilizer.
2. Let xˆ = x1 · · · xn, and let f ∈ Stab(s) be a non-trivial morphism. We show that f (x1) = ε. By the above, either f (xˆ) = ε, or
f (xˆ) = x1 · · · xm for some m ≤ n. Suppose the latter case holds, and suppose f (x1) 6= ε. Then f (x1) = x1w for some w ∈ Σ∗x .
Recall that xˆ is a palindrome and thus ends with x1. If m < n, this implies that |f (xˆ)|x1 < |xˆ|x1 , a contradiction, since x1
occurs in f (x1). Assume that m = n, that is, f (xˆ) = xˆ and f (a) = a for all a ∈ Σy. Since x1 is separating for xˆ, the only way
to get f (xˆ) = xˆwhen f (x1) 6= ε is by having f (b) = b for all b ∈ Σx. But then f = Id, a contradiction.
We get that every non-trivial morphism f ∈ Stab(s) is erasing on the first letter of s, and so s cannot be generated by
iteration. 
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Note: Part 2 of Corollary 20 is true for any non-strict epistandard word that has an aperiodic directive word, as was proved
in [5, Proposition 3.7].
Example 3. Let Σ = {0, 1, 2, 3, 4}, and let s be an ultimately strict epistandard word, with an aperiodic base y ∈ {0, 1, 2}ω
and excess x = 43. Then xˆ = 434, and Stab(s) = {Id, g1, g2, g3, g4}, where
g1 = (4340, 4341, 4342, ε, ε),
g2 = (340, 341, 342, 4, ε),
g3 = (40, 41, 42, 43, ε),
g4 = (0, 1, 2, 434, ε).
By observing the multiplication table of Stab(s), we can see that Stab(s) = 〈g2, g3, g4〉.
When s is an ultimately strict epistandard word with a periodic base, Theorems 15 and 19 give an explicit way of
constructing morphisms in its stabilizer. Let x, y, s, t, Ex be as in Theorem 19. By Theorems 15, there exists an epistandard
morphism h ∈ MΣy , such that ‖h‖ ≥ 1 and Stab(t) = 〈h〉. Also, from the definition of epistandard morphisms, it is easy to
see that for every prefix z of s there exists some k(z) ≥ 0, such that for all k ≥ k(z), z is a common prefix of {ψxhk(a) : a ∈ Σy}.
To construct a morphism f ∈ Stab(s):
1. Choose a prefix z of s, such that there exists a morphism g : Σx → Σ satisfying g(xˆ) = z;
2. Let k(z) be the minimal k such that z is a common prefix of {ψxhk(a) : a ∈ Σy};
3. For all k ≥ k(z), and for all g : Σ∗x → Σ∗ that satisfies g(xˆ) = z (there must be finitely many such morphisms), define the
morphism fz,g,k by
fz,g,k(a) =
{
z−1ψxhk(a), if a ∈ Σy;
g(a), if a ∈ Σx.
This kind of construction is always possible if we trivially choose z = ε. Indeed, this is exactly the morphismwe constructed
in Corollary 18 for h = Id. More generally, if Stab(t) = 〈h〉, extend h to Σ by defining h(a) = a for all a ∈ Σx. Then for all
k ≥ 1, ψxhkEx ∈ Stab(s).
From the discussion above, it follows that the elements of Stab(s) can be viewed as being generated along two orthogonal
axes: one axis is indexed by the natural numbers k ∈ N, while the other is indexed by prefixes z of s which are images
of xˆ under some morphism g. When Stab(t) = 〈h〉 for some non-trivial morphism h ∈ MΣy , every such prefix z and
such morphism g induce an infinite sequence of elements of Stab(s), namely {fz,g,k}k≥k(z). We now show that each of these
sequences is finitely generated, that is, Stab(s) is finitely generated along the k axis.
In what follows, we use the notation z, k(z), fz,g,k as defined above. We assume that ∆(t) is periodic, thus Stab(t) = 〈h〉
for some epistandard morphism hwith ‖h‖ ≥ 1.
Lemma 21. Let f1 = fz1,g1,k1 , f2 = fz2,g2,k2 be two elements of Stab(s). Then
f1f2 = ff1(z2),f1 f2 |Σx ,k1+k2 .
Proof. Let a ∈ Σy, and let hk2(a) = a1a2 · · · an.
f1f2(a) = f1(z−12 ψxhk2(a))
= f1(z−12 xˆa1xˆa2 · · · xˆan)
= (f1(z2))−1 · f1(xˆa1xˆa2 · · · xˆan)
= (f1(z2))−1 · z1 · z−11 ψxhk1(a1) · z1 · z−11 ψxhk1(a2) · · · z1 · z−11 ψxhk1(an)
= (f1(z2))−1 ·ψxhk1(a1a2 · · · an)
= (f1(z2))−1 ·ψxhk1(hk2(a))
= (f1(z2))−1 ·ψxhk1+k2(a).
Now let a ∈ Σx, and let g12 = f1f2|Σx . Then g12(xˆ) = f1f2(xˆ) = f1(z2). By the definition of fz,g,k, we get that f1f2 =
ff1(z2),g12,k1+k2 . 
Corollary 22. Let z be a prefix of s which is the image of xˆ under some morphism g, and let
fxˆ,Id,1(a) =
{
xˆ−1ψxh(a), if a ∈ Σy;
a, if a ∈ Σx.
Then for all k ≥ k(z), fz,g,k = fz,g,k(z) · f k−k(z)xˆ,Id,1 .
Proof. By Lemma 21 and by induction on n, we get that f nxˆ,Id,1 = fxˆ,Id,n for all n ≥ 1. Therefore,
fz,g,k(z) · f k−k(z)xˆ,Id,1 = fz,g,k(z) · fxˆ,Id,k−k(z) = ffz,g,k(z)(xˆ),g,k(z)+k−k(z) = fz,g,k. 
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By Corollary 22, to find a set of generators for Stab(s) it is enough to find such a set along the z axis. The following theorem
demonstrates such a case.
Theorem 23. Let t be the Tribonacci word, and let s = ψ3(t). Then Stab(s) = 〈gε, g0, g1, g2, g3〉, where
gε = fε,0 = ( 30 , 31 , 32 , ε ),
g0 = f30,1 = ( 31 , 32 , ε , 30 ),
g1 = f3,1 = ( 031 , 032 , 0 , 3 ),
g2 = f303,2 = ( 13032 , 130 , 1 , 303 ),
g3 = f3031303,3 = ( 2303130 , 23031 , 2 , 3031303 ).
Proof. As shown in Example 2, the Tribonacci word t = 0102010 · · · satisfies ∆(t) = (012)ω, and Stab(t) = 〈h〉, where
h = (01, 02, 0). Therefore, y = (012)ω, x = xˆ = 3, Σy = {0, 1, 2}, and Σx = {3}. This implies that every prefix z of s induces
the stabilizer element fz,g,k(z), where g : Σ∗x → Σ∗ is uniquely defined by g(3) = z; since g is uniquely defined for each z, we
can omit it from the subscript, and refer to fz,k(z). By Theorem 19 and Corollary 22, we then get:
Stab(s) = ⋃
z≺p s
{fz,k(z) · f k−k(z)3,1 |k ≥ k(z)}.
We will show that the set {fz,k(z)|z ≺p s} is generated by the set G = {gε, g0, g1, g2, g3}.
For a morphism g ∈ G, let z(g) = g(3), and let k(g) = k(z(g)). That is,
z(gε) = ε k(gε) = 0,
z(g0) = 30, k(g0) = 1,
z(g1) = 3, k(g1) = 1,
z(g2) = 303, k(g2) = 2,
z(g3) = 3031303, k(g3) = 3.
The proof strategy is to show that for every prefix z ≺p s with z /∈ {z(g) : g ∈ G} there exists a prefix z′ ≺p s, such that
fz,k(z) = g · fz′,k(z′) for some g ∈ G; since k(g) ≥ 0 for all g ∈ G, after finitely many steps we must arrive at a representation of
fz,k(z) as a product of elements of G. By Lemma 21, showing that fz,k(z) = g · fz′,k(z′) for all z ≺p s is equivalent to showing the
following:
1. for every prefix z ≺p s there exist a prefix z′ ≺p s and a morphism g ∈ G, such that z = g(z′), and
2. k(z) = k(z′)+ k(g).
Proof of part 1. First consider the prefixes of even length. Let s = s1s2s3 · · · , and let z0 = ε, and for i ≥ 1, zi = s1 · · · si. For
i = 0, fz0,k(z0) = gε ∈ G. For i > 0, consider g0(zi): by definition, |g0(z1)| = 2, and for i > 1,
|g0(zi)| =
{|g0(zi−1)| + 2 if si ∈ {0, 1, 3},
|g0(zi−1)| if si = 2.
Therefore, for every non-empty prefix z ≺p s of even length there exists a non-empty prefix z′ ≺p s such that |g0(z′)| = |z|.
Since g0(z′) is also a prefix of s, and two prefixes have the same length if and only if they are equal, we get that g0(z′) = z.
Now consider the prefixes of odd length. First, we prove an auxiliary lemma.
Lemma 24. Let t = t1t2t3 · · · , and let yn = t1 · · · tn. Then for all n ≥ 1 there exists some m ≥ 1, such that exactly one of the
following holds:
1. yn = h(ym);
2. yn = h2(ym)0;
3. yn = h3(ym)010.
Proof. Since t = hω(0), t can be decomposed over {hi(a) : a = 0, 1, 2} for any i ≥ 0. We call such a decomposition an
hi-decomposition, and the words {hi(a) : a = 0, 1, 2} the hi-blocks. The h-blocks are given by {01, 02, 0}; the h2-blocks are
given by {0102, 010, 01}; the h3-blocks are given by {0102010, 010201, 0102}.
If tn 6= 0, or tn = tn+1 = 0, then yn can be decomposed into h-blocks, and so yn = h(ym) for some m < n. Suppose tn = 0
and tn+1 6= 0. If tn+1 = 1, then tn is the first letter in an h2-block, and so yn = h2(ym)0 for some m < n. Otherwise, if tn+1 = 2,
then tn is the third letter in an h3-block, and so yn = h3(ym)010 for some m < n. 
Example 4. Here are the first few terms of t. Broken bars stand for h-decomposition, regular bars for h2-decomposition, and
long bars for h3-decomposition. The first letter of an h-block is either the first letter of an h2-block, or the third letter of an
h3-block.
01ę02
∣∣01ę0∣∣∣01ę02∣∣01∣∣∣01ę02∣∣01ę0∣∣∣01ę02∣∣∣01ę02∣∣01ę0∣∣∣01ę02∣∣01∣∣∣01ę02∣∣01ę0∣∣∣01ę02∣∣01ę0∣∣∣ · · · .
We now continue with the proof of Theorem 23. Let z be a prefix of odd length. Then there exists some n ≥ 1 such that
z = 3t13t2 · · · 3tn3 = ψ3(yn)3. Recall that by Eq. (8), every stabilizer element fz,k satisfies
fz,kψx(u) = ψxhk(u) ∀ u ∈ Σy,
regardless of the choice of z. Applying Lemma 24, and letting z′ = ψ3(zm), we get three cases:
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1. If yn = h(ym), then
z = ψ3(h(ym))3 = g1(ψ3(ym))3 = g1(z′)3 = g1(z′3).
2. If yn = h2(ym)0, then
z = ψ3(h2(ym)0)3 = ψ3(h2(ym))303 = g2(ψ3(ym))303 = g2(z′3).
3. If yn = h3(ym)010, then
z = ψ3(h3(ym)010)3 = ψ3(h3(ym))3031303 = g3(ψ3(ym))3031303 = g3(z′3).
We conclude that if ε 6= z ≺p s is a prefix of even length then z = g0(z′) for some prefix z′, and if z is of odd length then
there exists exactly one g ∈ {g1, g2, g3} such that z = g(z′) for some prefix z′. This completes the proof of part 1.
Proof of part 2. We prove a more general lemma:
Lemma 25. Let f1 = fz1,k(z1), f2 = fz2,k(z2) ∈ Stab(s), where z1, z2 ≺p t satisfy |z1| ≥ 1 and |z2| ≥ 2. Then k(f1(z2)) = k(z1)+k(z2).
Proof. Recall that k(z1) (and similarly k(z2)) is theminimal integer n such that z1 is a common prefix of {ψ3hn(a)|a = 0, 1, 2}.
Since ψ3hn(2) is the shortest element in this set for all n, we get that
|ψ3hk(z2)−1(2)| < |z2| ≤ |ψ3hk(z2)(2)|.
(Note that, since |z2| ≥ 2, z2 begins with 30 = ψ3h1(2), and so k(z2) ≥ 1.)
By Lemma 21, f1f2 = ff1(z2),k(z1)+k(z2). Therefore, f1(z2) is a common prefix of
{ψ3hk(z1)+k(z2)(a)|a = 0, 1, 2}.
To show that k(f1(z2)) = k(z1) + k(z2), we need to show that k(z1) + k(z2) is the minimal exponent such that f1(z2) is a
common prefix, that is, we need to show that
|f1(z2)| > |ψ3hk(z1)+k(z2)−1(2)|.
Let z2 = ψ3hk(z2)−1(2)z′. Then
|f1(z2)| = |f1(ψ3hk(z2)−1(2))f1(z′)| = |ψ3(hk(z1)(hk(z2)−1(2)))f1(z′)| = |ψ3hk(z1)+k(z2)−1(2)| + |f1(z′)|.
Since by assumption z′ 6= ε, necessarily z′ = 3u for some u ∈ Σ∗, thus |f1(z′)| = |f1(3)f1(u)| = |z1| + |f1(u)| > 0. This
completes the proof of the lemma. 
Lemma 25 completes the proof of the theorem: if fz,k(z) ∈ Stab(s) and fz,k(z) /∈ G, then by part 1 there exists a prefix z′ and
a morphism g ∈ G such that z = g(z′), and by the above lemma, gfz′,k(z′) = fz,k(z).
We have shown that all stabilizer elements of the form fz,k(z) are generated by G. By Corollary 22, a sequence of the form
{fz,k : k ≥ k(z)} is generated by {g1, fz,k(z)}. Therefore, G generates Stab(s). 
6. Open problems
1. Do there exist infinitely generated stabilizers of infinite aperiodic words over finite alphabets? We believe the answer is
negative.
2. Is there a characterization of morphisms that generate rigid words by iteration?
3. Does there exist an aperiodic binary word with an infinitely generated iterative stabilizer? Again, we believe the answer
is negative.
4. Are strict episturmian words rigid? The uniqueness of Property 6 does not hold for episturmian words in general.
Moreover, the decomposition of a pure episturmian morphism into {ψa, ψ¯a} elements is not unique (e.g.,ψaψ¯a = ψ¯aψa).
However, computer tests suggest that strict episturmian words are rigid.
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