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Abstract
The main purpose of this thesis has been to contribute to the development of
methodologies for wall modeling Large Eddy Simulations (LES) of wall-bounded
flows, especially those at high Reynolds numbers. This flow configuration is widely
found in a vast range of industrial applications. Unfortunately, given the physical
nature of boundary layers, their accurate numerical resolution can be computationally
unaffordable. Boundary layers are multi-scale flow structures whose energetic and
dynamically important motions are located in its innermost region. This layer be-
comes thinner and thinner as the Reynolds number is increased. Given that large flow
structures strongly depend on these small motions, it is difficult to obtain accurate
results if they are not properly resolved. Wall modeling aims at reproducing the
inner layer effects on the flow without resolving it explicitly. This allows performing
accurate numerical simulations of high Reynolds number wall-bounded flows at a
fraction of the cost that would be incurred if the inner layer was temporally and
spatially resolved.
This work comprises six chapters. The first one is an introduction to the exist-
ing Computational Fluid Dynamics (CFD) approaches, from the most accurate and
general methodologies to the most simplified and specific techniques. In particular,
the focus is placed on the resolution methodologies for wall-bounded flows, ranging
from simple equilibrium boundary layers to the most complex conditions with strong
pressure gradients and flow separations. In this context, a new set of expressions
intended to estimate the gains of wall modeling compared to explicitly resolving
the inner layer are given. The presented expressions, unlike in previous attempts,
they take into account not only the costs associated with the mesh resolution, but
they also consider temporal aspects. This provides a more realistic estimation of the
total computational cost associated with a given high fidelity CFD simulation. The
benefits of wall modeling are strongly highlighted when time integration costs are
also considered. At the end of the chapter, a summary of all existing methodologies is
given. The techniques are classified by their degree of approximation as well as their
associated computational cost.
The second chapter introduces relevant physical magnitudes to be analyzed to
ensure the reliability of a given high fidelity CFD simulation. Spatial and temporal
aspects, both crucial for a correct and accurate resolution of a turbulent flow, are
considered. Different methodologies to assess the suitability of the computational do-
main size, the total time integration span or the grid spatial resolution, are presented.
In this regard, a new approach to evaluate the adequacy of a given mesh resolution in
the far field, suited for Direct Numerical Simulations (DNS) and LES, is presented.
All the evaluation tools presented in this chapter are subsequently used in chapter 3
in order to verify the reliability of the validation tests.
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In the third chapter, a Two-Layer wall shear stress model (TLM) for LES and
suitable for non-equilibrium flows and complex geometries is presented. Wall shear
stress models in general, and RANS-based wall models (WM) in particular, are
affected by the ”log-layer mismatch” (LLM) and the resolved Reynolds stresses (RRS)
inflow problems which undermine the quality of the WM numerical predictions. The
model presented in this work features a temporal filter in the WM/LES interface
which allows solving both problems at once with a single and low-computational-cost
step. Until now, these two problems have been dealt with separately with different
techniques, which in some cases were complex and computationally expensive. While
the time-filtering approach was initially proposed by Yang et al. to address the
LLM problem for a simple equilibrium wall function (Phys. Rev. Fluids 2 (2017)
104601), in this work, it is used for the first time to suppress the RRS inflow problem,
actively enhancing the WM efficiency and generality compared to other existing
methodologies.
On the other hand, a methodology intended to determine the optimal temporal
filter length is proposed and validated in equilibrium and non-equilibrium conditions.
This new technique is based on the velocity power spectrum which reveals the flow
characteristic time-scales in the near-wall region. According to the results obtained in
the validation tests, it is concluded that for RANS-based TLM methods, time-resolved
frequencies higher than the energy-containing/inertial range limit must be filtered.
It is concluded that when a time-resolved signal is used as boundary condition for
a RANS domain, not only LES dissipative frequencies have to be suppressed, but
also those of the inertial subrange. The velocity fluctuations corresponding to the
inertial subrange scales, although not inherently diffusive, they make the RANS
model working out of its range of applicability causing an overprediction of the
modeled diffusivity.
Furthermore, the filter size influence on large-scale unsteady flow motions is
assessed through a strongly unsteady non-equilibrium flow. It is found that for this
kind of flows, the effects of the largest motions have to be taken into account since
they play an essential role in global behavior. However, it remains unclear whether
the value of the filter length directly influences the largest time-scales, or this is
an indirect consequence of having a poorly resolved mean flow due to the use of
inadequate filtering periods.
Finally, the interaction of the WM with the LES model is assessed. It is concluded
that the WM acts as an integral part of the subgrid model, overriding the wall behavior
of each particular LES approach.
In chapter four, the mathematical model of the TLM, based on the URANS equa-
tions, is presented. Moreover, its numerical resolution through the finite volume
method is developed and finally summarized in a flow-chart. The present formulation
uses an implicit time integration scheme in order to avoid the CFL restrictions on the
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computational time-step size. On the other hand, the velocity-pressure coupling is
solved through a fractional-step method which features a pressure-correction step
with the purpose of minimizing the numerical and splitting errors of the method.
Then, in chapter five, the algorithmic implementation of the numerical model de-
scribed in chapter four is presented. The TLM is a fully operational and independent
CFD solver based on the URANS equations, which has been developed from scratch.
The current implementation automatically generates an unstructured prismatic mesh
which is partitioned according to its parallel distribution scheme, and then, the nu-
merical model is solved within it. Additionally, the present implementation allows
the bidirectional interaction between the existing LES solver and the TLM domain,
both featuring completely different parallel partitions.
Given that the primary objective of wall modeling is reducing the computational
costs, an efficient algorithmic and parallel implementation is a key aspect of the
global modeling strategy. Thus, the parallel efficiency is evaluated through a strong
scalability test. Good results are obtained although some aspects to be improved are
identified.
Finally, in the last chapter, general conclusions concerning the whole work are
given together with future research proposals aimed at going further in the method-
ologies studied in this thesis.
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1Introduction
The movement of a fluid can become a highly complex phenomenon since, under
certain conditions, the fluid behavior may derive into an apparently chaotic combina-
tion of large velocity and pressure fluctuations and gradients. This highly unsteady
behavior is commonly known as turbulence, and it represents a major research field
in physics since this phenomenon is found in a vast range of essential industrial
applications, from the wind-energy field to the automotive and aeronautical sectors.
Turbulent flows are well described from a mathematical point of view by the
Navier-Stokes (N-S) equations. The equations formulation may vary depending on
whether the flow is compressible or incompressible and whether the fluid’s physical
properties are constant or not. Nonetheless, it can be claimed that they are a fairly
general mathematical and physical model which is applicable for most fluids and
common flow conditions. The N-S equations for incompressible flow and constant
physical properties can be written as:
∂u
∂t
+ (u · ∇)u = ∇ · τ(u)−∇p, (1.1)
∇ · u = 0, (1.2)
where τ(u), is the stress tensor which is defined as τ(u) = 2νS(u), being S(u) the
rate-of-strain tensor defined as S(u) = 12
(∇u+∇uT), ν is the kinematic viscosity, p
is the kinematic pressure, and u, is the fluid velocity field.
Turbulent flows can be seen as a cascade of kinetic energy in which the largest flow
structures are continuously fed with an external supply of energy. These structures
are not in equilibrium since they cannot dissipate the incoming energy at the same
rate they receive it. As a consequence they split into smaller scales, transferring their
energy excess to the new structures. This process is subsequently repeated until
the smallest scales created during the process are capable to dissipate the energy
overflow. While the energy dissipation is taken into account through the linear
diffusive term (∇ · τ), the non-linear convective term ((u · ∇) u) drives the structure
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break-up process in which new motion scales are created [1]. As the weight of the
convective term (inertial) rises with respect to the diffusive (dissipative) one, so does
the turbulence intensity, as the convective term creates smaller and smaller structures.
In that sense, the dimensionless form of the N-S equations provides a good indica-
tor of the turbulence level of a given flow. If we use a reference length, Lre f , a reference
velocity, Ure f , a characteristic pressure, ρU2re f , and a characteristic time, Lre f /Ure f , to
non-dimensionalize the N-S equations, we obtain the following expression:
∂u∗
∂t∗ + (u
∗ · ∇∗)u∗ = 1
Re
∇∗ · [2S(u∗)]−∇∗p∗, (1.3)
where the superscript (*) denotes the dimensionless variables and operators. The new
key parameter is the Reynolds number, which is defined as Re = Ure f Lre f /ν. This
non-dimensional magnitude measures the ratio of the inertial forces (Ure f Lre f ) with
respect to the viscous ones (ν). By analyzing equation 1.3, it can be observed that the
higher the Reynolds number, the lower the diffusive term weight is. As a result, the
weight of the convective term increases with the consequent creation of new smaller
turbulent structures.
As previously commented, the N-S equations are an excellent mathematical and
physical model for a vast range of flows. Unfortunately, in general, there are no
analytical solutions for the N-S equations, and therefore, a numerical methodology has
to be applied to obtain some form of solutions for practical applications. Turbulence
is a time and space-dependent phenomenon as reflected in the equations (1.1). Thus,
suitable temporal and spatial discretization methodologies must be considered for
the numerical resolution.
Regarding the spatial discretization, there are different numerical techniques to
carry it out, finite differences, finite volumes, and finite elements. All of them are
numerical approaches with a common purpose; obtaining a discrete solution of the
N-S equations in a finite set of points distributed throughout the computational
domain. Nonetheless, the higher the Reynolds number and the smaller the flow
structures, the larger the number of discrete points necessary for a correct flow
resolution. This poses a major difficulty for the numerical resolution of the N-S
equations since it is absolutely necessary to represent the smallest flow structures.
These flow scales play the essential role of dissipating the kinetic energy overflow,
keeping the balance between the energy input and output. The discrete points, also
known as computational nodes, can be seen as the pixels in a digital picture. The
smaller the details in a picture, the higher the necessary resolution to capture them
correctly.
On the other hand, the temporal evolution has to be also integrated. There are
different techniques to perform the discretization which can be mainly classified in
explicit and implicit methods. Nonetheless, in both approaches, the advancement in
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time is performed through discrete steps separated by a finite fraction of time. The
size of the time fraction, mostly known as time-step, ∆t, is also of capital importance
regarding the proper resolution of the flow physics. The discrete temporal steps can
be seen as the frames in a video while the time-step size is related to the number of
frames per second. Any event occurring between two frames will not appear in the
video, and therefore, the smaller the temporal spacing between frames, the better are
represented the real events captured in the scene. Analogously, any flow structure
with a characteristic time-scale smaller than the time-step will be missed from the
simulation, and therefore, its physical effects as well.
1.1 Direct Numerical Simulation
It can be claimed that theoretically, a general numerical methodology could be defined
to solve the N-S equations. This general methodology should be able, among other
important considerations, to represent the whole energy spectrum -from the largest
to the smallest scales- from a spatial and temporal point of view. This methodology
actually exists, and it is called Direct Numerical Simulation (DNS). Unfortunately,
in practice, its application is unfeasible in most cases given the unaffordable com-
putational resources required to take into account all the flow scales [2]. Therefore,
other numerical techniques must be introduced to circumvent this major limitation.
The strategy is based on emulating the effects of the small scales through physical
and mathematical models, instead of explicitly revolving them. However, these
approaches may entail a significant loss of accuracy and generality of the resolu-
tion methodologies depending on the physical assumptions applied to the model
formulation.
Hereafter, the most important and common approaches will be described and
ordered from most to least general models.
1.2 Large Eddy Simulation
Large Eddy Simulation (LES) is a turbulence modeling approach with a low degree
of physical assumptions. This makes LES a rather general and accurate methodology
from both, the spatial and temporal viewpoints. This method is based on resolving
the spatially-filtered N-S equations which only take into account the large structures
of the flow. Conceptually, the non-resolved (sub-filter) smallest scale effects are taken
into account by adding an extra viscosity to the diffusive term, making the smallest
resolved scales to artificially dissipate the kinetic energy that would have had to be
dissipated by the non-resolved scales.
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The mathematical derivation of this approach is presented hereafter. Firstly, a
filter with filter length ∆ is applied to the N-S equations (1.1) in order to suppress
all scales smaller than ∆. Assuming that the filtering operator (·) commutes with
differentiation, the following expression is obtained:
∂u
∂t
+ (u · ∇)u−∇ · τ(u) +∇p = ∇ · (u uT − uuT), (1.4)
where the right-hand side of the equation represents the effects of the non-resolved
scales on the large flow structures with velocity u. Therefore, it makes sense that
this term is a function of the unfiltered velocity field, u, given that it is the only one
containing information about the smallest filtered scales. This dependence has to be
removed since, in practice, the non-filtered velocity filed is unknown. An additional
assumption is then introduced in order to model the non-resolved effects as a function
of the filtered velocity field. The term u uT − uuT is approximated as the subgrid
stress tensor τsgs:
τsgs ≈ −
(
u uT − uuT
)
, (1.5)
Then, τsgs is evaluated through the Boussinesq hypothesis, which is defined as:
τsgs = −2νsgsS(u) + 13 tr(τsgs)I, (1.6)
where I is the identity matrix, and νsgs, is the subgrid viscosity. Replacing equations
1.5 and 1.6 into 1.4, we obtain:
∂v
∂t
+ (v · ∇)v = ∇ · [2(ν+ νsgs)S(v)]−∇ p˜, (1.7)
where v is a new variable which is an approximation of u derived from expression
(1.5), and p˜ is a modified pressure which includes the hydrostatic part of the Boussi-
nesq relation. It is important to notice that Equation 1.7 is the same as the original N-S
equations (1.1) except for the diffusive term, which includes an additional viscosity
(νsgs) representing the damping effects of the smallest non-resolved scales.
A closure LES model is then needed to evaluate νsgs. A wide variety of different
formulations can be found in the literature. Their accuracy and range of applicability
strongly depend on their physical and mathematical formulation generality and the
degree of realism of the applied assumptions. A detailed review of the different
existing LES models was published by Zhiyin [3] in 2014. On the other hand, some of
the most relevant LES approaches and their properties will be commented in more
in-depth detail in Chapter 3.
Unfortunately, the LES approach has still an excessive computational cost[4]
for most relevant industrial flows due to the large amount of spatial and temporal
resolution required, hampering the spread of its use throughout the industry.
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1.3 Reynolds-Averaged Navier-Stokes equations
The Reynolds-Averaged Navier-Stokes equations (RANS) is a widely used approach
due to its significantly lower computational cost compared to the DNS and LES
methodologies. The RANS strategy aims at obtaining the time-averaged velocity
field instead of obtaining an accurate time-resolved flow. Given the time-scale size
of RANS solutions, most of the flow structures are not represented, entailing sig-
nificant savings in both, time and spatial resolutions. However, these savings are
at expenses of the model application generality (given the large number of strong
physical assumptions) as well as of the results quality. Given the reduced amount of
time-resolved information contained in the solution, RANS models fail in predicting
second-order statistics such as root-mean-square (rms) velocity fluctuations. How-
ever, first-order statistics like mean velocity and pressure fields may be obtained with
an acceptable accuracy level for certain complex flows if the model is adequately
tuned. Usually, in these cases, the simulation set up requires significant expertise in
CFD techniques and previous in-depth knowledge of the simulated flow, making the
use of RANS far from being straightforward. Despite these major drawbacks, this
methodology is still attractive for specific industries since practical industrial design
data may be obtained with a reasonable computational cost.
From a mathematical point of view, in the RANS approach, the instantaneous
velocity field is decomposed into a mean component and a fluctuating term:
u = 〈u〉+ u′, (1.8)
〈u′〉 = 0, (1.9)
Replacing equation 1.8 into the N-S equations (1.1), and taking into account that
the time-average of the velocity fluctuation of any amplitude is zero, we obtain a new
equation for the mean flow:
(〈u〉 · ∇)〈u〉 = ∇ · [2νS(〈u〉)]−∇ · 〈τ′ ij〉 −∇〈p〉, (1.10)
It has to be noticed that the 〈u′〉 = 0 condition implies that the time derivative
term is zero. However, in some cases, it is necessary taking into account some degree
of unsteady behavior. Therefore, the transient term can be included in Equation 1.10,
resulting in the Unstead Reynolds-Averaged Navier-Stokes equations (URANS).
∂〈u〉
∂t
+ (〈u〉 · ∇)〈u〉 = ∇ · [2νS(〈u〉)]−∇ · 〈τ′ ij〉 −∇〈p〉, (1.11)
For instance, the use of the URANS equations can be necessary when dealing with
time-dependent boundary conditions. Nonetheless, the characteristic time-scales of
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the boundary signal must be much larger than those of the turbulent motions. Addi-
tionally, even having stationary boundary conditions and under certain conditions,
an unsteady solution might be obtained and the biggest motions of the flow can be
modeled. Nonetheless, there is no control over the balance between the resolved and
the modeled scales [5].
The URANS equations are of the same form as the N-S equations but with an addi-
tional term, the divergence of the so-called Reynolds stress tensor, which contains the
information and emulates the effects of the fluctuating velocity field (〈τ′ ij〉 = 〈u′iu′j〉).
Again, in practice, the u′ field is unknown, and therefore, the equation dependency
on this term must be removed. The Boussinesq eddy-viscosity assumption for incom-
pressible flows, which relates the Reynolds stress tensor with the mean flow velocity
field is used for this purpose:
〈τ′ ij〉 = 2νTS(〈u〉)− 23 tr(τ
′
ij)I, (1.12)
where νT is the turbulent or eddy-viscosity. Then, replacing equation 1.12 into equa-
tion 1.10, we obtain the following expression:
∂〈u〉
∂t
+ (〈u〉 · ∇)〈u〉 = ∇ · [2 (ν+ νT) S(〈u〉)]−∇〈 p˜〉, (1.13)
It is important to notice that, like in the LES equations (1.7), the equations for
the mean velocity field 〈u〉 are of the same form as the N-S ones (1.1) but includ-
ing an additional viscosity term that in the RANS approach, is called turbulent or
eddy-viscosity. This extra viscosity takes into account the damping effects of the
non-resolved fluctuating velocity field. Although the LES and the URANS equations
apparently are almost identical, it is worth to remark that they are entirely different
from a conceptual point of view. In the LES approach, the resolved filtered velocity
field, u, contains a large portion of the real flow field information, while νsgs contains
information only about of the smallest non-resolved scales. By contrast, in the RANS
approach, most of the flow physics are modeled through νT instead of being explic-
itly resolved, and only the very large structures of the flow are represented in the
numerical solution, 〈u〉.
Like in the LES approach, in RANS, an external model has to be used to determine
νT . Nevertheless, the RANS models are obtained with a large number of physical
assumptions given the large gap between the real physics and the resolved ones.
This high degree of modeling severely restricts the generality of the models and they
have to be carefully selected and set up for each specific case. A complete review
on existing RANS strategies with their properties and ranges of applicability was
published by Alfonsi in 2009 [6].
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1.4 Wall-bounded flows
Wall-bounded flows modeling is of great interest since they are present in a wide
range of fundamental industrial areas ranging from the wind energy industry to the
aerospace or automotive sectors among others.
1.4.1 Wall-resolved flows
In previous paragraphs, different methodologies to obtain numerical solutions for the
N-S equations with different levels of accuracy have been discussed. However, the
focus was placed on the resolution of the far field region, and no mention about the
flow boundaries was made. The presence of solid boundaries adds a great difficulty
to the numerical resolution of a turbulent flow due to the complexity of the flow
structure in the wall vicinity, especially at high Reynolds numbers. This specific flow
behavior near the wall region is known as a boundary layer.
A turbulent boundary layer encloses a vast range of different motion scales and
steep velocity gradients. Since the behavior of the small inner layer structures has
substantial implications on the development of the outer layer and by extension on
the far field region, a sufficiently fine mesh is required in the near-wall area to capture
them. This physical phenomenon is extremely challenging since the structures located
in the inner layer become smaller as the Reynolds number increases, entailing massive
requirements in terms of spatial and temporal resolution.
Although boundary layers may have different shapes and particular features
depending on the Reynolds number and the problem geometry, it can be claimed
that their underlying physics are rather general. To illustrate the boundary layer
phenomenon, a turbulent channel flow will be used to describe the different behaviors
and flow patterns within the wall layer, since the characteristic regions of this specific
case can be found in many different conditions. The channel flow is a canonical
case widely studied both, experimentally and numerically. The flow configuration
consists of two infinite and parallel flat plates separated by a distance of 2δ. A fluid
moves between them with a space-averaged velocity (bulk velocity) U parallel to
the plates. This case is broadly used to assess new modeling approaches, especially
those intended for wall-bounded flows, given its geometrical simplicity and the vast
amount of data available for reference.
First of all, the skin friction velocity, uτ , will be defined since different flow
quantities, such as the streamwise velocity and the thickness of the different flow
layers, scale with this magnitude in the near-wall region. On the other hand, in the
channel core (far from the walls), the flow magnitudes scale with the bulk velocity,
U, and the channel half height, δ. These quantities are useful to define in the most
general possible way the different regions enclosed within a boundary layer by
using non-dimensional values. The skin friction velocity is defined as uτ =
√
τw/ρ,
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where ρ is the fluid density, and τw, is the wall shear stress, which is proportional to
the wall-normal velocity gradient, τw = ρν (∂u/∂y)y=0. The dimensionless values
obtained with uτ are said to be expressed in wall units, and they are denoted with a
(+) superscript. Specifically, the most representative magnitudes are the streamwise
velocity, u+ = u/uτ , and the dimensionless wall distance, y+ = yuτ/ν.
In Figure 1.1, the flow motion scales are depicted at different wall distances to
have insight into the flow behavior and structure at each different region which
composes the boundary layer. The visualization is carried out by visualizing iso-
surfaces of the second invariant of the velocity gradient tensor, Q. This method allows
the visualization of the different flow structures, from the mostly shear-dominant
(laminar) to the vorticity-driven ones (turbulent), depending on the value of Q (see
Chapter 2 for more details). It can be observed that the near-wall region behavior
(y+ < 5) is almost laminar. In this area, the streamwise velocity profile is linear with
respect to y+, and therefore, the wall shear stress can be easily determined without
error. As the wall distance increases, the turbulent activity rises. This can be inferred
from the dimensionless wall distance definition, y+, itself. This magnitude can be
seen as a local Reynolds number, y+ = uτy/ν, based on the skin friction velocity (See
definition of Reynolds number at the beginning of this section) and the dimensional
wall distance. According to this expression, a high value of y+ means that the inertial
forces dominate over the viscous ones, triggering the turbulent activity with rising
values of y+.
In equilibrium conditions, the boundary layer behavior is universal and it is called
the law of the wall [2, 7]. These conditions apply for wall-parallel turbulent flows in
the absence of momentum sources and geometrical discontinuities, such as flat-plate
turbulent boundary layers, channel and pipe flows. The existence of a near-wall
region whose behavior is independent of the far field properties was firstly suggested
by Prandtl in 1925[8]. He postulated that for the region located between the wall
and y/δ << 1, being δ the boundary layer thickness, there is an inner layer whose
mean velocity profile in the streamwise direction is determined by the viscous scales,
uτ , and δv = ν/uτ , and it is independent of δ and the far-field velocity U. Prandtl
showed that the mean velocity profile is only a function of the wall distance when
expressed in terms of wall units:
〈u〉/uτ = f (y/δv) −→ 〈u〉+ = f (y+), (1.14)
The f (y+) function definition varies along the wall-normal direction as the inertial
forces prevail over the viscous ones, causing a transition from a laminar to a turbulent
flow pattern. Depending on the flow regime, different regions within the inner layer
can be differentiated. In Table 1.1, the different regions that compose the inner layer
are summarized and classified according to its distance from the wall and flow regime.
The table is split into a couple of subtables. Firstly, a set of layers whose properties
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Figure 1.1: Iso-surfaces of the second invariant of the velocity gradient tensor, Q,
at different wall distances of a turbulent Channel flow. See Table 1.1 to identify the
different layer names and characteristics.
scale with viscous magnitudes, uτ , is shown. In the second subtable, a more general
classification is used. The first group in the second subtable, the inner layer, includes
all the layers whose magnitudes scale with uτ (all those of the first subtable), while in
the second group, the outer layer, the flow parameters are almost unaffected by the
viscosity effects, and they scale with outer parameters, i.e., U and δ.
The wall closest layer is the viscous sublayer, which features a laminar flow regime
given that the inertial forces are too small to overcome the viscous ones. In this area,
the streamwise velocity varies linearly with the wall distance. As moving away
from the wall, the inertial forces rise due to the fluid acceleration, triggering flow
instabilities. The buffer layer is a transition region from laminar to turbulent regime,
where the flow instabilities develop until reaching a developed turbulent state in the
log-law region. This layer features mixed and unstable behavior, and no universal
physical pattern has been found. For that reason, the expression for f (y+) in this zone
is undefined. Finally, as the fully turbulent state is reached, the mean streamwise
velocity function evolves to a logarithmic profile which gives name to this specific
region. The log-law region was firstly identified by Von Ka´rma´n in 1930 [9], which
proposed the following expression for the mean velocity profile:
〈u〉+ = (1/κ) ln y+ + B, (1.15)
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Figure 1.2: Different regions enclosed within a boundary layer of a turbulent channel
flow. See Table 1.1 for details.
where κ is the Von Ka´rma´n constant whose value is approximately 0.41, and B is
another constant of value approximately 5.2. It can be found different values for
the log-law constants in the literature, although all of them, are within a 5% of the
initial proposed values [2]. More recent works proposed alternative expressions for
the mean velocity profile in the logarithmic region. In 1993, Barenblatt et al. showed
that the velocity profile can also be expressed through Reynolds-dependent power-
law solutions [10, 11]. Later, Cipra confirmed these findings through experimental
evidence [12]. However, these results have not been fully accepted by other authors
[13].
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Table 1.1: Classification of the different regions found within a boundary layer
according to their physical behavior and properties. Their location is delimited by
the distance to the wall, in wall units or as a fraction of δ depending on their physical
properties. [2]
Region Location Properties
Viscous sublayer y+ < 5 The mean streamwise velocity is linear with
respect to the wall distance, both in wall
units u+ = y+. Viscous forces prevail over
inertial ones.
Buffer layer 5 < y+ < 30 Region between the viscous sublayer and the
log-law region. Turbulent instabilities are
triggered
Log-law region y+ > 30 The mean streamwise velocity has a loga-
y/δ < 0.3 rithmic behavior with respect to the wall
distance, u+ = (1/κ) ln y+ + B. The flow
regime is predominantly turbulent.
Inner layer y/δ < 0.1 The mean streamwise velocity scales with uτ
and is not affected by the far field velocity
characteristic.
Outer layer y+ > 50 The effects of the viscosity on the streamwise
velocity are negligible.
Overlap region y+ > 50 Inner and outer layers are overlapped in this
y/δ < 0.1 region (at high Reynolds numbers)
In Figure 1.3, the law of the wall, 〈u〉+ = f (y+), obtained through DNS, is
compared for three different equilibrium flows, a Channel flow at Reτ ≈ 2000 [14], a
Flat plate turbulent boundary layer at Reθ ≈ 6500[15], and a Pipe flow at Reτ ≈ 3000
[16]. In the plot, the different regions of f (y+) are clearly defined and it can be seen
how the numerical DNS results precisely match the analytical expressions proposed
by Prandtl and Von Ka´rma´n.
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Figure 1.3: The law of the wall obtained through DNS of three different canonic flows:
Channel flow at Reτ ≈ 2000 [14] (orange line), a Flat plate turbulent boundary layer
at Reθ ≈ 6500[15] (blue), and a Pipe flow at Reτ ≈ 3000 [16] (red). The expressions of
Prandtl and Von Ka´rma´n are also shown.
It is worth to point out that the velocity profiles in viscous units for the three
different cases, regardless of the Reynolds number and the geometrical configuration,
are completely overlapped except for the area away from the wall. In this region, the
far field boundary condition significantly influences the flow behavior.
To obtain reliable numerical results from a wall-bounded flow simulation, it is
essential to feed the computation with an accurate wall shear stress at the solid
boundary, regardless of the nature of the flow governing equations. Otherwise, the
flow would be unphysically accelerated or slowed down depending on whether τw is
over or underpredicted. The incorrect prediction of the bulk flow velocity can trigger
a variety of unphysical flow phenomena, even in the far field, that would undermine
the numerical results.
To obtain a correct wall shear stress value, it is imperative to place at least one
computational node well below the viscous sublayer limit (y+ ≈ 1) throughout the
solid surface. As previously commented, the velocity profile is linear in this area,
and the velocity gradient can be evaluated with a negligible error. This poses a
great difficulty for numerical simulations since the viscous sublayer may become
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dramatically thin at high Reynolds numbers. This forces the use of extremely fine
meshes with tiny computational cells in the near-wall area, prohibitively increasing
the total number of nodes. A collateral consequence of the small size of the grid
cells is the steep reduction of the allowed computational time step-size. The Courant-
Friedrichs-Levy (CFL) number sets an upper limit for the time-step, and it is a function
of the computational grid size among other parameters. The smaller the smallest grid
cell, the lower the ∆t limit, affecting the whole computational domain. If the used ∆t
is higher than the CFL constraint, unphysical results could be obtained. Additionally,
the numerical stability of the simulation may be compromised in certain numerical
schemes such as the explicit ones.
As for free-flows, there are several approaches in order to obtain numerical solu-
tions for wall-bounded flows. The DNS and the wall-resolved LES (WRLES) tech-
niques explicitly resolve the boundary layer from the spatial and the temporal point of
view. They use a sufficiently large grid resolution and small time steps to adequately
capture all the flow structures contained in the wall layer while modeling the far field
according to the strategies presented in previous sections. However, using the DNS
and LES techniques for solving wall-bounded flows is even more computationally
unaffordable than for free flows given the difficulties explained above. RANS models
are also suitable for modeling wall-bounded flows. Nonetheless, the grid require-
ments in the wall-normal directions are the same as those for DNS and WRLES, while
suffering the lack of generality and accuracy commented in Section 1.3.
In order to make accurate simulations of wall-bounded flows feasible, several
strategies have been proposed or are being developed to deal with this specific
problem. The purpose of these techniques is to model the behavior of the boundary
layer in one way or another instead of explicitly resolving it. The main target is to
reduce the grid resolution requirements and consequently, allowing the use of larger
time steps.
Hereafter, the main existing approaches will be detailed and classified from the
most to the least accurate.
1.4.2 Wall Modeled Large Eddy Simulation
Wall modeled Large Eddy Simulation (WMLES) is a major research field given the
great benefits of this approach. The strategy is based on taking advantage of the tem-
poral and spatial accuracy of the LES methodology while avoiding the unaffordable
requirements imposed by the presence of a solid wall.
Some works intended to quantify the gains of using WMLES instead of WRLES
from a grid resolution point of view can be found in the literature. Chapman [17]
published a first approximation in 1979 concluding that, for a WRLES (i.e., inner layer
resolution) the total number of grid points, N, is proportional to Re9/5Lx . By contrast,
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for a WMLES (i.e., outer layer resolution only) the mesh resolution is proportional to
Re2/5Lx . These estimates were based on a turbulent boundary layer over a flat plate case,
being Lx the plate length in the streamwise direction. Choi and Moin[18] updated
the Chapman estimates by using more recent studies on the skin friction coefficient
and boundary layer thickness. They concluded that the WRLES requires a number
of grid points proportional to Re13/7Lx , while the WMLES only required a number
proportional to ReLx . On the other hand, in the studies conducted by Chapman, only
a slight mention to the Reynolds number scaling of the time-step was made with
no further development, whereas in the works carried out by Choi and Moin, the
time-step restriction was not taken into account. Nonetheless, this issue is also of
capital importance, and probably even more challenging than the number of grid
points since parallelization of temporal evolution, although it is a current research
topic[19], is of great difficulty.
In this regard, a set of expressions approximating the Reynolds number scaling
of the upper bound of the computational time-step size, ∆t, is proposed hereafter.
It is straightforward to show that the computational cell volume, vcell , is inversely
proportional to the number of grid points, NV , in a given volume, V, when the same
assumptions of Chapman and Choi and Moin apply. This volume V may be either a
portion of the outer region of a boundary layer or a sample of the inner viscous layer.
This can be expressed as vcell ∼ 1/NV , and using the scalings proposed by Choi and
Moin in terms of grid points, we find that:
vWMcell ∼ Re−1Lx , (1.16)
vWRcell ∼ Re−13/7Lx , (1.17)
The CFL requirements set two different upper bounds for the time-step, one for
the convective, ∆tc, and another for the diffusive term, ∆td, being used the most
restrictive at each computational step. It should be pointed out that the CFL time-step
is small compared to the smallest physical time-scales supported by a given mesh,
which ensures that the accuracy is limited by the spatial resolution rather than the
temporal one. This applies for flows in which eddies deform at a rate significantly
smaller than the maximum velocity in the computational domain which holds for
a large number of turbulent flows [20]. For structured meshes, the CFL bounds are
expressed as:
∆tc = Cconv
∣∣∣∣∆xiui
∣∣∣∣
min
, (1.18)
∆td = Cdi f f
∣∣∣∣∣∆x2iν
∣∣∣∣∣
min
, (1.19)
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where Cconv and Cdi f f are two constants which depend on the time integration scheme,
ν is the kinematic viscosity, the i subindex stands for the spatial coordinates, ∆xi is
the grid spacing, and ui is the velocity component. For unstructured meshes, the
grid spacing is approximated according to the classical Deardorff definition[21],
∆xi = v
1/3
cell , while ui is replaced by the velocity magnitude. Combining equations
(1.16)-(1.17) and (1.18)-(1.19), we find four expressions for ∆t:
∆tWMc ∼ Re−1/3Lx , ∆tWMd ∼ Re−2/3Lx , (1.20)
∆tWRc ∼ Re−13/21Lx , ∆tWRd ∼ Re−26/21Lx , (1.21)
where ∆tWMc and ∆tWMd are the upper bound of the time-step for the convective and
the diffusive terms in WMLES while ∆tWRc and ∆tWRd are the same values but for
WRLES. The scaling laws vary strongly depending on which restriction prevails, the
convective or the diffusive one. Nevertheless, for a given ReLx, the more restrictive
diffusive bound gets dominant over the convective one as the mesh is refined [22].
Hence, in WMLES, the time-step upper bound scales closer to Re−1/3Lx while in WRLES,
the ∆t scales nearly as Re−26/21Lx .
Nonetheless, the feasibility of a particular computation depends on the combined
costs related to the number of grid points and the time-step size. We define the
non-dimensional variable Tcc which stands for the total computational cost of a given
computation. We are not interested in quantifying its value but to determine its
scaling with the Reynolds number. Considering an ideal code, the computational
cost would be proportional to the number of grid points (Tcc ∼ N), while if a direct
solver is considered for the Poisson equation, the computational cost per time-step
would be also inversely proportional to the time-step size (Tcc ∼ 1/∆t). Combining
both scaling laws and replacing the N and ∆t values for the WMLES and WRLES
Reynolds scaling expressions respectively, we obtain:
TWMcc ∼ N
1
∆t
= ReLx
1
Re−1/3Lx
= Re4/3Lx , (1.22)
TWRcc ∼ N
1
∆t
= Re13/7Lx
1
Re−26/21Lx
= Re65/21Lx , (1.23)
where TWMcc and TWRcc are the total computational cost in a WMLES and in a WRLES
computation, respectively. While the total computational cost scaling of a WMLES
suffers a slight change when considering the time-integration contribution compared
to the Choi and Moin estimates (from ReLx to Re1.33Lx ), in a WRLES the Tcc scaling
increases dramatically from approximately Re1.85Lx to Re
3.09
Lx . These new expressions
highlight even more the extreme difficulty of performing WRLES computations of
industrial relevant Reynolds numbers.
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After reviewing the difficulties that arise when dealing with WRLES, it is clear
that WMLES is a very promising strategy to make wall flow computations at high
Reynolds number affordable. Several approaches have been developed to deal with
the boundary layer complexity. All of them are based on modeling the inner layer
in one way or the other instead of fully resolving it from a temporal and spatial
point of view. These strategies can be mainly split into two major subgroups, hybrid
RANS-LES models, and wall shear stress methods. The main conceptual difference
between both methodologies is that in hybrid RANS-LES, the wall model (WM) is
embedded in the turbulence model itself. The model returns a RANS-type turbulent
viscosity in the near-wall regions while it switches to an LES-type subgrid viscosity
in the outer layer and the far field regions. On the other hand, in wall shear stress
methods, an LES model is solved down to the wall while a shear stress is provided by
an external model to the LES domain as a boundary condition. The main differences
and the range of applicability of these methodologies were discussed in detail by
Piomelli[4] in 2008, while a complete review of the hybrid RANS-LES techniques and
their continuous improvements was published by Spalart et al.[23] in 2009.
Wall Shear Stress Methods
This strategy is based on solving the whole computational domain with an LES model,
but with an strongly under-resolved wall region. In these conditions, the wall shear
stress would be clearly mispredicted given that, at high Reynolds number flows, the
first off-wall nodes could be easily placed over y+ > 100, far away from the viscous
sublayer. In order to avoid the undesirable effects of a flawed τw evaluation, an
external model is used to supply an accurate wall shear stress value.
There are many different methodologies intended to properly evaluate the wall
shear stress, from simple algebraic models with a high degree of modeling derived
with strong assumptions to highly accurate formulations in which complex governing
equations are solved. The range of applicability of the models strongly depends on
its mathematical and physical formulation generality.
Wall functions
The most straightforward approach is known as wall function. This method relies
on an a priori known velocity profile based on the law of the wall. The models
belonging to this group are called functions given that the evaluation of the wall shear
stress is performed through an algebraic expression which, in general, uses the LES
solution as input data. In general, they take the following form:
τw = g(u1, y1), (1.24)
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where τw is the wall shear stress, u1 is the tangential velocity at the first off-wall LES
node, and y1, the node distance from the wall. The approach is based on modifying
the law of the wall expression, 〈u〉+ = f (y+), to obtain an expression of the form
of Equation 1.24. The function 〈u〉+(y+) can be the log-law, the power law, a linear
viscous law or even a numerical interpolation obtained from DNS data. Nonetheless,
it has to be taken into account that the law of the wall is only valid on average, and
therefore, the computed wall shear stress will also be averaged in time. Moreover,
given that the law of the wall is only valid for equilibrium flows, the wall functions
have a somewhat limited range of applicability. By contrast, the main advantage of
these models is their mathematical simplicity and extremely low computational cost
given that no governing equations have to be solved.
The concept of wall function was initially introduced in the 1970s by Deardorff
[21]. He used slip boundary conditions to compute a plane Poiseuille flow at very
high Reynolds number on a coarse mesh. The value of the wall parallel velocity at
the boundary was obtained according to a logarithmic expression derived from the
time-averaged law of the wall. In order to obtain a more realistic physical behavior, a
methodology to introduce temporal fluctuations on the wall shear stress signal was
proposed by Schumann in 1975 [24]. He proposed to assume that the proportionality
between the average values of 〈u1〉 and 〈τw〉 also holds for the instantaneous values.
Since the instantaneous values of u1 are obtained from the LES computation, the
instantaneous wall shear stress can also be obtained:
τw =
〈τw〉
〈u1〉 u1, (1.25)
Subsequent improvements were developed by different authors [25, 26, 27, 28],
some of them including surface roughness effects in the model formulation. On
the other hand, Werner and Wengle used the 1/7-power law instead of the more
commonly used log-law. This allowed a direct evaluation of g(u1, y1) [29], avoiding
the use of an iterative process and making the resolution algorithm even more efficient
from a computational cost point of view.
Zonal or Two-Layer wall models
In order to avoid relying on a priori known flow data, the zonal or two-layer
methods (TLM) were initially proposed by Balaras et al. [30, 31]. This methodology
is based on the resolution of the URANS equations or a simplified variant in a fine
auxiliary mesh that is embedded in the LES domain between the solid boundary and
the first off-wall node (see Figure 3.1). The boundary conditions are taken from the
LES nodes while the time integration is carried out with implicit or semi-implicit
schemes to avoid temporal restrictions due to stability considerations.
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Figure 1.4: The two-layer strategy scheme.
With increasing complexity of the near-wall governing equations, fewer assump-
tions are made compared to other methodologies such as wall functions. Once the
near-wall velocity profile is established, an accurate wall shear stress can be evaluated
and fed back into the LES domain. In the initial works[30, 31], the two-dimensional
turbulent boundary layer equations (TBLE) were solved. These equations are derived
from the URANS ones by assuming the non-variation of the pressure in the wall-
normal direction (i.e., ∂P/∂n = 0), whereas only the variation of the velocity in the
wall-normal direction is considered for the diffusive term. To close the formulation,
a simple mixing-length eddy viscosity model with a damping function was used
to evaluate the turbulent viscosity, νt. In the initial work, Balaras et al. achieved
promising results in the performed numerical tests. However, only equilibrium flows
were tested (channel and duct flow) and they suggested to carry out further tests
with strong adverse pressure gradients and separated flow regions. From the initial
concept, different authors have suggested variants and improvements, and the idea
is still being developed.
Cabot et al. [32, 33] carried out computations on a backward-facing step. They
found that the total amount of Reynolds stresses (resolved + modeled) in the wall
layer was overestimated when using the TBLE-based (non-equilibrium) model. In
RANS modeling, almost the total amount of Reynolds stresses is generated by the
model. Nonetheless, in TLM, resolved Reynolds stresses (RRS) are carried by the
advective term from the LES to the RANS domain through the boundary condition,
causing an overprediction of the total Reynolds stresses and hence, also of the skin
friction coefficient C f . To counteract this effect, the authors proposed a modified
1.4. WALL-BOUNDED FLOWS 19
mixing-length turbulence model in which the Von Ka´rma´n constant, κ, was adjusted
dynamically to reduce the modeled Reynolds stresses contribution. This correction
allowed obtaining better results in the skin friction prediction. They also tested the
so-called ”stress balance model” that basically neglects the pressure gradient and
advective terms of the TBLE equations. They found that while the mean velocity
profiles were relatively well resolved compared with the WRLES, the model failed
in predicting the C f in the separated region or in the presence of strong pressure
gradients. The results showed that neglecting the advective and pressure gradient
terms was an unreasonable assumption when it comes to non-equilibrium flows. All
these results were confirmed in subsequent works. Namely, Wang [34] performed
computations of a trailing-edge flow reaching similar conclusions with both models,
the equilibrium (only diffusive and temporal terms) and the full TBLE one. Especially
good results were obtained for the skin friction coefficient when using the dynamic
correction proposed by Cabot[32] compared to the ones obtained with a constant κ in
which the C f was overestimated. Later, Tessicini [35, 36] performed computations of
flows with more complex geometries, such as a fully three-dimensional (3D) circular
hill. The equilibrium model was tested together with a variant of the TBLE model
which only neglected the advective term, making clear again the need for the non-
equilibrium terms in separated flow regions. Finally, the same conclusion was reached
by Kawai et al. [37] when computing the flow around an airfoil near stall condition.
The equilibrium assumption is also implicit with the use of a mixing-length eddy
viscosity model. Diurno et al. [38] also computed a backward-facing step case but
using the Spalart Allmaras (SA) model[39] in the wall layer to override the equilibrium
assumption. Even though the overprediction of Reynolds stresses pointed out by
Cabot[32] concerns any RANS model, they found that the WM performed slightly
better in the separated regions regarding the C f prediction when using SA instead
of the simple mixing-length with constant κ. However, no evident improvements
were obtained in other quantities such as the mean velocity profiles. For more details,
the reader is referred to the extensive review of wall-layer modeling published by
Piomelli and Balaras [40] in 2002.
From 2010 onwards, new efforts have been carried out to improve the TLM
strategy. Some of the previous works pointed out the impossibility of having accurate
LES velocity data at the first few off-wall nodes, mainly due to the use of inadequate
LES models and large numerical errors in the near-wall region when using coarse
meshes [33]. These errors were supposed to cause the so-called ”log-layer mismatch”
(LLM) error, an unphysical rise of the fluid velocity in the boundary layer logarithmic
region. Kawai and Larsson [41, 42] stretched the wall layer mesh beyond the first
off-wall node, reducing numerical and subgrid modeling errors caused by the wall
proximity and suppressing the LLM issue. Simultaneously, Kawai and Larsson
also proposed a new approach to evaluate the κ coefficient [37, 41, 43] in the TLM
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turbulence model. They showed that κ could not remain constant in the wall-normal
direction given that the ratio between resolved/modeled Reynolds stressed varies
dramatically in that direction. They argued that the wall-parallel resolution was fine
enough to resolve turbulent scales from a given wall separation since the size of the
near-wall turbulent structures is proportional to the wall distance. As the wall-parallel
grid spacing gets smaller with respect to the wall-normal distance, the contribution
of resolved stresses to the total ones rises, and the modeled part must be lowered to
avoid overpredictions. Both contributions, the stretched mesh and the variable κ were
successful in predicting mean velocity profiles and turbulence statistics in various
tests, such as a turbulent boundary layer and a compressible shock/boundary-layer
interaction among others. Nevertheless, the dynamic procedure proposed by Kawai
and Larsson[37, 41, 43] was dependent on a model coefficient that indicated the
height at which the generation of resolved stresses began. To circumvent this, a
parameter-free model was proposed by Park and Moin [44] in which the resolved
part of the Reynolds stresses was determined explicitly and subtracted to the RANS
modeled component. In the latest implementations of TLM[37, 43, 44], the full
URANS compressible equations have been used instead of the TBLE ones which were
typically used so far, in order to generalize the method and to take into account all
the non-equilibrium phenomena.
Another factor to take into account was the generalization of the method for any
geometry. Patil et al. [45] solved the TBLE equations in a generalized coordinate
system that allowed the model to adapt to complex geometries. On the other hand,
Bodart and Larsson [46] developed a numerical strategy to implement the methodolo-
gies proposed by Kawai and Larsson[37, 41, 43] in unstructured meshes. The strategy
was followed by Park and Moin [44] who tested their model on a NACA 4412 airfoil
at the angle of attack of 12◦, in which the laminar to turbulent transition was taken
into account by switching off the RANS νt in the laminar region by using a turbulent
kinetic energy sensor [47]. Reasonably good results were obtained regarding mean
velocity profiles and pressure coefficient Cp. A complete review of wall modeling and
in particular of two-layer models was published by Larsson et al.[48] in 2016.
Hybrid RANS-LES Models
The Hybrid RANS-LES approach is based on modeling the whole boundary layer
region through a RANS model while keeping a high accuracy LES method for the far
field area.
A first successful formulation of this methodology was proposed by Spalart in
1997 [49], and was initially designed for external flows with thin boundary layers and
mass-separated regions. The first implementation of this methodology is known as
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Detached Eddy Simulation (DES), and was based on the resolution of the transport
equation for a modified turbulent viscosity proposed by Spalart and Allmaras[39]
(SA). The methodology performed reasonably well in external flows featuring a
RANS-type mesh in the wall region (i.e., large grid spacing in the wall-parallel di-
rection and fine resolution in the wall-normal direction). To switch from the RANS
to LES mode, the wall distance parameter used in the SA equation was replaced
by a distance based on the control volume size, acting as an LES filter length scale.
This strategy implied that the RANS/LES interface was not determined by physical
considerations but for geometrical ones in which the way the mesh was constructed
played an important role. This approach may lead the interface to move closer to the
wall if the wall-parallel grid spacing is smaller than the boundary layer thickness,
causing a premature switch off of the RANS-modelled Reynolds stresses at a moment
at which the mesh is not still able to balance it with resolved LES stresses. This
phenomenon is known as modeled stress depletion (MSD), and it may cause ”grid
induced separation” [50] in boundary layers approaching separation.
In 2001, Strelets generalized the definition of DES for any RANS model and extended
the initial implementation to the Menter k−ω (M-SST) formulation [51]. The moti-
vation of the proposed methodology was avoiding the difficulty of the SA model in
predicting separation accurately by replacing it with a more reliable model from the
detachment prediction point of view. Additionally, the characteristic length scale was
not depending on the wall distance as in SA, but it was provided by the model itself
with a more physical basis. However, no clear advantages were found in using the
M-SST-based model with respect to the SA one.
The Original DES was designed to model the entire attached boundary layer
regions with RANS technology. However, Nikitin et al. [52] attempted to only model
the inner boundary layer with RANS, using the initial DES formulation as a simple
wall model for LES. They computed several channel flows at high Reynolds numbers
with an LES-type mesh (i.e., similar grid refinement in all directions). A problem arose
in the RANS/LES transition region called ”log-layer mismatch.” The velocity profiles
in the LES and the RANS regions were misaligned due to a 15% underprediction in
the skin friction coefficient. This caused a local inaccuracy in the velocity gradient
prediction in the wall-normal direction at the transition point. The main reason for
this unphysical phenomenon is an imbalance of momentum caused by the transition
between two regions with different ratios of resolved/modeled Reynolds stresses.
Several studies have been done in order to mitigate this drawback. A successful
solution was proposed by Piomelli et al. [53] They used a stochastic backscatter model
introduced in the inner layer through a forcing term in the momentum equation. The
model provided an appropriated level of fluctuations to the LES region by increasing
the resolved part of Reynolds stresses and corrected the unphysical mean velocity
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profile. However, the method was very sensitive to the forcing amplitude, and
improvements were introduced by Larsson et al. in order to control the forcing
magnitude dynamically [54]. More recently, significant modifications were proposed
for DES approach in order to enhance its performance. In 2006 Spalart proposed
Delayed DES (DDES) [55] in which the RANS/LES transition criterion was made
independent of the mesh construction through a new definition of the DES length
scale that depends on the eddy-viscosity field. Later, Shur et al. [56] proposed a
modification of DDES to deal with inflow turbulence. Empirical functions were also
added in order to increase the resolved Reynolds stresses near the wall, helping to
correct the ”log layer mismatch” issue. This new version of DES was named as IDDES
(Improved Delayed DES). A detailed review of the DES technique and its continuous
improvements was published by Spalart et al. in 2009 [23]. The DES concept is
explained and the main strengths and weaknesses of the method, together with the
proposed corrections, are presented.
1.4.3 Wall functions for RANS
Although the space and temporal resolution requirements of RANS models are
significantly lower than those for LES, still, the grid resolution on the wall-normal
direction is also a critical issue in the RANS approach. As in LES, it is needed to place
the first off-wall node in the viscous sublayer y+ ≈ 1 [57] to obtain a correct wall
shear stress evaluation. In order to mitigate this severe constraint, wall functions may
be used to estimate the wall shear stress instead of directly compute it through the
computational grid. The strategy is the same as the one used for LES wall functions,
although the mathematical and physical formulations are adapted for the RANS
context. A study on the wall behavior of the most common RANS formulations was
published by Kalitzin et al. [57]. In the same work, a new wall function suitable for
any RANS model is described. The proposed formulation belongs to the adaptative
wall function type which does not require to place the first off-wall nodes at any
specific height with respect the solid face [58].
1.4.4 Potential flow
In the potential flow theory, a set of fluid motion governing equations is derived
under strong assumptions. The flow is supposed to be irrotational, inviscid and in-
compressible. According to these hypotheses, the fluid velocity field can be expressed
as:
u = ∇φ, (1.26)
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where φ is the scalar potential function which fulfills the basic laws of fluid mechanics,
i.e., mass and momentum conservation. On the other hand, the following vector
identity holds for any scalar field φ:
∇×∇φ = 0, (1.27)
Therefore, for equation 1.26 to be applicable, the flow must be irrotational:
∇× u = ∇×∇φ = 0, (1.28)
Taking the divergence of equation 1.26 and applying the incompressibility constraint
(∇ · u = 0), we obtain the Laplace equation for the potential function:
∇ · u = ∇ · ∇φ −→ ∇2φ = 0, (1.29)
The Laplace equation is a linear PDE which has an analytical solution for certain
simple boundary conditions. Nonetheless, being a linear equation, more complex
solutions can be obtained as linear combinations of the simpler ones.
Although it is true that the physical assumptions are very restrictive, they apply
in certain circumstances. The linear properties of the Laplace equation make the
required computational cost to solve it to be almost negligible, especially if compared
with the cost of resolving any variant of the N-S equations. This makes the potential
flow theory a very interesting approach provided that the flow conditions fulfill the
restrictive constraints.
One of the major drawbacks of the potential theory is the inviscid hypothesis,
which hampers its applicability to wall-bounded flows. The inner part of a boundary
layer is mostly governed by viscous effects, and they cannot be neglected to obtain
a reasonable numerical solution. Nonetheless, the potential flow theory can be
coupled with a viscous boundary layer model to overcome this major weakness [59].
Additionally, corrections can also be applied to the incompressible solution to perform
compressible flow computations at low Mach numbers.
Several applications have been developed for aerodynamic computations of very
specific geometries and flow conditions[60]. In general, the range of applicability
of these codes is very narrow, but when applicable, the ratio of results quality with
respect to the computational cost is unbeatable. Another limitation of this approach
is the amount of flow data obtained in the simulation. In general, only information
on the velocity and pressure fields is obtained. However, this data is sufficient for
most practical industrial design processes.
1.5 Summary of methodologies
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A summarizing table (1.2) comprising all the methodologies discussed above, is
presented hereafter. It includes the range of applicability for each methodology as
well as their computational cost (CC) and the strength of their physical assumptions,
represented by the degree of modeling (DOM). In general, the stronger the assump-
tions, the lower the model generality and its ease of use. Increasing the DOM, usually
entails that model coefficients and boundary conditions for some specific quantities
must be provided and tuned to obtain correct flow prediction. Some of these specific
quantities may range from turbulent kinetic energy to energy dissipation, and they
may not be easily determined. On the other hand, although some models might be
applicable for complex non-equilibrium conditions, a strong a priori flow knowledge
is needed to adjust the model properly and obtaining good results. Additionally, the
DOM is usually detrimental to the temporal and spatial resolutions, and therefore,
much fewer details of the flow behavior can be obtained, especially for quantities re-
lated to the temporal behavior such as velocity fluctuations or large structure motion
frequencies.
1.6 Conclusions
After reviewing the existing methodologies to obtain numerical solutions for
fluid dynamics problems, with their different degrees of accuracy and required
computational efforts, this work will focus on wall-modeled LES and specifically,
wall shear stress models. According to our opinion, WMLES has the most reasonable
ratio between results accuracy and computational cost. It benefits from the accurate
temporal and spatial resolution of an LES, in which valuable time-dependent data
such as second-order statistics or vortex shedding frequencies is obtained, while the
huge costs of resolving the boundary layer are fairly mitigated by the wall models.
Additionally, unlike in the hybrid RANS/LES approach, the LES and the wall models
are completely independent each other, offering broad flexibility when choosing the
most suitable models for each domain and specific flow conditions.
To perform a successful LES computation, whether it is wall-resolved or wall-
modeled, it is necessary to ensure some requirements such as the domain size suffi-
ciency, the span of the computation in time, the required grid resolution in the wall
and the far-field regions among others. In Chapter 2, a systematic methodology is
presented in order the make an a priori and a posterior evaluation of the quality
and reliability of a given LES simulation. Additionally, a new tool to assess the grid
resolution suitability will be presented.
Afterward, in Chapter 3, a Two-Layer model in which the full incompressible
Reynolds Average Navier-Stokes equations are used as the wall layer governing
equations will be presented. As previously commented in the wall shear stress models
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section, the TLM are affected by two recurrent problems, the ”log-layer mismatch”
(LLM) and the resolved Reynolds stresses (RRS) inflow. Until now, computationally
expensive strategies have been proposed to deal with both issues separately[42, 44].
In the present formulation, a time-averaging filter (TAF) that tackles both problems at
once with a single and low-computational-cost step is used for the first time in the
TLM context, improving dramatically the wall model performance. The proposed
wall model will be tested in equilibrium and non-equilibrium conditions with flows
such as a Pipe flow case at Reτ = 3000, a DU 91-W2-250 airfoil at Re = 3× 106 and
full stall, and a fully 3D Ahmed car body at Re = 7.56× 105. Good numerical results
are obtained in all operating conditions. The ability of the TAF in suppressing the
LLM and blocking the RRS inflow simultaneously will be evaluated with the tests,
showing that the new TLM methodology is a highly efficient technique compared to
other existing implementations.
Then, in Chapter 4, the physical and mathematical formulation of the wall model
presented in Chapter 3 is developed. The physical approach is based on the URANS
equations whose temporal evolution is solved through an implicit scheme to avoid the
CFL time step size restrictions. Additionally, the details of the numerical methodology
used to obtain numerical solutions of the model are given.
In Chapter 5, the implementation details including the parallelization strategy
will be explained. The implementation of a TLM model is of high complexity from
a geometric and an algorithmic point of view. Since the purpose of a wall model is
none other than reducing the computational cost of a given simulation, it makes no
sense for the wall model to represent a significant part of the total computational
efforts. Solving the URANS equations in the wall layer has a significant cost, and
a good parallel strategy has to be implemented to make the most of the available
computational resources. Given the significant complexity of the numerical structure
required to solve the URANS equations, as well as the interaction process between
the wall model and the LES domain, the implementation of a well-planned parallel
strategy is far from straightforward. At the end of the chapter, the parallel efficiency
is evaluated through a strong scalability test.
Finally, in Chapter 6, the conclusions obtained during the development of the
present work are given. On the other hand, the future research is also outlined.
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2Quality assessment of high
fidelity CFD simulations
2.1 Introduction.
The movement of a fluid is a very complex and varied phenomenon, being extremely
difficult to define a general methodology to perform a successful numerical simulation
of it. There is a vast range of different physical phenomena that can be triggered within
a given fluid domain depending on the boundary geometries and characteristics, the
flow velocity and the physical properties of the fluid itself. To ensure the quality
of a high fidelity CFD simulation, several aspects have to be taken into account. A
key issue for any accurate flow simulation is the sufficiency of the computational
domain size, which has to be able to accommodate the biggest flow structures within
its boundaries. If this requirement is not met, the largest energy containing flow
structures will be missed from the simulation, and thus, their effects on the flow too.
Analogously, the simulated temporal period has to be large enough to represent the
largest flow structures. The simulation span should be at least of the same order of
magnitude as the largest flow motion characteristic timescale. On the other hand,
other numerical aspects have to be also taken into account, such as the grid resolution
both, in the wall area and the far field. In this Chapter, a new systematic methodology
to assess the computational grid resolution sufficiency is presented. Regarding the
temporal resolution, if the CFL condition is followed, a sufficient temporal accuracy
is ensured [1, 2].
Unfortunately, all the simulation parameters detailed above are characteristic of
each particular flow, and there is no possibility to establish a general methodology
to set them up without an a priori knowledge of the flow behavior. Nonetheless,
this previous information is not always available, and an initial simulation has to
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performed to estimate the computational parameters. Afterward, the simulation
variables have to be readjusted according to the information obtained through the
methodologies detailed below.
A summary of key aspects and parameters that have to be appropriately set up in a
temporal and spatial accurate simulation is presented in table 2.1. The methodologies
or physical magnitudes used to evaluate their correct configuration are also detailed.
Table 2.1: Computational parameters to be considered for a high fidelity CFD
simulation set up. On the right, flow magnitudes and statistical tools used for the
parameters configuration assessment.
Simulation parameter Control method or magnitude
Computational domain size Two-point correlation <φφ
Initial transient period Temporal evolution of a
given variable
Temporal simulation span Frequency spectrum of a temporal
signal of a given variable
Grid resolution in the far field Ratio between the grid size and
the Kolmogorov scales (η)
Grid resolution in the near-wall region First off-wall node distance and
grid spacings in wall-parallel
directions
Before detailing the different methodologies intended to assess the reliability of
a given time and space-resolved CFD simulation, several physical quantities and
statistical methods useful for the quality assessment process will be introduced. These
magnitudes and methodologies are the two-point correlation function, the flow energy
spectrum and the second invariant of the velocity gradient tensor.
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2.2 Statistical methods and flow quantities for quality
assessment.
2.2.1 The two-point correlation and the energy spectrum
The two-point, one-time autocovariance tensor <ij(r, x, t) is defined as [3]:
<ij(r, x, t) = 〈ui(x, t)uj(x+ r, t)〉, (2.1)
where ui is the ith velocity component, x = (x, y, z) is a spatial position within the
flow domain, and r, is the position vector between x and a second domain point.
This expression is more commonly known as two-point correlation tensor, and it is
the simplest statistical magnitude containing information about the spatial structure
of the flow. For homogeneous isotropic turbulence, the two-point correlation is
independent of x, and since the mean velocity is zero, the instantaneous velocity
field is equal to its fluctuating component (ui = u′i). Taking the Fourier transform of<ij(r, t), we obtain the energy spectrum tensor Φij(κ, t):
Φij(κ, t) =
1
(2pi)3
∫∫∫ ∞
−∞
e−ikr<ij(r, t)dr, (2.2)
The <ij(r, t) and Φij(κ, t) tensors contain the same information about the flow
field although expressed in two different spaces, the spatial and the frequency space,
respectively.
The energy spectrum tensor is a relevant magnitude since it measures the kinetic
energy content of eddies with wavenumber (a measure of the characteristic time-scale)
κ. Derived from theΦij(κ, t) tensor, for homogeneous isotropic turbulence, the energy
spectrum function E(κ, t) can be defined as:
E(κ, t) =
∫∫∫ ∞
−∞
1
2
Φii(κ, t)δ(|κ| − k)dκ, (2.3)
This function may be useful to understand better the physical data contained
in Φij(κ, t). Actually, the E(κ, t) function contains the same data than the energy
spectrum tensor but devoid of all directional information. The main property of the
energy spectrum function is that its integral over the whole range of wavenumbers
(fluid motion scales) accounts for the total amount of kinetic energy (for homogeneous
isotropic turbulence is equal to the turbulent component) contained in the flow per
unit mass. For a specific instant of time, it is expressed as:∫ ∞
0
E(κ)dk =
1
2
〈uiui〉, (2.4)
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In figure 2.1, a schematic plot of the energy spectrum function is displayed. The
spectrum is split into three main regions: The energy-containing range which contains
the low wavenumber (largest) structures which receive the external kinetic energy
inflow, the inertial subrange in which the flow structure break-up process occurs
transferring kinetic energy from the large to the small structures (from lower to higher
wavenumbers), and finally, the dissipation range in which the smaller structures
(highest wavenumbers) vanish due to viscous effects, converting the turbulent kinetic
energy into thermal energy. Taking into account the Kolmogorov similarity hypothesis
[3], the behavior of the inertial range is considered universal (i.e., the energy cascade
process from the largest to the smallest scales) and can be described as:
E(κ) = Ckε2/3κ−5/3 (2.5)
where Ck is the universal Kolmogorov constant, and ε is the dissipation rate. The
rate at which the turbulent kinetic energy is dissipated by viscous effects can be also
obtained for E(κ):
ε =
∫ ∞
0
2νκ2E(κ)dk, (2.6)
coming most of the dissipative contribution from the highest wavenumbers as the
integral κ2 dependency shows.
E(κ)=C ε2 /3 κ−5/3
κ
E(κ)
Energy-containing 
range
Inertial range
Dissipation 
range
Energy 
flow
Figure 2.1: Turbulent kinetic energy spectrum for homogeneous isotropic turbulence.
The main three ranges, energy containing, inertial and dissipative subrange are
shown.
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2.2.2 Methods for fluid structure identification
A fluid domain is a continuum in which the events occurring within it are not
straightforwardly revealed. In order to gain insight into the real flow behavior,
different analysis techniques of physical properties or flow magnitudes have to
be used. The energy power spectrum is one of the existing approaches but the
information it provides, although being extremely valuable, it is somewhat abstract
and not very intuitive. One of the difficulties in fluid dynamics is the identification
and visualization of the different structures contained in the flow domain. By directly
visualizing the flow motions, the laminar and turbulent regions could be easily located
and the relevant flow structures identified. In order to recognize a fluid structure, a
distinctive characteristic feature of it must be identified in order to isolate a given
motion from the rest of the flow field. Nonetheless, this is not straightforward at all
since even the definition of vortex remains an open question [4]. For instance, Lugt
[5] defines a vortex as the rotating motion of a multitude of material particles around
a common center. This definition describes a vortex as an isovorticity region in which
the streamlines are closed and features a pressure minimum in its rotation center.
Nevertheless, spiraling streamlines or pathlines can be only observed if an observer
moves along with the vortex itself, and the existence of a local pressure minimum
does not guarantee the existence of a vortex.
Many different vortex identification methods are using different flow quantities,
each one with its strengths and weaknesses. However, the structure shape and
behavior obtained with a given method will have to be interpreted according to the
physical meaning of the property or magnitude used in the analysis. A complete
discussion on visualization methodologies can be found in the review published by
Kola´r [4] in 2007. In the present work, the focus will be placed on the methods based
on the analysis of the velocity gradient tensor ∇u, since they provide a rational basis
for vortex identification and the general classification of 3D flows [6].
Firstly, a short introduction to tensor invariants will be given to better understand
the physical interpretation of the ∇u analysis. Afterward, the methodology based on
the second invariant of ∇u commonly known as Q-criterion will be discussed.
Tensor invariants
In linear algebra, the invariants of a tensor are the coefficients of the characteristic
polynomial of a given n× n tensor A:
p(λ) = det(A− λI) −→ λn + IAλn−1 + I IAλn−2 + ...+ (N− 1)Aλ+ NA = 0, (2.7)
where λ ∈ C, I is the identity tensor, and IA, I IA, ..., N − 1A, NA are the N invariants
of A. As the name implies, their value does not depend on the A reference frame.
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In engineering, most used tensors are of 3× 3 size. For this particular case, the
characteristic polynomial can be written as:
p(λ) = λ3 − Pλ2 + Qλ− R = 0, (2.8)
where P, Q, and R, are the first, second, and third invariants of tensor A which can be
expressed as:
P = tr(A), (2.9)
Q =
1
2
(tr(A)2 − tr(A2)), (2.10)
R = det(A), (2.11)
Tensor invariants are widely used in engineering since they contain relevant
physical information while keeping its value independent from the coordinate system
position. Therefore, any function expressed in terms of tensor invariants will also
be independent of coordinate axis rotations, allowing the construction of general
expressions for the related physical phenomenon.
In fluid dynamics, the velocity gradient tensor is a relevant tensorial variable,
containing valuable information about the flow behavior and structure. Therefore, its
invariants will contain a part of this data.
The ∇u, as a second-order tensor can be decomposed into its symmetric and its
antisymmetric part. In Einstein notation, the decomposition can be written as:
Gij =
∂ui
∂uj
= Sij +Ωij, (2.12)
where Gij is the velocity gradient tensor, Sij is the rate-of-strain tensor, and Ωij is the
rate-of-rotation or vorticity tensor. Both, Sij and Ωij are key magnitudes containing
all the scalar and directional information about flow deformation and rotation, and
can be expressed as:
Sij =
1
2
(
∂ui
∂uj
+
∂uj
∂ui
)
; Ωij =
1
2
(
∂ui
∂uj
− ∂uj
∂ui
)
, (2.13)
Therefore, the Gij invariants will also contain valuable information about the flow
deformation and rotation, but stripped from any directional data.
The first invariant of Gij, is the trace of the tensor:
P = tr(Gij) =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (2.14)
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where u, v and w are the three velocity components. Therefore, the first invariant of
Gij, is the divergence of the velocity field that for incompressible flows is zero.
Regarding the second invariant, it can be expressed as:
Q =
1
2
(
tr(Gij)2 − tr(Gij2)
)
=
1
4
||ωij||2 − 12 ||Sij||
2, (2.15)
where ωij is the vorticity vector defined as ωij = eijk∂juk = ∇× u, and ||·|| is the
norm operator for either a vector or tensor. Therefore, according this expression, the
Q invariant represents the local balance between shear strain rate and vorticity.
The Q-criterion
Since the vorticity tensor represents the angular velocity of fluid elements and has
invariant properties, it may seem an appropriate magnitude for a vortex identification.
Nonetheless, many authors have found that vorticity is not a suitable magnitude
for this purpose since it cannot distinguish between pure shearing motions and the
swirling behavior of a vortex [7, 8, 9]
By contrast, the Q-criterion defines a vortex as a connected fluid region with a
positive second invariant Q [10]. Considering the definition of the second invariant
Q in equation 2.15, we could say that Q represents the local balance between the
shear strain rate and the vorticity magnitude. Therefore, according to this physical
interpretation, vortices are defined as areas where the vorticity magnitude is greater
than the magnitude of rate-of-strain [4, 10]. As a consequence, the deficiencies
presented by the vorticity as a vortex identification magnitude are corrected since the
shear-dominant effects are also considered. Additionally, the Q-criterion requires the
pressure in the vortex region to be lower than the pressure in its surrounding area [4].
In figure 2.2, an example of flow structure visualization through isosurfaces of
Q-criterion is shown. In this example, the flow past a FX77-W-500 airfoil at Re =
2.75 × 106 at AoA = 0◦ is depicted. In the plot, quasi-laminar (shear-dominant)
regions on the upper surface of the airfoil are revealed, while in the wake region,
large Von-Ka´rma´n vortex together with smaller turbulent (vorticity-dominant) flow
structures are displayed.
2.3 Computational domain size
The size of the computational domain is a critical aspect that has to be correctly
addressed. Any flow structure larger than the selected domain size will not be
represented in the flow simulation, and therefore, its effects will not be taken into
account. This may lead to substantial errors in the numerical predictions and must be
minimized. On the other hand, in many cases, the enlargement of the computational
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Figure 2.2: Isosurfaces of the second invariant of the velocity gradient tensor for a
FX77-W-500 airfoil at Re = 2.7× 106 and AoA = 0◦.
domain may entail an unaffordable increase of the computational cost, especially
if solid boundaries are extended. Therefore a compromise between the numerical
results accuracy and the required computational resources must be found.
To evaluate whether a given domain size is sufficient to accommodate all the
characteristic flow structures, the normalized two-point correlation function, which is
conceptually the same of the two-point correlation tensor explained in section 2.2.1
but for a fluctuating velocity component in a specific direction, will be used. This
methodology was initially proposed for this purpose by Comte-Bellot in 1963[11]. The
two-point correlation function gives the statistical correlation between two random
variables representing the same quantity measured at two different points separated
by a given distance in space or time. This magnitude is a useful indicator of depen-
dency of the values of a given variable measured in two points separated in space or
time, and it can be used to assess the distance required between two sample points
for the function values to be effectively uncorrelated.
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In high fidelity computational fluid dynamics, this statistical tool is especially use-
ful given the nature of the flow structure commented in Section 2.2.1. If we consider
a given spatial position placed in a fully turbulent flow region, the instantaneous
velocity at this point will be an overlap of velocities derived from the different struc-
tures containing this point. In Figure 2.3, this effect is depicted. The velocity u1 is a
composition of velocities derived from the belonging of p1 to the structures s1, s2 and
s3. On the other hand, the velocity u2 is only affected by the structure s1. Although
the temporal signals of ||u1|| and ||u2|| will apparently be significantly different, their
fluctuations will be statistically correlated through the contribution of the s1 motion
which contains both points at the same time.
p1
p2
S1
S2
S3
u2
u1
Figure 2.3: Sketch of the velocity components at two different spatial positions (p1
and p2). The total velocity at a given spatial point, is the summation of velocity
contributions from each flow structure containing the point. s1, s2 and s3 are three
different flow structures while u1 and u2 are total velocity vectors at p1 and p2,
respectively.
Therefore, if the velocity signals of two spatially separated points are statistically
uncorrelated, it means that there is no flow structure including them. As a conse-
quence, no flow structure in the region is sufficiently large to contain both points
at once, and therefore, it will be smaller than the distance between the two spatial
positions.
The normalized two-point correlation of the φ velocity component fluctuations
(<φφ) in a given spatial direction δr is evaluated according the following expression
[3]:
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<φφ(x, δr) = 〈φ
′(x, t)φ′(x+ δr, t)〉
〈φ′2〉 , (2.16)
where φ′ is the fluctuation of any of the three velocity components, x = (x, y, z), and
〈·〉 denotes averaging over time.
The primary purpose of this method is to determine the maximum size of any
flow structure existing within the computational domain. Hence, for this method to
work, the probes to obtain the signal for computing the statistical correlation, must
be placed in the areas where the largest flow structures are located. If no previous
information on the flow is available, Q isosurface plots must be used to identify those
areas, ensuring that the probes have been appropriately positioned [10, 12].
A good example to illustrate the use of this methodology is the simulation of flows
with homogeneous periodic directions. These flows are characterized by having at
least one direction in which the orthogonal cross-section geometry remains constant,
for instance, the extrusion of a two-dimensional (2D) shape such as a cylinder or a 2D
airfoil. Other examples could be internal flows such as a pipe or channel flows. The
periodic condition is used to emulate an infinite domain length in the homogeneous
direction by connecting the boundary-contiguous nodes of one side of the other
periodic direction with the nodes of the other side. In the case of Pipe flow, this
strategy would emulate the simulation of a toroidal domain with a perimeter length
equal to the original pipe length as sketched in figure 2.4 but without considering
centrifugal effects.
In those cases, any flow structure larger than the periodic distance will not be
represented in the simulation since it would be overlapped with itself through the
periodic boundaries. In order to avoid any unphysical misrepresentation, the two-
point correlation function between the two periodic planes must be evaluated to
confirm that it does not exist any flow structure larger than the periodic extrusion
length. An example of an application of this technique can be found in the work of
Pont-Vı´lchez et al. [13]. A DNS of a Backward-facing step at Reynolds Reτ = 395 was
computed in order to make an extensive analysis of the characteristics of this canonical
flow. In this case, the cross-section geometry remains constant in the spanwise
direction, and a periodic condition can be used to emulate an infinite domain in
the cross-flow direction. On the other hand, in the streamwise direction, the case
geometry features a sudden expansion which causes a boundary layer detachment
and a large flow recirculation right after the step (see Figure 2.5).
In order to ensure the reliability of the DNS simulation, it must be confirmed that
the domain spanwise length is sufficient to contain the largest flow structures in that
direction. A set of probes were placed throughout the computational domain, putting
special emphasis in the recirculation region where the largest coherent structures
are expected to be found. In figure 2.5, the different probe positions, from P1 to
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Figure 2.4: Pipe flow geometry. The periodic condition used in the streamwise
direction emulates the flow within a toroidal ring without inertial effects.
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Figure 2.5: Span-normal cross-section of the Backward-facing step case. P0i are
the positions of the numerical probes used to obtain the temporal signal of the flow
variables [13].
P4, are displayed. It must be noticed that computing a two-point correlation in a
laminar region without turbulent activity does not make sense since, by definition,
no turbulent flow structures nor velocity fluctuations do exist. In Figure 2.6, the
normalized two-point correlation of the streamwise velocity component, which is the
most energetic and relevant direction, is displayed along the periodic direction for
the four probe positions.
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Figure 2.6: Two-point correlation of the streamwise velocity component fluctuations
along the spanwise direction. The signals are obtained in the four different probes
displayed in figure 2.5 [13].
According to the two-point correlation results in Figure 2.6, the spanwise distance
of the simulation is sufficient to reproduce the whole range of flow structures since
the velocities along the periodic direction, become uncorrelated before reaching half
of the domain spanwise length. That indicates that in the periodic direction, all
the flow structures are smaller than the extrusion distance and thus, they are well
represented. In the P1 case, the correlation tends to zero significantly faster than in
the other probes. At this position, the boundary layer is suddenly detached from the
step’s upper surface due to the domain expansion. The breakup process that suffers
the boundary layer in this region probably leads to small structures that might be
recomposed in larger eddies downstream.
It is worth to comment that neglecting the largest flow structures are not al-
ways affecting all the flow magnitudes equally. Lozano-Dura´n and Jime´nez [14]
performed computations of Channel flow cases with different domain sizes and dif-
ferent Reynolds numbers. They concluded that some magnitudes were affected by
the use of excessively small computational domains while other variables remained
unaffected. While the first-order statistics such as the mean velocity profiles remained
unchanged when reducing the computational box size, the second-order statistics
(i.e., the rms velocity fluctuations), were significantly underpredicted for the smaller
domain. Enlarging the computational box for a Channel flow can make the numerical
simulation unfeasible since the wall area is significantly increased. Therefore, when
choosing the domain dimensions, it must be considered what kind of flow data are
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we interested in obtaining and the desired degree of accuracy. Nonetheless, in most
flows, the consequences of neglecting the largest structures are unknown.
Finally, it is necessary to remark that the two-point correlation function requires a
significant amount of temporal data to be computed. If a priori information of the
flow is not available, this forces to perform an initial computation, setting up the
simulation parameters with roughly estimated values. Once a first numerical data is
obtained, the parameters can be fine-tuned for a second simulation.
2.4 Initial transient period
Four main aspects condition a given flow configuration. The computational domain
size and geometry, the boundary conditions, the flow motion source which can be
imposed through the boundary condition or a momentum source term, and finally,
the fluid physical properties. As previously commented, a vast range of different flow
conditions and features may be engendered within the fluid domain depending on
the conditioning factors listed above. Frequently, the flow may have apparent chaotic
behavior. However, if the commented parameters remain constant, a temporally
periodic pattern can be found in the flow motion. This flow condition is called the
statistically stationary regime in which even the largest flow structures are cyclically
repeated along time.
As its name suggests, the statistically stationary regime entails that a constant
mean flow pattern can be obtained by averaging the instantaneous flow variables in
time. The mean flow values are the ones used to compare two different flows, or com-
paring the results with a reference for validation, since comparing the instantaneous
flow field has little sense. It is highly unlikely to find significant similitudes when
comparing two random instantaneous turbulent flow fields, even from the same flow
conditions. Nonetheless, if the flow field is averaged in time for a sufficiently long
period, the mean flow field should be identical.
Even so, the statistically stationary regime is not instantaneously reached. Depend-
ing on the initial conditions of the simulation, a transient period must be simulated
before reaching the periodic state. The farther the initial conditions from the real flow
conditions, the longer the necessary time lapse. In many cases, the computational cost
of the initial transient period can be very expensive, and when possible, it is highly
recommended to use techniques to shorten it. For instance, if a laminar flow field is
used to initialize a turbulent flow, random numerical perturbations can be initially
introduced in order to trigger the turbulent behavior quicker.
To obtain well-converged mean flow statistics, the averaging process must be
started when the statistically stationary regime is reached, and thus, the initial tran-
sient period must be skipped. Hence, it is necessary to identify the onset of the
periodic stage. To do so, a monitoring probe must be placed in the domain region
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where the most relevant flow structures are located, by either, checking previously
known flow data or Q-isosurface plots. By analyzing the temporal signal of the differ-
ent problem variables, it can be observed whether their signal oscillates about a mean
value. Other magnitudes can be monitored provided that they are representative
of the most relevant flow structures. For instance, the instantaneous lift coefficient
signal in a flow past an airfoil at full stall can be used to determine the inception of the
cyclical period. In this kind of flows, the boundary layer detachment/reattachment
process is the most relevant event, and it strongly influences the value of the lift coef-
ficient. Therefore, its temporal signal will provide information about the evolution of
the global behavior.
In Figure 2.7, the temporal signal of the lift coefficient (Cl) of a DU 91-W2-250
airfoil in full stall condition is shown. In this specific case, the simulation was
initialized with a uniform velocity field throughout the computational domain which
is non-physical, and thus, substantially different from the statistically stationary
regime in the airfoil vicinity and wake. It can be easily identified the transient period
from t = 0 up to t ≈ 40 and from then, how the lift signal starts to fluctuate about an
average value with quasi-cyclical periods.
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Figure 2.7: Instantaneous lift coefficient signal of a DU 91-W2-250 airfoil at Re =
3× 106 and stall condition. [15]
2.5 Time average period
Once the initial transient period is identified, it is necessary to determine the necessary
averaging period length to obtain well-converged mean flow statistics. Hence, the
characteristic timescale of the largest flow structure must be determined since it will
indicate the minimum value of the averaging period span. To do so, the frequency
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spectrum of the temporal signals obtained in the previous step will be used in order
to reveal the frequency of the different flow structures passing through the regions
where the different probes are located.
Since the temporal signal of a velocity component contains information about the
spatial structures present in probe location (see Section 2.3), when performing its
Fourier transform, the frequency spectrum obtained is similar to the power spectra
detailed in Section 2.2.1, provided that the probe is located in a developed turbulent
region. In Figure 2.8, the power spectra of a streamwise velocity signal obtained in
the center of a fully developed turbulent Channel flow is depicted. In the image, the
characteristics of an energy power spectrum can be easily identified, such as the κ−5/3
slope of the inertial range and the dissipation region at the highest frequencies.
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Figure 2.8: Power spectrum function of a streamwise velocity component signal
obtained at the center of a fully developed turbulent Channel flow at Reτ = 2000.
However, the power spectrum characteristic shape depicted in Figure 2.1 is valid
for homogeneous isotropic turbulence in which the energy cascade is the only relevant
process occurring within the flow. In a more complex flow, the turbulent activity
itself can be overlapped with other flow features such large vortical structures or
boundary layer detachments among others. All these phenomena will contribute
to the temporal signals of almost any quantity related to the flow, especially to the
velocity components.
When computing the power spectra of the ui temporal signal, the characteristic
frequencies of all the flow structures contributing to the temporal wave will be
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revealed in the form of a peak in the spectrum curve. The height of the peak will be
a measure of the energy contained in the structure associated with the bump, and
its position in the frequency axis will reveal its characteristic time-scale. The lowest
frequency will indicate the largest time scale involved in the flow, provided that
the analyzed magnitudes or the location of the probes have been correctly selected.
This frequency will determine a lower bound for the value of the simulation time-
averaging period.
In work titled ”On the Large-Eddy Simulation modeling of wind turbine dedicated
airfoils at high Reynolds numbers” [16] presented in the Turbulence, Heat, and Mass
Transfer conference in 2012, this technique was used to determine the vortex shedding
frequencies in a flow past an FX77-W-500 airfoil. The tests were performed at the high
Reynolds number of Re = 2.75× 106, and at different angles of attack. As shown in
Figure 2.9, the FX77-W-500 geometry presents a truncated trailing edge which triggers
the formation of wake vortex regardless of the AoA. A probe was placed at location P,
shown in Figure 2.9, in order to obtain information about the flow structures present
on the upper airfoil surface. The flow velocities at that point contain information
on the boundary layer attachment/reattachment process and the vortex shedding
phenomenon since the boundary layer is stretched during the vortex formation and
subsequent detachment.
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Figure 2.9: FX77-W-500 airfoil geometry. P is the location of the numerical probe in
which the temporal signals of the problem variables were collected.
In the previously commented work, the power spectra methodology was used in
order to study the influence of the angle of attack on the vortex shedding frequency.
To do so, the angles of attack of 0◦, 12.5◦ and 16◦ were computed. In Figure 2.10, Q
iso-surfaces plots are displayed for the three AoA in order to figure out the structure
of the flow at each airfoil position [10]. The evolution of boundary layer detachment
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process can be seen as the angle of attack rises, while the periodic shed of vortex is
also clearly displayed for all AoA.
Figure 2.10: Isosurfaces of the second invariant of the velocity gradient tensor
colored by the velocity magnitude on a FX77-W-500 airfoil. The flow conditons were:
Re = 2.75× 106 at the AoA of 0◦ (top figure), 12.5◦ and 16◦ (bottom figure).
On the other hand, in Figure 2.11, the energy spectra of the streamwise velocity
component obtained in the spatial location P (see Figure 2.9) are shown for the three
angles of attack. All plots are included in the same chart for comparison but shifted
in the vertical direction. The energy magnitudes on the vertical axis then, do not
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correspond with the real values. Nonetheless, the relevant information is provided
by the energy peak positions along the x axis, which reveal the frequency of the flow
motions associated with it. The height of the peak also indicates the energy amount
associated with the structure. Usually, the higher the peak, the lower the frequency
since larger fluid structures have bigger characteristic periods (lower frequencies)
and contain larger amounts of fluid mass with their associated kinetic energy.
In the specific case of Figure 2.11, it can be found a large number of peaks dis-
tributed along the power spectra, unlike in the spectrum curve that would be expected
for a fully turbulent region without dominant large flow structures (see figure 2.8).
All these peaks correspond to different features engendered within the flow due to
complex conditions, including large pressure gradients in the leading and the trailing
edges, caused by the airfoil geometry. Nevertheless, there is a peak that stands out
with respect to the others at around κ ≈ 1. This peak is related to the most relevant
and energetic event contained in the flow, the vortex shedding process. As can be
observed in the figure, the peak position along the wavenumber axis moves towards
lower frequencies when increasing the AoA, from κ ≈ 0.806 to κ ≈ 0.559. These
values give us a clear hint of the largest characteristic time scales of the flow, and
they are a good indicator to estimate the total average period necessary to obtain
converged statistics. This period may vary depending on the case, but must be at least
one order of magnitude larger than the lowest flow frequency [17, 18, 19, 20]. In this
specific case, the frequency decreases with rising AoA values, which is coherent with
the fact that larger angles of attack result in larger flow blockages, entailing bigger
shed vortex with longer characteristic timescales.
Other quantities can also be used in order to perform the frequency analysis. It
might be of interest to use spatially integrated magnitudes gathering more extensive
spatial information than a single point probe signal. For instance, it could be con-
sidered the temporal lift coefficient for a bluff body simulation. The most relevant
flow events taking place near the body surface will leave a trace in the temporal
coefficient signal. The lift coefficient is the non-dimensional integral value of the
pressure throughout the airfoil surface (see Chapter 3 for more details), and it is
affected by all the events occurring near the solid airfoil wall. Although it is true
that the shape of the lift frequency spectra curve will significantly differ from the
turbulence power spectrum, the energy peaks of the relevant structures and their
associated frequencies will be still present.
Again, if no previous information on the flow behavior is available, the power
spectra will have to be computed in running time. Thus, the duration of the simulation
will have to be decided during the computation process itself since a sufficiently long
temporal signal sample within the statistically stationary state is needed to obtain a
correct spectrum curve.
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Figure 2.11: Energy spectra of the streamwise velocity component obtained in the
upper surface of an FX77-W-500 airfoil at Re = 2.75× 106. The picture displays three
different AoA, 0◦, 12.5◦ and 16◦. The plots are shifted in the vertical axis for the sake
of clarity [16]
2.6 Grid resolution in the far field
As commented in Chapter 1, there are different degrees of flow modelization, from
spatial and temporal fully resolving methodologies such as DNS, to highly modelized
techniques, for example, the RANS approach. The size range of the resolved fluid
structures may dramatically vary depending on the used methodology, and therefore,
the grid resolution must be sufficient to capture the fluid motions scales required for
each specific methodology. Since this Chapter is focused on time and spatial-accurate
methodologies, the analysis will be performed for DNS and LES techniques. In this
section, the grid requirements in the far field area (away from solid walls) will be
considered, while the specific necessities of the near-wall region will be discussed in
subsequent sections.
In Table 2.2, the flow resolution degree for different high fidelity CFD techniques
is summarized [3]:
52 CHAPTER 2. INTRODUCTION
Table 2.2: Flow resolution requirements for four high fidelity flow modeling strate-
gies.
Methodology Resolution
Direct Numerical Simulation Turbulent motions of all scales
(DNS) are fully resolved
Wall Resolved Large-Eddy simulation The filter and grid are sufficiently
(WRLES) fine to resolve 80% of the energy
everywhere
Wall Modeled Large-Eddy simulation The filter and grid are sufficiently
(WMLES) fine to resolve 80% of the energy
away from the wall, but not in
the near-wall regions
Very-Large-Eddy Simulation The filter and grid are too coarse
(VLES) to resolve 80% of the energy
As described in table 2.2, each modeling technique requires a different degree
of resolved energy. Since the computational mesh is defined in terms of spatial
resolution, it is necessary to relate the kinetic energy with the size of its associated
flow structures. To do so, we can define a characteristic length scale (see Figure 2.12)
for each different range of the energy spectrum (see Figure 2.1).
η
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Dissipation 
range
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Universal equilibrium range
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Figure 2.12: Characteristic lenghtscales associated to the different ranges of the
energy spectrum. Kolmogorov scales (η), energy containing scales (l0), limit be-
tween energy containing and inertial range (lEI) and between dissipation and inertial
subrange (lDI).
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Firstly, the Kolmogorov scale (η), is defined as the smallest structure contained in
a given flow. The size of these structures is characteristic of the energy dissipation
range, since the conversion process form kinetic energy to thermal energy mainly
takes place at this size level. The Kolmogorov scale size η, as well as its characteristic
velocity (uη), and its characteristic time scale (τη) can be defined as a function of the
fluid kinematic viscosity ν and the energy dissipation rate (ε):
η = (ν3/ε)1/4 (2.17)
uη = (εν)1/4 (2.18)
τη = (ν/ε)1/2 (2.19)
On the other hand, we define l0 as the characteristic length of the largest eddies, a
magnitude comparable to the flow scale. The flow structures with a size of the order
of l0 belong to the energy-containing range which accounts for most of the kinetic
energy contained in the fluid flow. Finally, lDI and lEI are the lengthscales whose
associated wavenumbers (κDI ∼ 1/lDI and κEI ∼ 1/lEI) set the bound between the
inertial and dissipation spectrum ranges and the energy-containing and the inertial
regions, respectively.
Pope [3] presented a set of expressions relating the flow characteristic lenghtscales
(η and l0 ) with the kinetic energy distribution bounds (lDI and lEI) such that a
correspondence between the kinetic energy and the flow motion characteristic sizes is
established:
lDI = 60η (2.20)
lEI =
1
6
l0 (2.21)
As pointed out in Table 2.2, for a DNS, the grid resolution (i.e., the characteristic
size of the discrete control volumes, h) has to be fine enough to capture the smallest
dissipative scales (η). Given that this is unfeasible in most practical cases, we will
place the focus on the mesh requirements for LES computations.
The LES model consists of a set of partial differential equations which is obtained
after filtering the N-S equations with a filter with a characteristic cut-off length ∆.
According to Langford and Moser [21], LES is a physical model since the effects of
the residual motions are explicitly modeled. This physical model has to be solved
through a numerical method using a mesh with a characteristic size h which has to be
sufficiently small to obtain accurate solutions. According to Vreman et al. [22] and
Chow and Moin [23] the appropriate ratio between the filter length ∆ and the grid
spacing h (h/∆) to obtain accurate numerical solutions should be between 1/4 and
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1/2, depending on the order of the spatial numerical scheme. The higher the order,
the smaller the ratio. However, in practice, when resolving the LES physical model
numerically, the filter length ∆ does not explicitly appear in the equations, and for
high Reynolds number flows, the grid spacing is so large that h and ∆ end up being
the same. Nonetheless, a h/∆ = 1 ratio entails some numerical error that has to be
assumed.
The suitability of the grid spacing h for an accurate LES computation depends on
how large this magnitude is with respect to the Kolmogorov scale size η. Pope studied
the influence of the mesh grid size in the prediction accuracy of a given quantity Q
through an LES model[24], assuming a constant ratio h/∆. The study was carried out
for the particular case of a free shear flow at an extremely high Reynolds number such
that the Kolmogorov scale η is very small compared to the energy-containing motions
of size l0. Regarding the flow quantity Q, Qm, is defined as the estimated value of
Q modeled through the LES methodology, Qm0 , is the value of Q obtained through a
DNS, and QmI , is the value of Q obtained with a grid size h within the characteristic
size of the inertial subrange. The qualitative evolution of the modeled value of the
flow quantity (Qm) as a function of the grid spacing h, Qm(h), is shown in Figure 2.13
[24]. According to Pope’s study, when the grid spacing size (i.e., LES filter cut-off
length) is placed of the same order than η, a DNS accuracy for the Q value estimation
is obtained. As h increases, the accuracy in predicting Q is progressively deteriorated.
A first loss of accuracy occurs when the size of h goes beyond the dissipation range
threshold (lDI). Along the inertial subrange, the prediction accuracy remains constant
until the inertial/energy-containing range bound is reached. Beyond this point, the
accuracy is further degraded with unpredicted consequences on the numerical results.
Therefore, following Pope’s analysis, the cut-off filter length, and thus, the grid
spacing size h, should be set below the dissipation/inertial range limit, i.e., h < lDI =
60η. Obviously, the smaller the grid size with respect to the dissipation range bound
(lDI), the higher the computation accuracy.
This spatial bound allowed developing a new grid quality assessment method-
ology. The technique is based on computing the ratio Γ between the characteristic
computational cell size h and the local Kolmogorov scale η:
Γ =
h
η
, (2.22)
For a well spatial-resolved simulation, Γ has to be kept below 40 units in order to
ensure that the grid resolution is able to capture all the inertial range. As the ratio
value lowers, the resolved part of the dissipation range will rise, transitioning from
an LES to a DNS physical model when reaching values of Γ ≈ 1.
According to equation 2.22, in order to obtain the ratio Γ, only two magnitudes are
needed, the grid spacing h and η, being the latter a function of the turbulent kinetic
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Figure 2.13: Qualitative evolution of the value of a given flow quantity Q obtained
with an LES model as a function of the characteristic grid size h. Qm0 is the value of Q
obtained with a DNS, while QmI , is the quantity value obtained with an LES with a
grid size of the same order than the inertial subrange lenghtscale.
energy dissipation, ε, and the fluid kinematic viscosity, ν (see Equation 2.17). The
value of h can be straightforwardly obtained from the mesh geometry. Since this
methodology is suitable for general unstructured meshes, the grid spacing size h
is evaluated according to the classical Deardorff definition, h = v1/3cell , in which vcell
stands for the computational cell volume.
On the other hand, to determine η, the value of ε is needed. The turbulent kinetic
energy dissipation is defined as:
ε = 2ν〈S′ijS′ij〉, (2.23)
where ν is the fluid viscosity, 〈·〉 is the time-averaging operator, and S′ij, is the rate-of-
strain tensor of the velocity fluctuations, defined as S′ij =
1
2
(
∂u′i/∂xj + ∂u
′
j/∂xi
)
.
Since the necessary data to evaluate 〈S′ijS′ij〉 has to be collected during simulation
running time, this makes the present methodology an a posteriori verifications tool.
This strategy was used in the work ”On the Large-Eddy Simulation modeling
of wind turbine dedicated airfoils at high Reynolds numbers” [16]. In figure 2.14, a
snapshot with the Γ distribution across the computational domain is shown for the
FX77-W-500 airfoil at Re = 2.75× 106 and AoA = 16◦. For this flow configuration,
the airfoil features a large boundary layer detachment process as shown in figure 2.10.
Although the ratio is below the value of 40 in most domain regions, the upper area
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Figure 2.14: Ratio Γ = h/η distribution of an LES simulation of a FX77-W-500 airfoil
at Re = 2.75× 106 and AoA = 16◦.
of the detached boundary layer is insufficiently resolved as the ratio value reaches
values of 80. Then, a subsequent mesh refinement would be needed in that area.
The near-wall region is not taken into account in this study since it needs specific
considerations. In the following section, the grid requirements for that region will be
detailed.
2.7 Grid resolution in the near-wall region
The near-wall mesh spacings require additional specifications compared to the far
field grid resolution. Aside from resolving the flow structures present in this area, it
is also required to determine the wall shear stress accurately. Thus, the wall mesh has
to be fine enough to capture the steep velocity gradients in the wall-normal direction
which are characteristic of that region. As commented in Chapter 1, this is a key issue
to obtain reliable numerical results and has to be carefully addressed.
It is important to distinguish among the different methodologies since the degree
of modelization of the wall region differs significantly, and therefore, the associated
grid requirements as well. In table 2.3, the wall resolution characteristics of the
different modeling methods are summarized.
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Table 2.3: Summary of the grid requirements in the wall region for four different
modeling approaches.
Methodology Resolution
Direct Numerical Simulation Turbulent motions of all scales and
(DNS) the near-wall velocity profile
(i.e. τw) are fully resolved.
Wall Resolved Large-Eddy simulation The filter and grid are sufficiently fine
(WRLES) to resolve the flow scales according to
the parameters defined in Section
2.6. The near-wall velocity profile
is resolved.
Wall Modeled Large-Eddy simulation The filter and grid are sufficiently
(WMLES) with wall shear stress model fine to resolve 80% of the energy
away from the wall and the outer
layer, but not in the inner layer.
The near-wall velocity profile is not
properly resolved and the τw must be
supplied externally.
Wall Modeled Large-Eddy simulation The filter and grid are sufficiently fine
(WMLES) with hybrid RANS/LES. to resolve 80% of the energy away from
the wall. The boundary layer is fully
RANS modeled although the velocity
profile is well resolved in the
wall-normal direction.
The flow quantities scale differently depending on the wall separation. While
in the inner layer, the velocity and other flow magnitudes scale with the viscous
length scale (i.e., δv = ν/uτ), in the outer layer, these magnitudes scale with the
boundary layer thickness. Therefore, the grid spacings should be defined accordingly
depending on whether the inner layer is resolved or not [25, 26]. Thus, since in DNS
and WRLES the inner layer is resolved, the grid spacings will be defined in wall
(viscous) units, while in WMLES, a fraction of the boundary layer thickness will be
used.
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2.7.1 DNS requirements
The grid requirements for DNS have been mainly determined through numerical
studies of canonical flows such as the Turbulent Boundary Layer, the Pipe or the
Channel flow. The latter has been widely studied with a broad range of Reynolds
numbers allowing a deep understanding of turbulent boundary layer physics[14, 27,
28, 29, 30, 31, 32].
In the near-wall region, the important large-scale structures are the ”streaks” [33],
which extend along the streamwise direction and are scarcely spaced in the spanwise
one (see Figure 1.1, y+ ≈ 4). Their mean spacing characterizes the lengthscale
of the viscous sublayer structures including the sublayer thickness. Therefore, an
insufficient mesh resolution in the spanwise direction will probably entail a thicker
viscous sublayer compared to its physical counterpart. This may lead to lower velocity
gradients at the wall (i.e., lower wall shear stress) and will trigger all the consequences
derived from an excessively low τw [27].
According to the studies carried out by Kim, Moin and Moser [28], the near-wall
streaks in a turbulent channel flow are highly anisotropic. In the streamwise direction,
their characteristic size is approximately l+x ≈ 500 wall units, while in the span-wise
direction, the streaks are approximately l+z ≈ 100 viscous units.
These characteristic sizes may give us a rough idea of the difficulties that arise
when dealing with industrial relevant flows. It can be estimated that there are of the
order of 108 streaks on the wings of a Boeing 777 during cruise. A DNS would require
to fully resolve all 108 streaks, which is completely unaffordable with the current
technology [24].
Regarding the wall-normal direction, the first off-wall node has to be placed well
within the viscous sublayer (y+ < 5) to adequately capture the 3D structure of the
streaks as well as the appropriate wall velocity gradient. The mean velocity profile
in the viscous sublayer is linear, allowing a precise evaluation of the wall-normal
velocity gradient and hence, the wall shear stress.
Since several points are needed to capture a given flow structure, the typical
near-wall grid spacings used in DNS are: ∆x+ ≈ 10, ∆z+ ≈ 7 and ∆y+w << 1 [14, 28].
On the other hand, the wall-parallel grid spacings are kept constant away from
the wall, while values up to ∆y+ ≈ 5 are used in the center of the channel.
2.7.2 WRLES requirements
Although the grid requirements are not as severe as in DNS, in WRLES they are still
quite demanding. Chapman[34] and Kravchenko et al. [35] suggested somewhat
larger grid spacings compared to the DNS standards based on different LES expe-
riences in Channel flows. However, capturing the near-wall streaks is imperative
if no specific model for the wall is used, making the WRLES approach still an in-
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tractable model for most practical flows. Given the restrictions commented above,
Chapman suggested the values of ∆x+ ≈ 100 and ∆z+ ≈ 20. However, in practical
WRLES applications, the suitable grid spacings values in the near-wall region are:
∆x+ ≈ 50 ∼ 130, ∆z+ ≈ 15 ∼ 30 and ∆y+ < 1 [35, 36]. Additional grid spacing
requirements were also suggested in the wall-normal direction for the boundary layer
viscous region (i.e., l+y < 100). Chapman suggested placing at least 10 grid points
between the solid wall and the limit of the viscous region, while Kravchenko et al.
recommended between 10 ∼ 30 points.
On the other hand, Larsson also proposed grid spacings values for the outer
layer region [26]. Since the flow structures present in this region scale with the local
boundary layer thickness δ rather than the viscous length (δv), the length scales are
defined in terms of δ [25, 26]. Specifically, the average sizes of the turbulent eddies
in that region are ∆x = ∆z ≈ δ/10[34], while in the log layer, the size of the flow
structures is proportional to the wall distance [3].
Considering the turbulent structure sizes commented above, the recommended
grid spacings in the outer layer are: ∆x ≈ 0.08δ and ∆z ≈ 0.05δ. Regarding the
wall-normal direction, it is recommeded to set ∆y ≈ 0.02δ at the beginning of the
outer layer (i.e. y ≈ 0.2δ) growing linearly to ∆y ≈ 0.05δ at the edge of the boundary
layer (y ≈ δ) .
2.7.3 WMLES requirements for wall shear stress methods
In WMLES, there is a significant difference in mesh requirements with respect to the
wall-resolving methodologies commented above. In this approach, the inner viscous
layer is not resolved but modeled, and therefore, only the lengthscales of the outer
layer flow structures have to be represented. Since the viscous sublayer structures are
not resolved, an external model has to be used to supply an accurate wall shear stress
to the numerical simulation.
Accordingly, since the outer layer is fully resolved in an LES sense, the grid
spacings proposed by Larsson for this region in WRLES also apply for the present
methodology[26]. On the basis of several WMLES studies from different authors
[37, 38], the proposed values are: ∆x ≈ 0.08δ, ∆z ≈ 0.05δ and ∆yw ≈ 0.02δ.
2.7.4 WMLES requirements for hybrid RANS/LES
In the hybrid RANS/LES approach, the whole boundary layer is modeled through a
RANS model and therefore, no turbulent structures are resolved, mitigating the grid
spacing requirements compared to the WSSM methods. For these methodologies,
there is no upper limit for the wall-parallel grid spacings (i.e., ∆x and ∆z), allowing a
reduction in computational costs up to 10 to 100 times compared to WSSM methods
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[26]. On the other hand, in the wall-normal direction, the grid spacing requirement is
∆y+w < 1 in order to properly capture the near-wall mean velocity profile, which is
essential to evaluate a correct velocity gradient and therefore, the wall shear stress.
For a wider discussion on grid requirements for hybrid RANS/LES methods, the
reader is referred to the following references [39, 40].
2.7.5 Summary
In table 2.4, a summary of the grid spacings for both, the inner and the outer layer
are given for different high fidelity modeling strategies. The grid parameters are
in terms of boundary layer thickness and viscous units depending on the region.
Hence, previous knowledge of the flow is required since both, δ and τw are needed to
obtain the dimensional value necessary to generate the computational mesh. If no
experimental o numerical data is available, an initial numerical simulation would be
required in order to estimate the boundary layer parameters.
Table 2.4: Summary of the required grid spacings for four different high fidelity
modeling strategies. The grid parameters are given for the inner layer (in case of a
wall-resolving approach) and the outer layer.
Methodology inner layer outer layer
∆x+ ∆y+ ∆z+ ∆x ∆y ∆z
DNS ≈ 10 << 1 ≈ 7 ≈ 10+ < 1+ / < 5+ ≈ 7+
WRLES 50 ∼ 130 < 1 15 ∼ 30 0.08δ > 0.02δ / < 0.05δ 0.05δ
WSSM WMLES N/A N/A N/A 0.08δ ∆yw ≈ 0.02δ 0.05δ
RANS/LES WMLES N/A < 1 N/A N/A N/A N/A
2.8 Conclusions
In this Chapter, a set of methodologies intended to ensure the quality of high fidelity
numerical simulations has been described. Accurate numerical simulations resolve
the fluid flow from the temporal and the spatial point of view, being necessary
to ensure that both, the spatial domain size and the temporal simulation span are
sufficient to contain all the relevant flow features. The two-point correlation function
and the energy spectrum have been proposed to evaluate the domain size and the
simulation period suitability, respectively. In general, these parameters are dependent
on the largest flow scales, which are explicitly resolved in all high fidelity approaches.
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Therefore, the evaluation methodologies and requirements for the domain size and
the time-averaging span assessment, are common for all modeling methods.
On the other hand, regarding the numerical discretization, the spatial and tempo-
ral resolutions have to be appropriately set depending on the simulation methodology
and its particular requirements which have been detailed in the present Chapter.
These parameters are related to the small-scale flow structures, and therefore, they
vary according to the degree of modelization. The smaller the resolved flow structures,
the higher the simulation fidelity and the required grid and temporal resolutions. In
this regard, it is important to highlight the significant differences in grid requirements
between the far field and the near-wall areas. Boundary layers are multiscale phe-
nomena in which even the smallest flow structures are essential to determine the flow
development correctly. This poses a major difficulty for high fidelity simulations of
wall-bounded flows, becoming necessary the use of external models to evaluate the
wall shear stress which is a key magnitude to obtain reliable numerical results.
Regarding the far-field resolution assessment, the Γmethodology, which evaluates
the ratio between the smallest flow scales and the local grid size, was developed
during the present Ph.D. The methodology was initially tested with several flows
past wind turbine dedicated airfoils [16].
As it has been pointed out all along the Chapter, the major drawback of the
assessment methodologies is that all of them rely on previously known numerical or
experimental data of the flow that is being simulated. Any evaluation methodology
would need this information since, except the smallest turbulent flow structures in
the dissipation range, the rest are far from being universal and strongly depend on
the particular flow conditions. In general, there is no an a priori knowledge of the
flow configuration, and the only way to obtain an estimation of the flow evolution is
performing an a priori simulation. Unfortunately, there is no a universal recipe that
would allow to correctly set a given simulation without having previous knowledge
of the flow.
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3Two-Layer wall model for
non-equilibrium flows
3.1 Introduction
In the introduction Chapter, the huge difficulties of fully resolving the boundary layer
characteristic lengthscales, especially at high Reynolds numbers, have been widely
discussed. Different modeling strategies intended to overcome or at least mitigate the
unaffordable computational costs derived form the near-wall flow resolution have
been reviewed, while the strengths and weaknesses of each particular methodology
have been analyzed. The present work is focused on wall shear stress models for LES.
This approach may entail significant savings in terms of spatial and temporal resolu-
tion while keeping a moderate degree of modelization. Nonetheless, the potential
gains of this method are quite dependent on the boundary layer characteristics. From
an LES grid resolution point of view, the number of required mesh points is strongly
dependent on the boundary layer thickness. The thicker the boundary layer, the lower
the required mesh resolution [1]. On the other hand, the physical complexity of the
near-wall flow may also strongly affect the advantages of using a wall shear stress
model. In general, the required degree of physical and mathematical generality grows
with the flow complexity. Prior to apply a given wall shear stress model to a specific
flow, is must be ensured that the physical formulation of the selected model is able to
reproduce the phenomena involved in the flow that is being numerically reproduced.
The boundary layer complexity may range from relatively simple equilibrium wall
flows, whose boundary layers feature a rather universal behavior [2, 3, 4], to very
specific and complicated flow regimes affected by strong adverse pressure gradients,
flow detachments or recirculations, and other conditioning factors that may affect
their behavior. Unfortunately, in general, the higher the governing equations physical
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complexity, the higher their resolution costs, which may undermine the advantages
of using a given wall model.
The most relevant findings of the present section have been published in the
journal article entitled ”A time-average filtering technique to improve the efficiency
of Two-Layer Wall Models for Large Eddy Simulation in complex geometries.” in
Computers & Fluids journal [5].
3.1.1 Two-layer models
This Chapter is focused on the zonal or two-layer model (TLM) approach proposed
by Balaras et al. [6, 7] in the mid-’90s. This methodology was briefly introduced in
the introduction Chapter (1). The approach is based on the resolution of the RANS
equations or a simplified variant in a fine auxiliary mesh that is embedded in the
LES domain between the solid boundary and the first off-wall node (see Figure
3.1). Depending on the mathematical and physical formulation of the model, its
range of applicability may vary from simple equilibrium flows to very complex
non-equlibrium conditions. The model governing equations are resolved by taking
boundary conditions from the LES fluid nodes while the time integration is carried
out with implicit or semi-implicit schemes to avoid restrictions related to stability
considerations.
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Figure 3.1: The two-layer strategy scheme.
The resolution of a set of governing equations allows having an accurate near-wall
velocity field from which an accurate wall shear stress can be derived. This magnitude
is the model output that is fed back into the LES domain as a boundary condition.
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Two-Layer wall models have been recurrently studied since they represent a
good physical model for Large Eddy Simulations with underresolved wall regions.
Specifically, those based on the Reynolds Averaged Navier-Stokes equations are of
special interest, since they can be applied to a wide range of conditions including non-
equilibrium flows. Nonetheless, these models are affected by two recurrent problems,
the ”log-layer mismatch” (LLM) and the resolved Reynolds stresses (RSS) inflow,
which until now, have been dealt with separated techniques[8, 9]. In this work, a time-
filtering methodology is proposed to tackle both issues at once with a single and low-
computational-cost step, easily applicable to complex three-dimensional geometries.
The time-filtering technique has already been applied to other types of wall models
to mitigate the ”log-layer mismatch” [10]. Nonetheless, in the present work, it is
applied for the first time in the Two-Layer wall model context, showing its ability
not only in avoiding the mismatch issue but also in blocking the resolved Reynolds
stress inflow. This approach dramatically improves the wall model performance and
generality compared to other existing implementations[8, 9] which were reviewed
in the introduction section. Additionally, a methodology to determine the necessary
temporal filter length is proposed and validated in equilibrium and non-equilibrium
conditions. On the other hand, the filter size influence on large-scale unsteady flow
motions is assessed. Good results are obtained in steady and unsteady flow regimes
by suppressing the LES highest frequencies while taking into account large-scale
temporal effects. Hereafter, the two characteristic problems of the LLM and RRS
inflow are described in more detail.
The resolved Reynolds stresses inflow
Resolved turbulent motions and their associated fluctuating velocity field have in-
herent diffusive effects on the mean flow [11]. In the Navier-Stokes physical model,
these effects are not explicitly introduced but they are an indirect consequence of the
time-resolved fluctuations. Following Pope’s nomenclature, this source of diffusivity
will be named as apparent diffusivity. On the other hand, when turbulent scales are
not fully resolved, their diffusive effects can be introduced through a model. This
source of diffusivity is named as modeled diffusivity, and unlike the apparent one, it
is explicitly introduced through an extra viscosity added to the diffusive term. The
RANS approach is intended to exclusively resolve the mean flow, while the effects
of the whole fluctuating component (Reynolds stresses) are modeled through the
turbulent viscosity, νT . Therefore, if additional time-resolved fluctuations are intro-
duced in a RANS domain through the boundary by the advective term, their apparent
diffusive effects will be added to the RANS modeled ones, which already account for
the whole fluctuating field. This causes the skin friction overprediction pointed out
by Cabot et al. [12, 13]. This effect is called resolved Reynolds stresses inflow.
Kawai and Larsson proposed a new approach to deal with the RRS inflow problem.
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They showed that κ coefficient in the wall layer turbulence model could not remain
constant in the wall-normal direction given that the ratio between resolved/modeled
Reynolds stressed varies dramatically in that direction [14, 15, 16]. They proposed to
modify the value of κ to account for the apparent diffusive effects of the RRS. On the
other hand, Park and Moin [9] proposed to explicity quantify these effects through
a viscous-like magnitude, νPa, which is explicitly subtracted to the RANS turbulent
eddy viscosity. This approach helps in keeping appropriate diffusivity levels within
the wall layer. However, the method requires a spatial average of the variables along
a homogeneous direction to obtain the resolved Reynolds stress tensor component,
which severely restricts the generality of the model regarding the allowed geometries
[9, 17]. In the introduction section, the RRS inflow resolution methodologies are
discussed in more detail.
The ”log-layer mismatch”
Some of the previous works pointed out the impossibility of having accurate LES
velocity data at the first few off-wall nodes, mainly due to the use of inadequate
LES models and large numerical errors in the near-wall region when using coarse
meshes [13]. These errors were supposed to cause the so-called ”log-layer mismatch”
(LLM) issue, an unphysical rise of the fluid velocity in the boundary layer logarithmic
region [8]. By contrast, Yang et al. [10] argued that when using data from the first
off-wall row of nodes, the wall shear stress and the LES velocity fluctuations are
artificially in phase. This instantaneous synchronization is unphysical and causes
unreal damping of the Reynolds shear stresses (−〈u′v′〉) near the wall. This effect
is compensated by a rise of the velocity gradient (〈∂u/∂y〉) to fulfill the momentum
balance in the first off-wall nodes of a channel flow with a constant pressure gradient
(−〈u′v′〉+ 〈(ν+ νsgs) ∂u/∂y〉) = (1/ρ)∂p/∂x = ct).
Kawai and Larsson [8, 14] proposed to stretch the wall layer mesh beyond the
first off-wall node, reducing numerical and subgrid modeling errors caused by the
wall proximity and suppressing the LLM issue. They obtained satisfactory results
in the LES domain for the region above the WM/LES interface. On the other hand,
Yang et al. [10] proposed to apply a time-averaging filter (TAF) at the WM/LES
interface to deal with the LLM problem. They validated the approach through a
simple logarithmic-law-like equilibrium wall model. The effects of the TAF were only
tested in a high Reynolds number Channel Flow. Nonetheless, good results were
obtained even taking LES data from the first off-wall node. According to Yang et al.,
the reason why the application of a TAF eliminates the LLM, is that the temporal
coupling between the first off-wall LES velocity and the wall shear stress is broken,
eliminating the unphysical damping of the Reynolds shear stresses. This also explains
the ability of Kawai’s methodology in preventing the LLM since taking the LES data
away from the wall, also eliminates the artificial synchronization.
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The present work aims at going further into the generalization of the TLM ap-
proach to allow its application in a range of flows as wide as possible, especially to
those with practical industrial applications such as high Reynolds number aerody-
namics in complex geometries. To do so, an improved and efficient two-layer wall
model based on the full incompressible unsteady Reynolds-averaged Navier-Stokes
(URANS) equations is proposed for unstructured meshes. The model features a time-
averaging filter in the WM/LES interface. As previously commented, this approach
was firstly introduced by Yang et al. for a simple equilibrium wall function, obtaining
promising results in suppressing the LLM issue. In this work, the TAF technique is
applied for the first time to a TLM. In this context, the mission of the TAF is not only
suppressing the LLM, but also to block the RRS inflow. It is the first time that a TAF is
used for this purpose. Moreover, a methodology to determine the optimal temporal
filter length for a RANS-based TLM is proposed.
Firstly, in Section 3.2, the LES and WM mathematical and numerical strategies
are detailed. Then, in Section 3.3, the ability of the TAF in filtering the incoming RRS
from the LES solution is evaluated through a numerical test based on WRLES Pipe
Flow at Reτ ≈ 500. Additionally, a systematic methodology to determine the optimal
value of the filter length is porposed and discussed.
Then, in Section 3.4, the model is validated in equilibrium and non-equilibrium
conditions with a canonical turbulent Pipe Flow at Reτ ≈ 3000 (Section 3.4.1) and a
stalled DU91-W2-250 airfoil at Re = 3× 106 (Section 3.4.2), respectively. The effects
of the filter length on the numerical predictions are analyzed, including its influence
on transient phenomena such as the airfoil boundary layer detachment/reattachment
process.
After validating the technique intended to obtain the optimal filter length, the
wall model is tested and validated for fully 3D geometries, specifically, an Ahmed
car body at Re = 7.68× 105. In all tests, numerical results are compared with direct
numerical simulation (DNS) and/or experimental data depending on the case.
On the other hand, the interaction of the wall model with the LES model is
discussed. The Pipe Flow at Reτ ≈ 3000 test is performed with 5 different subgrid
models with very different wall treatments in order to assess the behavior of the
global WM/LES model.
Finally, conclusions are given in Section 3.6.
3.2 Mathematical and numerical model
In this section, the governing equations and their numerical resolution methods are
presented for the LES and the wall model domains.
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3.2.1 The LES mathematical formulation and numerical resolution
In the LES approach, the filtered Navier-Stokes (N-S) equations are numerically
solved in order to obtain a direct solution for the scales larger than the filter size. The
smaller subgrid scales are not solved, thus their important physical effects are taken
into account through the subgrid stress tensor. The LES equations are obtained by
spatially filtering the incompressible N-S equations:
∇ · u = 0, (3.1)
∂u
∂t
+ (u · ∇)u+∇p− ν∇2u =∇ ·
(
u uT − uuT
)
≈ −∇ · τ(u), (3.2)
where (·) is a spatial commutative filtering operator, u the velocity field, p the kine-
matic pressure and τ(u) the subgrid stress tensor which is modeled according to the
Boussinesq hypothesis for incompressible flows:
τ (u) = −2νsgsS(u), (3.3)
where S(u) is the rate-of-strain tensor, S(u) = 12
(∇u+∇uT), and νsgs is the subgrid
viscosity. Notice that τ (u) is considered traceless without the loss of generality,
because the trace can be included as part of the filtered pressure, p.
To close the formulation, a suitable expression for νsgs must be provided. Most
of the published works related to TLM [7, 8, 9, 13], used the dynamic Smagorinsky
model of Germano et al. [18] or its variant for compressible flow of Moin et al. [19]
with the modifications of Lilly [20]. Therefore, in the present work, the same model
will be used to allow comparison with other TLM formulations in the literature.
On the other hand, the dynamic Smagorinsky of Germano et al. was not used
in the Ahmed car body test of Aljure et al. [21]. In order to allow comparison with
their results, in the Ahmed car test, the Wall-Adaptive Large Eddy-Viscosity (WALE)
model of Nicoud[22] has been applied.
Regarding the numerical resolution of the filtered N-S equations, it is carried out
through the finite volume method. The equations are discretized on a collocated
unstructured grid arrangement by using second-order symmetry-preserving schemes
[23, 24]. These schemes are conservative, i.e., they preserve the symmetry properties
of the continuous differential operators and ensure both, stability and conservation
of the kinetic energy balance even at high Reynolds numbers and using coarse grids
[25]. On the other hand, the temporal discretization of the momentum equation
has been done through a second-order one-step explicit scheme for the convective
and diffusive terms[26], while for the pressure, an implicit first-order scheme has
been used. Finally, a fractional-step method is applied to solve the pressure-velocity
coupling.
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3.2.2 The wall model mathematical and numerical formulation
In order to model the near-wall flow field, the URANS equations are numerically
solved:
∂U
∂t
+ (U · ∇)U =∇ · [2(ν+ νTwm)S(U)]−∇P, (3.4)
Here, the capital letters mean time-averaged variables and νTwm is the RANS turbulent
viscosity for the WM. The resolution is performed in a fine embedded mesh that
stretches from the solid wall to a given height. For the validation tests, the extrusion
length will be set to match the first off-wall row of nodes height (∆y1), although it
can be a user-defined parameter (see Figure 3.1). The URANS equations have been
chosen in order to have the lowest possible degree of approximation by taking into
account all the non-equilibrium terms.
To complete the model, a RANS model must be selected to evaluate νTwm. A
mixing-length-based algebraic model together with the Van Driest wall-damping
function is used like in most of TLM implementations found in the literature[7, 9]:
νTwm = (κy)
2 |S| [1− exp (−y+/A+)]2 , (3.5)
where κ = 0.41 is the von Ka´rma´n constant, y is the wall distance, |S| is the magnitude
of the rate-of-strain tensor and A+ = 26, is a constant of the wall-damping function.
The superindex + denotes a magnitude in wall units. Even though the law of the
wall is implicit in this approach and therefore not valid for non-equilibrium flows,
successful results have been reported in several works [9, 15] when using it.
In the introduction, the LLM and the RRS inflow problems were discussed, includ-
ing their resolution methodologies proposed so far. As previously commented, in the
present work, a TAF is applied in the WM/LES interface to tackle both issues at once,
with a single and low-computational-cost methodology.
The average filtering of the LES variables is carried out through a numerical
exponential running average method[9, 27], which is defined as follows for a given
variable φ:
φ
n
= (1− e)φ n−1 + eφn ; e = ∆t/T
1+ ∆t/T
, (3.6)
where (·) is the time filtering operator, ∆t is the time-step at iteration n, and T is
the filter characteristic time-scale or filter length. The filtering operation in equation
3.6 is the numerical solution to the ordinary differential equation ∂φ/∂t = (φ −
φ)/T, whose exact solution is φ(t) =
∫ t
0 φ(ξ)
exp[(ξ−t)/T]
T dξ [9]. Therefore, φ may be
considered as the local time-average of φ with an exponential decaying memory,
being the decaying speed dependent on the value of T.
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The optimal value of T is widely discussed in subsequent sections. Specifically, in
Section 3.3, the minimum necessary filter length allowing to avoid the RRS inflow is
determined through a numerical experiment. Then, in the validation Section 3.4, the
influence of T on the numerical results of both, mean and unsteady magnitudes is
evaluated.
Regarding the numerical resolution of the model Equations (3.4), the finite volume
method is applied. Second-order symmetry-preserving numerical schemes have
been used to carry out the spatial discretization of the convective term, while a
second-order central difference scheme has been applied for the diffusive one. The
velocity-pressure coupling has been solved through a projection method while the
temporal integration is carried out by means of the Euler first-order implicit scheme.
The present implicit projection method includes a pressure-correction step to allow
second-order accuracy in the pressure field resolution[28]. The implicit approach is
used to avoid numerical stability issues given that the time-step used for the WM
computation, is the CFL of the LES domain but applied to a much finer mesh.
On the other hand, Dirichlet boundary conditions are prescribed at the top bound-
ary (see Figure 3.2) for velocities and pressure taking their values from the time-
filtered LES variables, whereas, at the solid faces, no-slip and Neumann conditions
are applied for velocities and pressure, respectively. Finally, in the case of existing side
boundaries in the WM mesh, appropriate boundary conditions must be set depending
on the characteristics of each particular case. The side boundaries are generated by
extruding the edges of an open surface, and when they are coincident with an LES
mesh boundary, the same boundary condition is applied to both surfaces.
In general, it is difficult to control the LES node positions when dealing with
unstructured meshes, and a mismatch between the LES and WM nodes at the interface
surface could easily occur. To minimize numerical inaccuracies, a second-order
approximation is used to interpolate the LES values to the WM nodes on the wall
model top boundary following the methodology proposed by Park and Moin [29].
These interpolations can cause a small mass imbalance which is corrected at each LES
iteration to ensure a zero net mass flow through the external boundaries of the WM
mesh.
Finally, once the near-wall velocity profile is obtained, an accurate wall shear
stress is derived from the expression τi ≈ µ uiy1 /δy1 , and then, it is supplied to the
LES computation to evaluate the diffusive term at the solid face. In the previous
expression, µ is the dynamic viscosity while uiy1 , is the i
th velocity component at the
first off-wall node with respect to a wall-parallel coordinate system ij and δy1 is the
distance between this node and the wall (see Figure 3.2).
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Figure 3.2: Wall model grid scheme.
3.3 Time-averaging filter performance test
In this section, the ability of the TAF in blocking the RRS inflow into the wall layer
domain is assessed through a numerical experiment.
The strategy consists in applying the TLM to an independent Pipe Flow WRLES
computation. The WM is fed with time-resolved data taken from the LES domain
at the WM/LES interface. This data is used as boundary condition to solve the WM
equations but the LES domain is not fed back with the TLM output. Then, the input
time-resolved signal is successively filtered with increasing averaging periods, T, to
determine the filter length influence on the RRS levels within the WM domain, and
the consequences of this on the wall layer physical predictions.
Specifically, the numerical setup is based on a wall-resolved pipe flow at Reτ =
uτR/ν ≈ 500, where R is the pipe radius. Furthermore, the TLM is embedded
between the wall and a height of y+ ≈ 150, well into the pipe logarithmic law region,
which is a plausible operation position of the WM at high Reynolds number. On the
other hand, the tested filter lengths are determined by analyzing the power spectrum
of the streamwise velocity component at the WM/LES interface. This technique
reveals the characteristic time-scales of the flow structures present in that region.
These turbulent structures generate the RRS, which are transported into the wall layer
through the WM/LES interface causing the wall shear stress overprediction. Since
the underlaying behavior of the energy spectrum of a turbulent flow is universal, this
methodology could provide a rather general criterion to establish the necessary filter
length for a given flow.
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To quantify the presence of RRS in the wall model domain and their apparent
diffusive effects, the technique originally proposed by Park and Moin[9] to deal
with the diffusivity excess in the TLM context is now used for this other purpose.
As commented in the introduction section, Park and Moin modeled the apparent
diffusivity inherent to the RRS through a viscosity-like magnitude, νPa, which was
subtracted to the RANS νT to keep appropriate diffusivity levels within the wall layer.
Given the physical meaning of νPa, its non-dimensional form, νPa/ν, is a suitable
quantity to measure the apparent diffusive effects of RRS in the WM domain.
According to Park and Moin, the viscous-like quantity, νPa, can be obtained with
the following expression:
νPa = − R(U)S
d(U)
2Sd(U)Sd(U)
, (3.7)
where Sd(U), is the deviatoric part of the rate-of-strain tensor, and R(U), is the
resolved part of the Reynolds stress tensor. Although the evaluation of R(U) requires
the spatial average in an homogeneous direction[9, 17], Equation 3.7 is applicable for
the present test.
On the other hand, the ability of the model in reproducing the flow physics, is
evaluated through the mean streamwise velocity profile and the wall shear stress
computed by the WM. DNS data of Chin et al.[30] is used as a reference for the mean
velocity profiles, while the computed Reτ , is used as a measure of the wall shear stress
and compared to the reference value of Reτ ≈ 500.
3.3.1 Test setup
The WRLES computations are performed in a domain of length 8R. This is well above
the minimum length of 2piR required to accurately resolve the one-point first and
second-order statistics[30] at Reτ ≈ 500. The computational mesh has been generated
by extruding a plane mesh along the streamwise direction. The two-dimensional
(2D) mesh is a structured mesh with square-shaped control volumes (CV) in the
region between r = 0.5R and r = R while between the pipe center and r = 0.5R an
all-triangles unstructured pattern is applied. This mesh arrangement in the pipe core
is intended to avoid the wedge-shaped cells at the pipe axis which cause a significant
unphysical time-step reduction. The total number of grid points of the LES mesh
is 6× 106 distributed as follows: in the outer region (r ∈ [0.5R, 1.0R]), Nz = 256,
Nθ = 192 and Nr = 60, being z the streamwise, θ the azimuthal and r the radial
directions while in the inner region (r ∈ [0, 0.5R]), the unstructured mesh is also
extruded in 256 planes. The grid spacings in wall units are ∆z+ ≈ 15, ∆rθ+ ≈ 16.5 at
r = R and ∆r+ ≈ 1.2 at the wall, being ∆y+1 ≈ 0.6. Concerning the WM setup, the
WM/LES interface is placed at y+ ≈ 150, matching the top boundary nodes with their
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LES counterparts to avoid interpolation inaccuracies. The WM mesh is extruded in 20
layers and refined towards the wall, being the first off-wall node well into the viscous
sublayer at a distance of y+1 = 0.54 and making a total amount of 9.8× 105 inner
nodes. Respecting the subgrid strategy for the LES domain, the dynamic Smagorinsky
model has been used. Periodic boundary conditions are prescribed in the streamwise
direction while no-slip and Neumann conditions are applied to the wall for velocity
and pressure, respectively. The flow is enforced by keeping a constant mass flow
consistent with the Reynolds number of Re = 2RU/ν which is based on the bulk
velocity U. In this case Re = 1.7× 104 which corresponds to a Reτ ≈ 500 according
to the Blasius correlation.
To gain insight on the flow structures present in the WM/LES interface and their
characteristic time-scales, the power spectrum of the streamwise velocity component
is computed in the WM/LES linking region (see Figure 3.3). This will provide valuable
data about the temporal behavior of the resolved Reynolds stresses that are being
introduced into the wall layer.
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Figure 3.3: Power spectra of the streamwise velocity component at y+ ≈ 150 of a
Pipe flow at Reτ ≈ 500.
The characteristic flow frequencies revealed by the power spectrum will be used
to determine the TAF filter lengths to be tested. Four frequencies have been selected
in the plot. Firstly, two in the energy-containing range in which the largest flow
structures are located, f1 = 0.125 and f2 = 0.4. The first one corresponds to the
lowest frequency that can be captured by the present domain length. Then, other
characteristic frequencies are considered by choosing the limit between the energy-
containing and the inertial subrange, f3 = 1.0, and the limit between the latter and the
dissipation range, f4 = 5.0. Therefore, the first test will be performed without filtering
the LES input data. Then, successive filter lengths of T1 = 0.2, T2 = 1.0, T3 = 2.5 and
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T4 = 8.0, corresponding to the frequencies commented above (Tn = 1/ fn), will be
applied in the WM/LES interface. Both, the averaging periods and the frequencies are
defined in terms of the non-dimensional time units (TU) and its inverse, respectively.
In Table 3.1, the different filter configurations are summarized.
Table 3.1: Summary of the different filter configurations used for the TAF perfor-
mance test. The tested filter lengths and their position in the energy spectrum are
shown.
TAF Config.(n) Filter length Tn fn = 1/Tn Energy spectrum range
0 no filter no filter N/A
1 0.2 5.0 inertial/dissipation range limit
2 1.0 1.0 inertial/energy-containing range limit
3 2.5 0.4 within the energy-containing range
4 8.0 0.125 flow-through period, largest flow scales
Regarding the temporal integration and statistics averaging periods, the WRLES
computation has been advanced during 100 flow-through cycles until reaching the
statistically stationary regime. Once the steady state has been achieved, the WM
has been coupled to the LES solution, and an additional transient period of 100 TU
has been run. Finally, the wall layer averaged variables have been collected along
100 TU which is more than 10 times the largest flow structure appearing in the velocity
spectrum.
3.3.2 Time-averaging filter performance test results
In Table 3.2, results concerning the Reτ computed by the WM are given for each TAF
configuration in Table 3.1. Each case is identified with a symbol to easily locate the
test results in Figures 3.4 and 3.5.
Table 3.2: TAF performance test results performed with a channel flow at Reτ ≈ 500.
The WM computed Reτ and its relative error with respect to the target value (Reτ ≈
500) is shown. Symbols are to identify the numerical results in Figures 3.4 and 3.5.
Test (n) Symbol Filter length Tn Computed Reτ rel. err. [%]
0 ◦ no filter 528.70 5.74
1 4 0.2 515.66 3.13
2 O 1.0 506.81 1.36
3  2.5 502.06 0.41
4  8.0 502.18 0.43
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On the other hand, in Figure 3.4, the mean velocity profiles for all TAF configura-
tions are shown and compared with the DNS data of Chin et al.[30].
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Figure 3.4: Mean streamwise velocity profiles of the wall layer region of a pipe
flow at Reτ ≈ 500. Comparison between DNS data ( ) and the WM mean
velocity field for five different TAF configurations (dots). ◦ no TAF, 4 T1 = 0.2 TU, O
T2 = 1.0 TU,  T3 = 2.5 TU and  T4 = 8.0 TU. (See Table 3.2). The law of the wall
( ).
The tests confirm the findings of Cabot and Moin [13] about the incoming RRS.
The excess of diffusivity due to the combination of a RANS model with the turbulent
resolved inflow causes an overprediction of the wall shear stress, as the computed
Reτ value indicates in case 0 in which no measure was taken to avoid that. As the
filter length is increased, the shear stress converges progressively to the reference Reτ
value. According to the values displayed in Table 3.2, satisfactory results are obtained
when the cut-off filter length is set approximately at frequencies lower than inertial
subrange ones. For higher frequencies (at the beginning of the dissipation range)
the averaging period is not enough to sufficiently block the RRS inflow, although a
significant improvement is observed compared to the non-filtered solution. Similar
conclusions can be reached by inspecting the wall layer mean velocity profiles in
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Figure 3.4. Good convergence with the DNS solution is obtained when frequencies
from the beginning of the inertial subrange upwards are suppressed.
To analyze in deeper detail the effects of RRS inflow on the wall layer physics
prediction, the νPa/ν quantity is displayed in Figure 3.5 (left). The application of
the TAF significantly reduces the apparent diffusive effects of the RRS in the wall
domain, even with the smallest filter length. This is consistent with the fact that the
smallest filtering period, T1 = 0.2, suppresses the LES dissipation range frequencies.
Nonetheless, for the smallest filter cut-off length, the total diffusivity levels are still
too high. This unphysical extra diffusivity is indirectly caused by the remaining RRS
through the WM RANS model. This can be observed in Figure 3.5 on the right, in
which the non-dimensional turbulent viscosity, νTwm/ν, is shown. According to the
mixing-length-based RANS model (see Equation 3.5), the excessive levels of νTwm
are due to an overpredicted value of the rate-of-strain tensor magnitude, |S|. This is
a consequence of the incoming time-resolved velocity field of the inertial subrange,
given that the RANS model expects only mean-flow-based quantities. On the other
hand, the Van Driest wall-damping function could not cause the unphysical νTwm
values, since erroneous values of y+ derived from a wall shear stress overprediction,
would shrink the function damping region towards the wall.
In summary, the highest frequencies are the main responsible for the apparent
dissipative effects of the RRS. However, in the RANS context, filtering the smallest
flow-scales and their dissipative component is not enough. The inertial subrange
motions have an unphysical contribution to the rate-of-strain magnitude which leads
to an incorrect evaluation of νT . For a RANS model, |S| should be exclusively derived
from the mean velocity field, or from very-large-scale unsteady motions at most[31].
Regarding the latter, according to the results, the lowest frequencies of the energy-
containing range do not significantly affect the RANS model. For the largest filter
lengths, T3 = 2.5 and T4 = 8.0, the results remain unchanged. As a conclusion, the
minimum filter cut-off length has to be set at the energy-containing/inertial range
limit.
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Figure 3.5: Left: Normalized viscosity obtained with the Park and Moin methodol-
ogy as a measure of the the RRS levels (νPa/ν = −(R(U)S(U)/2νS(U)S(U) Right:
Normalized turbulent viscosity (νTwm/ν). Both magnitudes are plotted vs. the wall
distance in wall units and within the wall layer. See Table 3.2 for symbols definition.
3.4 Model validation
In this section, the proposed methodology is validated with two different cases, an
equilibrium turbulent Pipe Flow at Reτ ≈ 3000, and a non-equilibrium flow around
a DU 91-W2-250 airfoil, at high Reynolds number and stall condition. Specifically,
the flow conditions for the airfoil are, Re = u∞c/ν = 3× 106, based on the airfoil
chord (c) and the free stream velocity (u∞), and an angle of attack (AoA) of 15.2◦.
The effects of the time averaging period on the numerical results will be analyzed
by testing different T values, following the same methodology used in the previous
section. The consequences of the filter length on unsteady flow conditions will be also
studied through the analysis of boundary layer detachment/reattachment frequencies
in the stalled airfoil test.
The WMLES results will be compared with DNS data from Ahn et al.[32] for the
Pipe Flow test, while experimental data from Timmer and van Rooij[33] will be used
in the airfoil test for validation.
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3.4.1 Pipe flow at Reτ ≈ 3000
Test description
The DNS data of Ahn et al.[32] used for reference, corresponds to a Pipe Flow test at
Reτ = 3008, and was obtained in a computational domain of length 30R with periodic
conditions in the streamwise direction.
In our LES and WMLES computations, a 10R-long pipe has been used due to the
large number of WM configurations to be tested. Despite that this domain length
is insufficient to capture the very large structures that are engendered in Pipe and
Channel flows at high Reynolds numbers[32], Lozano-Dura´n and Jime´nez[34] showed
that one-point statistics, which are the results analyzed below, remain unaffected with
reasonably small domains. The authors[34] performed tests with a Channel flow at
Reτ = uτδ/ν = 4200 and a domain size of Lx × Ly × Lz = 2piδ× 2δ× piδ, being x the
streamwise, y the wall-normal, and z the spanwise directions, while δ is the channel
half height. The channel length was about one third shorter than the present pipe
flow simulation. Moreover, according to Ahn et al.[32], the effects of very large scales
are more severe in Channel than in Pipe flows. This allows us to conclude that the
length of 10R is large enough to evaluate the mean velocity profiles and the velocity
fluctuations accurately.
The same procedure as in Section 3.3 has been followed to generate the compu-
tational grid. The total number of points of the LES mesh is 8.9× 105 distributed as
follows: a structured pattern for r ∈ [0.5R, 1.0R] with Nz = 128, Nθ = 96 and Nr = 25,
while an all-triangle unstructured mesh is used in the pipe core. The grid spacings in
wall units are ∆z+ ≈ 236, ∆rθ+ ≈ 198 at r = R and ∆r+ ≈ 60, being the first off-wall
LES nodes placed at ∆y+1 ≈ 30, at the beginning of the logarithmic region.
The tested TAF configurations are summarized in Table 3.3. The filter lengths, T,
have been chosen through the energy spectrum of the streamwise velocity compo-
nent obtained at the WM/LES interface (y+ ≈ 210), according to the methodology
proposed in Section 3.3.
Table 3.3: Summary of the different TAF configurations tested with the Reτ ≈ 3000
Pipe Flow.
TAF Config.(n) Filter length Tn fn = 1/Tn Energy spectrum range
0 no filter no filter N/A
1 0.125 8.0 dissipation range
2 0.55 1.8 inertial/dissipation range limit
3 2.0 0.5 inertial/energy-containing range limit
4 4.0 0.25 within the energy-containing range
5 10.0 0.1 flow-through period, largest flow scales
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This numerical experiment, aside from evaluating the effects of the filter length
T on the overall LES results, it is also intended to assess the ability of the TAF
methodology in dealing with the LLM and the RRS inflow problems separately. To
do so, the technique proposed by Kawai and Larsson [8] of extending the WM mesh
to suppress the LLM will be used to uncouple the effects of the TAF on each specific
problem. Therefore, the TAF configurations detailed in Table 3.3, will be applied
at two different WM extrusion heights, specifically, at h+wm ≈ 30 and at h+wm ≈ 210,
which corresponds to the first and fourth off-wall node rows, respectively.
Thus, the WM grid resolution in the wall-normal direction is 10 layers when
using an extrusion height of h+wm ≈ 30, and 20 in case of h+wm ≈ 210. The nodes are
conveniently concentrated towards the wall according to a hyperbolic tangent law,
being the position of the first off-wall nodes y+ ≈ 0.1 in both cases, i.e., well into the
viscous sublayer. The wall model cell count is 1.2× 105 and 2.4× 105, respectively.
The boundary conditions and the flow enforcement methodology are the same
as in Section 3.3. In this case, the Reynolds number based on the bulk velocity is
Re = 1.33× 105, which corresponds to Reτ ≈ 3026 according to the Blasius correlation.
Finally, a period of 100 flow-through cycles is computed to allow the flow to reach a
statistically steady turbulent state, while the averaged variables are collected over 150
additional flow-through loops.
Test results
For convenience, from here onwards in this section, the notation followed by Ahn
et al.[32] regarding the coordinate axis and velocity components will be used. The
cylindrical coordinates are converted to Cartesian ones, being the new streamwise
component x = z, the wall-normal direction y = 1− r and the spanwise direction
z = rθ. Regarding the velocity components, u = uz, v = −ur and w = uθ .
In Table 3.4, the computed Reτ is shown for the six different TAF configurations
specified in Table 3.3 at the two different extrusion heights. On the other hand, in
order to assess the overall improvement caused by the WM in the LES solution, a
LES-only computation, which uses the same LES mesh as the WMLES but without
WM, is also displayed. In brackets, the relative error of the computed Reynolds
number with respect to the reference value of Reτ ≈ 3026 is given.
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Table 3.4: Computed Reτ values of the pipe flow at Re = 1.33× 105 which corre-
sponds to Reτ ≈ 3026. The values are obtained for six different TAF filter lengths
summarized in Table 3.3. Each TAF configuration is tested with a WM/LES interface
height of h+wm ≈ 30 and h+wm ≈ 210. The LES-only solution is also displayed. The
relative error in % with respect the reference value, Reτ ≈ 3026, is in brackets.
TAF Config.(n) Filter length Tn No WM WM h+wm ≈ 30 WM h+wm ≈ 210
0 No Filter 1923.6(36.4) 3409.2 (12.66) 3316.1 (9.58)
1 0.125 N/A 3305.6 (9.23) 3256.9 (7.63)
2 0.55 N/A 3201.1 (5.78) 3161.9 (4.49)
3 2.0 N/A 3141.3 (3.81) 3116.7 (3.0)
4 4.0 N/A 3138.0 (3.70) 3105.5 (2.62)
5 10.0 N/A 3135.6 (3.62) 3100.4 (2.45)
Figure 3.6: Relative error of the computed Reτ in % with respect the reference value
of Reτ ≈ 3026 vs. the time-averaging period T. The values are obtained for the WM
configurations in Table 3.4. h+wm ≈ 30 () and h+wm ≈ 210 (O). On the top-right corner,
the dissipation and the inertial subrange regions are zoomed.
In the same way as in the TAF performance test, the error in the wall shear stress
prediction is minimized when frequencies in the inertial subrange or higher are
filtered. For larger filtering lengths, the error keeps almost independent of T. On the
other hand, the effects of the TAF on the LLM can be indirectly evaluated by analyzing
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the results obtained at the two different extrusion heights. When no TAF is applied, in
the h+wm ≈ 210 test, the RRS inflow problem is isolated since the LLM error is avoided
according to Kawai and Larsson’s methodology [8]. By contrast, in the h+wm ≈ 30 test,
both problems coexist. In the latter case, the error in the wall shear stress evaluation
is approximately 3% higher than for the larger extrusion height. When applying the
TAF, a significant drop of the Reτ error is observed for both tests. Nonetheless, the
error difference narrows to only 1% for larger filter lengths, suggesting that in the
h+wm ≈ 30 case, the TAF is not only acting on the RRS inflow, but also on the LLM
problem. It is worth to notice that the Kawai and Larsson’s technique is slightly
more efficient in tackling the LLM problem than Yang’s one. However, the error
difference is around only 1%, which according to our opinion, it does not justify the
huge computational costs and geometrical difficulties associated to the use of Kawai
and Larsson’s approach.
In Figures 3.7, 3.8 and 3.9, plots of the mean streamwise velocity profile of the
LES domain are displayed in wall units and logarithmic scale. The information is
distributed as follows: in Figure 3.7, the gains of using an extended WM mesh are
assessed by plotting WMLES results obtained for both extrusion heights, h+wm ≈ 30
and h+wm ≈ 210. To isolate the effects of the WM mesh height, the value of T has been
set at T3 = 2.0, in the inertial/energy-containing range limit, at which the effects
of the RRS inflow are sufficiently minimized. Additionally, LES-only data is also
displayed to evaluate the overall improvement obtained by using the WM in the
optimal configuration.
On the other hand, Figures 3.8 and 3.9 are intended to analyze the influence of T
on the mean velocity profile. The analysis is carried out separately for each extrusion
heights, h+wm ≈ 30 in Figure 3.8, and h+wm ≈ 210 in Figure 3.9. The selected filter
lengths correspond to the TAF configurations shown in Table 3.3 (from 0 to 3). For the
sake of clarity, the largest averaging periods (configurations 4 and 5) are not displayed
since they present minor differences with respect to configuration 3. In all plots, the
DNS solution of Ahn et al.[32] is displayed for comparison.
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Figure 3.7: Mean streamwise velocity profiles in wall units . The wall distance is in
logarithmic scale. The results have been obtained with the following configurations:
LES-only (◦), WMLES at h+wm ≈ 30 () and WMLES at h+wm ≈ 210 (O). Both WMLES
solutions are obtained with T3 = 2.0. The vertical lines represent the two LES/WM
interface heights. DNS Ahn et al.[32] ( ).
According to data in Figure 3.7, with frequencies in the dissipation and inertial
range suppressed, the WM is able to reproduce the characteristic logarithmic region
for both extrusion heights. Although the higher extrusion height of h+wm ≈ 210
seems to perform slightly better than the lower configuration at h+wm ≈ 30, only
minor differences are observed. On the other hand, in Figures 3.8 and 3.9, progres-
sive improvements are obtained with rising values of T for both extrusion heights.
Nonetheless, the gains are more significant in the h+wm ≈ 30 configuration. In this
particular case, the non-filtered solution is simultaneously affected by the LLM and
the RRS inflow problems, increasing the overall prediction error which is globally
mitigated by the TAF. By contrast, the velocity profile obtained with h+wm ≈ 210, is
only affected by the RRS inflow. In fact, the non-filtered solution obtained with Kawai
and Larsson’s method is reasonably good except for the first off-wall node, so that
the impact of the TAF on the LES results was more limited than in the h+wm ≈ 30
configuration.
As previously commented, the mean flow profile as well as the wall shear stress,
remain constant for values of T larger than 2.0. This suggests that having a correct
mean momentum balance is the primary requirement to obtain correct first-order
statistics while having a realistic time-resolved wall shear stress is of relative impor-
tance. These results are in line with those obtained by Yang et al. [10], and they are
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consistent with the findings of Piomelli and Balaras [35], who showed that for poorly
resolved wall regions, only the average effects of the near-wall structures must be
represented by the wall layer model.
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Figure 3.8: Mean streamwise velocity profiles in wall units. The wall distance is in
logarithmic scale. The results have been obtained in the following conditions: WMLES
at h+wm ≈ 30 without TAF (◦) and with TAF with filtering periods of T1 = 0.125 (4),
T2 = 0.55 (O) and T3 = 2.0 (). See Table 3.3 for details. The vertical line represents
the LES/WM interface position. DNS Ahn et al.[32] ( ).
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Figure 3.9: Mean streamwise velocity profiles in wall units. The wall distance is in
logarithmic scale. The results have been obtained in the following conditions: WMLES
at h+wm ≈ 210 without TAF (◦) and with TAF with filtering periods of T1 = 0.125 (4),
T2 = 0.55 (O) and T3 = 2.0 (). See Table 3.3 for details. The vertical line represents
the LES/WM interface position. DNS Ahn et al.[32] ( ).
Finally, in Figure 3.32, the root-mean-square of the velocity fluctuations (u′rms,
v′rms, and w′rms) as well as the Reynolds shear stress, 〈u′v′〉, is shown for the two
extrusion heights, h+wm ≈ 30 (left) and h+wm ≈ 210 (right), with the same increasing
values of T used for the mean streamwise velocity. Again, for a sufficiently large
averaging period (T & 2.0), the WMLES results converge to a very similar solution
regardless of the WM height. The converged solutions are in fair agreement with the
DNS reference except in the near-wall region, especially for the streamwise and the
spanwise velocity fluctuations. This is due to the necessity of having a minimum
amount of resolved scales to capture second-order statistics properly. Since the size of
the eddies in the near-wall region is proportional to the wall distance and, therefore,
very small compared with those in the pipe center, the mesh is unable to capture a
minimum amount of near-wall structures when using coarse meshes with a constant
grid spacing. According to the results, it appears that the WM is not able to correct
this. On the other hand, the velocity fluctuation results obtained with time averaging
periods of 4.0 and 10.0 were very similar to those computed with T3 = 2.0. This
suggests that the fluctuation levels are more related to a well-predicted mean flow
and a sufficiently fine mesh than having an accurate temporal resolution of the wall
shear stress.
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Figure 3.10: rms of the streamwise (u′+rms), wall-normal (v′
+
rms) and azimuthal
(w′+rms) velocity fluctuations as well as the Reynolds shear stress (〈u′v′〉+) in wall
units. The results have been obtained in the following conditions: LES-only () and
WMLES at h+wm ≈ 30 (left) and h+wm ≈ 210 (right). In case of WMLES, the wall model
configurations are: no TAF (◦), and TAF with filtering periods of T1 = 0.125 (4),
T2 = 0.55 (O) and T3 = 2.0 (). See Table 3.3 for details. DNS Ahn et al.[32] ( ).
90 CHAPTER 3. TLM FOR NON-EQUILIBRIUM FLOWS.
3.4.2 Flow around a DU 91-W2-250 airfoil at Reynolds number Re =
3× 106 and AoA = 15.2◦
Test description
The flow around a DU 91-W2-250 airfoil at high Reynolds number (Re = 3× 106)
and in full stall (AoA = 15.2◦), is studied to evaluate the WM performance in non-
equilibrium conditions as well as to analyze the effects of the TAF averaging period
on unsteady phenomena. In this particular case, the effects of T on the boundary
layer detachment/reattachment frequency will be analyzed.
The DU 91-W2-250 profile is a wind turbine dedicated airfoil which is designed to
have a premature laminar to turbulent transition to avoid performance degradation
caused by dirtiness accumulation. It has been reported [9] that in the laminar portion
of the boundary layer, the WM turbulence model must be switched off to obtain
laminar profiles and, therefore, a more appropriate wall shear stress. However, a
methodology to detect the laminar region has to be implemented, and this is out
of the scope of the present work. For that reason, a profile with almost no laminar
boundary layer section has been selected. On the other hand, wind tunnel data from
Timmer and van Rooj[33] is available for comparison. It includes the integral lift and
drag coefficients as well as the pressure coefficient distribution.
The computational domain of the simulation is a square region of 40c× 40c× 0.3c,
where x, y and z axis are the chord-wise, chord-normal and spanwise directions,
respectively (see Figure 3.11). The leading edge of the airfoil is placed at the square
center.
The airfoil simulation methodology has been taken from previous experiences
in which numerical results and experimental data were compared obtaining good
agreement between them [36]. To set an appropriate spanwise distance, Lz, the
conclusions of the LESFOIL project [37] have been followed. In that project, LES
simulations of an Aerospatiale A-airfoil at similar flow conditions (i.e., AoA = 13.3◦
with flow separation and Re = 2.1× 106) were carried out. The authors concluded
that a spanwise distance of approximately 1.5 times the flow separation distance in the
wall-normal direction at the trailing-edge, was acceptable. According to preliminary
computations which were subsequently confirmed, in the present case, the separation
distance is approximately 0.2c. Thus, a Lz of 0.3c has been set and further validated
through two-point correlation in the spanwise direction. To do so, two numerical
probes have been placed at maximum turbulent kinetic energy positions on the airfoil
surface [38] and within the recirculation region, specifically at P1 (0.61, 0.17) and P2
(0.89, 0.20) (see Figure 3.11 right). The two-point correlations have been computed
according to Equation 3.8 for the fluctuations of the three velocity components and
pressure:
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Figure 3.11: Left: Computational domain of the DU 91-W2-250 simulation at Re =
3× 106 and AoA = 15.2◦. Right: DU 91-W2-250 geometry and position of probes P1
and P2.
<φφ(x, δz) = 〈φ
′(x, t)φ′(x+ δz, t)〉
〈φ′(x, t)2〉 , (3.8)
where φ′ is the fluctuation of any of the primitive variables, x = (x, y, z), and 〈·〉
denotes averaging in time. In Figure 3.12, the <φφ results are displayed for P1 and P2.
The two-point correlation functions of the velocity components tend rapidly to
zero at both probe positions when approaching the midspan, which indicates a
sufficient spanwise length. On the other hand, <pp needs longer distances compared
to the velocity functions to obtain uncorrelated values. Nonetheless, its value is
reasonably low at z = 0.15c.
The mesh has been generated by extruding a 2D grid in 160 layers along the
spanwise direction (z). The plane (x, y) mesh, is an all-triangle unstructured grid
except for the wall adjacent elements which are square-shaped to control the first off-
wall node distances properly. The 2D mesh has a resolution of 1.2× 105 grid points;
thus, the 3D mesh size is around 19.2× 106 CVs. Since no experimental or WRLES
data on boundary layer thickness was available, a preliminary LES computation
was performed to estimate δ, being the smallest value approximately δmin ≈ 0.01c
located at the airfoil leading edge. The quick transition to turbulence of this airfoil
makes the boundary layer to thicken rapidly, reaching relatively high values of δ very
close to the leading edge. The first off-wall LES nodes were placed at a wall distance
of y1 = 0.0025c, which is well inside the boundary layer but trying not to harm
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Figure 3.12: Two-point correlation of the three velocity components and pressure
fluctuations along the spanwise direction. P1 left, and P2 right (see Figure 3.11 for
probe positions). <uu ( ), <vv ( ), <ww ( ) and <pp ( ).
excessively the time-step size, ∆t. The LES grid resolution parameters used by Park
and Moin to perform WMLES of a NACA4412 airfoil[9] with mild flow separation
have been followed. In their computation, the authors used space-averaged grid
spacings of ∆x+ ≈ 160 and ∆z+ ≈ 62. On the other hand, the WM mesh has been
generated by extruding 30 layers from the solid surface up to the first off-wall nodes
at y1 = 0.0025c. The layers are conveniently concentrated towards the wall to get an
appropriate first off-wall node distance (i.e., ∆y+1 <1).
In Figure3.13, the grid spacings in the wall-normal and the two wall-parallel
directions are displayed for both, the WM and the LES mesh. It has to be taken into
account that the wall-parallel grid spacings are common for both grids. The local
shear stress provided by the WM has been used to normalize the grid distances as
much accurately as possible. The LES mesh has a poor resolution since the minimum
value of ∆y+1 is approximately 18. This is far away from the viscous sublayer, being
impossible to capture the real flow dynamics, especially in the leading edge region
where ∆y+1 reaches a value of almost 120. On the other hand, the WM mesh has a
good resolution, with a ∆y+1 below 0.4 throughout the solid surface. Regarding the
grid spacing in the other directions, the stream and the spanwise resolutions range
between 40 . ∆x+ . 200 and 15 . ∆z+ . 80, which is below the limits used by Park
and Moin [9].
Finally, in Figure 3.14, the ratio of the grid size with respect to the Kolmogorov
scales (Γ = h/η) is displayed in order to ensure that the LES model is working
within its range of applicability in the far field region. According to Pope [39], in
order to not lose accuracy in numerical predicitons, the spatial filter size h should
be smaller than the characteristic sizes of flow structures in the intertial/dissipation
range limit. This corresponds to a ratio of the grid spacing with the Kolmogorov
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Figure 3.13: Left axis: Distributions of ∆y+1 ( ), ∆x
+ ( ) and ∆z+
( ) of the LES mesh along the upper surface of a DU 91-W2-250 airfoil at
Re = 3× 106 and AoA = 15.2◦. Right axis: WM mesh ∆y+1 ( ).
scales of approximately Γ < 40 (See Chapter 2).
Regarding the boundary conditions, a uniform velocity profile of magnitude
u∞ is set with the appropriate angle of attack at the inflow (u = u∞cos(AoA), v =
u∞sin(AoA) and w = 0.0) while at the outflow boundary, a pressure-based condition
is imposed. No-slip conditions on the airfoil surface are prescribed and finally, in the
spanwise direction, periodic boundary conditions are used.
The same procedure as in previous sections has been followed to determine the
temporal filtering periods to carry out the present study. The power spectrum of
the streamwise velocity component has been obtained in the near-wall area within
the boundary layer detached region. Its graph is displayed in Figure 3.15 on the
right, together with the selected TAF cut-off frequencies. In Table 3.5, the different
TAF configurations are summarized. Time is measured in non-dimensional time
units defined as c/u∞ = 1 TU. Unlike previous tests, the flow shows a significant
large-scale unsteady behavior due to the boundary layer detachment/reattachment
process, whose characteristic time-scale will be denoted as Tdr. Thus, the largest
filtering period is selected to assess the effects of suppressing the contribution of the
biggest flow motions to the wall shear stress in non-equilibrium unsteady conditions.
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Figure 3.14: Ratio between the grid size and the Kolmogorov scales (Γ = h/η) of a
flow past a DU 91-W2-250 airfoil at Re = 3× 106 and AoA = 15.2◦.
Table 3.5: Summary of the different TAF configurations tested with the flow around
a DU 91-W2-250 airfoil at Re = 3× 106 and AoA = 15.2◦.
Config.(n) Filter length Tn fn = 1/Tn Energy spectrum range
0 no filter no filter N/A
1 0.1 10.0 inertial/dissipation range limit
2 4.0 0.25 inertial/energy-containing range limit (T2 ≈ 0.27Tdr)
3 10.0 0.1 large fraction of the largest time-scale (T3 ≈ 0.7Tdr)
The time-averaged statistics have been collected along 80 TU with a transient
period of 30 TU . These intervals were obtained by analyzing the instantaneous
lift coefficient shown in Figure 3.15 on the left, corresponding to the simulation
performed with a filtering period of T2 = 4.0. According to the Cl(t) chart, the
initial transient perturbations vanish at t ≈ 30 TU. On the other hand, since the
instantaneous Cl is closely related to the detachment/reattachment process of the
boundary layer, the power spectrum of its signal has been used to determine the
characteristic time-scale of the largest and most energetic motions, Tdr, whose value
is 14.49 TU. Therefore, the total averaging period of 80 TU represents approximately
six detachment/reattachment cycles.
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Figure 3.15: Left: Instantaneus lift vs. time in dimensionless TU. The horizontal
continuous line represents the experimental average value[33] of Cl = 1.128. Right:
Energy spectrum of the streamwise velocity component obtained at a near-wall
position in the recirculation region.
Based on the preliminary LES computation used for the approximation of δ, an
estimation of the grid resolution needed at the wall for a WRLES was done. This
allowed making a projection of the diffusive CFL upper bound for the time-step
as well as of the total number of grid points, Ncv, resulting in dt ≈ 4× 10−6 and
Ncv ≈ 100 million, respectively. This is one order of magnitude more regarding the
grid size and two orders of magnitude for the time-step, compared to the WMLES.
These values are in line with other studies [9].
Test results
In Figure 3.16, LES-only and WMLES results of the time-averaged pressure coefficient,
Cp = 2(p− p∞)/ρu2∞, are shown together with experimental data of Timmer and
van Rooij [33]. WMLES computations have been carried out according to the TAF
configurations summarized in Table 3.5. For the sake of clarity, configuration 1 results
are not shown since they are very similar to those of configuration 3.
On the other hand, in Figure 3.17, numerical results of skin friction distribution in
the streamwise direction, C f x = 2τwx/ρu2∞, obtained in the same conditions as the
Cp, are plotted for the upper surface.
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Figure 3.16: Pressure coefficient distribution along the upper and lower surface
of a DU 91-W2-250 airfoil at Re = 3× 106 and at AoA = 15.2◦. LES-only results
( ), non-filtered WMLES ( ), WMLES with T2 = 4.0 ( ), and
WMLES with T3 = 10.0 ( ). Experimental data [33] ().
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Figure 3.17: Skin friction coefficient distribution in the streamwise direction, C f x,
along the upper surface of a DU 91-W2-250 airfoil at Re = 3× 106 and at AoA = 15.2◦.
LES-only results ( ), non-filtered WMLES ( ), WMLES with T2 = 4.0
( ), and WMLES with T3 = 10.0 ( ).
Good agreement between experimental and numerical results are obtained for
the Cp when the WM filtering period is set at T2 = 4.0. This filter length corresponds
to the energy-containing/inertial range limit while representing a relatively small
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fraction of the largest flow time-scale, Tdr, specifically, T2 ≈ 0.27Tdr. As in the Pipe
Flow tests, poor results are obtained if higher frequencies are not filtered. However,
unlike in equilibrium conditions, deficient predictions are also obtained when the
lowest frequencies associated with the largest and most energetic flow scales are
suppressed. Specifically, for T3 = 10.0, which is approximately 0.7 times Tdr, the
numerical Cp becomes underpredicted with respect to the experimental reference.
Regarding the skin friction coefficient, no experimental data is available for com-
parison. Nonetheless, the C f x curve obtained with a filter length of T2 = 4.0 shows a
consistent behavior with respect to the experimental Cp. In this case, the skin friction
becomes negative at the same position where the experimental Cp curve shows the
beginning of the pressure plateau (i.e., around x/c ≈ 0.43). These two particularities
in the C f x and Cp curves are associated with the boundary layer detachment point,
which suggests that the C f x is well predicted at least from a qualitative point of view.
The consequences of using an inadequate filtering period seem to be concentrated
in the flow detachment point region. Significant discrepancies in the C f x predic-
tions are observed in this region when different averaging periods are used, while
almost identical results are obtained towards the airfoil edges. This is because the
instantaneous position of the detachment point varies significantly in time due to
the boundary layer detachment/reattachment process. This causes a strongly un-
steady behavior of the instantaneous skin friction in that region, with a characteristic
fluctuating period of Tdr. By contrast, at the airfoil ends, the skin friction seems to
have a more constant value, at least in the leading edge area, making the results in
these regions more insensitive to T. These observations suggest that the unsteady
component of the skin friction derived from very-large-scale motions play an essential
role on the flow global behavior. A sufficiently small averaging period allowing to
capture these effects must be used.
On the other hand, in Table 3.6, the integral values of the drag and the lift coef-
ficients (Cd = 2D/ρu∞A, Cl = 2L/ρu∞A, where D and L are the total aerodynamic
forces in the stream-normal and the streamwise directions and A is the airfoil surface)
are presented and compared with the experimental data. For the drag coefficient, the
viscous and the pressure components are shown together with its total value. The nu-
merical results are obtained in the same conditions as the Cp and C f x plots presented
above. The conclusions derived from the pressure and skin friction coefficients are
confirmed with the integral magnitudes. A slight discrepancy between the numerical
Cd at T2 = 4.0 and the experimental reference is observed. According to the two-point
correlations in Figure 3.12, there is no need for a wider computational domain. Thus,
the remaining discrepancy could be caused by the geometrical differences between
the experimental and the numerical domains which feature completely different
external boundaries.
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Table 3.6: Lift and drag coefficient values of a DU 91-W2-250 airfoil at Re = 3× 106
and at AoA = 15.2◦ obtained with and without WM together with experimental
data [33]. The WMLES results have been obtained with the TAF configurations
summarized in Table 3.5. The relative differences between the numerical and the
experimental data are shown in %.
Model Filter-length T Cl rel. diff. [%] Cd (press.) Cd (visc.) Cd (total) rel. diff. [%]
Experimental N/A 1.128 − − − 0.1144 −
LES-only N/A 0.932 17.37 0.2063 1.79× 10−4 0.2064 80.41
WMLES No Filter 1.030 8.68 0.1503 2.30× 10−4 0.1505 31.55
WMLES 0.1 1.080 4.25 0.1353 2.46× 10−4 0.1355 18.44
WMLES 4.0 1.123 0.44 0.1298 2.52× 10−4 0.1300 13.63
WMLES 10.0 1.061 6.02 0.1408 2.44× 10−4 0.1410 23.25
In Table 3.7, the boundary layer detachment/reattachment characteristic periods,
Tdr, are shown. The objective is to analyze the influence of the wall shear stress
temporal resolution on the unsteady dynamics of large-scale motions. According to
obtained results, the characteristic periods are affected by the filter length T. Nonethe-
less, it is unclear whether the dispersion of Tdr results is a consequence of a poorly
resolved mean flow, or the averaging period directly conditions its value. Although
there is a correlation between T and Tdr (the larger the filter length, the larger the
flow characteristic time-scale), by comparing LES-only and WMLES results, it can be
concluded that having a well-predicted mean flow strongly influences the Tdr value.
Table 3.7: Detachment/reattachment characteristic time-scales (Tdr) of a flow around
a DU 91-W2-250 airfoil at Re = 3× 106 and AoA = 15.2◦. Results are obtained for
LES-only and WMLES computations. In case of WMLES the TAF configurations in
Table 3.5 have been used.
Model Filter-length T Char. time-scale Tdr
LES-only N/A 8.33
WMLES No Filter 12.25
WMLES 0.1 12.34
WMLES 4.0 14.49
WMLES 10.0 15.87
Regarding the mean flow behavior, in Figure 3.18, streamlines are depicted for
the LES-only and the WMLES with T2 = 4.0 configurations. According to the skin
friction plots, the boundary layer detachment point is located at x/c ≈ 0.22 in the
LES-only and at x/c ≈ 0.43 in the WMLES test. The skin friction magnitude at the
leading edge and the detachment point location are related. A rising value of C f in
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this region, entails a backward displacement of the separation point. This effect is
well reflected in the plots, in which the trailing edge recirculation bubble shortens as
the skin friction rises.
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Figure 3.18: Mean flow streamlines around DU 91-W2-250 airfoil at Re = 3× 106
and at AoA = 15.2◦ obtained without (left) and with WM with T2 = 4.0 (right).
Finally, in Figure 3.19, isosurfaces of the non-dimensional second invariant of the
velocity gradient tensor, Q, are displayed at Q = 1 for the WMLES case. Streamwise
turbulent structures emerge from the leading edge of the airfoil, and thus, no laminar
behavior is observed in this region. This confirms that the wall model is working on a
turbulent boundary layer all along the airfoil surface, and therefore, it is in its range
of applicability.
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Figure 3.19: Instantaneous flow structures of a DU 91-W2-250 airfoil at Re = 3× 106
and at AoA = 15.2◦ obtained with WM with T2 = 4.0. The structures are visualized
through isosurfaces of the second invariant of the velocity gradient tensor with a
non-dimensional value of Q = 1 and colored by the streamwise velocity magnitude.
3.4.3 Ahmed Car test at Re = 7.68 × 105. Application of TLM to
fully 3D geometries.
Test description
In this section, the flow around an Ahmed car geometry at a moderate Reynolds
number of Re = Ure f h/ν = 7.68× 105 based on the free stream velocity, Ure f , and the
car height, h, is considered. This case aims at testing the WM in a fully 3D geometry
which features sharp geometrical discontinuities. Although non-equilibrium condi-
tions such as adverse pressure gradients are also present, in this case, the boundary
layer detachment at the back car surface is mainly caused by its geometry.
In Figure 3.21, details of the computational domain and the car geometry are
shown. The numerical tests are performed in a rectangular box of 9.1944× 1.87× 1.4m
where the x, y, z are the streamwise, the side boundary-normal and the bottom-normal
directions, respectively. The car front is placed at 2.2014m downwind of the inlet
boundary. Regarding the car dimensions, the length is 1.044m, the height is 0.288m
while the back surface slant angle is 25◦.
The boundary conditions are shown in Figure 3.21. Namely, a uniform velocity of
magnitude Ure f is prescribed at the inlet boundary, u = (Ure f , 0, 0), while a pressure
based condition is set at the outlet surface. As the experimental setup is a 3/4 open
wind tunnel, slip wall conditions are imposed at the side and top boundaries. Finally,
no-slip conditions are applied to the car surface and the bottom boundary.
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Figure 3.20: Computational domain of the Ahmed car body test.
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Figure 3.21: Ahmed car body geometry.
The experimental data of Lienhart et al.[40] is used for comparison, and thus,
the experimental arrangement is reproduced numerically. The experimental results
concern the time-averaged streamwise velocity and rms velocity fluctuation profiles
on the top and the slanted surfaces as well as the integral pressure drag coefficient.
In a previous work of Aljure et al.[21], LES-only tests were performed with a
hybrid tetra-prism mesh with five prismatic layers adjacent to the solid wall and a
grid resolution of 1.56× 106CV with a ∆y1 = 0.0005m. The results obtained in these
computations were not far from the experimental reference although they could be
slightly improved in some areas, especially in the car top surface region. The mesh
parameters of Aljure et al. have been used to design a more challenging mesh (i.e., a
coarser mesh with higher ∆y1) for the WMLES to have a wider improvement margin
respect to the LES-only results. This new mesh is an all-tetrahedron unstructured
grid with 4.8 × 105 control volumes and a ∆y1 = 0.002m. Only the first row of
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control volumes adjacent to the solid surface are prisms which have been generated
by extruding the all-triangle unstructured superficial mesh. This strategy has been
used to control the first off-wall node distance properly. The new mesh resolution
is three times coarser than Aljure’s one, while the first off-wall node separation is
four times larger than in the finer grid. In both cases, the control volumes are mainly
concentrated near the car surfaces especially in the recirculation region. In order to
estimate the boundary layer thickness, LES results from Aljure et al.[21] has been
used. The smallest value of δ throughout the upper surface of the car is approximately
δmin ≈ 0.02m. Nonetheless, a very thin flow recirculation in the back surface of
the car sets an even more restrictive criterion to determine the first off-wall node
height. By inspecting the mean flow streamlines of Aljure’s test (see Figure 3.27a
in −0.16m . x . −0.07m), the flow recirculation height is determined at 0.006m
which is much thinner than δ on the upper surface. This thin recirculation, limits the
coarseness of the rough challenging mesh. At least, two points must be placed in the
LES mesh to fulfill the Nyquist criterion, and thus, to capture the flow characteristic
vortex[8]. Otherwise, it is not possible to predict the near-wall flow field properly
even using the WM, according to the mesh convergence study carried out initially.
The WM will be applied to the coarse and to the fine mesh of Aljure et al.. The
WM meshes will be extruded at the distances of hwm = 0.002m and hwm = 0.0005m
respectively, matching the first off-wall row of nodes in both cases. The number of
extrusion layers will be 15 for the coarse and 8 for the finer mesh, and they will be
concentrated towards the wall following a hyperbolic tangent distribution law.
In Figure 3.22, the first off-wall node distances (∆y+1 ) as well as the wall-parallel
characteristic length (∆x+w ) in wall units, are compared for the fine and the coarse LES
meshes. The wall-parallel characteristic length is defined as ∆xw =
√
Sw, where Sw
is the area of the wall-adjacent face of a LES control volumes. For the sake of clarity,
the WM mesh ∆y+1 is plotted only for the fine mesh case since it is very similar to
the coarse mesh one. The wall shear stress obtained with the WM has been used to
normalize the distances plotted in the figure.
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Figure 3.22: Left axis: Distributions of ∆x+w and ∆y
+
1 along the upper surface of
the Ahmed car geometry at Re = 7.68× 105. Coarse mesh: ∆x+w ( ) and ∆y+1
( ). Fine mesh: ∆x+w ( ) and ∆y
+
1 ( ). Right axis: WM mesh
∆y+1 ( ).
The main parameters of the two grids are summarized in the table below:
Table 3.8: Mesh parameters of the coarse mesh and the finer grid of Aljure et al.[21].
Mesh name Grid resolution ∆y1 ∆y+1 range ∆xw ∆x
+
w range
Aljure’s fine mesh 1.56× 106 CV 0.0005m [1− 18] ≈ 0.007m [35− 185]
Coarse mesh 4.8× 105 CV 0.002m [5− 72] ≈ 0.01m [50− 256]
The computational strategy proposed by Aljure et al.[21] has been followed to
analyze the WM effects under similar conditions. Thus, the WALE model has been
used as a subgrid strategy while the time-averaged statistics were gathered over 70
time units (tUre f /h = 1 TU) after a transient period of 10 TU.
On the other hand, to determine the time averaging period, the power spectrum of
the streamwise velocity component has been obtained in the near-wall area in the
recirculation region. The energy containing/intertial range limit is at T = 3 TU which
is approximately the time that takes for a particle to go all the way through the car
upper surface. Finally, Q isosurfaces have been obtained form Aljure’s LES data [21]
revealing that the flow is turbulent throughout the car surface except in the front area,
where the WM was explicitly switched off.
Test results
In Figure 3.23, the normalized mean streamwise velocity (U/Ure f ) at the car symmetry
plane is plotted for the experimental results of Lienhart et al.[40], the LES results of
104 CHAPTER 3. TLM FOR NON-EQUILIBRIUM FLOWS.
Aljure et al.[21] and the WMLES data obtained with the same mesh. The results
obtained with the fine mesh of Aljure et al.[21], show fairly good agreement with the
experimental data both, in the LES-only and the WMLES configurations. However,
the WM produced slight improvements, especially on the car’s top surface which
induced the improvements downstream. In Figure 3.24, the normalized streamwise
velocity is plotted again for the coarse mesh. A more significant improvement of the
LES-only results is observed when applying the WM. Nonetheless, given the grid
coarseness, the final results are not as satisfactory as the WMLES results obtained
with Aljure’s mesh. Some discrepancies are observed between the fine and the coarse
mesh WMLES results in the thin recirculation region (see Figures 3.28b and 3.27b
between −0.16m . x . −0.07m). This is due to the poor resolution of the coarse
LES mesh in this area, in which only two LES points were placed in the wall-normal
direction. The use of the WM, despite improving the results in most regions, it is not
able to overcome the lack of minimum LES resolution in this specific area. However,
a significant improvement is achieved again in the car top surface which is of great
importance for the correct development of the flow downstream.
Regarding the time-step, there are no significant differences between the coarse
and the fine LES meshes. Due to the relatively low Reynolds number, and the
relatively similar wall-parallel grid spacing (see Figure 3.22), the time-step size of
both cases is almost identical being its value around 2× 10−4 TU. This shows that the
use of shear stress wall models at low and moderate Reynolds number, is much less
profitable than at high Reynolds number since the gains derived from the time-step
size increase are less significant.
In Figures 3.25 and 3.26, the normalized streamwise velocity fluctuations (Urms/Ure f )
are shown for the same tests and configurations than in the previous plots. In this
case, the effects of the WM seem to be more pronounced, especially in the near-wall
region. It seems that unlike the pipe flow test, the LES mesh resolution in that area
is fine enough to capture some near-wall flow structures resulting in fairly good
predictions which are enhanced by the WM.
Streamlines of the mean flow on the car symmetry plane are depicted in Figure
3.27 for the fine grid, and in Figure 3.28 for the coarse mesh, respectively. In both
plots, the LES-only (a) and WMLES (b) configurations are displayed together. In
the coarse mesh tests, the plot corresponding to the LES-only computation (Figure
3.28a), it reveals a secondary recirculation in the rear part of the slanted surface
which is not observed in Aljure’s test (Figure 3.27a). In the latter case, the mean
velocity profiles match the experimental reference significantly better than in the
coarse mesh test. The use of the WM suppresses this recirculation probably because
of the better predicted upstream inflow. These observations are coherent with the
mean streamwise velocity profiles shown in Figure 3.24. A general improvement
of the results is observed when using the WM, but especially strong corrections are
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Figure 3.23: Normalized mean streamwise velocity component at the car symmetry
plane on the Ahmed car back surface at Re = 7.68× 105. LES-only ( ) and
WMLES ( ) data, both obtained with Aljure’s fine mesh [21]. Experimental
data of Lienhart et al.[40] (•).
found on the car top surface (x . −0.2m) and in the lower part of the slanted surface
(x & −0.07m) due to the elimination of the secondary recirculation bubble. On the
other hand, in the fine mesh case results displayed in Figure 3.27, no significant
deviations are revealed between the LES-only and the WMLES plots which is in line
with the slight differences observed in the mean flow velocity profiles in Figures 3.23a
and 3.23b.
Finally, in Table 3.9, the pressure and viscous drag (Cdp and Cdv) and lift (Clp and
Clv) coefficients are shown for both, the coarse and the fine mesh, with and without
WM. Only experimental data on the pressure drag is available. In parenthesis, the
relative differences between the experimental results and all the numerical data are
shown. Good agreement between the experimental and the WMLES results of the
Cdp is obtained. Although the Cdp is an integral magnitude, the improvement of
the WMLES with respect to the LES-only configuration is mainly due to the better
resolution of the pressure field in the rear part of the car. In the front part, which has an
important weight in the total Cdp value, the WM was switched off due to the laminar
behavior of the flow. This allows concluding that the WM caused an improvement
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Figure 3.24: Normalized mean streamwise velocity component at the car symmetry
plane on the Ahmed car back surface at Re = 7.68× 105. LES-only ( ) and
WMLES ( ) data, both obtained with the coarse mesh of 4.8× 105 grid points.
Experimental data of Lienhart et al.[40] (•).
in the resolution of the relevant part of the flow, where complex non-equilibrium
phenomena are present.
Regarding the other magnitudes, the integral viscous forces represented by Cdv
and Clv obtained with the WM are higher than their LES-only counterparts which
indicates that the wall shear stress is underpredicted when not using the WM.
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Figure 3.25: Normalized mean streamwise velocity fluctuations at the car symmetry
plane on the Ahmed car back surface at Re = 7.68× 105. LES-only ( ) and
WMLES ( ) data, both obtained with Aljure’s fine mesh [21]. Experimental
data of Lienhart et al.[40] (•).
Table 3.9: Cdp, Cdv, Clp and Clv of the Ahmed car at Re = 7.68× 105. Experimental
results by Lienhart et al.[40] regarding Cdp are displayed together with numerical
results obtained with two different meshes (see Table 3.8 for mesh details) both, with
and without WM. In parenthesis, the relative differences of the numerical data with
respect to the experimental results are given in %.
Cdp Cdv (×10−3) Clp Clv(×10−5)
Lienhart et al.[40] 0.285 ( − ) − − −
coarse LES-only 0.322 (12.98) 0.305 0.0927 −4.92
coarse WMLES 0.297 (4.21) 3.12 0.1681 4.562
Aljure et al.[21] LES-only 0.304 (6.67) 1.23 0.257 5.78
Aljure’s mesh WMLES 0.294 (3.15) 2.31 0.241 7.49
108 CHAPTER 3. TLM FOR NON-EQUILIBRIUM FLOWS.
0.20
0.25
0.30
0.35
0.40
-0.25 -0.20 -0.15 -0.10 -0.05 0.00 0.05
x
=
-0
.2
4
3
m
x
=
-0
.2
2
3
m
x
=
-0
.2
0
3
m
x
=
-0
.1
8
3
m
x
=
-0
.1
6
3
m
x
=
-0
.1
4
3
m
x
=
-0
.1
2
3
m
x
=
-0
.1
0
3
m
x
=
-0
.0
8
3
m
x
=
-0
.0
6
3
m
x
=
-0
.0
4
3
m
x
=
-0
.0
2
3
m
x
=
-0
.0
0
3
m
x
=
 0
.0
1
7
m
z
[m
]
x[m] || local axis Urms/Uref
Figure 3.26: Normalized mean streamwise velocity fluctuations at the car symmetry
plane on the Ahmed car back surface at Re = 7.68× 105. LES-only ( ) and
WMLES ( ) data, both obtained with the coarse mesh of 4.8× 105 grid points.
Experimental data of Lienhart et al.[40] (•).
3.5 Analysis of the interaction between the LES and the
WM.
In this section, the interdependence between the present TLM formulation and the
subgrid LES model is evaluated. In tests presented above, as well as in most of the
previous works in the literature[7, 8, 9, 13], the dynamic Smagorinsky formulation has
been used as a subgrid model, and to the author best knowledge, the interaction of a
TLM with other LES models has not been assessed yet. The analysis will be carried
out by computing the Pipe flow at Reτ ≈ 3000 test with five different LES models
with different dissipative properties and near-wall behaviors.
Firstly, the standard Smagorinsky[41] (SMG) model with no modifications will
be used. In this model, the subgrid viscosity is considered directly proportional to
the local strain, and its behavior near the wall is completely unphysical since νsgs
does not vanish towards the wall. The Germano dynamic modification [18] of the
Smagorinsky model (DSMG) addresses this deficiency without requiring damping
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Figure 3.27: Mean flow streamlines of the Ahmed car at Re = 7.68× 105 on the car
symmetry plane obtained with the Aljure’s fine LES mesh [21]. (a) LES-only test (b)
WMLES test.
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Figure 3.28: Mean flow streamlines of the Ahmed car at Re = 7.68× 105 on the car
symmetry plane obtained with the coarse LES mesh. (a) LES-only test (b) WMLES
test.
functions. Germano showed that the new model has an asymptotic behavior of
O(y3) for the SGS stresses in the wall area. More recent developments led to new
LES models which intend to improve the physical basis of the existing formulations.
This is the case of the wall-adaptive local eddy viscosity (WALE) formulated by
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Nicoud et al.[22] in which the subgrid viscosity is a function not only of the strain
but also of the rotation rate, as Wray and Hunt [42] observed in different DNS of
isotropic turbulence. Moreover, the model also shows an O(y3) asymptotic behavior
of the subgrid viscosity in the near-wall region while νsgs almost vanishes in pure-
shear regions, providing accurate laminar to turbulent transitions since it allows
instabilities in the laminar region. The variational multiscale (VMS) approach for
LES is also of interest since only the effects of the small-scale velocity field are taken
into account when modeling the subgrid stress tensor. This improves the model
damping outcome given that the large scales are well resolved, and the subgrid
viscosity only takes into account the under-resolved small-scale effects. An a priori
scale separation is performed by explicitly filtering the resolved velocity field, and
then, only the small-scale resolved part of the flow is used to evaluate νsgs by means
of a standard LES model. The original formulation was proposed by Hugues [43],
and the Smagorinsky model was used to close the formulation. In the present work,
the νsgs is obtained through the WALE model (VMS-WALE) [44, 45] to take advantage
of the properties commented above. Finally, a newer approach named QR model
proposed by Verstappen [46] will also be tested. This model is derived from the
premise that only the strictly necessary level of dissipation must be provided. A
lower bound for νsgs is found by requiring a sufficient damping level that prevents
the non-linear mechanisms of the convective term from producing eddies of any size
smaller than the grid size.
3.5.1 Test description
The test setup is exactly the same as the Pipe flow at Reτ ≈ 3000 test reported at
Section 3.4.1. Firstly a LES-only computation is performed to assess the improvements
introduced by the wall model. Then, four different wall model configurations are
tested, a not-filtered setup with extrusion heights of h+wm ≈ 30 and h+wm ≈ 210, and a
filtered configuration with filter length of T = 10.0 and the same extrusion heights.
The selected filter length of T = 10.0 corresponds to the filter width that minimizes
the computed wall shear stress error according to the initial Pipe flow experiment.
On the other hand, the five LES models described above will be used to account for
the unresolved subgrid scales effects.
3.5.2 Test results
In Table 3.10, the computed Reτ is compared for the five different LES models. For
each subgrid model, five different wall strategies have been applied, LES-only, and
filtered and non-filtered WM at h+wm ≈ 30 and h+wm ≈ 210. In case of filtered configura-
tion, the filter length is set at T = 10.0. In brackets, the relative error of the computed
Reynolds number with respect to the reference value of Reτ ≈ 3026 is shown.
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Table 3.10: Computed Reτ values of the pipe flow at Re = 1.33× 105 which cor-
responds to Reτ ≈ 3026. The values are obtained with and without WM for five
different subgrid models. In case of WMLES, two different mesh heights are tested
(h+wm ≈ 30 and h+wm ≈ 210) with and without TAF. The relative error in (%) with
respect the reference value (Reτ ≈ 3026) is in brackets.
T SMGO DSMG + WALE ◦ VMS-WALEM QR×
No WM N/A 954.1 (68.4) 1923.6 (36.4) 2189.3 (27.6) 1860.5 (38.51) 1343.4 (55.56)
WM h+wm ≈ 30 N/A 3381.4 (11.74) 3409.2 (12.66) 3494.5 (15.48) 3541.8 (17.04) 3324.0 (9.84)WM h+wm ≈ 210 3281.4 (8.44) 3316.1 (9.58) 3423.0 (13.11) 3434.0 (13.48) 3241.4 (7.65)
WM h+wm ≈ 30 10.0 3155.2 (4.26) 3135.6 (3.62) 3213.7 (6.20) 3172.1 (4.82) 2955.2 (2.33)WM h+wm ≈ 210 3096.1 (2.31) 3100.4 (2.45) 3167.7 (4.68) 3097.2 (2.35) 3070.2 (1.46)
Moreover, the values of Table 3.4 are also plotted in Figure 3.29 in a non-dimensional
form (Reτ/Reτre f being Reτre f ≈ 3026). The symbols used in this figure are defined in
Table 3.4.
WM W/ F  h
wm
+
≈210
WM W/ F    h
wm
+
≈30
WM W/O F  h
wm
+
≈210
WM W/O F    h
wm
+
≈30
NO WM
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
Reτ/Reτref
Figure 3.29: Non-dimensionl computed Reτ values obtained with five different
LES models, DSMG (+), QR (×), SMG (O), WALE (◦), VMS-WALE (M) and five
different wall strategies: LES-only and WMLES at h+wm ≈ 30 and h+wm ≈ 210 with and
without TAF. The reference value is Reτre f ≈ 3026.
A great dispersion is observed in Figure 3.29 regarding the wall shear stress
results obtained with the five different LES models when no WM is used. This
was expected since the near-wall treatment of the proposed LES models differs
significantly. Nonetheless, it appears that the WM is able to strongly reduce this
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dispersion regardless the WM+LES combination used, showing that the particular
near-wall behavior of each subgrid model is mostly overridden by the WM influence.
Regarding the mean streamwise velocity profiles, results of test cases shown in
Table 3.10 are depicted in wall units and logarithmic scale in Figure 3.30. The data is
distributed in five different charts, one for each LES model. All plots display results
obtained with the five different wall treatments together with the DNS solution of
Ahn et al.[32].
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Figure 3.30: Mean streamwise velocity profiles in wall units . The wall distance is
in logarithmic scale. The vertical lines represent the two LES/WM interface heights.
The results have been obtained with five different LES models (a) SMG, (b) DSMG, (c)
WALE, (d) VMS-WALE and (e) QR with five different wall treatments: LES-only (◦),
WMLES at h+wm ≈ 30 with TAF (+) and without TAF(×) and WMLES at h+wm ≈ 210
with TAF(O) and without TAF(M). Lines conrrespond to DNS Ahn et al.[32] ( ),
and the law of the wall ( ).
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In order to analyze in deeper detail the interaction of the LES and the WM, the
mean streamwise velocity profiles are plotted again in Figure 3.31 but gathering the
non-wall modeled LES tests in the figure on the left and the WMLES cases on the
right. Additionally, in Figure 3.32, the same comparison is made for the rms of the
velocity fluctuations in the streamwise, wall-normal and spanwise components as
well as for the Reynolds shear stress. Taking into account the conclusions given above
and for the sake of clarity, in the remaining plots of this section (Figures 3.31 and 3.32),
only the time-filtered wall modeled tests with extrusion height of h+wm ≈ 30 will be
displayed since the differences with the h+wm ≈ 210 results are negligible.
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Figure 3.31: Mean streamwise velocity profiles in wall units . The wall distance is
in logarithmic scale. The results have been obtained with five different LES models,
DSMG (+), QR (×), SMG (O), WALE (◦), VMS-WALE (M) and two different wall
strategies: LES-only (left) and WMLES at h+wm ≈ 30 (right). DNS Ahn et al.[32]
( ) and law of the wall ( ).
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Figure 3.32: rms of the streamwise (u+rms), wall-normal (v+rms) and spanwise (w+rms)
velocity fluctuations as well as the Reynolds shear stress (uv+rms) in wall units. The
results have been obtained with five different LES models, DSMG (+), QR (×), SMG
(O), WALE (◦), VMS-WALE (M) and two different wall strategies: LES-only (left) and
WMLES at h+wm ≈ 30 (right). DNS Ahn et al.[32] ( ).
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As expected, the LES-only plots show a large dispersion of results depending
on the subgrid model and its particular near-wall formulation. Nonetheless, these
dispersions significantly decrease when applying the WM, and the WMLES solutions
seem to collapse fairly well onto the DNS curve regardless of the subgrid model used.
This is especially true for the mean velocity profiles in the whole domain and the rms
fluctuations away from the wall, while more dispersion is observed in the near-wall
region for the latter. This is consistent with the fact that the WM acts as an integral
part of the LES model and therefore standardizes the wall behavior for any subgrid
formulation. Actually, providing a wall shear stress directly to the diffusive term
is equivalent to provide a specific subgrid viscosity to the wall node such that the
LES velocity gradient multiplied by the summation of the molecular and subgrid
viscosities matches the τw computed by the model. This behavior is less evident when
comparing velocity fluctuations near the wall. This is due to the necessity of having
a minimum amount of resolved scales to capture them properly. Since the size of
the eddies in the near-wall region is proportional to the wall distance and, therefore,
very small compared with those in the pipe center, the mesh is unable to capture a
minimum amount of near-wall structures when using coarse meshes with a constant
grid spacing. According to the results, it seems clear that the WM is not able to redress
it.
3.6 Conclusions
A general and efficient WM for incompressible LES and suitable for unstructured
meshes is presented and validated through different tests including strongly unsteady
non-equilibrium flows. The present methodology is included in the two-layer model
family of wall shear stress models[7], and to the authors’ best knowledge, it uses
for the first time the full incompressible URANS equations as a mathematical and
physical model. This mathematical approach has been selected given the importance
of the non-equilibrium terms (i.e., advective and pressure gradient) when dealing
with complex flow phenomena such as boundary layer detachment, adverse pressure
gradients or flow recirculations.
Wall shear stress models in general and RANS-based WMs in particular, are
affected by the ”log-layer mismatch” and the resolved Reynolds stresses inflow
problems which undermine the quality of the WM numerical predictions.
In the present work, a time-averaging filter for the LES variables is applied in
the WM/LES interface to tackle both issues at once with a single-step and low-
computational-cost technique suitable for any geometry. While the TAF strategy
has already been applied to address the LLM problem[10], it is used for the first
time to block the RRS inflow in the TLM context. According to the obtained results,
this approach is extremely efficient in avoiding the RRS inflow consequences, and
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combined with its effects on the LLM, it dramatically reduces the complexity of the
WM formulation and implementation while strongly increasing its efficiency and
geometrical range of applicability compared to existing TLM strategies[9].
The proposed methodology has been validated with two equilibrium Pipe Flow
tests at Reτ ≈ 500 and Reτ ≈ 3000, and two non-equilibrium flows, specifically, a
flow around a DU 91-W2-250 airfoil at Re = 3× 106 in full stall and a flow past an
Ahmed car body at Re = 7.56× 105. As recurrently observed in all these tests, the
signal of the LES variables must be filtered with a sufficiently large temporal filter
length before being used as boundary condition for the WM RANS-based domain.
Specifically, frequencies higher than the energy-containing/inertial range limit must
be suppressed. While the apparent diffusive effects inherent to the resolved smallest
scales are almost completely avoided with smaller filter lengths, it is found that the
RANS model provides excessive diffusivity when inertial subrange frequencies are
introduced through the boundary. The URANS approach exclusively resolves the
mean flow evolution or the very-large structure unsteady component at most. Thus,
for any RANS formulation, the turbulent viscosity should be derived from the mean
flow, which is supposedly the only available data. When time-resolved turbulent
motions are introduced through the boundary, they cause the RANS model to work
out of its range of applicability, causing a prediction failure.
On the other hand, unlike in equilibrium conditions, for non-equilibrium unsteady
flows, it also exists an upper bound for the TAF filter length. It is found that the largest
flow structures contribution to the instantaneous skin friction plays an important role
in regions with a strong unsteady behavior. Therefore, a sufficiently small filter length
allowing to capture large-scale temporal effects must be used. In the particular case
of the flow around a DU 91-W2-250 airfoil, a TAF averaging period corresponding
approximately to a quarter of the largest flow time-scale allowed to obtain accurate
predictions.
Additionally, it is found that the filtering period affects the large-scale charac-
teristic frequencies. However, it remains unclear whether the value of T directly
influences the largest time-scales, or this is an indirect consequence of having a poorly
resolved mean flow.
Significant improvements in numerical results are obtained in all tests when using
the WM. Nonetheless, the improving potential of the WM strongly depends on the
characteristic flow physics of each case, especially on the boundary layer thickness
and the Reynolds number. The first magnitude constrains the height at which the
WM/LES interface can be placed and, therefore, the allowed coarsening of the LES
mesh at the wall. The Reynolds number strongly conditions the gains that can be
obtained from the time-step size. The thicker the boundary layer and the higher the
Reynolds number, the larger the WM benefits will be.
On the other hand, the interaction between the wall and the subgrid model has
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been analyzed by performing the WMLES pipe flow test at (Reτ ≈ 3000) with five
different LES formulations. It was found that the WM acts as an integral part of
the LES models, standardizing their near-wall behavior and making the disperse
results obtained in the different LES-only tests to collapse into very similar solutions,
reasonably close to the DNS reference.
Finally, another important conclusion of the present work is that the increase of
the time-step upper bound in explicit computations has a huge potential in cutting
down the computational costs for high Reynolds number flows. Probably, even
more than the reduction of LES near-wall spatial resolution requirements since it is
very difficult to parallelize the advancement in time. In order to support this idea,
a new set of expressions for the total computational cost Reynolds number scaling
which takes into account the time integration efforts is proposed. Further research
on methodologies intended to mitigate the time-step effects are part of our research
plans.
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4Mathematical and
numerical formulation of
the Two-Layer wall model
In the present chapter, the numerical strategy used to solve the TLM physical
and mathematical model of Chapter 3, will be developed and discussed in detail.
Initially, a short introduction about the Finite Volume Method (FVM) is given. In
parallel, the concept of property conservation of continuous operators in the discrete
domain is introduced. The purpose of this brief overview, is to understand better
the mathematical developments carried along the Chapter, as well as, to show the
philosophy behind the FVM and the operator property conservation approach when
it comes to the resolution of a physical model. Then, the FVM will be applied to the
continuous mathematical model in order to obtain a numerical frame allowing us to
obtain discrete solutions for the TLM governing equation. At the end of the Chapter,
the global numerical procedure is summarized with a flow chart.
4.1 Numerical resolution of the model governing equa-
tions.
As previously introduced in Chapter 1, in general, there are no analytical solutions for
PDEs, and the N-S equations are not an exception. Hence, a numerical method has to
be used in order to obtain discrete solutions of these equations. Since the physical
phenomenon described by the N-S equations is time and space-dependent, a suitable
discretization must be applied for all dimensions.
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There are different numerical techniques to perform the spatial discretization,
such as finite differences, finite volumes or finite elements. All of them are intended
to discretely represent a given PDE and its spatial domain through a finite set of
algebraic equations, each one representing a specific spatial position in which a
numerical solution of the original PDE can be found. Each methodology mentioned
above has its strengths and weaknesses, being all these techniques widely used in
CFD, which indicates that none of them offers overwhelmingly clear advantages over
the others.
TermoFluids is a finite volume-based code. The main strength of this approach is
that it is relatively easy to enforce a physic compatible numerical behavior through
the discretization schemes. That means that the numerical solution of the equations
conserves the physical properties of their continuous counterparts[1]. For instance,
the continuous solution of the Navier-Stokes equations conserves the kinetic energy
balance. The discrete solution does not automatically hold this property, and suitable
numerical schemes for both, the temporal and the spatial discretization, have to be
used to ensure the conservation properties in the discrete domain[1, 2, 3, 4]. The
reproduction of the continuous physical model properties in the discrete domain is a
crucial aspect to obtain realistic flow simulations, and at the same time, it contributes
to the numerical stability of the algorithm without needing to resort to unphysical
methodologies to ensure the computation robustness.
The main purpose of the initial sections is to briefly introduce the finite volume
method as a technique to numerically resolve a set of partial differential equations
(PDE). The objective is not to provide an extensive review of numerical methods,
but to make a short introduction to follow the discretization process of the RANS
equations easily. On the other hand, the continuous/discrete operator property
conservation concept is also introduced.
4.2 The finite volume method.
The finite volume method (FVM) is a mathematical approach to transform a set of
partial differential equations into a finite set of algebraic equations [5, 6] in order to
obtain a discrete numerical solution of the original PDEs. The discrete solution is
obtained in a finite set of points called nodes. These nodes are distributed throughout
the computational domain in which the solution has to be obtained. The ”finite
volume” refers to the small volume surrounding each node point. The continuous
solution domain is subdivided in finite volumes or cells, forming the so-called com-
putational mesh which includes the node points at the volume’s centroid and at
the volume’s faces that belong to the domain boundary. The higher the number of
cells, the higher will be the resolution of the numerical solution. Unfortunately, for
most PDEs, especially for high non-linear ones, the numerical solution is strongly
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dependent on the mesh resolution for the reasons given in Chapter 1.
In FVM, the PDE is integrated in the finite control volume considering the value
of all variables constant throughout the integration domain. This value, is the average
of the PDE variable φ within a cell of volume Ω:
φ =
1
Ω
∮
Ω
φ dΩ, (4.1)
On the other hand, in a PDE containing a divergence term, the volume integrals are
converted to surface integrals by using the divergence or Gauss theorem. These terms
are then evaluated as fluxes at the surfaces of each finite volume. Analogously to the
volumetric average (Equation 4.1), the value of φ is considered constant throughout
a given cell face. Since the solution values of φ are known at the volume centroids
(nodes) instead of at the surfaces, it is necessary an interpolation method or spatial
numerical scheme to evaluate the fluxes at the volume faces.
Ω
Sf
nf
P
Figure 4.1: Discrete cell of volume
Ω. P is the cell centroid (node) while
n f and S f , are the cell’s face normal
vector and surface, respectively.
The mathematical statement for the diver-
gence theorem in a IR3 space is as follows:
suppose Ω a three-dimensional volume which
is compact and has a piecewise and smooth
boundary S (∂Ω = S). If f is a continuously
differentiable vector field defined in a neigh-
borhood of Ω, then we have:∮
Ω
(∇ · f) dΩ =
∮
S
(f · n) dS, (4.2)
Below, an example of a PDE discretization
through FVM is given. For the sake of simplic-
ity and to easily understand the discretization
process, the relatively simple Laplacian PDE is
considered:
∇2φ = ∇ · ∇φ = B, (4.3)
being φ a given scalar field defined in a three-dimensonal space (φ : IR3 → IR) and B,
a scalar source term B = B(x, y, z). For a particular control volume Ω (see figure 4.1),
the PDE can be integrated over its domain:∮
Ω
∇ · ∇φ dΩ =
∮
Ω
B dΩ, (4.4)
Afterward, the Gauss theorem (Equation 4.2) is applied to the divergence term
such that Equation 4.4 can be rewritten as:
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∮
Ω
∇ · ∇φ dΩ =
∮
S
∇φ · n dS =
∮
Ω
B dΩ, (4.5)
In general, the spatial discretization of the computational domain is performed
through polyhedrons of n faces. According to the hypothesis of constant φ throughout
the cell volume and at each particular face, equation 4.6 can be rewritten in terms of
space-averaged values and a summation of fluxes over a finite number of faces:
m
∑
f=1
∇φ f · n f S f = BP Ω, (4.6)
where BP is the value of the source term at point P, ∇φ f , is the gradient of φ at a
given face, n f is the face’s normal vector, and m, is the total number of cell faces. In
order to obtain an algebraic equation for φ, the value of the scalar field gradient at the
cell faces has to be evaluated. There are different ways to determine ∇φ f . However,
not all of them would preserve the properties of the continuous Laplacian operator in
the discrete form.
Ω2
nf
P1
Ω1
Ω3
P2
P3
Ω2 S f
P1
P2
P3
δnf
Figure 4.2: Example of small
computational mesh, composed
of three cells. δn f is the face-
normal distance between nodes.
The continuous Laplacian operator is symmet-
ric and negative definite. Mathematically, these
two properties can be respectively expressed as
follows prodided that there are no boundary con-
tributions:
∫
Ω
f (∇ · ∇g) dΩ =
∫
Ω
(∇ · ∇ f ) g dΩ, (4.7)
∫
Ω
f ∇ · ∇ f dΩ = −
∫
Ω
|∇ f |2 dΩ < 0, (4.8)
where f and g are two functions such that f , g :
IR3 → IR.
Hereafter, the discrete Laplacian operator for
the simple spatial discretization (mesh) in Figure
4.2 will be obtained from Equation 4.6. A central-
difference symmetry preserving scheme will be
used to evaluate the φ gradient at the cell faces.
The projection of∇φ f in the face-normal direction
can be approximated as follows:
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∇φ f · n f ≈ φNB − φPδn f
, (4.9)
where the subindex NB stands for the cell neighbor node contiguous to face f , and
δn f , is the distance between node NB and node P in the face normal direction (n f ).
For the sake of clarity, a uniform mesh with equal geometric parameters is considered
(distances δn f , surfaces S f and volumes Ωi), although the conclusions would be the
same if a fully unstructured mesh was used. Consequently, the discrete equations for
nodes 1,2 and 3 are:
1 :
φP2 − φP1
δn f
S = BP1Ω1 → −φP1 + φP2 = BP1
δn fΩ
S
,
2 :
φP1 − φP2
δn f
S +
φP3 − φP2
δn f
S = BP2Ω → φP1 − 2φP2 + φP3 = BP2
δn fΩ
S
,
3 :
φP2 − φP3
δn f
S = BP3Ω → φP2 − φP3 = BP3
δn fΩ
S
,
(4.10)
Rearranging Equation set 4.10 in matrix form, we obtain:
S
δn f
−1 1 01 −2 1
0 1 −1
φP1φP2
φP3
 =
BP1ΩBP2Ω
BP3Ω
 ⇒ LφP = BPΩ, (4.11)
Comparing the continuous Equation 4.3 with its discrete approximation 4.11, it can
be noted that the discrete Laplacian operator L is symmetric and negative definite
as its continuous counterpart ∇2. For the discrete operator, these two attributes
can be mathematically defined as L = LT and (xT · Lx) < 0; ∀x ∈ IRn, x 6= 0 [7],
respectively. This continuous/discrete analogy is not automatically fulfilled, and
appropriate numerical schemes, such as the central-difference used in the previous
example, have to be used. In Section 4.3, the discretization of the RANS equations will
be carried out, and more details on conservative numerical schemes will be given.
Another aspect that has to be considered when applying a given numerical scheme
is its order of accuracy. Higher-order methods use more points to interpolate the
variables at a given point than lower-order ones. The use of high-order numerical
methods reduces truncation errors denoted as O(hn+1), where h is the discretization
step size of the independent variable (usually, space or time in physical models), and
n is order of accuracy [8].
Since in FVM the discrete problem variables are defined at a given cell inner point
(nodes), usually the cell centroid, the face values have to be interpolated. Nonetheless,
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one of the major drawbacks in the FVM approach resides in the difficulty of applying
high order schemes in unstructured meshes, which is almost unavoidable when
dealing with complex geometries. This problem is derived from the difficulty of
determining the face neighboring nodes. While the application of a second-order
scheme is trivial (the two face adjacent nodes), the following points needed for
higher-order schemes might not be evident at all.
4.3 Numerical resolution of the URANS equations.
The non-equibrium TLM mathematical model presented in Chapter 3 is based on the
incompressible Unsteady Reynolds-Averaged Navier-Stokes equations:
∇ · 〈u〉 = 0, (4.12)
∂〈u〉
∂t
+ (〈u〉 · ∇) 〈u〉 =∇ · [2(ν+ νTwm)S(〈u〉)]−∇〈p〉, (4.13)
being 〈u〉, the time-averaged velocity field, ν, the kinematic viscosity, S, the rate-of-
strain tensor, and 〈p〉, the time-averaged kinematic pressure. To close the formulation,
the value of νTwm has to be provided through an external model. As previously
commented, a mixing-length-based algebraic model together with the Van Driest
wall-damping function is used for the present implementation:
νTwm = (κy)
2 |S| [1− exp (−y+/A+)]2 , (4.14)
where κ = 0.41, is the von Ka´rma´n constant, y, is the wall distance, |S|, is the
magnitude of the rate-of-strain tensor, A+ = 26, is a constant of the wall-damping
function, and the superindex +, denotes wall units.
In order to follow a consistent criterion all along the thesis document, the operator
〈·〉 has been used to denote time-averaged variables. However, since in the following
sections all the problem variables will be time-averaged, the 〈·〉 symbol will be
obviated for the sake of clarity.
The RANS equations are far more complex than the Laplacian example presented
in the previous section. They are a set of four scalar PDEs in which the problem
variables are the three velocity components (u = (u, v, w)) and the pressure p. The
scalar equations are coupled through the velocity and the pressure, and therefore,
a mathematical methodology has to be applied to solve the velocity-pressure cou-
pling. Additionally, the equations feature a non-linear spatial term ((u · ∇) u), being
necessary a linearization step to obtain a system of linear algebraic equations. Fi-
nally, the equations feature a transient term, (∂u/∂t), for which a suitable temporal
discretization scheme has to be decided.
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4.3.1 Velocity-pressure coupling: The Fractional-step method
Several methodologies are allowing to obtain a numerical solution for the RANS
equations. In the present work, a projection method, introduced by Chorin in 1968 [9]
is used. The main advantage of this method is that the computations of the velocity
and the pressure fields are decoupled, and can be evaluated in a succession of steps.
This leads to better performance and simplicity of the algorithm compared to other
existing methodologies like SIMPLE [10, 11].
This method is based on the Helmholtz decomposition [12, 13] (See Appendix A
for more details). The theorem states that a given vector field u defined on a simply
connected domain can be uniquely decomposed into two orthogonal components, a
divergence-free (solenoidal) part usol , and an irrotational field uirr. On the other hand,
for any scalar function φ, its gradient is irrotational,i.e., the curl of the gradient is zero.
Thus,
u = usol + uirr
∇×∇φ=0−−−−−−−−−→ u = usol +∇φ, (4.15)
This mathematical property will allow us to decompose the incompressible RANS
equations into two uncoupled parts while making clear the role of the pressure on
the global algorithm. Let Π(·) be a projector operator which projects any vector field
u onto a divergence-free space:
∇ ·Π(u) = 0, (4.16)
Reordering the incompressible RANS equations (4.13) and applying Π, we obtain:
Π
[
∂u
∂t
+∇p
]
=Π
[
[− (u · ∇) u] +∇ ·
[
2νe f f S(u)
]]
, (4.17)
where νe f f stands for νe f f = ν+ νTwm. Since the velocity field u is incompressible, i.e.
it is solenoidal (See equation 4.12), it remains unchanged when projected onto the
divergence-free space, and therefore, its transient term too.
Π
(
∂u
∂t
)
=
∂u
∂t
, (4.18)
On the other hand, according to the Helmholtz-Hodge decomposition, the pres-
sure gradient is orthogonal to the divergence-free space, and therefore, its projection
is zero:
Π (∇p) = 0, (4.19)
Hereafter, Equation 4.13 and Equation 4.17 will be compared, considering the two
previous statements:
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∂u
∂t
=
[
− (u · ∇) u+∇ ·
[
2νe f f S(u)
]]
−∇p, (4.20)
↓
∂u
∂t
= Π
[
− (u · ∇) u+∇ ·
[
2νe f f S(u)
]]
, (4.21)
From this comparison, it can be observed that the role of the pressure gradient
is to project the convective and the diffusive terms of the RANS equations onto the
divergence-free space. This property will be used to compute the velocity field u and
the pressure p in two uncoupled steps. First of all, the predictor velocity, uP, will be
defined as the non-projected velocity field (u = Π(uP)). This definition also applies
to the temporal derivative of the velocity field:
∂u
∂t
= Π
[
∂uP
∂t
]
, (4.22)
Then, according to Equation 4.21, the temporal derivative of uP corresponds to
the inner part of the projection operator:
∂up
∂t
= − (u · ∇) u+∇ ·
[
2νe f f S(u)
]
, (4.23)
On the other hand, combining Equations 4.20 and 4.23, we obtain:
∂u
∂t
=
∂uP
∂t
−∇p, (4.24)
Then, approximating the temporal derivatives with a second-order central differ-
ence numerical scheme and reordering terms, we obtain:
un+1 − un
∆t
=
uP − un
∆t
−∇p −−−→ un+1 = uP − ∆t∇p, (4.25)
where the superindex n defines the discrete temporal point. The obtained expression
corresponds to the Helmholtz-Hodge decomposition (see Equation 4.15). in which
the scalar function whose gradient projects the velocity field on the divergence-free
space corresponds to the pseudo-pressure p˜, defined as p˜ = ∆t p. The unicity of
the decomposition ensures that for a given pseudo-pressure field, there is only a
solenoidal velocity field that fulfills the following equation:
un+1 = up −∇ p˜, (4.26)
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However, the pseudo-pressure field still remains unknown, and prior to apply
this step, it has to be determined. Applying the divergence operator to Equation 4.26,
we obtain a Poisson equation for the pressure:
∇ · u = ∇ · up −∇ · ∇ p˜ ∇·u=0−−−−−−−→ ∇2 p˜ = ∇ · up, (4.27)
In general, Equation 4.27 is indeterminate and some additonal information has to
be provided to obtain a specific solution. Specifically, for the discrete solution, one
of the main diagonal coefficients is artificially increased to condition the equation
system. Therefore, the mathematical procedure to uncouple the velocity and the
pressure fields allowing to obtain them separately, can be summarized as follows:
∂up
∂t
= − (u · ∇) u+∇ ·
[
2νe f f S(u)
]
(Eq. 4.23)
∇2 p˜ = ∇ · up
(Eq. 4.27)
un+1 = up − ∇ p˜
(Eq. 4.26)
Up to this point, a sequential algorithm allowing to determine u and p separately
has been created. Now, a numerical methodology has to be applied to obtain a
numerical solution for the procedure described above. The finite volume method will
be used to discretize the spatial derivatives while the temporal term in Equation 4.23
will be approximated through a first-order Backward Euler Implicit method. In the
present formulation, a collocated mesh scheme will be used. That means that all the
problem variables will be numerically solved in the same grid points.
4.3.2 Spatial discretization of the predictor velocity equation
In this section, the FVM will be applied to equation 4.23 to spatially discretize the
PDE. Since in this section νe f f and up cannot be confused with other magnitudes, the
superindex ()p and the subindex ()e f f will be suppressed for the sake of clarity. On
the other hand, given that the following development requires different equations
for each equation component, a subindex notation will be used for the variables to
obtain more compact expressions.
First of all, equation 4.23 will be rearranged by multiplying it by the density ρ and
witting the convective term in conservative form:
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ρ
∂ui
∂t
= −∇ · (ρuiuj)+∇ · [2µSij] , (4.28)
Then, the equation is integrated in a finite control volume Ω:∮
Ω
ρ
∂ui
∂t
dΩ = −
∮
Ω
∇ · (ρuiuj) dΩ+ ∮
Ω
∇ · [2µSij] dΩ, (4.29)
Afterward, by applying the divergence theorem, we obtain:∮
Ω
ρ
∂ui
∂t
dΩ = −
∮
S
(
ρuiuj
)
nidS +
∮
S
2µSijnidS, (4.30)
Hereafter, a polyhedral finite volume (see Figure 4.1) is considered, and the FVM
hypothesis of averaged values of the transported variables at the cell centroid and
faces is applied (see Section 4.2). Therefore, the volume and surface integrals can
be evaluated since the variable values throughout the integration domain remain
constant:
ρ
∂uiP
∂t
Ω = −
m
∑
f=1
(
ρui f uj f
)
ni f S f +
m
∑
f=1
2µ f Sij f ni f S f , (4.31)
where the subindex P and f denote the space-averaged value of a given magnitude at
the cell and the polyhedron faces centroids, respectively. The convective and the dif-
fusive terms have been transformed into a summation of fluxes at the cell faces while
the variable values are known at the cell centroids. Therefore, interpolating numerical
schemes have to be applied to evaluate them. Below, the particular discretization of
each term will be detailed.
Convective term discretization
As commented above, the convective term has been transformed into a summation of
fluxes at the cell faces, and therefore, the value of the variables have to be interpolated
through a spatial numerical scheme from the cell node to the face centroid. On the
other hand, the continuous convective operator (ui · ∇) is skew-symmetric, and this
property has to be conserved by the discrete operator in order to keep the physical
properties of the continuous model. Not all the interpolation schemes ensure the
skew-symmetry of the matrix operator. According to Verstappen and Veldman,
if the face value is computed as the averge of the face neighboring nodes values
(0.5(uiP + ui NB) see Figure 4.3), the skew-symmetric property is preserved provided
that the incompressibility constrain is fulfilled[1].
The convective term in equation 4.31 can be rewritten as follows since ρuj f ni f S f
stands for the mass flow m˙ through a given cell surface f :
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m
∑
f=1
(
ρui f uj f
)
ni f S f =
m
∑
f=1
m˙ f ui f , (4.32)
Then, as commented above, the value of ui f will be approximated at the cell face
through a second-order scheme representing one half of the sum of the ui values at
the face neighbor nodes (see Figure 4.3):
S f
nf
P
NB
Ω
Figure 4.3: Pair of neighboring cells
sharing a common face of surface
S f and normal vector n f . Main cell
of node P in black, neighbor cell of
node NB in orange.
m
∑
f=1
m˙ f ui f ≈
m
∑
f=1
m˙ f 0.5(ui NB + uiP), (4.33)
where the subindex ()NB stands for the value
of a given variable at the face-contiguous cell
node.
Diffusive term discretization
Sij f stands for the rate-of-strain tensor (Sij =
1/2(∂ui/∂xj + ∂uj/∂xi)) evaluated at f . By ap-
plying the Gauss theorem, the diffusive term
becomes a summation of velocity gradients at
the cell faces:
m
∑
f=1
2µ f Sij f ni f S f =
m
∑
f=1
µ f
[
2
∂ui
∂xi f
ni f +
[
∂ui
∂xj f
+
∂uj
∂xi f
]
nj f
]
S f i 6= j, (4.34)
In order to obtain an algebraic equation, all the spatial derivatives have to be
approximated at the cell faces through a numerical scheme but preserving the prop-
erties of the original continuous diffusive operator which is symmetric. According
Verstappen and Veldman, a central-difference scheme conserves the symmetry of the
continuous operator:
∂ui
∂xi f
≈ ui NB − uiP
δi
, (4.35)
where δi is the distance between the two face-neighboring nodes, P and NB in direc-
tion i.
By applying Equation 4.35 to 4.34, the discretized components of the momentum
equation become a set of linear combinations of discrete values of ui at the mesh nodes,
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in which the constant values only depend on geometric parameters and physical
properties. For i 6= j we obtain:
m
∑
f=1
2µ f Sij f ni f S f ≈
m
∑
f=1
µ f
[
2ni
ui NB − uiP
δi
+ nj
[
ui NB − uiP
δj
+
uj NB − ujP
δi
]]
S f ,
(4.36)
4.3.3 Temporal integration of the predictor velocity equation
The only remaining continuous operator is the temporal derivative. Therefore, a tem-
poral discretization scheme has to be applied to approximate the temporal derivative
and to obtain an entirely algebraic equation in terms of discrete variables. Addi-
tionally, a time integration method has to be applied. There are two main different
time integration schemes, explicit and implicit. For a Two-Layer Wall model, the
main requirement of the temporal integration scheme is the numerical stability of the
method regardless of the time step size. As explained in Chapter 1, the CFL limit sets
the maximum allowed ∆t size from which the temporal resolution is not sufficient to
capture the flow structures supported by a given mesh resolution. Additionally, for
explicit time integration schemes, it also sets a stability threshold. For time step sizes
larger than the CFL limit, the computation becomes unstable. By contrast, implicit
schemes, although losing physical information due to the poor temporal resolution,
they are stable at any time step size.
The WM mesh has to be able to capture the steep velocity gradients near the wall.
On the other hand, in WMLES, the smallest scales to be captured by the LES mesh, are
those of the outer layer whose size is proportional to the wall distance, and therefore,
of the same order of magnitude as the wall model total height. Therefore, in general,
the WM mesh resolution will be much finer than its LES counterpart. This means that
the most restrictive CFL value will probably come from the WM mesh, given that the
CFL condition is highly dependent on the grid size. By applying an implicit scheme
in the TLM formulation, this restrictive CFL limit is circumvented, allowing the use
of the larger ∆t of the LES domain, which is one of the main strengths of the TLM
approach. In order to mitigate the errors caused by the use of large time steps, the
RANS model is used to counterbalance the lost physical information.
In the present TLM implementation, a backward Euler scheme is used. Although
this methodology is for any differential equation featuring a temporal derivative,
including complex PDE such as the RANS equations, for the sake of clarity, the
concept will initially be explained with a simple ordinary differential equation (ODE):
dy
dt
= f (t, y), (4.37)
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where y = y(t) is the unknown function, and f is a function of y and t. The temporal
derivative term, is approximated as follows:
dy
dt n+1/2
≈ y
n+1 − yn
∆t
, (4.38)
being n the discrete temporal position along time. Since the values of y and t are
only known in discrete temporal positions, the values of f will also be known on
these positions. Which characterizes an implicit method, is that the values of f are
defined at the n+ 1 position, entailing that they are unknown at the time of evaluating
yn+1 and therefore, an algebraic equation has to be derived to determine the variable
values at n + 1.
yn+1 − yn
∆t
= f (yn+1, tn+1), (4.39)
If we apply this approach to equation 4.31 we obtain:
ρΩ
uin+1P − uinP
∆t
≈ −
m
∑
f=1
(
ρuin+1f ui
n+1
f
)
ni f S f +
m
∑
f=1
2µ f Sijn+1f ni f S f , (4.40)
4.3.4 The algebraic equation of the predictor velocity
If we reconstruct equation 4.31 with the discretized approximations obtained in
previous sections, we obtain algebraic equation for the predictor velocity:
ρΩ
uin+1P − uinP
∆t
= −
m
∑
f=1
m˙ f 0.5(uin+1NB + ui
n+1
P )+ (4.41)
+
m
∑
f=1
µ f
[
2ni
uin+1NB − uin+1P
δi
+ nj
[
uin+1NB − uin+1P
δj
+
ujn+1NB − ujn+1P
δi
]]
S f i 6= j,
Regrouping the discrete variables on the left, and the independent terms on the
right, we obtain the following algebraic equation which relates the value of ui at a
given node P with the values ui and uj at its neighboring nodes NB:
aiPui
n+1
P +
m
∑
f=1
ai NBui
n+1
NB + ajPuj
n+1
P +
m
∑
f=1
aj NBuj
n+1
NB = biP, (4.42)
Where:
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aiP =
ρΩ
∆t
+
m
∑
f=1
0.5m˙ f +
m
∑
f=1
2µ f ni f S f
δi
+
m
∑
f=1
µ f nj f S f
δj
, (4.43)
ai NB = 0.5m˙ f −
2µ f ni f S f
δi
−
µ f nj f S f
δj
, (4.44)
ajP =
m
∑
f=1
µ f nj f S f
δi
, (4.45)
aj NB = −
µ f nj f S f
δi
, (4.46)
biP =
ρΩ
∆t
uinP, (4.47)
where i 6= j for all coefficients. As can be observed, all of them depend on geometrical
parameters, physical properties, and the mass flow m˙ f which is the contribution of
the non-linear convective term. The mass flow depends on the velocity field itself
causing a non-linearity in the algebraic equation that has to be properly addressed.
To do so, an iterative process in which the velocity field is solved for the iteration
k + 1 by using the mass flow evaluated at iteration k, is applied (see Figure 4.4). This
approach transforms the non-linear algebraic equation into a linear equation which
can be easily solved through a standard linear solver.
Boundary conditions
In order to obtain a specific solution for a PDE, a set of boundary conditions for the
equation must be given. In general, for parabolic and elliptic problems, two types of
boundary conditions are considered, Dirichlet and Neumann. The first condition is a
fixed value condition, in which the value of the problem variable at the boundary is
known. On the other hand, the Neumann condition specifies the value of the variable
gradient at the boundary. The mathematical expression of these conditions in discrete
form is as follows:
Dirichlet condition:
uiP = UiB −→ aiPuiP = biP ; aiP = 1, biP = UiB, (4.48)
where UiB is the specified value of the variable ui at the boundary node P.
Neumann condition:
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ui NB − uiP
δn
= GiP −→ ai NBui NB − aiPuiP = biP ; aiP = −1, ai NB = 1, biP = δnGiB,
(4.49)
where GiB is the specified value of the ui gradient at the boundary, and δn is the
normal distance between the boundary node and its neighbor inner node.
Therefore, the set of discrete equations for uP will have one equation of the 4.3.4
type for each inner node, and one equation of the 4.48 or 4.49 type for each boundary
node.
4.3.5 Poisson equation spatial discretization
Once the predictor velocity has been obtained at n + 1, the pressure is needed in
order to project uP onto the divergence-free space (see Equation 4.26). Therefore, the
Poisson PDE equation for the pressure (4.27) has to be numerically solved. As in
previous steps, the finite volume method is applied:∮
Ω
∇2 p Ω =
∮
Ω
∇ · up Ω Gauss−−−→
∮
S
∇p ndS =
∮
S
up ndS, (4.50)
Considering the properties constant throughout each particular cell faces, equation
4.50 can be rewritten as:
m
∑
f=1
∇p f n f S f =
m
∑
f=1
upf n f S f , (4.51)
The term on the right is the volumetric flow of the predictor velocity through face
f , while the term on the left can be approximated according to equation 4.9:
m
∑
f=1
PNB − PP
δn f
S f =
m
∑
f=1
q˙Pf , (4.52)
Reordering terms, we obtain an algebraic equation for pressure:
aPPP +
m
∑
f=1
aNBPNB = bP, (4.53)
where the equation coefficients derived from the Laplacian term depend only on
geometrical parameters while the independent term, bP, dervied from the divergence
integration, depends only on the predcitor velocity:
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aP = −
m
∑
f=1
S f
δn f
, (4.54)
aNB =
S f
δn f
, (4.55)
bP =
m
∑
f=1
q˙Pf , (4.56)
Since the non-homogeneous Poisson equation is an elliptic problem, the same
type of boundary conditions than the ones derived for the predictor velocity apply
(see Section 4.3.4).
4.3.6 Pressure correction
The original Fractional-Step formulation proposed by Chorin [9, 14] was numerically
and analytically second-order convergence in velocity, whereas the pressure was
only first-order accuracy in time [15, 16]. When evaluating the predictor velocity
through explicit time integration schemes, this problem is not a major drawback given
that the CFL constraint imposes a small time step for stability reasons. This small
time step minimizes the convergence error even for a first-order accuracy method.
However, implicit methods usually use larger time steps, and the first-order accuracy
for pressure may not be acceptable. It has been speculated in the literature whether
this characteristic was inherent to the method [17, 18] or not. However, the projection
methods accuracy can be increased through a pressure correction method [19].
Pressure correction methods are based on adding an estimated pressure gradient,
∇p∗, to the predictor velocity equation (See Equation 4.23). This additional term
brings the solution of uP much closer to its solenoidal part u since all the terms of the
original equation are taken into account for the uP evaluation. Since the estimated
pressure gradient term is an approximation, a final correction has to be performed
to obtain the exact solenoidal solution. The mathematical procedure is hereafter
detailed.
Initially, the predictor predictor velocity equation (See Equation 4.23) is temporally
discretized through an implicit backward Euler scheme, and the estimated pressure
gradient at n+ 1,∇pn+1∗ , added to the convective and diffusive terms (Equation 4.58).
If we subtract this equation to the original time-discretized RANS (Equation 4.57), we
obtain Equation 4.59:
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un+1 − un
∆t
= −
(
un+1 · ∇
)
un+1 +∇ ·
[
2νS
(
un+1
)]
−∇pn+1 (4.57)
−
uP, n+1 − un
∆t
= −
(
un+1 · ∇
)
un+1 +∇ ·
[
2νS
(
un+1
)]
−∇pn+1∗ (4.58)
un+1 − uP, n+1
∆t
= −∇δpn+1 (4.59)
where ∇δpn+1 is the gradient of the difference between the estimated pressure, pn+1∗ ,
and the real pressure, pn+1:
∇pn+1 −∇pn+1∗ = ∇
(
pn+1 − pn+1∗
)
= ∇δpn+1, (4.60)
Applying the divergence to Equation 4.59 and taking into account the incom-
pressibility constrain, we obtain a Poisson equation for the difference between the
estimated and the real pseudo-pressure:
1
∆t

:0∇ · un+1 − 1
∆t
∇ · uP, n+1 = −∇ · ∇δpn+1, (4.61)
↓
∇ · uP, n+1 = ∇2δ p˜n+1, (4.62)
Then, the divergence-free velocity field can be recovered through Equation 4.59,
which is essentially a Helmholtz-Hodge decomposition.
un+1 = uP, n+1 −∇δ p˜n+1, (4.63)
where δ p˜n+1 = ∆tδpn+1. Finally, the last remaining step to perform, is recovering
the real pressure field at n + 1 by applying Equation 4.60 and canceling the gradient
operator:
pn+1 = pn+1∗ + δpn+1, (4.64)
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In the present implementation, the pressure estimation is performed according to
the expression below [20], which allows a fast convergence of the velocity field (i.e.
convective coefficients) within the implicit inner iteration loop:
pn+1,k∗ =
1
2
(
pn + pn+1,k
)
, (4.65)
The superindex k corresponds to the pressure obtained in the implicit inner loop
(within the same time-step) used to linearize the convective term.
Therefore, the independent term of the algebraic equation for the predictor velocity
(Equation 4.47) has to be modified accordingly to take into account the estimated
pressure term:
bi
k
P =
ρΩ
∆t
uinP −
Ω
∆t
(
∇pn+1,k∗iP
)
=
ρΩ
∆t
uinP −
Ω
2∆t
(
∇pniP +∇pn+1,kiP
)
, (4.66)
4.3.7 Linear equation system solvers
In the algorithm presented in Section 4.3 for the numerical resolution of the RANS
equations, there are two stages in which a linear set of equations has to be solved.
The first one is for the evaluation of the predictor velocity, uP, while the second one
is the discrete Poisson equation for pressure. The characteristics of each system of
equation are different, so they are their resolution methodologies. To describe them, a
discretized domain of N total nodes will be considered. These N nodes can be split
into n inner nodes, and m boundary nodes such that N = n + m.
Predictor velocity equation system resolution
The discrete linear equation of the predictor velocity for a generic inner node, has
been previously obtained in section 4.3. For the sake of clarity, the equation is recalled
hereafter:
aikPui
P,k+1
P +
m
∑
f=1
aikNBui
P,k+1
NB + ajPuj
P,k+1
P +
m
∑
f=1
aj NBuj
P,k+1
NB = bi
k
P,
where aikP, ai
k
NB, ajP, aj NB and bi
k
P are constant coefficients which are known at the
time of solving the equation set. On the other hand, for boundary nodes, the equations
will depend on the specified boundary condition type at each node, Neumann or
Dirichlet.
Therefore, a predictor velocity equation system for a given component, uPi , will
have N equations, from them, n equations for the inner grid points, and m equations
for the boundary nodes. All inner nodes will have an equation of the form described
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above, while at the boundaries, the equation type will depend on the specified
boundary condition at each specific point.
It is important to point out that the inner node equation of a given component, uPi ,
is coupled with the other variables of the problem, uPj . This coupling is due to the
diffusive cross terms ajPuj
P,k+1
P and ∑
m
f=1 aj NBuj
P,k+1
NB . There are two different ways
of dealing with this issue. The first one is considering a set of equations of size 3N in
which all the problem variables (the three velocity components) are solved at once.
However, this approach has the inconvenient that the system matrix size is three
times the number of mesh nodes. Therefore, a new topology for the system matrix
has to be created while a pre and post processing step has to be performed at each
solver execution to transfer data from the variable containers of size N to a matrix
and solution vector of size 3N.
Another method for solving the variable coupling is based on including the cross
terms as a source term. If we consider the variables ujP,k+1P and uj
P,k+1
NB at the inner
iteration k instead of at iteration k+ 1, the resulting terms ajPuj
P,k
P and ∑
m
f=1 aj NBuj
P,k
NB
can be deferred to the term bi
k
P. Hence, the problem variables become uncoupled,
and each velocity component can be solved separately. In this case, three equation
systems of size N must be solved, without needing any specific pre and post process
of the solution. In our case, both methodologies were tested, being the latest one
adopted due to efficiency reasons.
Once the equation set and its coupling resolution method are determined, we
obtain a set of sparse matrices and their corresponding independent term vectors that
have to be solved through a linear solver method. Since the sparse matrix for the
predictor velocity has no special property aside sparseness, the iterative Generalized
Minimal Residual Method (GMRES) has been used to obtain a solution [21, 22].
Additionally, the matrix coefficients vary at each inner iterative loop due to their
dependency on the convective fluxes, and therefore, it makes no sense the use of
a direct solver with an expensive pre-processing of the solver matrix. The GMRES
method is suitable for non-symmetric equation systems, and it is especially efficient
for sparse matrices, being a suitable option for the present case.
Pressure equation system resolution
As determined in Section 4.3.1, the equation for pressure is a Poisson equation. Since
it features a symmetric Laplacian operator, if a symmetry preserving discretization
method is used, the discrete operator conserves this characteristic property. As
described in Section 4.3.5, by applying a central difference scheme for the gradient
operator, we obtain a the following discretized equation for the inner nodes:
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aPPP +
m
∑
f=1
aNBPNB = bP,
The coefficient aNB, which defines the relation between a given node and its
neighbors, it only depends on geometrical terms aNB = S f /δn f . For a given face, the
term is identical for the two adjacent nodes, which ensures that the discrete matrix
for the inner nodes is symmetric (see Section 4.2).
However, the information of the boundary nodes must be still introduced. If the
boundary node equations were explicitly included in the system, the symmetry of the
matrix would be broken. To preserve the symmetry property, the boundary conditions
will be introduced through the inner node equations whose associated cell owns at
least one boundary face. According to Equation 4.52, the discrete pressure gradient at
any cell face can be expressed as in equation below. For a boundary face, PNB is the
pressure at the face node. If we consider a Neumann condition (∂P/∂n = 0) for this
face, the condition would be expressed as PNB = PP:
∂P
∂n
∣∣∣
n=0
≈ PNB − PP
δn f
∂P/∂n=0−−−−−−−−→
PNB=PP
PNB − PNB
δn f
= 0,
Therefore, by suppressing the contribution of the boundary face to the inner node
equation, the Neumann condition would be already taken into account.
This methodology allows conserving the symmetry properties of the system
matrix whose size would be n (the number of inner nodes). This approach has the
inconvenient that data containers are of size N (they include the boundary nodes), and
a pre and post processing step is required to transfer information from the variable
vectors to the system and vice versa. Nonetheless, the costs of these processes
are largely offset by the great advantage that offers a symmetric matrix regarding
the linear solver efficiency. The symmetry of the system matrix allows using the
Conjugate Gradient linear solver algorithm which also requires the matrix to be
positive-definite[23]. This method is specially efficient for small condition number
matrices. Although the Conjugate Gradient method is iterative, a direct solver could
also be used given that the matrix only depends on geometric parameters and it
remains constant for fixed geometries and meshes.
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4.4 Resolution algorithm
In this section, the resolution algorithm of the numerical process described in previous
sections is presented and summarized in the flow chart in Figure 4.4. In the following
table, a summary of notation is given to easily understand the diagram:
Table 4.1: Summary of notation for flow chart 4.4.
Symbol Definition
()n quantity at temporal position n
()k quantity at implicit inner iteration position k
()P predictor
()P evaluated at cell node
()NB evaluated at neighbor cell node
() f evaluated at cell face
()i, ()j vectorial subindex notation.
m number of faces of a given cell
ε required precision
Since the time integration scheme is implicit, it entails that a variable evaluated at
any inner iteration k + 1, it is also evaluated at the temporal step n + 1. Therefore, for
the sake of clarity, the superindex n + 1 will be suppressed in the algorithm for all
terms evaluated at k + 1. By contrast, it has to be pointed out that variables at n + 1
might be also evaluated at k except for the first iteration.
On the other hand, the yellow frame groups all the steps of the inner implicit
loop. This inner cycle (within a given time step) is performed in order to linearize the
predictor velocity algebraic equation, as explained in Section 4.3.4. It is interesting
to point out that in Equation 4.42, the equation coefficients, a, are evaluated with
magnitudes obtained in the inner iteration k, while the equation variables, uPi , are
defined at k + 1. Finally, once the velocity is converged within the time step n + 1
(decision box in the flow chart), the system is advanced in time, from n + 1 to n + 2
through the outer loop.
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un ; pn
uk = un
pk = pn
νTwm (Eq. 4.14)
m˙n+1,kf ; p
n+1,k∗ = 0.5(pn + pk)
aikP ; ai
k
NB ; ajP ; aj NB ; bi
k
P
(Eq 4.43-4.46 and 4.66)
aikPui
P,k+1
P +
m
∑
f=1
aikNBui
P,k+1
NB +
+ajPuj
P,k+1
P +
m
∑
f=1
aj NBuj
P,k+1
NB = bi
k
P
(Eq. 4.42)
uP,k+1
q˙P,k+1f
aP ; aNB ; bk+1P (Eq 4.54-4.56)
aPδpk+1P +
m
∑
f=1
aNBδpk+1NB = b
k+1
P
(Eq. 4.53)
uk+1 = uP,k+1 − ∆t∇δpk+1 (Eq. 4.63)
pk+1 = pk∗ + δpk+1 (Eq. 4.64)
uk+1 ; pk+1
|uk+1 − uk|
‖uk‖ < ε
|pk+1 − pk|
‖pk‖ < ε
uk = uk+1
pk = pk+1
un = uk+1
pn = pk+1
NO
YES
Figure 4.4: Flow chart of the implicit numerical resolution of RANS equations.
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4.5 Conclusions
In this Chapter, the mathematical and numerical strategy used for the present TLM
has been developed. The RANS equations have been discretized through the Finite
Volume Method in order to obtain an algebraic set of equations allowing to obtain a
numerical solution for the elliptic PDE. The concepts of continuous operator property
conservation in the discrete domain and its consequences in the physical model have
been briefly explained.
Additionally, a fractional-step method has been used in order to resolve the
velocity-pressure coupling and to enforce the incompressibility constraint. Projection
methods are only one-order accuracy for the pressure. In general, this accuracy degree
is sufficient for small time-steps. However, since one of the purposes of the TLM
is allowing the use of large time-steps, an improvement of the method accuracy is
needed. For that reason, a pressure-correction is applied to the fractional-step basic
algorithm. On the other hand, the use of large time steps forces the use of implicit
schemes for the temporal integration of the TLM governing equations due to stability
reasons.
Finally, at the end of the Chapter, the global numerical algorithm including all the
resolution steps is summarized with a flow chart.
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5Two-Layer wall model
implementation
In this Chapter, the implementation allowing to solve the numerical model pre-
sented in Chapter 4, is detailed. The TLM is a complete CFD solver which resolves
the near-wall flow according to its own physical and mathematical model, in this
case, the Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations. The TLM
solver interacts bidirectionally with the main CFD solver, which solves the whole
computational domain through an LES approach. Therefore, an algorithmic infras-
tructure allowing not only to solve the mathematical and numerical model but also
dealing with the TLM/LES solver coupling, had to be developed.
The new algorithm is implemented in the existing C++-based unstructured parallel
code TermoFluids[1] as a new module, allowing WMLES computations for non-
equilibrium flows which were not previously available. Since TermoFluids is a
parallel code, an efficient parallelization strategy has also been developed for a
correct management of computational resources. At the end of the present Chapter,
the performance of the parallel algorithm is evaluated through a standard strong
scalability test.
5.1 Preliminary concepts
In this section, several specific terms related to parallel algorithms will be used.
Before developing the section contents, a brief description of the standard domain
decomposition strategy and the main related concepts will be provided to facilitate
the reading of the document.
The standard domain decomposition is a methodology for the parallel resolution
of partial differential equations (PDEs). It is based on dividing the initial discretized
domain into n subdomains with a similar number of discrete elements. Then, these
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subdomains or partitions are subsequently distributed among n parallel processes,
each one owned by an independent physical core. The parallel distribution concept
refers to the whole computational domain and the way it has been partitioned. The
subset of discrete elements assigned to a given parallel process is referred to as its
owned elements, while the rest are labeled as external. Thus, for each parallel process,
we may talk about owned cells, owned nodes, owned components of a data container,
external nodes, external faces, et cetera. Since the discrete PDE variables at each
subdomain are related to the values of its neighboring processes, to perform parallel
computations, the transmission of data between the parallel subdomains becomes
necessary. Halo elements are the external elements required by any parallel process
in order to solve the PDE within its assigned domain. In general, halo elements
are obtained from neighboring subdomains using network communications. These
communications are called ”halo updates”.
The parallelization concepts described above will be hereafter applied to the
algorithm presented in the previous chapter for the numerical resolution of the
URANS PDE.
For the TLM solver, a software platform has been developed to efficiently per-
form the algebraic operations required by the finite volume method (FVM). The
TermoFluids original code, which is the base for the present implementation, is a
fully operational CFD code optimized for Direct Numerical Simulations and Large
Eddy Simulations of geometrically complex flows. It features several mathematical
and numerical tools that have been used during the implementation of the present
code, such as topologies for parallel communications or an extensive library of linear
equation system solvers [1, 2].
In Figures 5.1 and 5.2, the main concept of TLM is depicted. The wall model has
to be implemented in an environment based on a fluid domain discretized with an
unstructured mesh (LES mesh) and bounded by at least one solid face on which a
boundary layer may be developed. In the example displayed in Figure 5.1, the flow
around an Ahmed car body is shown. The solid boundary is a simple car model,
which generates a fully 3D boundary layer which remains attached to the body surface
until the car back. At this point, the flow separates from the car surface, causing a
strong flow recirculation. Figure 5.2 shows the same simulation but featuring the
TLM mesh, which wraps the solid boundary as a shell. In Figure 5.3, a detail of the
TLM mesh and its surroundings is displayed. It can be observed that the TLM mesh is
generated by extruding the solid boundary surface grid in the wall-normal direction
towards the LES domain. Then, the URANS equations are solved within this mesh in
order to obtain an accurate near-wall velocity field, which is also shown in the figure.
In Figure 5.4, the same concept is depicted for a DU 91-W2-250 airfoil geometry. In
this case, the LES mesh is displayed for wall resolved (left) and wall modeled (right)
LES simulations to allow comparison of the required grid densities for each modeling
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strategy. In this case, only a 2D section of the LES mesh is displayed for the sake of
clarity, while the TLM grid is fully shown.
LES mesh
solid boundary
Figure 5.1: Flow around an Ahmed car body. A sample of the LES grid as well as the
body solid surface are displayed in the figure together with the flow streamlines.
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LES mesh
TLM mesh
Figure 5.2: Flow around an Ahmed car body. A sample of the LES mesh is shown
together with the TLM grid wrapping the Ahmed body surface.
LES mesh
TLM mesh
Solid boundary
Figure 5.3: Detail of the LES and TLM grids, including the near-wall velocity vector
field of a flow around an Ahmed car body.
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Figure 5.4: Flow around a DU 91-W2-250 airfoil. Snapshots of the wall resolved LES
mesh (left) and the WMLES mesh with the embedded TLM grid, colored by velocity
magnitude (right). A detail of the WM near-wall grid and the velocity vector field is
also displayed (thumbnail).
5.2 TLM mesh generation and partitioning
An essential element for the numerical resolution of the URANS equations is the
computational grid, which represents the discretized spatial domain in which the
equations will be solved. Additionally, it has to provide all the features required
by the finite volume method, such as extensive geometrical data, global and local
element identifiers for faces, vertices, cells and nodes, grid element iterators, parallel
communication tools etc.
Initially, the geometrical grid generation and its partition will be explained. The
starting point is a solid boundary of the LES domain, which is superficially discretized
with an unstructured pattern, and distributed through different processors according
to the LES domain partition. In Figure 5.5, a sketch of the initial solid surface is
displayed.
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face vertex
solid face
Figure 5.5: Discretized LES domain solid boundary. The domain partition is repre-
sented by a thick continuous line.
The TLM mesh has to be constructed from this initial surface by extruding it up to
a given height. The extrusion length is an important problem parameter, and it can be
either the first off-wall LES node height, or a custom height that can be freely chosen
by the user.
5.2.1 Parallelization strategy
Regarding the parallel distribution, the most straightforward implementation would
be using the same as the LES domain for the TLM grid. This would make the algorithm
significantly simpler than considering a specific distribution for the TLM mesh. In
this case, only the parallel processes owning a part of the solid face would be involved
in the mesh generation, and therefore, in the numerical resolution of the URANS
equations. The communications between the LES and the TLM domains would
be almost straightforward, since the LES nodes and their TLM counterparts would
be owned by the same processors. This approach was initially chosen. However,
it proved to be extremely inefficient in most cases, especially for those with small
solid boundaries compared to the whole computational domain size. In some cases,
less than 50% of the total number of processors in the LES partition owned a solid
boundary part, and thus, worked in solving the wall model algorithm. This caused an
extreme work-load imbalance among the parallel processes. On the other hand, the
communication cost between the LES and the TLM domains was relatively low since
these communications were only performed through the TLM grid boundary nodes,
which represents a small amount of parallel links compared to a three-dimensional
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partition. In the trivial partition strategy, communications between the LES and the
TLM domain were only required in case the mesh was extruded beyond the first
off-wall nodes. Otherwise, the top and the bottom TLM boundaries would be owned
by the same LES partitions such that the data transfer would be straightforward.
Hence, different parallel distributions were applied to each particular domain,
the LES and the WM one. A specific parallel distribution using the total amount
of available cores was used for the TLM domain. Additionally, a communication
strategy was developed for the information flow between the LES and the TLM
computations.
In the sections below, more details about the communication strategy between
these two domains will be given. A scalability performance test comparing the two
different TLM parallel distributions will be carried out in Section 5.4 in order to
evaluate the gains obtained by using and specific partition for the TLM mesh.
5.2.2 TLM mesh partitioning
Initially, the solid surface geometrical and topological information is distributed
across the LES parallel distribution. Therefore, this information has to be collected
and redistributed to a new parallel distribution scheme, in which the work-load
associated with the TLM domain has to be properly balanced across all the available
processors. In Figure 5.6, this redistribution is sketched.
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LES partition
TLM partition
Figure 5.6: Solid face mesh partition of the LES (top) and TLM (bottom) domains.
Both partitions feature the same number of processors, but in general, in the LES par-
tition, most of processes are away from the wall and do not own any solid boundary
part.
To carry out the new balanced work-load distribution, the external Metis code
has been used [3]. The Metis code features a graph partitioning algorithm which
pursues a balanced number of graph nodes per process while minimizing the number
of graph edges broken by the partition.
Before proceeding with the code development process, the topology concept
and its related terms will be explained. A computational mesh can be topologically
described as a graph, in which each cell is a node of the graph. Each node of the graph
will be connected to at least one neighboring node, corresponding to the neighboring
cells contiguous to its cell faces. In order to construct the graph associated with a
computational grid, each node is labeled with a global ID, a number that is unique
for the whole computational domain. The graph edges establish which nodes are
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connected to each other. In Figure 5.7 the generation of a graph from a schematic 2D
mesh is depicted.
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Figure 5.7: Left: computational mesh with its corresponding nodes and cells, labeled
with a global ID. Right: Graph associated with the mesh on the left.
Once the graph of the solid boundary mesh has been generated, it is partitioned
by the Metis code. As commented above, the main targets of the partition process
are a balanced workload distribution among processors, with a minimum partition
of graph edges. While the first objective is the main one and may seem trivial, the
second one is also important. Each broken edge means a new communication among
processors that has to be repeatedly performed along the computation, and a large
number of them may entail a significant loss of efficiency. In Figure 5.8, the graph
obtained in Figure 5.7 is partitioned in two different ways. In both examples, the graph
nodes are uniformly distributed between two different groups, each one containing
six elements. However, the example on the left is optimally distributed since only
three edges are broken, which is the minimum necessary amount of parallel links to
perform an optimal node repartition. On the other hand, in the example on the right,
five edges are broken to achieve the same workload balance.
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Figure 5.8: Graph partitions. The yellow line represents the division between the
two processes. Left: optimal solution with a balanced workload and 3 partitioned
edges. Right: suboptimal solution with a balanced workload and 5 partitioned edges.
The input data for the Metis algorithm is a set of stencils. A stencil is a set of global
IDs containing information about a given node and its connections with the rest. The
first global ID is the identifier of a specific node, while the rest of IDs correspond to
the neighboring nodes at which the main one is connected to. Therefore, a stencil has
to be provided for each graph node, which allows the Metis code to reconstruct the
full graph before carrying out the partition process.
Since the initial data is distributed along the LES partition, all processes owning
part of the solid boundary are responsible for collecting all the stencils of its surface
part. The stencils corresponding to nodes located at an existing mesh partition limit
will have to include the halo nodes in order to keep correct grid connectivity. Once this
task is finished, all the stencils are conveniently packed and sent through a ”Message
Passing Interface” (MPI)[4] communication to the master core (core 0). Once the
processor 0 receives all the stencil information from the whole computational domain,
it executes sequentially the Metis algorithm, which produces an output file that can
be read by all the processes involved in the MPI execution.
With the information provided by the Metis output file, a topology can be created.
A topology is set of node global IDs, and contains information about their distribution
along the parallel processes. Additionally it also contains data about halo nodes, i.e.,
not-owned nodes connected to the owned ones among which information exchange
can occur. This information is sufficient to establish the parallel communications
necessary to guarantee the connectivity of the whole domain. On the other hand, the
topology also contains local IDs, which are node identifiers only valid within each
particular partition. While the global IDs can be any positive integer number, the local
IDs range from 0, to k− 1, being k the total number of nodes of a particular partition
including the halo ones. Taking the graph distribution example in Figure 5.8 on the
left, its corresponding topology would be as follows:
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Table 5.1: Global and local ID distribution between processors corresponding to the
topology displayed in Figure 5.8 on the left.
Partition 1 Partition 2
owned nodes
global ID local ID global ID local ID
1 0 6 0
2 1 8 1
3 2 9 2
4 3 10 3
5 4 11 4
7 5 n 5
halo nodes
global ID local ID global ID local ID
6 6 5 6
11 7 4 7
Through the halo node global IDs, each process can identify at which other
processes it is connected to by searching the partition that owns its halo global IDs. In
this trivial example, Process 1 has to establish a link for its halo nodes 6 and 11 with
Process 2, who owns these global IDs.
At this point, all process know which superficial nodes own and how they are
related to each other through the stencil information. This allows the redistribution
of the minimum necessary amount of geometrical information needed to generate
the TLM mesh. This geometrical data concerns superficial node and vertex positions,
surface normals at vertex locations, and the vertices stencil associated to each node.
The surface normal at the vertices is evaluated by averaging the normal vectors of the
vertex contiguous faces. The data is efficiently packed and sent by the master process
to the new TLM distribution.
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5.2.3 Generating TLM mesh elements
Once the superficial geometrical and topological data has been distributed among all
the processes, the 3D mesh has to be generated by extruding the initial 2D grid in the
surface-normal direction. The resulting mesh will depend on three parameters: the
mesh extrusion height (H), the number of extrusion layers (L), and the refinement
factor (k) which controls the concentration of extruded nodes towards the wall.
The distribution of nodes along the wall-normal direction is determined according
to the following hyperbolic tangent function:
h(l) = 2H − H
[
1+
[
1
tanh(k)
tanh
[
k(2L− l)
L
− k
]]]
, (5.1)
where h(l) is the height of a given layer l. The higher the value of k, the larger the
concentration of the extruded nodes towards the wall.
Once the height of each layer is computed, the surface vertices can be extruded
along the surface normals, obtaining a cloud of points that will be the used as a frame
to create the remaining mesh elements. In Figure 5.9, the generation method of the
new grid faces, cells and nodes is sketched. Additionally, a unique global ID has to be
created for each different element in order to generate the topologies. Each parallel
process is responsible for generating the extruded mesh corresponding to its owned
solid surface part.
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Figure 5.9: Top: TLM surface mesh distribution. Bottom left: Thumbnail of a specific
partition featuring the vertex centered normal vectors and the extruded mesh vertices
along them. Bottom right: A full grid cell generated from the extruded vertices,
including its faces and node.
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In the first step, the mesh faces are created by grouping the previously generated
vertices into sets of at least three of them. Through the vertices positions, the face
centroid, normal vector, and area can be computed and stored. In the second stage,
the mesh cells are generated by creating a set of faces. Each cell will be composed
of two wall-parallel faces, and at least three wall-normal faces, forming a three or
more-sided prism, depending on the solid boundary discretization pattern. Again,
once the cell vertices are determined, the cell centroid and volume can be calculated.
Finally, the mesh nodes are created. Geometrically, their positions are already
defined. They can be either a cell centroid for the inner mesh nodes, or a face centroid
for the boundary nodes. In this case, the global ID generation process has to be
carefully addressed, since the communications among the parallel processes are
carried out through the mesh nodes. Each process will enumerate its owned nodes,
but it has to be ensured that the generated ID’s are unique for the whole computational
domain. Additionally, the halo node ID’s have to be also generated and have to
match the global IDs generated by their owner process. Once the enumeration of the
mesh elements is finished, the communication pattern among the processes can be
established by creating the corresponding topologies.
mesh layers
boundary nodes
inner nodes
halo nodesprocess boundary
Figure 5.10: Local TLM mesh corresponding to a specific process.
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The generation of the mesh elements also includes the pre-computation of all
geometric magnitudes which are needed for evaluating all the equation coefficients
determined in Section 4.3. This includes all the point positions (nodes, face centroids,
and vertices), cell volumes, face areas, face normal vectors et cetera. At the same
time, some mechanisms have to be put in place in order to perform operations, like
evaluating the mass flow for a given cell etc.
5.2.4 TLM mesh boundary conditions
In order to apply different boundary conditions, the outer nodes have to be labeled in
order to identify which condition has to be applied for each variable. Since the code
automatically generates the mesh, a methodology had to be developed to apply the
identification label (bID) at each boundary node. The top and bottom surfaces always
feature the same boundary conditions (See Chapter 3), Dirichlet for the former, taking
values from the LES domain, and solid wall for the latter (i.e., Dirichlet for velocities,
u = 0, and Neumann for pressure). Therefore, reserved identifiers are automatically
set for these surfaces when generating the mesh.
When the TLM is applied to a closed surface such as a sphere or the Ahmed car
geometry shown in Figure 5.2, the only external surfaces of the TLM mesh are the top
and bottom boundaries. Therefore, there is no need for applying additional bID since
all the boundary nodes are already labeled. By contrast, when the model solid surface
has open edges like in the example in Figure 5.11, side boundaries are generated due
to the extrusion of the surface edges. These nodes are not identified by default since
the boundary condition depends on each specific case and must be labeled externally.
Thus, the label of the side boundaries has to be chosen by the user.
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solid boundary TLM mesh
boundary nodes
Figure 5.11: Top left: Initial discretized solid surface. Top right: Extruded mesh. Bot-
tom: Cloud of mesh boundary nodes colored by their boundary condition identifier.
A box system has been developed to group the boundary nodes with a common
bID. To define the domain containing a specific group of nodes, the coordinates of
two opposite corners of the box have to be set. To facilitate the process, the bIDs
are applied sequentially with an order defined by the user. That means that if the
bounding boxes overlap, the nodes contained by two or more boxes receive the label
of the last box according to the predefined order. At the end of the process, the top and
bottom boundaries are labeled with their reserved bIDs, so they can be also contained
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by the bounding boxes. The box procedure is illustrated in figure 5.12, where two
bounding boxes are defined. As can be observed, part of the green nodes on the right
are contained in box 1 and 2. Nonetheless, the final label will be the one of box 2. At
the end of the bIDs assignment process, a visualization file can be printed in which
all the boundary nodes colored by their bID value are displayed. This helps in the
setting up process, and it is also a checking tool in order to ensure that no errors have
been done during the assignment process.
V1
V2
Box 1
Box 2
Figure 5.12: Bounding boxes intended to group a subset of boundary nodes featuring
the same bID.
Once the identifier labels have been set, the particular boundary conditions are
provided to the model by specifying the condition type for each variable and bID. For
the present TLM, the most common boundary conditions have been implemented
inflow, outflow, solid wall and periodic conditions. In the latter case, the algorithm
automatically detects the existing pairs of periodic boundaries (they must be parallel),
and it creates the links between the periodic nodes and their counterparts. Addition-
ally, when needed, it creates additional halo nodes for those periodic faces which
belong to different processes, while geometrical parameters such as node distances
are also re-evaluated.
166 CHAPTER 5. TWO-LAYER WALL MODEL IMPLEMENTATION
5.3 TLM/LES interaction
The TLM presented up to this point could work as an independent parallel CFD
solver in a computational domain generated by the extrusion of a given superficial
unstructured mesh. However, the purpose of the present solver is to be used as a
wall model, and therefore, it has to interact with an external LES solver which has an
entirely different domain and parallel distribution.
5.3.1 Domain connectivity
The interaction between the TLM and the LES solvers is bidirectional. The LES
provides boundary condition to the TLM top boundary face, while the model feeds
back the LES computation with a wall shear stress through the solid boundary surface.
In figure 5.13, the interaction between LES and TLM domains is sketched. The
central figure shows a vertical section of the TLM and LES meshes, in which both
domains are depicted in 2D. The partitions of both grids are also shown (thick contin-
uous and dashed lines for TLM and LES domains, respectively) to understand better
the parallel strategy that will be developed below. It has to be taken into account that,
in general, the LES domain may extend far away from the solid boundary region, and
only a few processes may be involved in the LES/TLM communication process. By
contrast, for the TLM domain, all the available cores will take part in it.
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Figure 5.13: Cross-section of the TLM and LES meshes. The unstructured LES mesh
is colored according to the process ownership (i). The TLM mesh partitions (k) are
in black. Thick continuous lines represent the TLM parallel distribution, while the
dashed thick line represents the LES parallel distribution.
The information between the LES and the TLM domains flows through two dif-
ferent surfaces. In Figure 5.14 a zoomed view of the mesh section is displayed. In
this diagram, it can be identified the two interface regions between both computa-
tional domains. The first one is the top boundary of the TLM mesh. This surface is
immersed in the LES fluid domain, and its nodes are contained in different LES cells.
The information flow in this case is from the LES cell nodes to the TLM top boundary
nodes. Since the method is for unstructured grids, in general, the TLM and the LES
nodes are not coincident in this interface region. Therefore, a first-order interpolation
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scheme is applied to determine the value of a given function, φ, at the TLM nodes
from the information located at the LES points:
φTLM = φLES +∇φ · r, (5.2)
where r is the position vector between the LES and its corresponding TLM node, and
φTLM and φLES, are the values of φ at the TLM and LES nodes, respectively.
It is worth noting that, it has to be identified the LES cell in which each TLM top
boundary node is located. This process is not straightforward since in general, the
TLM node and the LES cell do not belong to the same parallel process. The linkage
between these two elements is performed during the TLM grid generation through a
parallel particle method [5]. This method allows a given core to inject a particle out of
its spatial domain and to get back information about the cell in which the injected
particle is located, including core ownership, cell node position, and global identifiers.
Regarding the second information exchange, it occurs between the bottom TLM
boundary surface nodes and the LES solid boundary points. In this case, the nodes,
although distributed in different processes, they are geometrically coincident, and no
interpolation process is required.
TLM to LES interface
LES to TLM interface
i2
i0
k 0
k 1
Figure 5.14: Zoomed view of Figure 5.13. The LES and the top TLM boundary nodes
are displayed.
The communication scheme is the same for the two interfaces. In both cases, the
interface surface has two sides (the TLM and LES one) with the same total number of
points. Each point of the LES side is linked to its corresponding node at the TLM face.
Nonetheless, since the parallel distribution is different for each side, each particular
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process will own different parts of the interface for the LES and the TLM partitions,
respectively.
The parallel problem can be reduced to a discretized surface, in which each side is
partitioned with a different number of cores and with different distribution patterns.
Each discrete element of a given side has its corresponding element on the other side,
both labeled with the same single global ID, but in general, owned by different cores.
In Figure 5.15, a sketch of the present problem is depicted. On top of the image, a
square discretized surface is shown with its two different distributions for each side.
Each partition is labeled with Ri, the name of its partition owner core, also known as
rank.
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Figure 5.15: Top: Interface surface with different partition patterns for each side.
Bottom: Double distribution container diagram for each side, including the global ID
for each discrete element and its process ownership. The diagram only includes the
elements of the cross-section displayed on the top figure.
An algorithm that makes use of a double distributed data container has been
developed for the problem described above. A data container is a storage object
associated to a specific topology. It has as many storage positions as nodes are in
the topology. In case of parallel execution, the storage positions are distributed
among the different cores according to its associated topology partition. In general,
if the topology features halo nodes, their positions would also be created to allow
the information exchange between processes. Each container partition can only be
accessed by its owner process, and therefore, a halo update is required to access data
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from the neighboring subdomains. Nevertheless, for a double distributed container,
the communications are performed between two different topologies instead of
between different partitions of a single topology, and thus, no halos are present.
Before proceeding with the methodology description, the local and global concepts
referred to an object or variable will be defined. A local object or variable is defined
in all parallel processes, but it may have different sizes and contents depending on
the requirements of each particular partition. The data contained in the object is only
accessible from its owner core and no information about the object’s data in other
cores is available. On the other hand, a global object also exists in all cores, but it
contains the same data for all parallel partitions. Each core can only access the object
copy stored in its memory, but as the content is identical for all cores, it has the same
effect as having a single object that can be accessed simultaneously from all parallel
partitions.
The double distributed container object is formed by two identical parallel con-
tainers but distributed according to two different topologies. These topologies feature
no halo nodes since in this case, the information flow is not within the topology
distribution itself, but between two different topologies. At the bottom of Figure 5.15,
this concept is sketched for the surface section shown above in which, for the sake of
clarity, only the processes from R0 to R3 and the global IDs from 1 to 12 have been
taken into account. If the local containers at both sides were expressed as a global
object, they would be identical. However, these vectors are differently distributed in
local containers according to their corresponding topology.
The local containers at both sides have to be read and written from their respective
partitions. The working procedure to transfer data from one side to the other would
work as follows: once the container has been written from one side, a function
transfers the data to the container at the opposite side, which now can be accessed
from the reading partition. The communication function is bidirectional, being able
to transfer data from side 1 to side 2 and vice versa.
Regarding the communications, when a pair of linked nodes belonging to different
sides are owned by the same processor, the information can be transferred straightfor-
wardly from one local container to the other. This particular situation is represented
by the global ID elements 5 and 6 in Figure 5.15, which are owned by R1 at both sides.
On the other hand, when the two linked nodes are owned by two different processes,
a communication between two different cores is required to transfer the information
from one side to the other.
5.3.2 Algorithm description
The setup and communication algorithms to transfer data from side 1 to side 2 are
explained hereafter. The implementation of the reverse procedure is identical, but the
other way round. Firstly, a preprocessing step is carried out to generate the necessary
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data to perform the communication process successfully. Then, the communication
process itself is carried out by executing MPI functions according to the data generated
in the initial step. The preprocessing and communication algorithms are summarized
below. Then, each step of the algorithms is developed in more detail.
Table 5.2: Communication setup process algorithm.
Algorithm 1: Setup process. Communication data gathering.
1: both sides: create a global object containing data about the core ownership for each surface element global ID.
2: side 1: create a sending buffer where the data to be send to side 2 will be stored and packed.
3: side 2: create a receiving buffer where the data sent by side 1 will be received by side 2.
4: side 1: create auxiliary buffers allowing the transfer of data from the local container to the local sending buffer.
5: side 2: create auxiliary buffers to unpack and transfer data from the local receiving buffer to the local container.
6: side 2: create auxiliary buffers to read data in side 1 container for the elements owned by the same core at both sides.
Table 5.3: Communication process algorithm. np stands for total number of proces-
sors. Isend and Irecv are standard MPI functions.
Algorithm 2: Communication process.
1: side 1: information is transferred from local containers to sending buffer following instructions generated in Algorithm 1.
2: side 1: for 0 ≤ i < np do Isend→ Each core executes an Isend command for each destination process.
3: side 2: for 0 ≤ i < np do Irecv→ Each core executes an Irecv command for each sending process.
4: side 2: information is transferred from receiving buffer to side 2 local containers following instructions generated in
Algorithm 1.
5: side 2: information is directly transferred from side 1 to side 2 local containers for gids owned by the same
process in both sides according to instructions generated in Algorithm 1.
Algorithm 1→ step 1: The purpose of this step is to allow each partition from both
sides to know to which processes is connected to in the opposite side. To do so, each
side will generate two global vectors containing the following information: the first
vector will contain all global IDs of the whole interface surface. Then, a second vector
of the same size will be created with the core ownership data. The information of
both vectors is related through the vector position, i.e., the global ID data and its
corresponding ownership information are located at the same position for both global
vectors. In Figure 5.15, the global vectors that would be generated for the section
shown at the top of the figure are displayed. Although in Figure 5.15 the topology
partitions are represented, the global vectors would contain all the data and would be
accessible for any process at both sides.
Thus, all processes in side 1 will know in which process in side 2 are located its
owned global IDs, and therefore, to whom information has to be sent. Conversely, all
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processes in side 2 will be able to determine from which processes in side 1 they will
receive data and the amount of it.
To generate the global vectors, each process will collect its owned data and then,
an Allgatherv MPI function is executed to create a copy of the global vector at each
core.
Algorithm 1 → step 2: In this step, the side 1 will create a structure to pack the
data that has to be sent to other processes. Each partition will generate a vector
with the number of total cores involved in the communication. Each position will
contain a sub-vector with the data that has to be sent for the local core in side 1, to the
corresponding core at side 2. In Figure 5.16, the local sending buffers generated by all
section cores in the example of Figure 5.15, are displayed.
Sending buffer in side 1:
R0 R1 R2 R3 R0 R1 R2 R3 R0 R1 R2 R3 R0 R1 R2 R3
R0 R1 R2 R3
1
2
4
3
7
8
9
10
11
12
Figure 5.16: Sending buffer structure in side 1.
As an example, the process R0, which owns global ID 1,2,3 and 4 in side 1, has to
send these positions to R1, which is the owner of these global IDs in side 2. It is worth
to point out that global IDs 5 and 6 are not involved in the communication process
since they belong to R1 in both sides, and thus, the information can be transferred
straightforwardly without needing a communication step.
Algorithm 1 → step 3: Analogously, each partition in side 2 will create a set of
vectors allowing to receive data from side 1 called receiving buffers. The structure
is the same as for the sending buffer one, but containing data about the sending
processes in side 1. For the example in Figure 5.15, the receiving buffer would be as
shown in Figure 5.17.
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Receiving buffer in side 2:
R0 R1 R2 R3 R0 R1 R2 R3 R0 R1 R2 R3 R0 R1 R2 R3
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Figure 5.17: Receiving buffer structure in side 2.
Algorithm 1→ step 4: In this step, the data allowing the side 1 topology to transfer
data from the local containers to the sending buffer are generated. A couple of vectors
are created by each partition. The first one contains the IDs of the elements to be sent
to side 2. The second vector stores the destination core identifier for each IDs in the
first vector. This information is sufficient to fill the sending buffer.
Algorithm 1→ steps 5 and 6: Steps 5 and 6 are carried out simultaneously. Two
different types of data are generated. Firstly, the guides to transfer data from the
receiving buffer to the container for the global IDs requiring communication are
created. Then, the data buffers allowing a direct transfer of data between containers
for global IDs that belong to the same core at both sides are generated.
Both operations are performed at once. Two vectors with the size of the local
receiving container are created. The first vector contains boolean variables with a true
value in case that the corresponding global ID in side 1 is owned by the same core
as in side 2. Otherwise, the value is false. The second vector contains different data
depending on the boolean variable value in vector 1. If for a given position, the first
vector value is true, in vector 2, the ID of the corresponding position of the container
in side 1 is stored. Thus, the receiving container knows from which position in the
side 1 container can directly read the data. On the other hand, if the value in vector 1
is false, in vector 2, the sending core identifier is available such that the container in
side 2 can access the corresponding receiving buffer position.
At this point, all the data allowing the communication between the two interface
sides has been generated. Hereafter, the necessary steps for a communication process
summarized in Algorithm 2 are developed:
Algorithm 2→ step 1: Firstly, the sending side transfers data from its local contain-
ers to the sending buffer according to the instructions generated in step 4 of Algorithm
1.
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Algorithm 2→ step 2: In this step, the information is sent from side 1 to side 2 for
those global IDs that require communication by using appropriate MPI functions. The
sending process is carried out through an Isend nonblocking function. This function
prevents from reusing the sending buffer before a communication success message is
received. However, it is not a synchronous sending function, which would block any
new sending process before the message has been received by the destination core.
The sending procedure is executed as follows: Each partition in side 1 executes the
Isend function for each destination core i at side 2. The data to be sent is the vector in
the local sending buffer corresponding to the destination core i:
step 2:
for 0 ≤ i < np do{
Isend(i,localSendingBuffer[i]);
}
Algorithm 2 → step 3: In this step, the receiving Irecv MPI function is executed
from side 2. Each partition in side 2 executes the Irecv function for each sending core
i at side 1. The incoming data from a given sending process i will be stored in the
local receiving buffer according to its core identifier:
step 3:
for 0 ≤ i < np do{
Irecv(i,localReceivingBuffer[i]);
}
As an example, the size of the buffer vector sent by core R0 to R1 (Figures 5.16),
matches the size of the receiving buffer vector in core R1 for the sending core R0 (see
Figure 5.17).
Algorithm 2→ steps 4 and 5: These two last steps are performed simultaneously.
The data generated in steps 5 and 6 in Algorithm 1 are used to fill the local receiving
containers. The information is taken directly from the container in side 1 or from the
receiving buffer according to the boolean vector predefined in Algorithm 1, steps 5
and 6.
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5.3.3 Wall shear stress evaluation
k
u1
δ1
j
i
x
y
z
E
E '
Figure 5.18: Solid face with its local
coordinate axis {i, j, k} and the ve-
locity vector field in the wall-normal
direction.
The wall model shear stress is evaluated
from the accurate near-wall velocity profile
computed in the TLM grid. In Figure 5.18, the
discrete velocity profile right over a solid wall
face is sketched. The orange points are the TLM
mesh nodes generated by the extrusion of the
solid surface along the normal direction. For a
continuous velocity field, the wall shear stress
in a given wall-parallel direction, i, would be
evaluated as:
τi = µ
∂ui
∂k
∣∣∣
k=0
, (5.3)
where k is the solid face normal direction. Since
the velocity derivative term in Equation 5.3 is evaluated at the wall (k = 0), for the
discrete form of the equation, the first off-wall velocity value (u1i) is used:
τi ≈ µu1iδ1 , (5.4)
The output of the TLM model is the wall shear (parallel) stress referred to the
global reference frame (E = {x, y, z}), τxyz = τxx+ τyy+ τzz. Given that the flow
variables are referred to the global frame E, to obtain the wall-parallel component
of the shear stress, a change of basis of the velocity field has to be carried out from
the global frame to a local basis parallel to each solid face (E′ = {i, j, k}). This local
reference frame E′ is generated for each solid face, and it is constructed by using a
face edge as a vector i, the face normal vector as k, and the second parallel component
is derived through the cross product of the two previous unit vectors (j = k× i). The
transformation matrix for a change of basis from E to E′ is T , while its inverse T−1, is
a linear transformation from E′ to E.
uxyz = uxx+ uyy+ uzz
uijk=Tuxyz−−−−−−−−−→ uijk = uii+ uj j+ ukk, (5.5)
where u is the velocity field. Once the wall-parallel velocity components ui and uj are
obtained, the wall shear stresses, τi and τj, can be evaluated from Equation 5.4. Then,
the wall-parallel components referred to the E′ frame have to be transformed back to
the global basis E to obtain the final model output, τx, τy and τz:
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τijk = τii+ τj j+ 0 k
τxyz=T−1τijk−−−−−−−−−−→ τxyz = τxx+ τyy+ τzz, (5.6)
5.3.4 Wall shear stress boundary condition for the LES domain
Once the wall shear stress has been evaluated by the model and transferred to the
LES partition, the new values have to be introduced to the LES computation as a
boundary condition. It has to be taken into account that the methodologies described
in this section are applicable to any wall shear stress model.
During the TLM development process, three different strategies were implemented
and tested. The source term approach explained below was finally adopted, mainly
because of numerical stability reasons and code simplicity.
The application of an external shear stress to a cell solid face basically affects the
diffusive flux at this face. Therefore, a methodology intended to modify the LES
diffusive term at this specific face must be developed.
First of all, we recall how the diffusive flux is evaluated at the LES cell faces accord-
ing to the second-order central-difference numerical schemes used by TermoFluids.
Taking the diffusive term from the incompressible filtered NS equations (See Chapter
1) and applying the finite volume method, we obtain the following discretization:
Di =
∮
Ω
∇ · (µ+ µsgs)∇u dΩ =
∮
S
(µ+ µsgs)∇u ndS ≈
≈
m
∑
f=1
(µ+ µsgs) f
[
ui NB − uiP
δn
]
S f , (5.7)
The discrete diffusive term for the LES equations, Di, is expressed as a summation
of diffusive fluxes at the cell faces, D f i. In case of a boundary face, in which the
neighbor node, NB, is the face node itself, the diffusive flux might be expressed as:
D f i = (µ+ µsgs) f
[
uiF − uiP
δn
]
S f , (5.8)
where uiF is the velocity at the solid face. Since this boundary node by definition is of
solid wall type, this value should always be zero.
According to Equation 5.8, there are several ways in which the diffusive flux, D f i,
can be modified. In our case, we have considered three approaches. The first one is
based on modifying the velocity gradient value by altering the fluid velocity at the
wall. Another approach consists in changing the LES subgrid viscosity (µsgs) at the
wall, and finally, the replacement of the whole term value for a new one is considered.
These three options lead to three different implementations that are hereafter detailed.
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Slip wall boundary conditions
In this approach, the fluid velocity at the solid faces will be replaced by a non-zero
value. In order to obtain the appropriate velocity at the LES wall node, we will require
the diffusive term at the LES face, D f i, to be equal to the diffusive flux provided by
the wall shear stress model, τiS f :
τiS f = D f i = (µ+ µsgs) f
[
uiF − uiP
δn
]
S f → uiF =
τiδn
(µ+ µsgs) f
+ uiP, (5.9)
A new slip wall boundary condition was created for the LES domain which used
the wall shear stress of the model to evaluate the slip velocity through Equation
5.10. However, this approach was finally dismissed because in geometries with sharp
edges, it could generate some instabilities. Additionally, from a physical point of view,
introducing a non-zero velocity at the wall is an artificial condition that we preferred
to avoid.
Subgrid viscosity approach
Another possible way to modify the diffusive flux at the wall is by modifying the
subgrid viscosity at the wall. For a physically consistent LES model, the behavior of
the subgrid viscosity, µsgs, in the wall vicinity should be of O(y3), vanishing at y = 0.
This approach could be seen as if the wall model was integrated into the subgrid
model itself. Applying a non-zero µsgs value at the wall could be interpreted as the
LES model having a specific wall behavior to account for underresolved boundary
layer effects. However, from a conceptual point of view, we preferred not to introduce
unphysical conditions.
The new value of µsgs at the wall would be obtained the same way as in the slip
wall method, i.e., by requiring the LES diffusive term to be equal to the diffusive
value provided by the wall model:
τiS f = D f i = (µ+ µsgs) f
[
uiF − uiP
δn
]
S f → µsgs f =
τiδn
uiF − uiP
− µ f , (5.10)
Source term method
The source term approach was the finally adopted implementation. It is numerically
stable, easy to implement, and in our opinion, a natural way to introduce an external
effect to the filtered NS equations from a physically-consistent point of view.
The strategy was based on adding a source term, Si, to the LES equations only
affecting the wall adjacent cells. The idea is to subtract the diffusive contribution of
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the solid face evaluated by the LES, D f i, to the cell total term Di. Then, the diffusive
flux provided by the wall model is added to the equation. Mathematically, this is
expressed as:
Si = −D f i + τiS f = −(µ+ µsgs) f
[
uiF − uiP
δn
]
S f + τiS f , (5.11)
This source term can be seen as a correction of the diffusive term. The corrective
value is the difference between the diffusive flux at the solid face evaluated by the
LES, and the one supplied by the wall model. The physical interpretation of this value
is that Si, is the correction of the wall shear stress deficit caused by a poor near-wall
grid resolution of the LES mesh, mainly, in the wall-normal direction.
5.4 Evaluation of parallel efficiency
Once the algorithms and parallel strategy have been developed, an evaluation of the
implementation efficiency regarding the computational resources usage will be carried
out. To do so, a standard strong-scalability test will be performed. This test analyzes
how a given algorithm is able to leverage the available computational resources
as the number of workload partitions increases. The test is based on a sequential
computation with a maximum size limited by the single core available memory. Then,
the workload is subsequently subdivided by powers of 2 such that the load per core
is halved at each step while keeping the global test size. Ideally, as the number of
cores is doubled, the required computational time should be divided by two. Under
ideal circumstances the algorithm speedup (the ratio between sequential and parallel
work units per time unit) scales linearly. However, in practice, this does not happen.
In parallel execution that uses domain decomposition, halo nodes are generated as
communications between processes are created. This affects the code efficiency to
the extent that, for a sufficiently large number of cores, the communication costs
will overtake the gains obtained by reducing the workload per core. From this
point onwards, increasing the number of partitions would entail a rising in the total
computational time. In general, this situation happens when the workload per core is
so low that the benefits of reducing it are negligible, while a further division entails a
communication burden increase.
This kind of scalability test is suitable to evaluate the performance of codes in-
tended for long-time running computations. In this case, the main goal is finding a
compromise between the number of used cores allowing the computation to complete
in a reasonable amount of time, while not wasting too many resources due to parallel
overhead derived from additional communication requirements. In general, CFD
computations are extremely demanding from both, time and memory points of view.
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In this work, the efficiency has been analyzed from a running time perspective. How-
ever, to analyze the algorithm performance with an efficient memory usage criterion,
a weak scalability test should be performed.
In order to analyze the efficiency enhancements introduced by the present par-
allelization strategy, its speedup performance will be compared with the one of the
trivial parallelization approach. It is worth to recall that in the latter strategy, only the
processors of the LES partition owning a portion of the solid wall are involved in the
wall model resolution.
Additionally, the influence of the solid boundary extent with respect to the global
computational domain size will be analyzed. To do so, additional tests with two
different meshes will be performed. These two meshes will feature the same total
amount of inner nodes, but with different solid boundary sizes with a factor of two.
In order to ensure that the flow physics do not affect the scalability tests and that
only algorithmic efficiency is being analyzed, the iterative solvers involved in the
computations are required to perform the same number of iterations at each solving
process.
5.4.1 Tests definition
The tests have been carried out at the in house JFF supercomputing cluster which
features 40 nodes. Each node has 2 AMD Opteron with 16 Cores for each CPU
linked with 64 Gigabytes of RAM memory and an infiniband QDR 4X network
interconnection between nodes with latencies of 1.07 microseconds with a 40Gbits/s
bandwith.
As previously commented, the size of a strong scalability test is limited by the
memory available for a single core. An individual processor can use exclusively all
the memory available in its node, and therefore, the memory limit for our tests is
64Gb. This allows a 3.2 million control volumes mesh test.
The computational domain for the tests is box-shaped. It has been discretized
according to two different partitions, nx, ny, nz = 560× 280× 20 and 560× 140× 40,
where nx, ny, and nz, are the number of nodes in the x, y, z directions, respectively.
Both partitions feature the same number of grid points (3.1× 106) but with different
bottom surface sizes of 156× 103 and 78× 103, respectively. From here onwards, the
mesh with a refined bottom surface will be named M1, while the grid with a coarse
surface discretization will be called M2. For the TLM mesh, the bottom surface has
been extruded in five layers for all tests. The four different speedup test configurations
are summarized in Table 5.4:
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Table 5.4: Definition of the speedup tests for the TLM parallel implementation.
Test Parallel scheme Mesh LES mesh size TLM mesh size
1 TLM partition M1: 560× 280× 20 (3.1× 106) (7.84× 105)
2 Trivial M1: 560× 280× 20 (3.1× 106) (7.84× 105)
3 TLM partition M2: 560× 140× 40 (3.1× 106) (3.92× 105)
4 Trivial M2: 560× 140× 40 (3.1× 106) (3.92× 105)
Regarding the number of parallel partitions, all tests have been carried out from
the sequential configuration (core 1), up to 256 CPUs, doubling the number of cores
at each subsequent test.
5.4.2 Tests results
The results of the speedup tests are presented in Figures 5.19 and 5.20 for mesh
M1 (tests 1 and 2) and M2 (tests 3 and 4), respectively. These charts represent the
algorithm efficiency vs. the number of parallel partitions. The efficiency is measured
as the inverse of the computational time, such that, the higher the time the lower
the efficiency. The efficiency results of the two TLM partition methods are presented
together with the speedup curve of an LES-only computation (i.e., without wall
model). This allows assessing the TLM algorithm performance with respect to the
LES implementation design. Since we are comparing different algorithms (LES, TLM
with trivial and specific partitions) and we are only interested in evaluating their
efficiency in terms of resource usage, the computational times for each algorithm
have been non-dimensionalized. The sequential computational time has been used as
a reference such that the sequential efficiency is 1 for all algorithms.
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Figure 5.19: Speedup tests for mesh M1. See Table 5.4 for details.
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Figure 5.20: Speedup tests for mesh M2. See Table 5.4 for details.
From the speedup plots it can be observed that, as expected, all algorithms scale
linearly (maximum efficiency) for a small number of partitions (i.e., up to 16). Then,
efficiency starts to decrease due to the increased communication costs. However, this
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behavior is not uniform for all algorithms and meshes. While the LES speedup curve
is almost independent of the mesh, the TLM performance strongly depends on this
factor. This should be expected since both LES meshes (M1 and M2) have the same
number of control volumes whereas, the TLM mesh size in tests 1 and 2, is the double
than in tests 3 and 4. For the large TLM mesh (M1), the efficient TLM parallelization
strategy (test 1) performs especially well, scaling linearly up to 64 CPUs, even better
than the LES-only behavior. Then, its performance starts to decay, ending up slightly
below the LES one at 256 CPUs. On the other hand, the trivial parallelization strategy
performs significantly worse than the rest. The behavior of this strategy is analyzed
in more detail further in this section.
In order to explain the speedup behavior of the efficiently parallelized TLM,
it has to be taken into account that, in general, the largest portion of memory is
dedicated to the LES domain, being the limiting factor of a given simulation. Thus,
the decision about the optimal number of parallel partitions is made considering
the LES domain constraints. Assuming an efficient parallelization strategy for both
domains, if the TLM total workload is similar to the LES one, the point at which both
speedup curves peak, will be similar. On the other hand, if the workload of the TLM
is significantly lower than the LES one, it has to be expected that the TLM curve peak
will move towards smaller partition numbers. This is because the inefficient situation,
in which an extremely low workload per core is combined with high communication
costs, is reached much before in the TLM partition than in the LES domain. This
behavior can be observed by comparing test 1 and test 3 curves. Both follow the
same parallelization strategy but with a halved total workload for test 3. As can be
observed, the speedup curve decay starts much earlier for test 3, in which the total
workload is significantly lower. This analysis cannot be extrapolated for inefficient
parallel implementations (test 2 and 4) given that other factors may affect the speedup
curve behavior. Those factors are commented below.
Another aspect that may affect the performance of the TLM parallel strategy with
respect to the LES one is the way the mesh is partitioned. As commented at the
beginning of this chapter, the Metis algorithm is used for partitioning the mesh associ-
ated graph, such that a balanced workload distribution is obtained while minimizing
the communication costs. While for the LES domain this strategy is applied to the
total 3D mesh, in the TLM domain, the Metis algorithm is applied to the superficial
mesh rather than the extruded 3D mesh, whose optimal partitions are not necessarily
equal. This is especially significant for small solid surfaces and large number of
extrusion layers. In this case, a wall-parallel partition would entail a small number
of communications, while for a wall-normal partition (current implementation), the
number of communications for each graph edge partition is equal to the number of
extrusion layers. This effect becomes stronger as the number of cores rises since, for a
large number of partitions, the weight of communications on the total computational
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cost is more significant. This issue may have affected test 1 and 2 efficiency curves.
While performing better than their LES equivalent at a low number of cores, they
suffer a stronger performance decrease at higher partition numbers.
Another interesting analysis is the comparison between the trivial and the en-
hanced parallel strategies. Regardless of the TLM mesh size, the efficient paralleliza-
tion (tests 1 and 3) performs much better than the trivial parallel scheme (tests 2 and 4)
at a high number of partitions. This bad behavior of the trivial parallelization strategy
is not due to the increase in the number of communications since most of the cores
are not involved in the TLM resolution. Instead, it is due to a massive imbalance in
the workload distribution among processes, causing that some cores have to assume
up to six times the optimal workload while others are idle.
In Figure 5.21, the workload imbalances generated by the trivial parallelization
approach are shown. The charts display the number of cores in % with respect to the
total number vs. core workload. In the horizontal axis, the nondimensional workload
is displayed. The unity represents the optimal workload,i.e., the assignment that a
given process would receive with a uniform distribution, while a value of n means
that the specified cores have a workload n times higher than the optimal one. On
the other hand, in the vertical axis, the percentage of the total available cores with a
given workload is shown. The charts are arranged as follows: On moving from top
to bottom, the number of mesh partitions decreases from 256 to 8, while from left to
right, the TLM mesh grid size increases (M2 left and M1 right). For the sake of clarity,
the balances of the less partitioned tests (1,2 and 4) are not displayed given that they
showed the same behavior than the 8-core distribution.
With the efficient parallel strategy, we would obtain a distribution chart identical to
the one at the bottom right corner of Figure 5.21 regardless of the number of partitions.
That means that the 100% of available cores assume the optimal workload. By contrast,
the trivial parallelization scheme behaves significantly different as the number of
partitions rises. Actually, for both meshes, the workload distribution is reasonably
good up to 16 cores, which explains why all the speedup curves scale linearly up to
this point. Nonetheless, the smaller TLM mesh (M2) suffers a significant imbalance at
32 cores, explaining why the performance curve of test 4 suffers a significant drop
at this point, while for the larger mesh (M1), the efficiency keeps reasonably good
up to 64 cores (test 2). This is because the TLM mesh is partitioned according to the
LES requirements instead of the TLM ones. Therefore, the smaller the solid surface
and the higher the number of partitions, the lower the probability that a given LES
partition owns a solid boundary portion. This is well reflected in the distribution
charts, in which the percentage of idle cores is significantly higher for the small (M2)
than for the large TLM (M1) mesh.
Another undesired effect of the trivial parallelization strategy is not the number
of idle cores but the core with the largest assigned workload. Since in a parallel
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computation the slowest core determines the speed of the whole, having cores with
an excessive workload with respect to the optimal one considerably undermines the
global computational performance. This is the reason for the speedup performance
to degrade in parallel with the rise of the workload dispersion. For instance, the
maximum core workload for M2 is around 6.2, while for M1 is 4.8. This issue adds up
to the idle cores problem, explaining the poor performance of test 4.
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Figure 5.21: Trivial parallelization workload distribution. Percentage of total cores
vs. assigned workload. Column in blue corresponds to idle cores. The workload
is normalized with the optimal distribution (uniform). Left: M2 results, Right: M1
results. See Table 5.4 for details.
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Finally, the performance gains of the efficient parallelization strategy vs. the trivial
one in terms of real consumed time will be shown. In Figures 5.22 and 5.23, the inverse
of absolute time consumed by the TLM model vs. the number of cores is shown. For
the large TLM mesh, it can be observed that at 256 cores, the computational time is
more than halved for the TLM specific partition. On the other hand, for small partition
numbers, the consumed time is almost identical up to 32 CPUs which is coherent
with the workload balance charts presented above. It could be argued that for small
partitions, the costs of the specific TLM partition should be higher than for the trivial
one since the former has the additional burden of communicating data through the
top and bottom interfaces. By contrast, the trivial approach can exchange information
with the LES domain straightforwardly. However, this is not the case since the costs
of the LES/TLM interface communications are almost negligible compared to the
total TLM computational cost. In the worst case (test 1 with a partition of 64 cores),
the TLM/LES communications represent the 7% of the total.
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Figure 5.22: Dimensional parallelization efficiency in terms of real consumed time,
[s−1], for mesh M1.
188 CHAPTER 5. TWO-LAYER WALL MODEL IMPLEMENTATION
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 0.045
 0.05
 0.055
 0  50  100  150  200  250  300
s
p
e
e
d
-
u
p
 
(
1
/
t
)
Number of cores
TLM specific partition (test 3)
TLM trivial partition (test 4)
Figure 5.23: Dimensional parallelization efficiency in terms of real consumed time,
[s−1], for mesh M2.
5.5 Conclusions
In this Chapter, a strategy allowing to resolve the TLM numerical model of Chapter
4 has been thoroughly explained, including details of algorithm required for the
practical interaction between a TLM and an LES computation.
Since the efficient use of computational resources is of capital importance in CFD
computations, an adequate parallel methodology has been developed for the TLM.
The implementation and the parallel strategy details are exhaustively developed
along the text, and finally, an evaluation of the final algorithm performance is carried
out.
The parallel method developed for the TLM shows good strong scalability. How-
ever, the parallel efficiency decays for small ratios of TLM/LES mesh sizes and a
high number of partitions. It has been shown that the larger the solid surface with
respect to the LES domain size, the higher the TLM algorithm efficiency. To override
this dependency with respect to the solid surface size, a new solution is proposed.
The development of a new partition methodology which divided the TLM mesh not
only in the wall-normal direction but also in the wall-parallel one would significantly
mitigate this undesired effect. Nonetheless, the present parallel approach behaves far
better than the initial trivial parallelization scheme in which the TLM mesh partition is
performed according to the LES domain requirements. This improvement is observed
for any number of processors.
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6Conclusions and future
research
6.1 Concluding remarks
In the abstract of this thesis, the necessity of reducing the computational costs of
accurate numerical simulations of high Reynolds number wall-bounded flows is
remarked. Regarding to such issue, some contributions have been presented.
In the introduction Chapter (1), a new set of expressions intended to estimate the
gains of wall modeling compared to explicitly resolving the inner layer are given. Cost
estimates were already proposed by Chapman [1] and Choi and Moin[2]. However,
the authors only considered the costs related to the grid resolution requirements
while the costs associated with time integration were not taken into account. In the
present work, the newly proposed expressions comprise both aspects, providing a
more realistic estimation for the total computational cost associated with a given
high fidelity CFD simulation. According to our estimates, the costs of performing
wall-resolved LES compared to wall-modeled LES are even more extreme than those
estimated by Chapman and Choi and Moin, strongly highlighting the necessity of
general wall modeling strategies.
6.1.1 Analysis tools for high fidelity CFD simulations
In Chapter 2, several tools intended to assess the reliability of a given high fidelity
CFD simulation are presented. In this regard, a methodology intended to determine
the computational grid resolution suitability for a given DNS or LES simulation is
proposed. According to Pope[3], an LES mesh must support flow scales equal to or
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larger than those in the dissipation/inertial range limit to avoid significant accuracy
losses. The presented approach determines how far a spatial grid resolution is from
this limit, allowing to estimate the LES model validity in the far field region. The
presented tools, including the grid resolution assessment technique, are further used
in Chapter 3 in which a non-equilibrium Two-Layer wall model (TLM) for LES is
presented. The tools are used to ensure the correct setup of the TLM validation tests.
6.1.2 Two-Layer wall model for non-equilibrium flows
In Chapter 3, a Two-Layer wall model [4] suitable for non-equilibrium wall flows is
presented in order to contribute to seeking solutions for the challenging difficulties
commented above. The model is based on the full incompressible URANS equations
in order to provide a general model applicable to any flow condition.
Wall shear stress models in general and RANS-based wall models (WM) in par-
ticular are affected by the ”log-layer mismatch” (LLM) and the resolved Reynolds
stresses (RRS) inflow problems which undermine the quality of the WM numerical
predictions. Until now, these two problems have been treated separately with dif-
ferent techniques[5, 6, 7], which in some cases were computationally expensive and
geometrically complex[5] or they were affected by a lack of generality[6]. Yang et al.
[7] used the time-averaging strategy to address the LLM problem[7] in the context of
a wall function for equilibrium flows. In the present work, this approach has been
applied for the first time to a Two-Layer model. For this particular application, the
time-average filter (TAF) mission is not only solving the LLM issue, but also mitigating
the RRS inflow problem at the same time, with a general and low-computational-cost
step. The proposed approach is exceptionally efficient in avoiding the RRS inflow
consequences and combined with its effects on the LLM, it dramatically reduces the
complexity of the TLM formulation and implementation while strongly increasing
its efficiency and geometrical range of applicability compared to other existing TLM
strategies[6].
To correctly set up the WM, a methodology to determine the necessary temporal
filter length, T, is proposed and validated in equilibrium and non-equilibrium condi-
tions. This approach is based on the analysis of the velocity power spectrum to reveal
the flow characteristic time scales. Through this methodology, it is found that when
feeding a RANS domain with time-resolved LES data, frequencies higher than those
in the energy-containing/inertial range limit must be filtered.
The exisiting approaches intended to deal with the RRS inflow [5, 6] only take
into account the apparent diffusive effects of the resolved scales on the RANS-based
wall layer. According to our results, this is not sufficient. The inertial subrange
scales, although not inherently diffusive, they make the RANS model working out
of its range of applicability. In the RANS approach, only the mean flow is solved,
and thus, the model expects only mean-flow-based data to deliver solutions. When
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time-resolved data is introduced through the boundary, it causes an overprediction of
the mean-flow strain, and therefore, an excess of modeled diffusivity.
On the other hand, the filter size influence on large-scale unsteady flow motions
is assessed through a strongly unsteady non-equilibrium flow. It is found that for
this kind of flows, the effects of the largest motions have to be taken into account
since they play an essential role in the global behavior. However, it remains unclear
whether the value of the filter length directly influences the largest time-scales, or
their modification is an indirect consequence of having a poorly resolved mean flow
due to inadequate filtering periods.
Moreover, the model generality from a geometric point of view is validated
through the application of the TLM to a fully 3D geometry. Specifically, the flow
around an Ahmed car body is computed with satisfactory results. To the author
best knowledge, there are no publications of TLM applications in fully 3D complex
geometries.
Finally, the interaction of the wall model with the LES model is assessed. It is
concluded that the WM acts as an integral part of the LES model, overriding the wall
behavior of each particular subgrid model.
6.1.3 Mathematical and numerical approach and its algorithmic im-
plementation
The presented TLM is a fully operational and independent CFD solver. The current
implementation automatically generates an unstructured mesh which is partitioned
according to its own parallel distribution scheme. Additionally, the TLM solver
interacts bidirectionally with an existing LES solver which has an entirely different
parallel distribution. While the TLM solver uses time-resolved LES data as a boundary
condition, the wall model feeds back the LES domain with a wall shear stress which
is derived from the near-wall RANS velocity field.
The mathematical model of the TLM is based on the URANS equations, which are
solved numerically through the finite volume method. An implicit time integration
scheme is applied to avoid CFL constraints. On the other hand, in order to solve the
velocity-pressure coupling, a fractional-step method is used. This projection method
features a pressure-correction step in order to minimize its characteristic numerical
and splitting errors[8].
An entirely new algorithmic infrastructure has been implemented to allow the
resolution of the mathematical and numerical model commented above. Since the
primary objective of a TLM is the reduction of the total computational costs, the im-
plementation efficiency is a crucial aspect. Thus, the parallel efficiency of the present
code has been tested through a strong scalability test. The present implementation
reaches excellent load balancing among processors, and it shows good strong scalabil-
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ity up to 128 CPU’s. For a larger number of partitions, it shows a weaker performance
compared to the LES domain one. This is because, unlike the LES domain, the mesh
partition is carried out considering the solid surface topology instead of taking into
account the full 3D mesh.
6.2 Future research
A crucial conclusion obtained from the TLM filter length analysis in Chapter 3, is that
the necessary value of T is several orders of magnitude larger than the computational
LES time-step, ∆t. Depending on the test, the value of ∆t ranges from approximately
10−2 TU in the high Reynolds number Pipe flow case to 10−4 TU in the airfoil and
the Ahmed car tests. By contrast, the TLM filtering periods are of the order of
approximately 101. Since the real temporal variation of the wall shear stress provided
by the model is related to the filter length T, this entails that the wall shear stress
signal is completely oversampled. Taking advantage of the implicit time integration
of the model governing equations, it should be investigated how many TLM iterations
could be skipped for each LES iteration without loss of accuracy. Considering that the
ratio T/∆t ranges between 103 and 105, it is likely that a very significant number of
wall model iterations could be saved. Depending on the results of this analysis, that
could entail that we could obtain a general non-equilibrium wall model at a slightly
higher cost compared to an equilibrium wall function. In any case, the high values of
the T/∆t ratio show promising cost-cutting potential for the TLM approach.
On the other hand, as a conclusion of the strong scalability test, further improve-
ments in the TLM efficiency could be obtained by performing a three-dimensional
partition of TLM mesh. This would be especially beneficial for cases with a large
number of extrusion layers in which the number of halo nodes could be optimized.
Finally, another important conclusion of the present work is that the increase of
the time-step upper bound in explicit computations has considerable potential in
cutting down the computational costs for high Reynolds number flows. Probably,
even more than the reduction of the near-wall spatial resolution requirements since
it is very difficult to parallelize the advancement in time. The development of new
strategies intended to allow larger time-steps should also be further investigated. The
use of variable implicit-explicit time integration schemes is a good candidate to avoid
the CFL constraints, while the development of new turbulence models intended to
redress the effects of poor temporal resolutions could complement this strategy.
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Appendix A
The Helmholtz-Hodge
Theorem
This appendix presents the Helmholtz-Hodge theorem [? ? ] which is the mathe-
matical basis of the Fractional-step method. This method allows the resolution of the
velocity and pressure coupling in the incompressible Navier-Stokes equations.
A.1 The Helmholtz-Hodge Theorem
Theorem 1. A given vector field u defined in a bounded domain Ω with smooth boundary
∂Ω, is uniquely decomposed in a pure gradient field and a divergence-free vector parallel to
∂Ω:
u = s+∇ϕ (A.1)
where
∇ · s = 0 s ∈ Ω (A.2)
s · n = 0 s ∈ ∂Ω (A.3)
being n the normal vector to ∂Ω.
Proof.
we consider the following vector identity derived by applying the chain-rule:
∇ · (ϕs) = (∇ϕ) · s+ ϕ(∇ · s) (A.4)
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and being s a divergence-free vector (See Equation A.2), we obtain:
∇ · (ϕs) = (∇ϕ) · s (A.5)
Integrating previous expression over the domain Ω and applying the Gauss diver-
gence theorem, it leads to:
∮
Ω
(∇ϕ) · sdΩ =
∮
Ω
∇ · (ϕs)dΩ Gauss−−−→
∮
Ω
∇ · (ϕs)dΩ =
∮
∂Ω
(ϕs · n)dS (A.6)
The Boundary integral vanishes if s satisfies the prescribed condition in Equation
A.3. Therefore, the orthogonality1 between vector field s and ∇ϕ is proved:∮
Ω
(∇ϕ) · sdΩ = 0 (A.7)
From the previous expression, the decomposition unicity can be proved. Firstly, it
is assumed that two different decompositions do exist:
u = s1 +∇ϕ1 = s2 +∇ϕ2 (A.8)
rearrangin terms:
s1 − s2 +∇(ϕ1 − ϕ2) = 0 (A.9)
By applying the scalar product of previous expression by vector (s1 − s2) and
considering the orthogonality relation A.7, it leads to:
0 =
∮
Ω
||s1 − s2||2dΩ+




:0 (A.7)∮
Ω
(s1 − s2) · ∇(ϕ1 − ϕ2)dΩ (A.10)
From equation A.10, it is proved that
s1 = s2 (A.11)
Then, from equation A.9, it is also proved that:
∇ϕ1 = ∇ϕ2 ⇒ ϕ1 = ϕ2 + C (A.12)
It must be pointed out that the unicity of the decmposition (A.1) do not imply, as
stated by Equation A.12, that the scalar field ϕ is uniquely determined.
1For the standard inner product of two vector fields a and b, defined as follows:
〈a, b〉 =
∮
Ω
a · bdΩ (A.13)
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