Saliency detection plays an important role in image segmentation, object detection and retrieval, which attracts more attention in the field of computer vision recently. Most existing saliency detection algorithms have not considered the influence of visual focus shifting yet. In this paper, a novel algorithm named moving region contrast (MRC) is proposed to analyze image saliency. The algorithm MRC is built on a novel concept of moving visual focus (MVF). The initial visual focus is defined as the geometric center of the image. Then the visual focus is calculated iteratively by focus-moving technique where a saliency gravitation model is employed to determine the moving direction. The salient region is obtained according to the final visual focus. The experiments are conducted on the dataset with 1000 images released by Achanta. Experimental results show that the proposed algorithm achieves marked improvements in performance and outperforms other 11 popular algorithms.
I. INTRODUCTION
As the rapid development of network and devices, there is dramatic growth of the online image data. It is a great challenge to process and retrieval these visual data with limited computation resources. Effective methods of the saliency detection can help people to reduce time and cost when handling images from large databases. As an important technique, extracting saliency map is widely used in image retrieval [1] - [3] , image or video compression [4] - [6] , object detection [7] - [11] , image and video segmentation [12] - [14] .
Visual saliency is generally defined as the unique or meaningful subsets of an image in various image features like color, orientation or object size. Human usually effortlessly focus attention on the salient parts of a scene and even ignore the rest parts to increase the processing efficiency in the brain. Similar with the mechanism of human vision system, one prior task in image processing is to quickly detecting these visual subsets for allocation of limited computational resources in subsequent analysis. When people look at an image, they usually need to slightly adjust the view point or visual focus to find the salient parts. Therefore, our research is aim to simulate the visual focus and detect the final view point after the adjustment process.
The research motivations came from the following aspects:
• People usually first pay attention to the center of an image when they look at an image. Therefore, we consider the geometric center of the image as the initial visual focus; • The geometric center of the image is not always the real visual focus. Hence, we suppose that it can move. The moving directions and strengths are related to every pixels saliency value as well as the distance between the initial visual focus and all pixels; • The reasons why salient objects attract people are not only the specificity of their own features, but also the difference between salient regions and their surrounding regions including color, direction, luminance, and so on. Inspired by the characteristics of human visual system, we attempt to develop algorithms to detect the salient regions from the perspective of bionics. In this paper, inspired by the method of region contrast (RC) [15] , the primal goal is to analyze image saliency and develop algorithms to detect it. The original contributions are listed as following:
• We propose two new concepts. One is moving visual focus (MVF) . With the concept of MVF. Compared with the existing methods, our algorithms can produce more accurate saliency maps with the concept of MVF. Another one is saliency gravitation (SG) . With this concept of SG, we can calculate the moving direction from non-salient region to salient one (see in section III-B).
• We also present two novel algorithms to detect the salient regions in the images based on visual focus (VF). They are centering region contrast (CRC) and moving region contrast (MRC) (see in section IV). The former one is very effective when it is used to detect the salient objects from the image whose salient objects are in the center. The latter one needs more CPU time to detect the salient regions, but it is very robust when the salient regions are not in the center of the image.
• We put forward the rule of moving salient region which is based on decomposition of the saliency gravitation (see in section III-B). With the important principle of force decomposition, we decompose the saliency gravitation with two directions (horizontal and vertical) and get the final direction with the summarized force of all pixels to the visual focus. The main significance is that the proposed models and concepts have revealed the basic principle of vision system when people is looking at an image.
In this work, we applied regional based method in the model to quickly obtain the initial segmented salient region. Then, the salient region will be refined globally by our iterative decomposition of the saliency gravitation. The experiment results have shown that the proposed algorithm outperforms conventional algorithms in terms of efficiency and accuracy. Moreover, the decomposition rules of the saliency gravitation help us begin a new study in saliency detection.
The rest of this paper is organized as follows. Some related works are introduced in Section II. The basic saliency mathematical model is introduced in Section III. The details of MVF are introduced in Section IV. The details of our algorithm is shown in Section V. Experimental results are presented in Section VI, followed by conclusions in Section VII.
II. RELATED WORKS
In the field of computer vision, early work suggested to consider saliency detection [16] as two stages: the first one is bottom-up saliency detection, which is fast and data driven; the second one is top-down saliency detection, which is slow and task-driven. Bottom-up saliency detection approaches are widely used in detecting the distinct distractors or irregularities. The time cost is irrelevant to distractors number. Many top-down approaches, which are so called machine learning approaches, is slow and may rely on the results of a certain of bottom-up saliency detection process [17] . Thus, reliable estimation of visual saliency without prior knowledge of their contents remains an important step in many computer vision tasks including image segmentation, object recognition, and adaptive compression [15] .
In this paper, we focus on the data driven saliency detection. Most of these methods define saliency by contrasting the low-level features of a pixel or a region with their neighborhoods, like color, edge, texture or size. To detect salient subset in the visual scene, these approaches can be broadly divided into two categories: regional approaches and global approaches.
The regional approaches focus on segmenting images into regions with distinct sizes for detecting salient regions. Itti et al. [16] proposed their method based on the biological model presented by Koch and Ullman [18] . The feature integration theory presented by Treisman [19] inspired by the behavior and the neuronal structure of early visual system, which creatively employs a center-surround descriptor to calculate the sub-saliency maps in the different features and scales, and combine these sub-saliency maps by linear fusion to get the resulting saliency map. In order to speed up the algorithm of Itti [16] , Frintrop et al. [20] used another center-surround descriptor and integral image to get the saliency map, which is based on the same biological model [15] . Ma et al. [21] obtained initial saliency map by the contrast between perceptual blocks and their surrounding regions in Lab color space, and got the final saliency map by fuzzing methods. Hou el al. [22] defined the saliency by identifying the singular point in spectral lines based on a spectral remaining hypothesis. As an improvement of Ma [21] , Achanta et al. [12] employed the differences between pixel and their surrounding pixels in multiscale to get the sub-saliency maps. Then they obtained the resulting saliency map by calculating the mean value of these sub-saliency maps. These Methods can efficiently detect salient center regions and its surrounds, but it fail to detect the image boundaries.
However, the performance regional approaches may tightly correlated with the segmentation results, which is not always reliable. The global approaches in the second category will use global/local parameters to process all subsets of the image equally. Zhai and Shah [23] defined saliency using the global contrast of intensity between the current pixel and the rest of the pixels in the image. Goferman et al. [24] put forward a kind of saliency detection method based on the context awareness, which is suitable for the particular application. They defined the saliency by the spatial distance relationship and the difference between the current pixel and the biggest difference with its 64 pixels in Lab color space. Achanta et al. [25] employed the distance between the Gaussian blurred image and used the mean value instead of the original pixel values. Perazzi et al. [26] proposed a conceptually clear and intuitive algorithm for contrast-based saliency estimation and showed that the complete contrast and saliency estimation could be formulated in a unified way using high-dimensional Gaussian filters. Xie et al. [27] proposed a novel model for global saliency detection in a Bayesian framework by exploiting low and middle level cues. They first got the initial saliency map through the convex hull of interest points. They analyzed the saliency information through super pixel and clustered these super pixels. Finally, they calculated the saliency again by analyzing the initial saliency map to get results. All of them have shown that their proposed methods had outperformed state-of-the-art methods on public benchmark datasets. These global approaches may cost more processing time in general, and they did not mention the effect of MVF to the saliency map.
Furthermore, some other approaches fused the regional scheme and global scheme to process the images. Achanta et al. [28] defined the saliency by the difference between the current pixel value and the mean value of its maximum surround pixels in Lab color space. Liu et al. [29] considered saliency object detection as a binary labeling task that separates the salient object from the background. They proposed a set of novel features including multi-scale contrast, center-surround histogram and color spatial distribution to describe a salient object locally, regionally and globally. Li et al. [30] introduced a method to detect co-saliency from an image pair that may have the same salient objects. They first fused SR(Spectral Residual) [22] , FT(Frequency-tuned) [25] and Ittis method [16] to form the saliency map of a single image. At the same time, they analyzed the same target regions of the image pair to extract color feature and texture feature and employed SimRank similarity method [28] to calculate the similarity between the image pair and convert it into the saliency maps. They combined the above saliency maps in linear fusion to obtain the final saliency map. Cheng et al. [15] proposed two novel methods named as HC and RC. The former one mainly defined the saliency by calculating the difference between a pixel and the sum of rest pixels value in Lab color space. The latter one obtained the salient map by calculating the Lab color distance between the segmented regions, which combine the spatial distance between the regions. As the improvement of FT [25] , MSS(Maximum Symmetric Surround) [28] solved the above problem, but it did not consider the influence of the spatial distance information. The method proposed by Li et al. [30] and RC proposed by Cheng [15] are novel methods, comparing with other methods, which employed the segmented regions and spatial distance information to generate the saliency map.
Our work is inspired by these combined approaches. The proposed model can quickly obtain the initial salient region based on regional segmentation algorithm and then progressively pop-out more accurate saliency map by using our iterative global algorithm.
III. PROPOSED MODEL OF SALIENCY COMPUTING WITH MOVING VISUAL FOCUS
For a given dataset of color images(the input of salient object segmentation), we denote it as follows:
where I i is one of the images in the dataset. N 0 is the number of color images.
A. Preprocessing Images
In order to get the salient objects from the given data set, several important steps are necessary. The first one is image quantization and feature space selection. The second one is the image segmentation. The third one is to given the initial saliency map.
The following flowchart is presented to show the basic procedure of image preprocessing (see in Fig.1 ). Fig. 1 . Flowchart of the saliency computing. The quantify operator is employed to quantify the original image. At the same time, the Graph-based segmentation method(GBS) [31] is used to get the segmentation image. The last step is to use the proposed method to compute the saliency value and the final saliency map is obtained.
Remark 1.
In preprocessing, the segmentation algorithm is very important. The salient objects are segmented from the images according to the regions. The final precision, recall and F-measure have been impacted. In this work, we select the well-known algorithm-GBS [31] to segment the images. In order to let readers pay their attentions on the main contributions of this work. The basic mathematical models and algorithms are presented in the appendix.
B. Gravitation algorithm
After segmentation of an input image, the image can be seen as combination of many image regions. The salient objects can be defined as the image regions which have higher visual attention values against their surroundings. The values can be determined by one or more features of intensity, color, and orientation so on. In view of human system, the salient objects can be considered as the regions with more visual attraction. When we want to quantify the attraction, we found that it is actually a relative quantity. When we first glance at a object in the image, we can't make sure that it is the salient object. However, the true salient objects will attract our vision attention. Inspired by the mechanics, we constructed the "gravity" between two pixels and employed it to determine the moving direction of vision attention. Without the generality, the initial salient object is set as the central region of the input image and its center is defined as "visual focus". In another word, we choose the center of the input image as the initial visual focus. We denote the visual focus as V F and the i-th iteration of it is denoted as V F i .
In order to explain the proposed method better, the following flowchart is presented to show the basic procedure of MVF (see in Fig.2 ). Fig. 2 . Flowchart of the basic procedure of MVF. At first, the next visual focus is calculated by the weighted calculation step. Next, the first step was repeated until the distance between current visual focus and previous visual focus is less than 1. When it terminated, the final saliency map is obtained by the weighted calculation of the final visual focus. Among of the steps, the saliency gravity of each pixel is computed by Formula (1).
The saliency gravitation also has the size and direction. The gravitation is related to the quality of the objects and the distance between two objects. In saliency gravitation, the value is related to the salient value and distance between each pixel and V F . We denote the saliency gravitation between p i and V F as − → F i and it's norm can be calculated with
where S(p i ) is the salient value of the pixel p i . ρ(p i , V F ) is the distance between the pixel p i and VF. λ is introduced to control the strength of spatial weight, which is set as 1 in this paper. When we consider the input image, the saliency gravitation between all pixels and V F will be composed of a resultant − − → F all as follows:
It indicates that the direction of vision attention (visual focus) will move along − − → F all when we look at the input image. Then the Horizontal and Vertical resultants are defined as follows:
In practice, if we use − − → F all to set up the next location of visual focus, it will out of control or out of the input image. We have a weight to control the range of coordinates. In this work, we selected the weight as
denote the moving direction and scale which can be determined by
the iteration algorithm will set up as follows:
If the initial visual focus and it's moving direction vector are denoted as
The iteration principle of the visual focus is constructed as following
In order to show the basic procedures of the iteration, the following illustration figure 3 is shown. The initial visual focus is − − → V F 0 is defined as the center of the image. When the iteration algorithm is employed, the visual focus moves to the appropriate location by the saliency gravitation − − → F all . 
C. Existing Saliency Formulation
In (1), S(p i ) is the salient value of the pixel p i . When we get the segmentation of the input image, region is the basic unity. We compute the saliency in regions. S(r k ) is the salient value of the region r k . It means that S(
In this paper, we employed the method ( [15] ) to compute the salient value. The formulations of the saliency computing follow the prior work of Cheng et al. [15] . The formula with spatial weights is as follows:
where w(r i ) is the weight value of region r i , which is defined as the number of pixels in r i . ρ(r k , r i ) is the distance between region r k and r i , which is defined as the Euclidean distance between their centers. σ 2 is used to control the strength of spatial weight. If the value σ 2 is big, the impact of the spatial weight is great, and the region far from the current region will have a stronger impact. Here, σ 2 is set as 0.4, and the pixel coordinates are all normalized to [0, 1] . D(r k , r i ) is the color distance metric between r k and r i in the Lab color space.
D. Proposed Saliency Formulation
In order to consider the difference between two regions, we redefine the formula of the saliency as follows:
in which,
where ρ(r k , V F ) is the distance between the center of r k and VF. λ is used to control the strength of VF. If the value of λ is larger, the VF influences the saliency detection greatly. In this work, we select λ = 9 after many experiments. If W is larger, the region near center will get higher saliency value.
IV. ALGORITHMS AND COMPLEXITY ANALYSIS

A. Structure of Algorithm
The detail process of our salient detection algorithm is introduced. We elaborate the overall process, and introduce the detail process of each step next.
B. Time complexity analysis
The algorithm is composed of two parts. The first part is to get the initial saliency map. The second part is to obtain the final saliency map.
In the first part, we need to complete three important steps, they are the quantify operator, the image segmentation with GBS, and calculation of initial saliency map. If we recall the parameters, N 0 is the total number of input images, m × n is the size of each image. The complexity of the first part is
Algorithm 1 Proposed Salient Object Segmentation Algorithm.
Loading image data:
Calculate the size of the input image:
Preprocess each image by quantifying: QIm k = quantif y(ImRGB k ) (see in Appendix A); 6: Transformation color space from RGB to LAB: T Im k = tansf or(QIm k ) (see in Appendix B); 7: Image segmentation with GBS:
while dis < 1 do 10:
Calculate initial salient value S(r end for 13: Calculate the gravity of each pixel affecting the old VF according to formula (2); 14: Calculate the moving scale d l by (4) (1); 15: Calculate the new visual focus
16:
17:
end while 19: Salient Object Segmentation 20:
else 24 :
end if 26: end for 27: Output: Salient Object Segmentation of the k−input image SegIm k ; 28: end for
In the second part, the time complexity comes from the procedure of the total saliency gravity between the all pixels and other pixels in the saliency map. The algorithm need more times to terminate. If we denote the iteration number is k , the complexity of the second part is
The time complexity of our proposed algorithm is
V. EXPERIMENTS
With the proposed method, three sections of experiments to show the position of the proposed method to the existing work. The existing algorithms that we employ to construct the baseline are (RC(region contrast) and HC(Histogram contrast) [15] , FT [25] , CA(Context-aware) [24] , LC(Spatiotemporal cues) [23] , GB(Graph-based visual saliency) [32] , AC(low-level features of luminance and color) [12] , SR [22] , HFT(Hypercomplex Fourier transform) [33] , IT(Laurent Itti proposed in 1998) [16] , MVS(L zero smoothing and principle component analysis) [34] ).
A. Datasets and Evaluation criterias
We conduct experiments on Achanta's dataset [25] , which has been widely used in saliency detection area. It includes 1000 nature images with ground truth those are labeled manually. To better illustrate the performance of RC [15] , MVS [34] , HFT [33] , CRC , and MRC, we choose some images from Achanta's dataset and construct two different datasets. The images in one dataset, whose salient objects are in the center of images, and in another dataset, whose salient objects are not in the center of images. CD: 100 images whose salient objects are in the center of the images; ND: 100 images whose salient objects are not in the center of the images.
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Three evaluation criterias (precision, recall and F-measure) are employed to evaluate our methods.
where GT denotes the ground-truth map. SO denotes the salient object which is segmented by the saliency map. F-measure can be used to evaluate the overall performance of the algorithm, which is calculated by precision and recall as follows:
Similar to [25] [15], we define β 2 as 0.3 to make the weight of precision higher than the weight of recall in this paper.
B. Experiment 1
For illustrating the performance on the images whose salient objects are in the center of the images, CD dataset is used to evaluate the performance of RC, CRC, MVS, HFT and MRC.
We adopt two methods to compare our algorithm with MVS and RC. In the first method, we segmented salient region based on the fixed threshold. For saliency map (see Fig. 4 ), the salient value is ranged from 0 to 255. The simplest segmented method is to vary the threshold from 0 to 255 to obtain the corresponding salient objects. Fig. 6 shows the precision-recall curves of CD dataset. Here 0 and 1 in horizontal coordinate correspond to the segmented threshold 255 and 0. When the threshold is 255, we believe that all pixels belong to the background, which denotes the recall is 0. When the threshold is 0, the situation is on the contrary. The precision is 0.25 when the recall is 1, which implies that salient objects only occupy a small part of each image. In the second method, we segmented the salient region by adaptive threshold. The threshold T is twice the average of the saliency values of all pixels in the image, which is defined as follows:
where R and C are the numbers of pixels in row and column in saliency map. S(i, j) is the salient value in (i, j). We adopt the segmented method proposed by Achanta [25] to segment the image firstly, and some results are shown in Fig.  5 . We compute the average salient value of each segmented region. If the value is higher than the threshold which calculated by [35] , this segmented region is regarded as salient region. Finally, we reserve the segmented image to compute the precision, recall and F-measure of each image.
The experiments results are illustrated in Fig. 4 and Fig. 5 . In Fig. 6 , the curves of CRC and MRC are nearly overlapped, and they all achieved better performance than RC at every threshold and MVS at most of thresholds. We strengthen the salient value of the center object in CRC, which makes salient object get higher salient value. Hence the performance of CRC is better than RC. The overlapping of the curves shows that MRC can find the real VF. Its performance is also better than RC.
In Fig. 7 , the precision, recall and F-measure of MRC (precision=95%, recall=86%, F-measure=93%) and CRC (precision=94%, recall=87%, F-measure=93%) are all better than RC (precision=91%, recall=84%, F-measure=89%). As a result, we can get better salient objects with the salient maps of CRC and MRC than RC based on the segmented method proposed by Achanta [25] .
C. Experiment 2
ND dataset is used to evaluate the performance of RC, CRC, MVS, HFT and MRC in this experiment. The results are illustrated in Fig. 8 and Fig. 9 .
In Fig. 8 , the performance of MRC and RC are better than the curve of CRC. The reason is that CRC employ the wrong VF to calculate the saliency map. CRC strengthens the weight of the central region that is not belong to the salient object, and it also weakens the salient value of salient object. But MRC can find the VF precisely, which makes it can increase the salient value of salient object. It is obvious that its curve is better than CRC and RC.
In Fig. 9 , precision, recall, F-measure of CRC (precision=79%, recall=84%, F-measure=80%) are all lower than MRC (precision=85%, recall=92%, F-measure=86%) and RC (precision=81%, recall=91%, F-measure=83%). Since there are too many wrong salient points in saliency maps obtained by CRC, which leads to CRC can not get the salient object based on these saliency maps. But the salient maps of MRC doesn't be influenced by it. Hence on these 100 images, MRC achieves better performance. [16] . (c) Saliency maps by SR [22] . (d) Saliency maps by AC [12] . (e) Saliency maps by GB [32] . (f) Saliency maps by LC [23] . (g) Saliency maps by CA [24] . (h) Saliency maps by FT [25] . (i) Saliency maps by HC [15] . (j) Saliency maps by RC [15] . (k) Saliency maps by MVS [34] . (l) Saliency maps by HFT [33] . 
D. Experiment 3
In the above experiments, we just compare our methods with RC in two special database. Here we use 1000 images proposed by Achanta [25] to evaluate the performance of our algorithms (MRC and CRC) and other existing 11 popular algorithms (RC and HC [15] , FT [25] , CA [24] , LC [23] , GB [32] , AC [12] , SR [22] , HFT [33] , IT [16] , MVS [34] ). The experiment results are shown in Fig. 10 .
The curve of MRC in Fig. 10 is better than the curves of 11 algorithms. When recall is between 0.9 to 1, the curves of MRC and RC are nearly overlapped. When recall is smaller than 0.9, the precision of MRC is better than RC. Because RC only calculate the contrast between regions, which makes some background regions are mistaken as salient region. But MRC can strength the value of salient object and weaken those background regions, and achieve a good result. Hence the robust of MRC is better than other methods.
In Fig. 11 , the precision and F-measure of MRC (precision=86%, recall=86%, F-measure=86%) are all better than other 11 algorithms. It shows that the segmentation method based on MRC can obtain the salient object well. The recall of MRC is a little lower than RC (precision=81%, recall=86.8%, F-measure=82%). Because MRC weaken the salient value of a few points belonging to the salient region, which results in the reduction of recall. But when handling most images, MRC can still obtain a promising result. 
VI. CONCLUSION
In this paper, a novel algorithm MRC which based on the concept of MVF is proposed to analyze salient regions of images. The model of saliency gravitation is employed to calculate the saliency map, which can effectively strengthen salient regions and weaken the no-salient regions. Experiments on the public dataset are performed to evaluate the performance of our algorithm. We compared our algorithm with other 11 popular algorithms, and experiments show our algorithm can get excellent precision-recall curve and obtain the better results of object segmentation.
In the future, we will improve the speed of our algorithm to overcome the drawback of finding focus by multi-iteration. In addition, the position of our final VF is related to the region contrast method based on GBS. However, the segmented results by GBS have the serious phenomenon of over-segmentation. We will try to solve this problem by respectively using the most known superpixel methods [36] [12] [37] instead of GBS. Moreover, we hope to add the prior knowledge to the detection of specific objects.
APPENDIX
A. Color quantization
The primal goal of color image quantization is to remove the noise and decrease the impact of regional color difference. There are 256 3 colors in RGB color space, but our visual system can not distinguish the variation of color in small scale. Only when the variation are significant, the proposed visual system can identify the color easily (see Fig. 12 ). It is necessary and important step to quantize the similar color value into the same value. We introduced the basic mathematical modelling of color image quantization. The operator of quantization is defined as
where Q(I i ) is used to quantify the image I i . In this work, the RGB color of each channel is quantized to 12 different values. For each pixel P s,t ∈ I i , the color value is rescaled by
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where s = 1, 2, · · · , m; t = 1, 2, · · · , n, Int(.) is the operator which translates float to integer. The image dataset is reformulated as
}. There are 1728 colors after quantizing, but the natural images only include a small part of these colors in practice. Our visual system also can not distinguish all these colors clearly. Hence it is necessary to choose the colors that appear in high frequency and ensure these colors cover 95% pixels. The remaining 5% colors are replaced by the colors which are the most close to them in Lab color space distance.
For each pixel P 1 s,t ∈ I 1 i , we combine the three color channels by
The image dataset is reformulated as a matrix set
}. An order statistic histogram is employed to get the frequency of color degree. For each I 2 i ∈ D 2 , the color frequency operator
where f 
The color truncation threshold is defined as
The maximize truncated degree M i is defined as
The color degree index function of one given pixel P 1 s,t ∈ I 1 i is defined as
in which f (P 2 s,t ) denotes the statistical frequency function of P 2 s,t . The color image I 1 i can be truncated into two parts U 1 and U 2 and U
For one given pixel P 1 s,t ∈ I 1 i , the quantize function is defined as
in which, q(P 1 s,t ) = arg min
and
Actually, the function defined with (24) indicates that the pixels with poor appear frequency are replaced by the most similar pixels.
Finally, the image dataset is reformulated as for t = 1 : N do 6: Decrease the color value of the pixels by formula (18): P 1 s,t = rescale(P s,t );
Combination the three color channels by formula (19):P for t = 1 : N do 15: Quantify the pixels by formula (24): P 
then,
After that, the images are translated from XYZ color space to Lab color space.
here,
After these transformations, the image dataset is reformulated as
The corresponding algorithm is shown in Algorithm 3.
C. Segmentations of Images
At the beginning of image segmentation, each image will be mapped into a graphic (see Fig. 13 ), which is used to segment the image by GBS [31] . The mapping operator is as follows:
where V denotes the pixel in the image. E denotes the edge connected between adjacent pixels. W is the weight of the edge. 
where D(., .) is the Euclidean distance between two pixels in Lab color space. u and v are the two endpoints of e. Then, the edges in E are ordered from small to large to get E ′ as follows:
For each image, the initial segment image S 0 is denoted as follows:
Here, the image is mapped into m × n parts. Each part is a pixel. Then, the segmentation criterion is introduced as follows:
where ω * is the largest weight value in S. M ST (S, E) is the minimum spanning tree composed by E.
where ρ(R 1 , R 2 ) is the smallest weight value between R 1 and R 2 . u and v are the root nodes of all nodes in R 1 and R 2 .
Where k is a given const number(by user or expert). |S| is the number of the pixels. B(R 1 , R 2 ) = 1 indicates that the region R 1 and R 2 should be combined.
If the smallest weight value between R 1 and R 2 is larger than the largest weight value in R 1 or R 2 , R 1 and R 2 are defined as the same part. Otherwise, they do not belong to the same part. Each edge is handled in descending order.
After employing the combination of small parts, we get the final segment result as follows
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In the field of computer vision, early work suggested to consider saliency detection [16] as two stages: the first one is bottom-up saliency detection, which is fast and data driven; the second one is top-down saliency detection, which is slow and task-driven. Bottom-up saliency detection approaches are widely used in detecting the distinct distractors or irregularities. The time cost is irrelevant to distractor number. Many top-down approaches, which are so called machine learning approaches, is slow and may rely on the results of a certain of bottom-up saliency detection process [17] . Thus, reliable estimation of visual saliency without prior knowledge of their contents remains an important step in many computer vision tasks including image segmentation, object recognition, and adaptive compression [15] .
b) The categories distinguished : biological model, purely computational ... are not convincing. It seems that some methods have the same behaviour (using the neighbourhood) but they are not in the same categories. I suggest to be simple but efficient in the presentation of the bibliography (the authors can be inspired by the papers they cite).
Answer: We have re-organized this section. The related work of bottom-up approaches has been divided into two categories in general: regional approaches and global approaches. As shown in Section II, our approach is inspired by 2 those combined approaches which fused the global methods (spatial information) and the regional methods (segmentation algorithm) to detect the visual focus iteratively.
c) The author talk about the link with resolution but why this aspect is important ? And what is really done in the literature about this aspect ?
Answer: We have deleted the references regarding to resolution aspect as we dont focus on the multi-resolution solutions in this work. Answer: Graph-based image segmentation (GBS) method is one of superpixel methods. It is a pre-process before saliency detection, which can help to obtain the initial segmentation regions. GBS is introduced in appendix C. We use the method proposed by Felzenwalb as the preprocess of our model and it shows a good result of initial segmented regions. In the section of conclusion, we have added the necessary references(papers written by Ren and Malik, Achanta, Levinstein) to explain that we will use other preprocess algorithms for better initial segmented regions in the future.
e) A paragraph about evaluation of approaches can be added or the sentence "introduced a new image database" has to be removed.
We have made the evaluation of related approaches separately in the end of the paragraph and we have deleted this sentence.
f) At the end of the state of the art (and even at the end of the introduction) it is clearly missing to have a paragraph that explains the position of the proposed method to the existing work. Without these paragraphs the paper and the contributions are not comprehensible.
Answer: In the end of related work, we have explained: "Our work is inspired by these combined approaches. The proposed model can quickly obtain the initial salient region based on regional segmentation algorithm and then progressively pop-out more accurate saliency map by using our iterative global algorithm."
At the end of introduction, we also added one paragraph (in subsection B of section I) to explain the position of the proposed method to the existing works.
In this work, we applied regional based method in the model to quickly obtain the initial segmented salient region. Then, the salient region will be refined globally by our iterative decomposition of the saliency gravitation.
The experiment results have shown that the proposed algorithm outperforms conventional algorithms in terms of efficiency and accuracy. Moreover, the decomposition rules of the saliency gravitation help us begin a new study in saliency detection.
(3) The explanations and the justifications of the proposed method a) Why using a quantization step? Existing methods have to be cited. Maybe reduce the paragraph but better justify.
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Answer: The primal goal of color image quantization is to remove the noise and decrease the impact of regional color difference. According to the reviewer's comment, we moved the step of the color image quantization to the appendix.
b) How the super-pixel method used influences the quality of the result?
Answer: Super-pixel method can help us to get initial regions. However, the computational method to get them is a big problem. The easy understanding and computation stability are the main reasons why we selected the basic segmentation method GBS to segment the images. In the forthcoming works, we will consider the super-pixel methods proposed by Ren and Malik, Achanta, Levinstein et al.. The authors would believe that the method can get good performance.
c) For the presentation of the saliency approach, instead of putting many equations with just little differences, maybe the authors can give the final equation BUT better explain the principle why adding these changes ... etc
Answer:
The authors had revised the presentation of the saliency approach and added one flowchart to help the reviewers and readers to understand the proposed method.
In order to explain the proposed method better, the following flowchart is presented to show the basic procedure of MVF (see in Fig.1 ). Figure 1 : Flowchart of the basic procedure of MVF. At first, the next visual focus is calculated by the weighted calculation step. Next, the first step was repeated until the distance between current visual focus and previous visual focus is less than 1. When it terminated, the final saliency map is obtained by the weighted calculation of the final visual focus. Answer:In the new version of our paper, we have removed the unprecise term "has higher efficiency" in the introduction section. In addition, we have added more specific contrast data to precisely show the performance of our algorithm as follows: "In Fig.7 , the precision, recall and F-measure of MRC (precision=95%, recall=86%, F-measure=93%) and CRC (precision=94%, recall=87%, F-measure=93%) are all better than RC (precision=91%, recall=84%, F-measure=89%)." (in B. Experiment 1) "In Fig.9 , the precision, recall, F-measure of CRC (precision=79%, recall=84%, F-measure=80%) are all lower than MRC (precision=85%, recall=92%, F-measure=86%) and RC (precision=81%, recall=91%, F-measure=83%)." (in C. Experiment 2) "In Fig.11 , the precision and F-measure of MRC (precision=86%, recall=86%, F-measure=86%) are all better than other 11 algorithms." (in D. Experiment 3) c) Many explanations of existing methods in section II are not clear enough: the authors have to give more details OR to remove. Moreover, instead of describing technical part it is better to explain the principle, the philosophy.
Answer: We have re-organized this section based on your kind suggestion and we have modified a few of the methods explanations to make it clear to read as shown in the section. We also classified the existing approaches into 3 categories: regional approaches, global approaches and combined approaches. We also improved the description of the related work based on this principle structure. Our approach is inspired the combined approaches, which have the advantages of both approaches. 
