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ZUSAMMENFASSUNG 
 
Betrugserkennung ist im Bankenbereich ein wichtiges Thema. Betrug tritt in diesem     
Umfeld in unterschiedlichen Formen auf, wie beispielsweise organisierte Geldwäsche, 
Geldautomatenmanipulation oder Identitätsdiebstahl beim Online-Banking. Die Analyse 
der Banktransaktionen kann aufgrund des hohen täglichen Transaktionsvolumens der 
Kreditinstitute nicht von Hand bewältigt werden. Das Ziel dieser Arbeit ist in diesem      
Zusammenhang die automatische Entdeckung von Betrugstransaktionen innerhalb der 
kompletten Transaktionsmenge bei Banken mit Hilfe des Einsatzes eines Hybrid-Modells 
aus maschinellen Lernverfahren und Complex Event Processing-Technologie in Echtzeit. 
Die Betrugstransaktionen sind die Folge von erfolgreich durchgeführten                       
Identitätsdiebstählen beim Online-Banking durch Betrugsmethoden wie Phishing,       
Pharming oder Trojanische Pferde. Die Anzahl dieser Betrugsfälle in diesem Bereich 
nimmt auch in Deutschland von Jahr zu Jahr stetig zu.  
Diese Transaktionen bzw. Transaktionsevents beinhalten bestimmte Attribute, deren   
Werte bei der Betrugsanalyse untersucht werden, wie z.B. Transaktionsbetragshöhe,   
Verhältnis von Transaktionsbetrag zum maximal verfügbaren Betrag oder das Vorliegen 
einer Auslandsüberweisung. Konkret soll erforscht werden, mit welcher Wahrscheinlichkeit 
eine aktuell untersuchte Online-Banking Transaktion eines Kunden im Vergleich mit     
historischen Transaktionen dieses Kunden, einen Betrugsfall darstellt. Bei dieser Arbeit 
wird die Kombination von drei maschinellen Lernverfahren (Entscheidungsbaum,         
Diskriminanzanalyse und neuronales Netzwerk) als Betrugserkennungskomponente    
verwendet. Diese Algorithmen werden im Zusammenspiel mit der relativ neuen          
Technologie Complex Event Processing in Form eines Hybrid-Modells eingesetzt um   
solche Betrugsszenarien in Echtzeit erkennen und präventiv handeln zu können. Die 
Complex Event Processing-Technologie dient dabei als Daten- bzw. Eventversorgungs-
komponente für die Betrugserkennungskomponente. 
Im Rahmen dieser Arbeit wurde das gesamte Hybrid-Modell zur Betrugsanalyse als     
Prototyp mit Hilfe der Programmiersprache Java unter Verwendung der Complex Event 
Processing-Lösung des Herstellers StreamBase Inc. namens StreamBase Studio imple-
mentiert und getestet. Auf Basis simulierter Trainings- und Testevents erreichte das     
Modell im Optimalfall eine Erkennungsgenauigkeit von über 99% richtig klassifizierter 
Transaktionsevents. 
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ABSTRACT 
 
In the context of online banking, identity fraud based on phishing, pharming, trojan horses 
etc. is a growing problem in Germany. The fraud analysis can not be performed by a hu-
man operator because of the high amount of transactions per day. The aim of this work is 
to identify fraud transactions out of the amount of all transactions in real time by using a 
hybrid model consisting of event processing technology and machine learning algorithms. 
A transaction includes attributes just as the transaction amount or destination account etc. 
that values have to be analysed for fraud detection. By using a combination of the        
machine learning algorithms decision tree, discriminant analysis and neural network the 
probability of a transaction of being a fraud attempt in comparison to historic transactions 
of a specific customer will be calculated. In this context, complex event processing      
technology is needed to deliver the transaction events for the analysis and to be able to 
react on identified fraud transactions in real time.   
In order to obtain experimental results, a prototype of the hybrid model is generated by 
programming the machine learning algorithms with java and integrating them into the CEP 
engine of the vendor StreamBase Inc. called StreamBase Studio. The results show a   
recognition accuracy of more than 99% on the base of simulated fraud and non-fraud 
transactions. 
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1 Einleitung 
 
Betrüger haben das Ziel, andere Personen materiell zu schädigen um sich selbst dabei zu 
bereichern. Zur Erreichung dieses Ziels werden heute keine „langen Finger“ mehr benö-
tigt. Das Internet bietet viele Möglichkeiten, virtuell auf Raubzug zu gehen. Phishing oder 
Pharming sind nur zwei von vielen Methoden einer immer stärker werdenden Internetma-
fia. Dem gegenüber stehen viele Ansätze um Online-Diebstahl zu erkennen und zu ver-
hindern. Diese Ansätze können beispielsweise in regelbasierte und statistische Verfahren 
unterteilt werden. In diesem Zusammenhang ist vor allem die Zeit, die vom Start bis zur 
Identifikation einer Betrugstransaktion vergeht, ein entscheidendes Kriterium. Ex post 
(deut.: aus danach) Auswertungen z.B. im Rahmen des Data Mining helfen, bekannte 
Betrugsmuster zu erkennen oder neuartige zu identifizieren, wobei zwischen überwachten 
und unüberwachten Verfahren unterschieden wird, siehe [Jain00, S. 1; Bolt02, S. 2; 
Kou04, S. 2]. Betrugserkennung ist mittlerweile die etablierteste Data Mining-Anwendung 
im Regierungs- und Industrieumfeld [Phua05, S. 1]. Allerdings kann die Betrugsaktion 
selbst durch den nachträglichen Einsatz von Data Mining-Techniken nicht mehr verhindert 
werden. Zur sofortigen Unterbindung eines identifizierten Betrugsversuchs ist die Echtzeit-
fähigkeit eines Betrugserkennungssystems von entscheidender Bedeutung [Bose06, S. 
1]. In dieser Thematik bildet Complex Event Processing (CEP) eine neuartige Technolo-
gie, welche die auftretenden events eines Systems auf Basis von event patterns mitein-
ander korreliert und auf diese (neu) entstandenen complex events in Echtzeit bzw. „on-
the-fly“ reagieren kann. In dieser Arbeit wird auf Basis einer CEP engine ein Verfahren 
entwickelt, welches einen Entscheidungsbaum, die Diskriminanzanalyse sowie ein neuro-
nales Netzwerk miteinander kombiniert um Betrugsversuche aus dem Bankbereich – im 
Speziellen Identitätsdiebstahl beim Online-Banking – zu entdecken und in Echtzeit zu 
verhindern. Dabei dienen Diskriminanzwerte als Inputparameter für das neuronale Netz-
werk. Das Ergebnis ist ein fertig konzipiertes und implementiertes Hybrid-Modell, das 
Überweisungen im Rahmen des browserbasierten Online-Banking auf verdächtige Muster 
in den Transaktionen untersucht. Ein Hybrid-Modell stellt allgemein eine Kombination aus 
mehreren analytischen Verfahren zur Lösung eines Problems dar [Rich03, S. 67; Krah98, 
S. 74] und soll in Form seiner konkreten Implementierung im Rahmen dieser Arbeit ver-
hindern, dass Identitätsbetrüger erfolgreich das Bankkonto ihrer Opfer plündern.  
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1.1 Zieldefinition dieser Arbeit 
 
Bei der Betrugsbekämpfung wird zwischen Betrugsprävention und Betrugserkennung un-
terschieden. Betrugsprävention umfasst Verfahren, die verwendet werden um mögliche 
Betrugsfälle bereits im Ansatz zu verhindern. Dagegen wird Betrugserkennung zu einem 
Zeitpunkt durchgeführt, nachdem die Betrugspräventionsmaßnahmen nicht funktioniert 
haben und eine Betrugstransaktion erfolgreich gestartet wurde und diese identifiziert wer-
den soll. [Bign06, S. 2] 
Im Umfeld des Centrum für Informations- und Technologie Transfer (CITT) sowie der Uni-
versität Regensburg wurde von einer Arbeitsgruppe ein event driven Business Process 
Management (edBPM)-Referenzmodell zur Betrugserkennung mittels CEP-Technologie in 
der Bankenbranche erstellt. Der Begriff edBPM beschreibt das Szenario des Auslösens 
von Prozessen bzw. das Verändern des Status eines Prozesses auf Basis des Eintretens 
von events oder Kombinationen von events, für weiterführende Literatur zu edBPM siehe 
[Ammo09a; Ammo09b; Ammo08]. Das Referenzmodell ist in Abbildung 1 darstellt.  
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Abbildung 1: edBPM-Referenzmodell für Betrugserkennung im Bankenumfeld aus [Ammo09b, S. 6] 
 
Ein Referenzmodell ist in [Beck03, S. 127] definiert als ein für eine Anwendungsdomäne 
allgemeingültiges Modell, das Strukturen, Eigenschaften, Verhalten und Beziehungen 
zwischen Objekten darstellt. 
Das edBPM-Referenzmodell verfolgt das Ziel, auf Basis von CEP-Technologie die auftre-
tenden events eines Kreditinstituts mittels Einsatz maschineller Lernverfahren in Echtzeit 
auf ihren Betrugsstatus (Betrugs- oder Nicht-Betrugsfall) zu analysieren. Es stellt dabei 
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die Verschmelzung von Ereignis- und Prozessverarbeitung dar, da auf Basis von events 
Prozesse und deren Ablauf beeinflusst werden können. Die events stammen aus der 
Event Cloud der betreffenden Organisationen und werden mittels Adapter auf das benö-
tigte Format der CEP engine angepasst (eine Erklärung dieser Begriffe erfolgt in den Ab-
schnitten 4.1, 4.2 und 4.3). Je nach Analyseergebnis werden neue Prozesse gestartet 
oder laufende Prozesse unterbrochen. Dabei gilt das Referenzmodell in Abbildung 1 all-
gemein für alle Arten von events (z.B. events aus Online-Transaktionen, Kontenbewe-
gungen oder Geldautomaten usw.) der verschiedenen Arten von Betrugserkennungsan-
wendungen und ist durch Complex Event Processing-Technologie in der Lage, tausende 
von events pro Sekunde zu verarbeiten.  
Im Rahmen dieser Arbeit wird der Mittelteil des Referenzmodells d.h. die Betrugserken-
nungskomponente in der CEP engine speziell für den Anwendungsfall Erkennung von 
Identitätsdiebstahl beim Online-Banking entwickelt sowie die Versorgung mit den notwen-
digen Daten bzw. events diskutiert.  
Die Notwendigkeit für die Erstellung dieser Arbeit ergibt sich aufgrund einer immer stärker 
ansteigenden Zahl von Identitätsdiebstählen im Online-Banking, wie Statistiken im Ab-
schnitt 2.3 belegen.  
In diesem Zusammenhang soll die Frage beantwortet werden, wie effektiv der Einsatz von 
Complex Event Processing-Technologie in Kombination mit maschinellen Lernverfahren 
ist, um Betrugstransaktionen im Online-Banking aus der Gesamtmenge der Transaktionen 
zu identifizieren. Die korrekte Identifikation sowohl von Betrugs- als auch von Nicht-
Betrugsfällen muss dabei so exakt und so schnell wie möglich erfolgen. Der Beitrag dieser 
Arbeit zur Beantwortung dieser Fragestellung ist, das zu Beginn dieses Kapitels erwähnte 
Hybrid-Modell aus einer Kombination aus Entscheidungsbaum, Diskriminanzanalyse und 
neuronalem Netzwerk auf Basis von CEP-Technologie umzusetzen und die Resultate zu 
diskutieren. Zu diesem Ziel wird das verwendete Modell beschrieben, die Auswahl der 
eingesetzten Verfahren begründet und mittels Experimenten die Qualität des entstande-
nen Analysemodells für den konkreten Anwendungsfall der Identifikation von Identitäts-
diebstahl beim Online-Banking auf Basis von Complex Event Processing aufgezeigt. Folg-
lich ist diese Arbeit in die Kategorie der Betrugserkennung einzuordnen. 
In diesem Zusammenhang soll im Rahmen dieser Arbeit primär erreicht werden, ein Prob-
lem der bankfachlichen Praxis zu lösen, Betrugsszenarien des immer stärker ansteigen-
den Identitätsdiebstahls im Online-Banking in Echtzeit zu erkennen und somit unmittelbar 
handeln zu können. Ein theoretischer Beitrag zum Forschungsgebiet der Complex Event 
Processing-Technologie oder der maschinellen Lernverfahren soll daher erst sekundär 
erstellt werden. 
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Darüber hinaus bezieht sich die hier entwickelte Lösung rein auf Identitätsdiebstahl beim 
Online-Banking mittels eines Internetbrowsers. Die Thematiken des Identitätsdiebstahls 
z.B. beim Durchführen von Zahlungen mittels Kreditkarten, bei Geldautomatenabhebun-
gen oder bei der Teilnahme an Online-Auktionen werden im Rahmen dieser Arbeit nicht 
behandelt. Der Grund dafür ist, dass diese Betrugsarten eigenständige Themengebiete 
mit anderen Rahmenbedingungen (z.B. andere Betrugsmuster, andere Basisdaten oder 
andere Prozessabwicklung) darstellen und somit in gesonderten Arbeiten diskutiert und 
bearbeitet werden können bzw. müssen.  
Der geografische Fokus dieser Arbeit in Bezug auf gesetzliche Vorschriften, Angaben zu 
Betrugsmustern, Statistiken usw. liegt auf Deutschland, da die an der Entwicklung des 
Hybrid-Modells beteiligten Personen und Institute in Deutschland angesiedelt und tätig 
sind.  
 
1.2 Vorgehensweise bei der Erstellung dieser Arbeit 
 
Diese Arbeit ist inhaltlich in zwei Hauptteile untergliedert. Die ersten fünf Kapitel gehen 
allgemein auf bestehende relevante Literatur ein und geben Erläuterungen im Umfeld 
dieser Arbeit, dagegen diskutieren die letzten fünf Kapitel den hier entstandenen neuen 
Ansatz zur Betrugserkennung im Bereich Online-Banking und dessen praktische Ergeb-
nisse.  
Zu Beginn wird zunächst auf die Formen bzw. Quellen des Betrugs im Bankenumfeld und 
die gesetzliche Lage eingegangen, wobei hier der Fokus auf Identitätsdiebstahl liegt. Sta-
tistisch nachgewiesene Entwicklungen in diesem Bereich und aktuelle Gegenmaßnahmen 
bei Kreditinstituten runden das Kapitel ab.  
Da die Algorithmen im Mittelteil des edBPM-Referenzmodells Methoden der Wissensrep-
räsentation bzw. der maschinellen Lernverfahren darstellen, werden im Kapitel 3 die wich-
tigsten Verfahren in diesem Bereich genannt und in einer wertungsfreien Form beschrie-
ben.  
Kapitel 4 geht anschließend auf die in dieser Arbeit verwendete Basistechnologie 
Complex Event Processing ein und gibt einen Überblick über die Entwicklungen in dieser 
noch relativ jungen Technologie. Hierbei werden unter anderem die im Vorgängerab-
schnitt genannten Begriffe wie event, Event Cloud oder CEP engine ebenfalls wertungs-
frei beschrieben. 
Im nächsten Kapitel wird der State-of-the-Art diskutiert. Im Rahmen dieser Arbeit handelt 
es sich beim relevanten Stand der Forschung konkret um CEP-Implementierungen im 
Betrugserkennungsumfeld, die bereits heute aktiv verwendet werden sowie um Publikati-
onen, die den Einsatz von maschinellen Lernverfahren im Bereich des Identitätsdiebstahls 
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beim Online-Banking betreffen. Mit diesem Kapitel ist der allgemeine Teil abgeschlossen. 
Die nachfolgenden Kapitel beschäftigen sich mit der Entwicklung des Ansatzes dieser 
Arbeit.  
Im Kapitel 6 werden die Problemstellung und die Zielvorgaben dieser Arbeit genau be-
schrieben und die Auswahl der verwendeten Methoden des maschinellen Lernens be-
gründet.  
Das siebte Kapitel beschreibt das im Rahmen dieser Arbeit entstandene Hybrid-Modell als 
Kombination von Entscheidungsbaum, Diskriminanzanalyse und neuronalem Netzwerk in 
Verbindung mit Complex Event Processing-Technologie als Ansatz zur Betrugserkennung 
von Identitätsdiebstahl beim Online-Banking.  
Kapitel 8 erläutert die Umgebung zur Durchführung empirischer Experimente zur prakti-
schen Validierung des entwickelten Hybrid-Modells. Hierbei wird die CEP engine des Her-
stellers StreamBase Inc. beschrieben, die für die Implementierung der Anwendung 
und für die Durchführung von Experimenten verwendet wird. In diesem Zusammenhang 
wird ebenfalls auf die Umsetzung der Betrugserkennungskomponente mit Hilfe der Pro-
grammiersprache Java eingegangen.  
Das nachfolgende neunte Kapitel stellt die experimentellen Ergebnisse des entwickelten 
Modells auf Basis von simulierten Online-Überweisungen dar. Dabei werden simulierte 
Transaktionen bzw. events verwendet, da keine realen events zur Durchführung der er-
wähnten Experimente zur Verfügung stehen. Die Simulation wurde dabei auf Basis von 
Angaben aus durchgeführten Interviews mit Experten aus den Bereichen Compliance 
(deut.: Einhaltung von Vorschriften) und Betrugsmanagement mehrerer Kreditinstitute 
sowie Bankverbänden durchgeführt. Aus Gründen der Vertraulichkeit und des Daten-
schutzes dürfen hierbei die Namen der beteiligten Personen und Organisationen nicht 
genannt werden (die kompletten Interviews sind im Anhang 1 einzusehen). Zum Ab-
schluss werden im letzten Kapitel Schlussfolgerungen aus dem Ansatz gezogen und ein 
Ausblick auf die Zukunft und Weiterentwicklungsmöglichkeiten dieser Arbeit gegeben.  
Zu Beginn wird im nachfolgenden Kapitel erläutert, mit welchen Betrugsproblemen die 
Bankenbranche im Bereich Online-Banking konfrontiert wird und wie sie heute bereits 
damit umgeht. 
 
2 Identitätsdiebstahl beim Online-Banking 
 
In diesem Kapitel werden die bekannten Arten von Betrugstypen bzw. Identitätsdiebstahl 
bei Banken beschrieben, die mit dem in dieser Arbeit beschriebenen Ansatz aufgedeckt 
werden sollen. Des Weiteren werden Statistiken zu dem Problem vorgestellt, die typi-
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schen Betrugsmuster mit Beispielfällen aufgezeigt sowie die gängigen Sicherheitsmecha-
nismen der Kreditinstitute erläutert und die aktuelle Rechtslage diskutiert.  
Identitätsdiebstahl ist allgemein definiert als unberechtigtes Annehmen einer fremden 
Identität zum Zweck des Durchführens betrügerischer Handlungen. Diese Handlungen 
beziehen sich größtenteils auf die Bereiche Kreditkartenzahlung, Mobiltelefonie, Online-
Auktionen sowie Online-Banking. [Wagn07, S. 1; Bose06, S. 1; Lync05, S. 1]  
Der Fokus dieser Arbeit liegt dabei – wie im Abschnitt 1.1 erwähnt – beim Online-Banking 
und somit im Bankenumfeld. Betrug tritt innerhalb von Kreditinstituten in verschiedenen 
Formen, aber oft in typischen Mustern auf, siehe dazu [Bign06, S. 4 - 6; Vikr04, S. 2 - 4]. 
Alarmierend sind hierbei die jüngsten Entwicklungen, die im letzten Abschnitt dieses Kapi-
tels vorgestellt werden und die u.a. auch als Anlass genommen wurden, diese Arbeit an-
zufertigen und in diesem Rahmen eine Methodik zu entwickeln, Betrugstransaktionen 
beim Online-Banking zu identifizieren.  
 
2.1 Formen des Identitätsdiebstahls beim Online-Banking 
 
Im Bankenumfeld treten Betrugsfälle sowohl von innerhalb als auch von außerhalb eines 
Kreditinstituts auf. Die Quellen des Betrugs von innerhalb sind die eigenen Mitarbeiter, 
wie beispielsweise in einem Fall der Sparkasse Lüneburg aus dem Jahr 2006. Dort berei-
cherte sich ein Bankangestellter mittels fingierter Auszahlungen an den Konten der Spar-
kassenkunden um insgesamt 200.000 Euro, siehe dazu [Schu06]. Der Bereich interner 
Betrug durch Bankmitarbeiter und dessen typische Muster wie z.B. Schattenkonti ist in 
[Reol07, S. 7 - 13] diskutiert. 
Dagegen basiert der Betrug von außerhalb auf vielfältigen Varianten. Eine externe Be-
trugsart ist beispielsweise die Geldwäsche. Bei der Geldwäsche handelt es sich um den 
Prozess, erworbene Gelder aus illegalen bzw. kriminellen Quellen z.B. aus dem Drogen-
handel in „saubere“ Finanzsysteme zu transferieren, da in Zeiten des überwiegend bar-
geldlosen Zahlungsverkehrs große Bargeldmengen sehr stark auffallen. Dabei werden die 
zu „waschenden“ Geldbeträge sehr oft von Konto zu Konto transferiert. Das Ziel dabei ist, 
diese Gelder danach im legalen Finanzsystem wieder gewinnbringend investieren zu 
können bzw. weitere kriminelle Delikte zu finanzieren und in diesem Zusammenhang die 
wahre Herkunft der Finanzmittel zu verschleiern. [Schn06, S. 16 - 17; Assi02, S. 134] 
Für weiterführende Literatur zu statistischen Methoden zur Bekämpfung der Geldwäsche 
siehe [Bolt02].  
Der Fokus dieser Arbeit liegt – wie im Abschnitt 1.1 erwähnt – aufgrund aktueller Entwick-
lungen, die im Abschnitt 2.3 genauer erläutert werden, beim Identitätsdiebstahl im Rah-
men von Online-Überweisungen. Im Rahmen dieser Arbeit werden alle Überweisungsar-
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ten beim Online-Banking als Transaktion bezeichnet (für die einzelnen Überweisungsar-
ten wie z.B. Single Europe Payment Area-Überweisung (SEPA), Inlands- oder Auslands-
überweisung siehe [Grun08, S. 85 - 141]). Beim Online-Banking kann sich der Bankkunde 
von zuhause aus unter Verwendung eines Internetbrowsers auf der Homepage seiner 
Bank mit seiner Kontonummer und seiner Persönlichen Identifikationsnummer (PIN) ein-
loggen und von dort aus Überweisungen durchführen. Zu diesem Zweck werden auf der 
Internetseite der Bank die Überweisungsparameter wie Empfänger, Zielkontonummer, 
Zielbank, Überweisungsbetrag, Verwendungszweck usw. sowie eine Transaktionsnum-
mer (TAN) eingetragen und anschließend die Überweisung gestartet. Die Kommunikation 
findet dabei über das Internet bzw. über das Netz des Internet-Providers statt. [Jano06, S. 
162] 
Zur Standardisierung des internationalen Zahlungsverkehrs wird für Auslandsüberweisun-
gen die International Bank Account Number (IBAN) für die Zielkontonummer verwendet, 
die in Blöcken von vier Zeichen geschrieben wird. Der Bank Identifier Code (BIC) bildet 
das internationale Format für die Bankleitzahlen, der aus acht oder elf Zeichen besteht. 
[Maur08, S. 524; Grun08, S. 132] 
Identitätsdiebstahl ist speziell im Bankenumfeld definiert als das Stehlen bzw. das uner-
laubte Verwenden der persönlichen Daten und Passwörtern einer anderen Person um 
unter deren Namen für den Zweck der eigenen Bereicherung Waren einzukaufen, neue 
Konten zu eröffnen oder Überweisungen durchzuführen [Lobe04, S. 5 - 6; Vacc03, S. 4 - 
7; May04, S.  2 - 3].  
Zur Erlangung dieser Daten für das Online-Banking entwickelten die Identitätsbetrüger, 
die in vielen Fällen das Profil eines finanziell motivierten Computerspezialisten aufweisen 
[Wagn07, S. 7], verschiedene Möglichkeiten, die in den nachfolgenden Abschnitten erläu-
tert werden.  
 
2.1.1 Phishing 
 
Phishing ist eine weitverbreitete Methode des Identitätsdiebstahls. Der Phisher sendet 
gefälschte Emails an willkürliche oder namentlich bekannte Empfänger, deren Identitäten 
die Betrüger aus dem Internet, Journalen oder Zeitungen beziehen [Ohay06, S. 1]. Diese 
Email täuscht beispielsweise eine Bank oder eine Kreditkartenfirma als Absender vor und 
enthält die Aufforderung, die persönlichen Daten auf einer entsprechend gefälschten 
Website zu aktualisieren [Kraf07, S. 309; Pate07, S. 1; Yu08, S. 1]. Abbildung 2 enthält 
eine solche Phishing-Email, die als Absender das Kreditinstitut Wells Fargo vorgibt. 
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Abbildung 2: Beispiel für eine Phishing-Email aus [Lini05, S. 56] 
 
Eine Phishing-Email enthält einen Link (in Abbildung 2 beispielsweise lautet dieser fol-
gendermaßen: https://online.wellsfargo.com/?LOB=ONLINEVALIDATION) zu einer Phis-
hingseite, die vom Layout her der Online-Banking-Seite eines Kreditinstituts sehr ähnlich 
sieht [Kraf07, S. 309; Pate07, S. 1; Yu08, S. 1]. 
Eine gut strukturierte Phishingseite kann lt. einer Studie von [Dham06, S. 1] bis zu 90% 
aller Seitenbesucher täuschen. In Abbildung 3 ist eine gefälschte Internetseite der Bank 
of the West dargestellt. Die Betrüger hosten in diesem Beispiel die nachgemachte Sei-
te indem sie in der URL statt dem „w“ von bankofthewest zwei „v“ verwenden. Dadurch 
werden die Opfer getäuscht, denn die Phishingseite entspricht ansonsten in allen anderen 
Details der Originalseite. [Dham06, S. 7] 
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Abbildung 3: Beispiel einer original Phishingseite der Bank of the West aus [Dham06, S. 7] 
 
Phishingseiten können von verschiedenen Systemen verwaltet werden, z.B. bei Web 
Hosting-Firmen oder auch auf privaten Webservern. Die meisten Phishingseiten existieren 
in den USA, China und Süd Korea [Lini05, S. 19], wobei Ende 2008 China die USA von 
der „Weltspitze“ der am meisten gehosteten Phishing-Internetseiten verdrängt hat 
[Müll09].  
Der ahnungslose Kunde gibt – wie oben erwähnt – auf einer solchen gefälschten Website 
seine persönlichen Daten, wie z.B. Persönliche Identifikationsnummer (PIN), Transakti-
onsnummern (TAN) und Passwörter ein. Diese persönlichen Informationen benutzt der 
Betrüger im Anschluss um Überweisungen im Namen des Phishingopfers auf ein vom 
Betrüger kontrolliertes Konto bzw. auf das Konto eines Mittelsmanns durchzuführen [Li-
ni05, S. 10; Kraf07, S. 309]. Ca. 90% aller Phishingattacken richten sich dabei gegen 
Kunden von Finanzinstituten [Müll09].  
Das Ziel der Transaktionen bilden oftmals Mittelsmänner (in [Jano06, S. 250] auch als 
Finanzkuriere bezeichnet) im Inland oder Konten im Ausland. Erbeutete Identitätsdaten 
werden oftmals auch auf geheimen Online-Börsen gehandelt, die für die Kriminalbeamten 
schwer zu finden sind [Tecc06]. Die verschiedenen Phishingvarianten sowie die diesbe-
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züglichen Schwächen der heutigen Internetbrowser sind in [Yu08], [Ohay06], [Herz08] 
und [Badr07] diskutiert. Die Methoden, mit denen die gefälschten Webseiten die Opfer 
täuschen, sind in [Dham06, S. 3 - 4] erläutert. Der Hauptgrund für den Erfolg von Phishing 
ist aber lt. [Down06, S. 1], dass die Opfer zu wenig über die Möglichkeiten aufgeklärt sind, 
diese gefälschten Emails zu identifizieren.  
Was die Bankenbranche bereits heute gegen Phishing und andere Varianten des Identi-
tätsbetrugs beim Online-Banking unternimmt um Ihre Kunden zu schützen, ist im Unter-
abschnitt 2.4.1 erläutert.  
 
2.1.2 Trojanisches Pferd 
 
Ein Trojanisches Pferd ist ein Programm, das sich z.B. beim Besuch einer Internetseite 
oder durch das Öffnen einer Spam-Email unbemerkt auf dem Rechner des Opfers instal-
liert. Wenn sich der Bankkunde auf seiner Online-Banking-Seite einloggt, fängt der Troja-
ner die Eingaben ab und sendet diese an den Betrüger und täuscht oftmals das Opfer 
durch die Meldung (teilweise sogar in der original Online-Banking-Seite des Kreditinsti-
tuts), dass die Anmeldeinformationen falsch sind. Diese Form der Trojanischen Pferde 
registriert die Tastatureingaben und wird auch als Keylogger bezeichnet. Keylogger kön-
nen sowohl eine Softwarekomponente darstellen, als auch in Form eines Chips in die 
Tastatur des Rechners des Opfers eingebaut sein [Kraf07, S. 307]. Bekannte Keylogger 
sind z.B. ZeuS oder Nethell, die von den Betrügern individuell konfiguriert werden können 
und auf dem Schwarzmarkt für 2.000 bis 3.000 Dollar erhältlich sind [Schü08]. In Abbil-
dung 4 ist ein PS2 Keylogger am Tastaturanschluss eines Rechners dargestellt.  
 
 
Abbildung 4: Keylogger an der Tastatur eines Rechners aus [Cybe08] 
 
In der rechten Bildhälfte von Abbildung 4 befindet sich ein Keylogger innerhalb des 
schwarzen Kreises, die linke Seite enthält zum Vergleich das gleiche Bild ohne Keylogger. 
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Andere Formen der Trojanischen Pferde öffnen dem Betrüger direkt den Zugang zum 
Rechner seines Opfers, d.h. einen bestimmten Port, ähnlich wie das Trojanische Pferd bei 
der Eroberung von Troja durch die Griechen [Trae02, S. 404 - 405; Lini05, S. 11]. 
Ein Trick dabei ist, dass der Trojaner oftmals den Rechner des Opfers zum Absturz bringt. 
So hat der Betrüger Zeit, mit Hilfe der erbeuteten Daten eine Transaktion durchführen zu 
können oder der Trojaner selbst führt die Transaktion in Sekundenschnelle aus. [Jano06, 
S. 163] 
 
2.1.3 Pharming 
 
Pharming ist eine Weiterentwicklung des klassischen Phishings. Beim Pharming wird das 
Opfer ebenfalls auf eine gefälschte Internetseite gelockt. Allerdings nicht mittels einer 
Email sondern durch Manipulation der Domain Name Service (DNS) Information der Host-
Datei auf dem Rechner des Opfers unter Zuhilfenahme eines Trojanischen Pferdes oder 
eines Computervirus (mit DNS ist der Dienst im Internet bezeichnet, der das Umwandeln 
(engl.: Mapping) einer Internet-Adresse (URL) von Klartext in die passende IP-Adresse 
des Zielhost übernimmt, mit der im Anschluss die Weiterleitung (engl.: Routing) zum ge-
wünschten Ziel erfolgen kann, siehe dazu [Kuro02, S. 137 - 148]). Aufgrund dieser Mani-
pulation erfolgt beim nächsten Aufruf der Internetseite eine automatische Weiterleitung 
zur gefälschten Seite, auf der sich der Bankkunde anschließend mit seiner PIN und TAN 
anmeldet. Dadurch gelangen die Betrüger an die gewünschten Informationen. Der Begriff 
Pharming rührt daher, dass die Betrüger oft umfangreiche Serverfarmen benötigen, um 
die vielen gefälschten Internetseiten verschiedener Banken bereitzustellen. [Tyna05, S. 
51; Frau06]  
Pharming und Phishing werden in der Literatur oftmals auch als Man in the Middle-
Attacke bezeichnet, da sich bei diesen Verfahren der Betrüger in der Mitte des Kommuni-
kationsweges zwischen dem Opfer und dem Kreditinstitut befindet und dort die relevanten 
Daten abfängt [Jano06, S. 252; Lini05, S. 148 - 149; Kraf07, S. 307].  
 
2.1.4 Pretexting 
 
Beim Pretexting verwenden die Betrüger das Telefon als Medium um an die Kontodaten 
ihrer Opfer zu gelangen. Dabei geben sich die Betrüger am Telefon gegenüber dem 
Bankkunden als Bankmitarbeiter aus und befragen ihn nach seinen Zugangsdaten. Gibt 
der Betroffene diese preis, wird im Anschluss daran der Kontenraub durchgeführt. [Sull04, 
S. 175 - 176; May04, S. 24] 
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Eine Variante des Pretexting ist das Voice over IP Phishing (auch Vishing genannt). Hier-
bei nutzen die Betrüger die günstigen Tarife sowie die räumlich uneingeschränkte Verfüg-
barkeit der Internettelefonie. Ein Dialer ruft dabei automatisch die Opfer an, wobei sich 
eine Stimme vom Band als ein Mitarbeiter bzw. eine Mitarbeiterin eines Kreditinstituts 
ausgibt und versucht, vertrauliche Daten wie PIN, TAN usw. vom möglichen späteren Op-
fer zu erlangen. [Müll08, S. 471; Grif08, S. 2] 
Eine weitere Form des Identitätsdiebstahls im Bankenumfeld ist das Skimming. Betrüger 
installieren dabei heimliche Lesegeräte auf der Oberfläche von Geldautomaten in Ein-
kaufszentren oder Bankfilialen. Diese Geräte lesen die Karteninformationen aus den 
Magnetstreifen der Girokarten der Automatenbediener aus. Anschließend werden von den 
Betrügern identische Karten angefertigt, mit denen die Konten der Opfer geplündert wer-
den. [Alba07, S. 6; Bidg04, S. 332; May04, S. 27 - 28] 
Allerdings erfolgt beim Skimming der Diebstahl direkt durch eine Bargeldabhebung am 
Geldautomaten und nicht durch eine Online-Überweisung und fällt somit nicht in den Fo-
kus dieser Arbeit.  
 
2.2 Typische Betrugsmuster von Identitätsdiebstahl im Bankenumfeld 
 
Die im Abschnitt 2.1 genannten Formen des Identitätsbetrugs bei Überweisungen hinter-
lassen bei Banken Spuren in Form von wiederkehrenden bekannten Mustern. In diesem 
Fall liegt das Hauptaugenmerk auf Geschäftsbanken wie Volks- und Raiffeisenbanken 
oder Sparkassen, weil diese z.B. nach [Stat08] in der Regel die Anbieter für Girokonten 
darstellen und Online-Banking ermöglichen. 
Die nachfolgenden Betrugsmuster wurden im Rahmen der zu Beginn genannten Inter-
views mit den Betrugsexperten aus der Bankenbranche genannt (siehe Anhang 1): 
 
a) Verdächtig sind Transaktionsbeträge nahe an der maximalen Verfügbarkeitsgrenze des 
Girokontos (Kontostand + Dispolimit). Allerdings kann in seltenen Fällen auch die Situati-
on eintreten, dass die Betrüger absichtlich keinen so hohen Betrag transferieren um nicht 
aufzufallen. 
 
b) Verdächtig sind Transaktionsbeträge mit einem vielfachen Verhältnis zum durchschnitt-
lichen Transaktionsbetrag des Kunden. 
 
c) Verdächtig sind Überweisungen ins Ausland, wobei aber mittlerweile ca. 80% der Be-
trugstransaktionen zu Mittelsmännern im Inland gehen, welche die gestohlenen Beträge 
anschließend ins Ausland transferieren oder abheben und in Bar weiterleiten. Diese Mit-
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telsmänner werden oft – besonders in wirtschaftlich schwierigen Zeiten – mit der Aussicht 
auf einen einfachen Hinzuverdienst angeworben, meistens ohne das Wissen dieser Per-
sonen nach den Quellen des transferierten Geldes. Die Zielländer der Betrugstransaktio-
nen stellen oftmals osteuropäische, afrikanische, asiatische oder südamerikanische Staa-
ten, aber auch England dar. Auslandsüberweisungen weisen im Privatkundenbereich all-
gemein einen sehr geringen Anteil auf, weshalb diese verdächtiger sind.   
 
d) Verdächtig sind ausländische IP-Adressbereiche als Quelle der Online-Überweisung, 
wobei viele Kreditinstitute die IP-Adresse des Quellrechners nicht auswerten bzw. nicht 
wissen (die IP-Adresse identifiziert einen Rechner eindeutig im Internet, für weiterführen-
de Literatur hierzu siehe [Kuro02, S. 301 - 319]). Der Grund dafür ist, dass die Betrüger 
oftmals im Ausland angesiedelt sind und mit den erbeuteten Daten von dort aus ihre Be-
trugstransaktion starten. Auch führen Inlandskunden in der Regel keine Überweisungen 
aus dem Ausland durch und benutzen somit immer den gleichen inländischen IP-
Adressraum.  
 
e) Verdächtig ist, wenn die Zeit, die für die Durchführung einer Online-Überweisung benö-
tigt wird so kurz ist, dass diese von einem Menschen (im Normalfall) in dieser Geschwin-
digkeit nicht durchgeführt werden kann. Das deutet darauf hin, dass die Überweisung evtl. 
von einem Trojanischen Pferd durchgeführt wurde, wobei viele Kreditinstitute diese Zeit-
messungen nicht durchführen.  
 
f) Verdächtig sind Überweisungen zu einem unbekannten Empfänger d.h. Überweisungen 
auf ein Konto, auf welches vorher von diesem Kunden noch nie überwiesen wurde und es 
sich bei dem Empfänger um keine bekannte Organisation oder Behörde handelt. Aller-
dings kann dieser Fall häufiger, z.B. bei Neukunden, auftreten.  
 
g) Gefährdet sind Kunden mit durchschnittlich wenigen Online-Transaktionen bzw. insge-
samt sehr wenigen Aktivitäten im Bereich Online-Banking, da bei dieser Personengruppe 
mit einer höheren Wahrscheinlichkeit davon ausgegangen wird, dass sie weniger mit den 
Gefahren des Identitätsdiebstahls vertraut sind.   
 
h) Verdächtig sind Transaktionsbeträge, die größer als 1.500 Euro sind. Konten, die einen 
geringeren maximal verfügbaren Transaktionsbetrag aufweisen, werden von den Betrü-
gern in der Regel in Ruhe gelassen, weil es sich nicht lohnt, für kleinere Beträge einen 
Betrugsfall und folglich eine mögliche Aufmerksamkeit zu riskieren. Betrugstransaktionen 
mit Beträgen unter 1.500 Euro sind tendenziell selten.  
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i) Unverdächtig dagegen sind regelmäßige Transaktionen auf das gleiche Zielkonto bzw. 
bekannte, vertrauenswürdige Empfänger wie bekannte Organisationen oder Behörden. 
Diese Muster gelten ausschließlich für Online-Transaktionen. Überweisungen, die persön-
lich am Schalter aufgegeben wurden oder Kredit- bzw. Debitkartenzahlungen werden 
hierbei nicht mit einbezogen. Für die Betrugsanalyse ist zu berücksichtigen, dass bei un-
terschiedlichen Kunden eine bestimmte Transaktion bei einem Kunden verdächtiger ist als 
bei einem anderen Kunden. Daher ist für die Durchführung der Transaktionsanalyse auch 
die Transaktionshistorie eines Kunden von Bedeutung, was im Abschnitt 6.1 diskutiert 
wird. 
Die entwickelte Lösung dieser Arbeit setzt bei der Erkennung derartiger Transaktionsmus-
ter an. Da die Banken oder Rechenzentrumsdienstleister aus Sicherheitsgründen keine 
Originaldaten von Betrugs- und Nicht-Betrugsüberweisungen preisgeben, wurden im 
Rahmen des experimentellen Teils dieser Arbeit die Transaktionen nach den oben ange-
gebenen Mustern simuliert. Der folgende Beispieldatensatz bzw. Beispielevent aus der 
Simulation zeigt einen typischen Betrugsfall: 
 
Attribut Wert 
KundenID 11258 
TransaktionsID 12491 
Transaktionsbetrag -12.771,76 € 
Transaktionsdatum 25.02.2009 
Transaktionsuhrzeit 18:36:12 
Quellkontonummer 1619134 
Quellrechner IP-Adresse  87.115.18.115 
Empfängerkontonummer 3001040 
Empfängerbankleitzahl 165050 (= Bank of America, London) 
Kontostand +5.488,76 € 
Dispolimit 7.300,00 € 
Durchschnittlicher Transaktionsbetrag -241,87 € 
Durchschnittliche Transaktionszahl (Monat)  3,0 
Auslandstransaktion ja 
Bekannter Empfänger nein 
Inländische IP-Adresse nein 
Zeit für die Online-Überweisung  56 sek. 
Tabelle 1: Beispiel für einen verdächtigen Betrugsfall 
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Bei diesem Betrugsfall in Tabelle 1 sind von den oben genannten Charakteristika eines 
Betrugsfalls viele erfüllt, z.B. ein hohes Verhältnis von Transaktionsbetrag zum maximal 
verfügbaren Betrag (99,09% = 12.771,76 * 100 / (5.488,76 + 7.300,00)) sowie ein überdi-
mensional hohes Verhältnis von Transaktionsbetrag zum durchschnittlichen Transakti-
onsbetrag (5.280,42% = 12.771,76 * 100 / 241,87). Darüber hinaus handelt es sich um 
eine Auslandstransaktion von einem Quellrechner mit ausländischer IP-Adresse zu einem 
zuvor nicht bekannten Empfänger. Dies zeigt einen offensichtlichen Betrugsfall in dem der 
Phisher über eine gefälschte Internetseite an die Kontodaten seines Opfers gelangt ist. 
Der Betrüger nutzt die temporäre Sicherheitslücke sofort um fast den maximalen Betrag 
zu stehlen. Im Rahmen der Simulation wurden auch Betrugsfälle generiert, bei denen die 
Werte nicht so offensichtlich auf einen Betrugsfall hindeuten. Beispiele dafür sind Betrugs-
transaktionen mit geringeren Verhältnissen von Transaktionsbetrag zum durchschnittli-
chen Transaktionsbetrag bzw. zum maximal verfügbaren Betrag oder auch Betrugstrans-
aktionen, die ein Konto im Inland zum Ziel haben. Ein solcher Betrugsfall ist in Tabelle 2 
dargestellt: 
 
Attribut Wert 
KundenID 8916 
TransaktionsID 11239 
Transaktionsbetrag -7.900,26 € 
Transaktionsdatum 27.02.2009 
Transaktionsuhrzeit 00:56:34 
Quellkontonummer 1394561 
Quellrechner IP-Adresse  88.101.58.15 
Empfängerkontonummer 1587335 
Empfängerbankleitzahl 13050000 (= Sparkasse Rostock) 
Kontostand +13.844,59 € 
Dispolimit 9.000,00 € 
Durchschnittlicher Transaktionsbetrag -1.029,78 € 
Durchschnittliche Transaktionszahl (Monat)  8,0 
Auslandstransaktion nein 
Bekannter Empfänger nein 
Inländische IP-Adresse  ja 
Zeit für die Online-Überweisung 8 sek. 
Tabelle 2: Beispiel für einen unverdächtigen Betrugsfall 
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Bei diesem Betrugsfall ist das Verhältnis von Transaktionsbetrag zu maximal verfügbaren 
Betrag nicht so hoch (34,58% = 7.900,26 * 100 / (13.844,59 + 9.000,00)), gleiches gilt für 
das Verhältnis von Transaktionsbetrag zum durchschnittlichen Transaktionsbetrag 
(767,18% = 7.900,26 * 100 / 1.029,78). Des Weiteren handelt es sich hierbei nicht um 
eine Auslandsüberweisung und auch der Quellrechner befindet sich im Inland. Ebenso 
weist dieser Nutzer bei durchschnittlich acht Online-Transaktionen im Monat eine gewisse 
Erfahrung auf, dennoch liegt hier ein Betrugsfall vor. Anhand der Zeit für die Online-
Überweisung kann davon ausgegangen werden, dass hier ein Trojanisches Pferd aktiv 
war. Der Virus ist in diesem Fall so programmiert, nicht die maximal mögliche Summe zu 
transferieren um (möglicherweise) länger unentdeckt zu bleiben.  
Im Vergleich dazu sind in Tabelle 3 die jeweiligen Ausprägungen eines typischen Nicht-
Betrugsfalles aufgelistet.  
 
Attribut Wert 
KundenID 9031 
TransaktionsID 14008 
Transaktionsbetrag -34,01 € 
Transaktionsdatum 26.02.2009 
Transaktionsuhrzeit 10:06:28 
Quellkontonummer 1900912 
Quellrechner IP-Adresse  77.25.68.25 
Empfängerkontonummer 1201040 
Empfängerbankleitzahl 70070010 (= Deutsche Bank, Mün-
chen) 
Kontostand +5.759,01 € 
Dispolimit  4.300,00 € 
Durchschnittlicher Transaktionsbetrag -173,66 € 
Durchschnittliche Transaktionszahl (Monat)  10,0 
Auslandstransaktion nein 
Bekannter Empfänger nein 
Inländische IP-Adresse ja 
Zeit für die Online-Überweisung 117 sek. 
Tabelle 3: Beispiel für einen unverdächtigen Nicht-Betrugsfall 
 
Das Verhältnis von Transaktionsbetrag zum maximal verfügbaren Betrag ist bei diesem 
Nicht-Betrugsfall nicht sehr hoch (0,34% = 34,01 * 100 / (5.759,01 + 4.300,00)), ebenso 
das Verhältnis von Transaktionsbetrag zum durchschnittlichen Transaktionsbetrag 
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(19,58% = 34,01 * 100 / 173,66). Quelle und Ziel der Überweisung befinden sich im In-
land. Da der Empfänger nicht bekannt ist, könnte es sich hierbei z.B. um die Bezahlung 
einer Buchsendung handeln, wobei der Kunde bei diesem Verkäufer zuvor noch nie etwas 
bestellt hat. Auch bei den Nicht-Betrugsfällen ist der Betrugsstatus nicht immer so offen-
sichtlich. Ein verdächtigerer Nicht-Betrugsfall ist in Tabelle 4 eingetragen. 
 
Attribut Wert 
KundenID 10959 
TransaktionsID 13790 
Transaktionsbetrag -147,06 € 
Transaktionsdatum 27.02.2009 
Transaktionsuhrzeit 13:26:18 
Quellkontonummer 1934569 
Quellrechner IP-Adresse  101.134.129.19 
Empfängerkontonummer 2387121 
Empfängerbankleitzahl 0403001 (= Bank of America, Tokyo) 
Kontostand -3.233,05 € 
Dispolimit 3.800,00 € 
Durchschnittlicher Transaktionsbetrag -99,26 € 
Durchschnittliche Transaktionszahl (Monat)  9,0 
Auslandstransaktion ja 
Bekannter Empfänger nein 
Inländische IP-Adresse  nein 
Zeit für die Online-Überweisung 37 sek. 
Tabelle 4: Beispiel für einen verdächtigen Nicht-Betrugsfall 
 
Bei dem hier angeführten verdächtigen Nicht-Betrugsfall handelt es sich um eine Aus-
landsüberweisung mit einem für Nicht-Betrugsfälle relativ hohen Verhältnis von Transakti-
onsbetrag zum maximal verfügbaren Betrag (25,94% = 147,06 * 100 / (-3.233,05 + 
3.800,00)). Das Verhältnis von Transaktionsbetrag zum durchschnittlichen Transaktions-
betrag ist bei diesem Nicht-Betrugsfall ebenfalls höher (148,16% = 147,06 * 100 / 99,26). 
Hierbei könnte es sich z.B. um die Online-Bezahlung einer Urlaubsrechnung bereits am 
Urlaubsort selbst handeln, da die IP-Adresse des Quellrechners aus dem Ausland 
stammt.  
Die angeführten Fallbeispiele aus den Tabellen 1 bis 4 werden in dieser Form für die Be-
trugsanalyse verwendet, die in den Kapiteln 6, 7, 8 und 9 beschrieben wird.  
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Die reale Anzahl an simulierten Betrugs- und Nicht-Betrugsfällen und der genaue Werte-
bereich jedes Attributs mit den möglichen Ausprägungen wird in Verbindung mit der Erläu-
terung des Aufbaus der Simulation der Transaktionen im Unterabschnitt 9.1.2 diskutiert.  
 
2.3 Rechtslage und Statistiken zu Identitätsdiebstahl 
 
Betrug ist ein Straftatbestand nach § 263 StGB. Der § 263a StGB Computerbetrug, der 
nachfolgend zitiert ist, erweitert § 263 StGB um die Bereiche Internetkriminalität und 
Computerbetrug, siehe [Fisc09, § 263a]: 
 
(1) Wer in der Absicht, sich oder einem Dritten einen rechtswidrigen Ver-
mögensvorteil zu verschaffen, das Vermögen eines anderen dadurch be-
schädigt, dass er das Ergebnis eines Datenverarbeitungsvorgangs durch 
unrichtige Gestaltung des Programms, durch Verwendung unrichtiger oder 
unvollständiger Daten, durch unbefugte Verwendung von Daten oder sonst 
durch unbefugte Einwirkung auf den Ablauf beeinflusst, wird mit Freiheits-
strafe bis zu fünf Jahren oder mit Geldstrafe bestraft. 
(2) § 263 Abs. 2 bis 7 gilt entsprechend. 
(3) Wer eine Straftat nach Absatz 1 vorbereitet, indem er Computerpro-
gramme, deren Zweck die Begehung einer solchen Tat ist, herstellt, sich 
oder einem anderen verschafft, feilhält, verwahrt oder einem anderen über-
lässt, wird mit Freiheitsstrafe bis zu drei Jahren oder mit Geldstrafe be-
straft. 
(4) In den Fällen des Absatzes 3 gilt § 149 Abs. 2 und 3 entsprechend. 
 
In der Randnummer 11a zum § 263a StGB ist die Anwendung von § 263a Absatz 3 für die 
in dieser Arbeit diskutierten Betrugsart der Verwendung von Zugangscodes für den Kon-
tenzugriff beim Online-Banking gegen den (erkennbaren) Willen des Berechtigten ausge-
führt, siehe [Fisc09, § 263a Rdnr. 11a]. Für das Erreichen des Ziels, das vorangehende 
Abfangen bzw. das Vorbereiten zum Ausspähen von fremden Daten ebenfalls unter Stra-
fe stellen zu können, wurden im Jahr 2007 zusätzlich zum bereits bestehenden § 202a 
StGB die §§ 202b und 202c StGB neu in das Strafgesetzbuch eingefügt [Fisc08, Vorwort 
zur 55. Auflage]. Aus den §§ 202a, 202b und 202c StGB ist ersichtlich, dass allein das 
Ausspähen und Abfangen der geheimen Daten von Bankkunden bzw. dessen Vorberei-
tung mit Freiheitsstrafen von bis zu einem, zwei oder drei Jahren bestraft werden kann.  
Auch die Mittelsmänner, die das erbeutete Geld z.B. ins Ausland weiterleiten, gehen nicht 
straffrei aus. Diese Personen gelten aufgrund mangels hinreichend konkretisiertem Vor-
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satzes nicht als Gehilfen im Sinne des § 263a StGB [Fisc09, § 263a Rdnr. 25], aber wie 
ein Urteil des Amtsgerichts Neunkirchen vom 13.03.2007 zeigt, werden diese Mittelsmän-
ner auch bestraft. In diesem konkreten Fall wurde ein Ehepaar wegen gemeinschaftlicher 
Geldwäsche in Tateinheit mit gemeinschaftlicher fahrlässiger Erbringung von Finanz-
dienstleistungen ohne Erlaubnis zu einer Geldstrafe verurteilt, siehe [Arbe07].  
Die zivilrechtliche Haftung nach einer illegalen Kontoplünderung durch einen erfolgreichen 
Identitätsdiebstahl ist wie folgt geregelt: Bei jeder Online-Überweisung erwirbt die Bank 
einen vertraglichen Erstattungsanspruch gegenüber dem Kunden in Höhe des Transakti-
onsbetrags. Dieser Erstattungsanspruch entsteht nur bei einer rechtmäßigen Überwei-
sung, die aber bei einer Transaktion durch einen unberechtigten Dritten nicht zustande 
kommt. Um diesen Erstattungsanspruch dennoch geltend machen zu können, muss die 
Bank nachweisen, dass der Kunde den Missbrauch schuldhaft zu vertreten hat, indem er 
seine Sorgfaltspflicht verletzt hat. Die Kreditinstitute haben in der Regel Schwierigkeiten, 
diesen Beweis gegenüber ihren betrogenen Kunden zu führen. Die Bank hat in einem 
solchen Fall lediglich einen Erstattungsanspruch gegen den Betrüger, falls dieser ausfin-
dig gemacht werden kann. Ist dies nicht der Fall, trägt das betroffene Kreditinstitut den 
Schaden. Allerdings muss der Kunde vor der Rückzahlung durch das Kreditinstitut Anzei-
ge bei der Polizei gegen den Betrüger bzw. Anzeige gegen Unbekannt erstatten. [Spei07, 
S. 304 - 307] 
Hierzu existiert ein Urteil des Amtsgerichts Wiesloch vom 20.06.2008, wonach die Bank 
für den Schaden nach einer geglückten Phishingattacke voll haftet, siehe [Arbe08]. 
Darüber hinaus entstehen Banken Bearbeitungskosten aufgrund auftretender Betrugs-
transaktionen und nicht zuletzt schaden erfolgreiche Identitätsdiebstähle ebenfalls der 
Reputation der Kreditinstitute [Reol07, S. 5; Nie05, S. 1] sowie dem Vertrauen der Kunden 
in die Bankenbranche und Internetgeschäften [Bign06, S. 7; Pate07, S. 3]. 
Trotz der oben genannten Gesetze gegen Identitätsdiebstahl steigt die Zahl der in diesem 
Umfeld durchgeführten Betrugsdelikte. Statistiken des Bundesverbands Informationswirt-
schaft Telekommunikation und neue Medien zeigen eine bedrohliche Entwicklung in die-
sem Bereich. Die Zahlen stammen aus dem Jahr 2007 und spiegeln damit den Zeitraum 
des Beginns dieser Arbeit wieder, siehe [Bitk08]:  
 
• Im Jahr 2007 gab es in Deutschland 4.100 erfolgreiche Phishingfälle mit einem 
Schaden von insgesamt 19 Mio. Euro. 
 
• Der durchschnittliche Schaden bei einer illegalen Überweisung lag in Deutschland 
im Jahr 2007 bei 3.200 Euro. 
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• Die Gesamtschadenssumme in Deutschland ist im Jahr 2007 um 25% im Ver-
gleich zum Jahr 2006 gestiegen. 
 
• Im Jahr 2007 wurden in Deutschland 25.000 Phishingversuche registriert, wobei 
die Betrüger dabei eine ebenso hohe Zahl an gefälschten Websites unterhielten. 
 
Die folgenden Zahlen aus der Polizeilichen Kriminalstatistik für 2007 untermauern diesen 
Trend, siehe [Bund08]: 
 
• Kontoeröffnungs- und Überweisungsbetrug stieg in Deutschland im Vergleich der 
Jahre 2006 zu 2007 um 36,2% von 13.297 auf 18.116 Fälle. Die Aufklärungsquote 
verschlechterte sich von 74,8% auf 72,5%. 
 
• Das Ausspähen von Daten nach den §§ 202a, 202b und 202c StGB stieg in 
Deutschland im Vergleich der Jahre 2006 zu 2007 um 61,5% von 2.990 auf 4.829 
Fälle. Die Aufklärungsquote verschlechterte sich von 43,8% auf 32,8%. 
 
• Computerbetrug nach § 263a StGB stieg in Deutschland im Vergleich der Jahre 
2006 zu 2007 um 0,4% von 16.211 auf 16.274 Fälle. Die Aufklärungsquote ver-
schlechterte sich von 48,9% auf 37,2%. 
 
• Insgesamt stieg die Computerkriminalität in Deutschland im Vergleich der Jahre 
2006 zu 2007 um 6,4% von 59.149 auf 62.944 Fälle. Die Aufklärungsquote ver-
schlechterte sich von 47,1% auf 42,3%. 
 
Im Jahr 2008 hat sich die Lage noch verschärft, wie die nachfolgenden Zahlen aus der 
Polizeilichen Kriminalstatistik 2008 belegen, siehe [Bund09]: 
 
• Kontoeröffnungs- und Überweisungsbetrug sank in Deutschland im Vergleich der 
Jahre 2007 zu 2008 um 11,5% von 18.116 auf 16.039 Fälle. Die Aufklärungsquote 
verschlechterte sich von 72,5% auf 69,2%. 
 
• Das Ausspähen von Daten nach den §§ 202a, 202b und 202c StGB stieg in 
Deutschland im Vergleich der Jahre 2007 zu 2008 um 60,0% von 4.829 auf 7.727 
Fälle. Die Aufklärungsquote verschlechterte sich von 32,8% auf 29,0%. 
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• Computerbetrug nach § 263a StGB stieg in Deutschland im Vergleich der Jahre 
2007 zu 2008 um 4,5% von 16.274 auf 17.006 Fälle. Die Aufklärungsquote ver-
schlechterte sich von 37,2% auf 37,1%. 
 
• Insgesamt stieg die Computerkriminalität in Deutschland im Vergleich der Jahre 
2007 zu 2008 um 1,1% von 62.944 auf 63.642 Fälle. Die Aufklärungsquote ver-
schlechterte sich von 42,3% auf 40,3%. 
 
Aber nicht nur Deutschland, auch das Ausland hat Probleme mit Identitätsbetrug, wie die 
nachfolgenden Zahlen zeigen, siehe [Idth08]: 
 
• Eine von zehn Personen in Großbritannien wurde bereits Opfer von Identitätsdieb-
stahl. 
 
• Identitätsdiebstahl wuchs um 500% seit dem Jahr 2000 in Großbritannien. 
 
• Identitätsdiebstahl kostet der Wirtschaft Großbritanniens jährlich 1,7 Mrd. Pfund.  
 
• Identitätsdiebstahl kostet der Wirtschaft und den Banken der USA jährlich 56 Mrd. 
Dollar. 
 
• In Australien wurden bereits 1,1 Mio. Menschen Opfer von Identitätsdiebstahl. 
 
• In den USA werden jedes Jahr 10 Mio. Menschen Opfer von Identitätsdiebstahl. 
 
In Deutschland wurde im Jahr 2006 bei 1.817,97 Mio. Online-Überweisungen insgesamt 
ein Betrag von 1.685,58 Mrd. Euro via Online-Banking durch Nichtbanken transferiert 
[Deut08a]. In diesem Zusammenhang nutzten im Jahr 2008 ca. 22 Mio. Bankkunden das 
Online-Banking Angebot bei 35 Mio. online geführten Konten, wobei 52,0% der Kunden 
die bestehenden Sicherheitsvorrichtungen nicht für ausreichend halten [Hamb08; 
Bank08]. Trotz dieses hohen Anteils an Personen mit Sicherheitsbedenken zeigt sich eine 
wachsende Beliebtheit von Online-Banking, da im Jahr 2007 insgesamt 2.476,3 Mio. 
Überweisungen in Deutschland via Online-Banking durch Nichtbanken getätigt wurden 
[Deut08b], dagegen waren es im Jahr 2002 lediglich 767,65 Mio. Transaktionen 
[Deut08a]. 
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Nach einer Studie von TNS Infratest Shared Services und dem Anbieter für 
Bankrechenzentrumsdienstleistungen Fiducia IT AG ist von 1.000 befragten Nutzern 
von Online-Banking insgesamt einem Anteil von 96,7% der Frauen und 92,0% der Män-
ner die Sicherheit der wichtigste Faktor beim Durchführen von Online-Überweisungen. Auf 
der anderen Seite nutzen von den Befragten lediglich 38,9% die als sicher geltenden 
iTAN- und mTAN-Verfahren und 5,6% das HBCI-Verfahren (siehe Unterabschnitt 2.4.1). 
[Fidu08]  
Aufgrund dieser genannten Betrugszahlen ist die Notwendigkeit zur Durchführung dieser 
Arbeit gegeben um auch von Seiten der Wissenschaft einen Beitrag zu leisten, diese 
alarmierenden Betrugszahlen zu verringern und somit die Situation zu verbessern.   
 
2.4 Maßnahmen gegen Identitätsdiebstahl beim Online-Banking 
 
Aufgrund der im vorangegangen Abschnitt genannten Zahlen wurden im Bankenumfeld in 
den letzten Jahren verschiedene Maßnahmen durchgeführt um den Identitätsdiebstahl 
einzudämmen. Methoden wie Phishing lassen sich nach Meinung von [Lini05, S. 151] und 
[Frau06] nicht komplett stoppen und es gibt dagegen auch keinen 100%-Schutz. Aller-
dings können sowohl die betroffenen Organisationen bzw. Banken als auch der Anwender 
selbst etwas unternehmen um die Gefahr zu verringern.  
 
2.4.1 Maßnahmen von Bankenseite gegen Identitätsdiebstahl 
 
Für die Erreichung des Ziels, die Kommunikation zwischen Kunden und Bank so sicher 
wie möglich zu gestalten, setzt die Bankenbranche Verschlüsselungsmethoden zur Be-
trugsprävention ein, wofür es zwei grundlegende Ansätze gibt [Jano06, S. 162].   
Das am weitesten verbreitete Verfahren ist in diesem Zusammenhang das PIN/TAN-
Verfahren. Zum Durchführen von Online-Transaktionen muss sich der Bankkunde – wie 
im Abschnitt 2.1 erwähnt – mittels seiner Persönlicher Identifikationsnummer (PIN) sowie 
seiner Kontonummer auf der Online-Banking-Seite der Bank anmelden. Für jede Transak-
tion benötigt der Kunde zusätzlich eine Transaktionsnummer (TAN), die als Einmalpass-
wort pro Überweisung gilt. Die TAN’s und eine initiale PIN, die nach dem ersten Einloggen 
geändert werden muss, werden dem Kunden per Post von seiner Bank zugesandt. Diese 
Nummern bieten nur Schutz, solange sie keinem Unbefugten bzw. Betrüger in die Hände 
fallen. Sie sind daher das Ziel von Phishingangriffen, bei denen der Kunde aufgefordert 
wird, eben diese Nummern in eine gefälschte Website einzugeben. Daher gilt das 
PIN/TAN-Verfahren als unsicher. [Kraf07, S. 308 - 309; Jano06, S. 162 - 163; Lini05, S. 
167 - 168] 
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Zum Ausgleich der Schwächen des PIN/TAN-Verfahrens entwickelten die Kreditinstitute 
folgende vier Erweiterungen des Verfahrens, siehe [Müll08, S. 464 - 465]:  
 
a) iTAN: Beim iTAN-Verfahren handelt es sich um die Verwendung einer indizierten TAN. 
Es kann dabei nicht jede beliebige TAN für eine Transaktion aus der TAN-Liste ausge-
wählt werden, sondern die Bank gibt für jede Überweisung einen bestimmten Index an. 
Der Kunde muss für diese bestimmte Transaktion exakt die TAN auswählen, die mit dem 
angegeben Index versehen ist. Dafür hat der Kunde maximal fünf Minuten Zeit. Alle ande-
ren TAN’s sind für diese Überweisung ungültig. Das ursprüngliche Verfahren wurde zum 
iTAN plus weiterentwickelt. Hierbei muss der Kunde die Transaktionsdaten zusammen mit 
einem Kontrollbild vor dem Ausführen der Überweisung nochmals bestätigen.  
 
b) eTAN: Beim eTAN-Verfahren stellt das Kreditinstitut dem Kunden einen TAN-Generator 
in Form eines zusätzlichen Geräts zur Verfügung. Vor der Durchführung einer Überwei-
sung erzeugt der Kunde mit diesem Gerät eine TAN, die nur eine bestimmte Zeit lang 
gültig ist. Dieses Gerät wird zur Erhöhung der Sicherheit regelmäßig ausgetauscht. Auch 
dieses Verfahren wurde vom ursprünglichen Modus zum eTAN plus weiterentwickelt. 
Hierbei müssen die Transaktionsdaten vom Kunden vor Ausführen der Überweisung 
nochmals bestätigt werden.  
 
c) mTAN: Beim mTAN-Verfahren bekommt der Kunde per SMS seine TAN für eine Über-
weisung auf sein Mobiltelefon zugeschickt, die anschließend fünf Minuten lang gültig ist.  
 
d) smartTAN: Beim smartTAN-Verfahren wird die TAN ebenfalls mit einem TAN-
Generator erzeugt. Hierbei ist die generierte TAN mit dem jeweiligen Kunden logisch ver-
knüpft, z.B. mit Informationen der Giro- oder Kreditkarte, welche die Bank dem Kunden 
zur Verfügung stellt.  
 
Das andere, nicht so weit verbreitete Verschlüsselungsverfahren ist das Home Banking 
Computer Interface (HBCI). Beim HBCI-Verfahren wird eine Chipkarte mit einem Chipkar-
tenlesegerät verwendet. Beim Online-Banking wird die Chipkarte von dem Lesegerät aus-
gelesen. Ohne diese Chipkarte, die den Benutzer eindeutig identifiziert, kann keine Onli-
ne-Transaktion ausgeführt werden. Dabei existieren drei verschiedene Klassen, siehe 
[Kraf07, S. 312 - 313; Jano06, S. 163 - 165]: 
 
Klasse 1: Ein Lesegerät kann mittels USB an den Rechner angeschlossen werden, wobei 
die PIN-Eingabe über die Tastatur des Rechners erfolgt.  
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Klasse 2: Die Daten werden direkt in den Chipkartenleser eingegeben. 
 
Klasse 3: Der Chipkartenleser besitzt ein eigenes Display, worauf nochmals die Gültigkeit 
der eingegebenen Daten angezeigt wird. Der Chipkartenleser ist mit einem Signaturmodul 
ausgestattet, mit welchem dem Empfänger zusätzlich die Identität des Benutzers garan-
tiert wird. 
 
Nach dem Beenden der Online-Banking-Sitzung wird die Chipkarte wieder aus dem Kar-
tenleser gezogen. Somit können nachträglich keine Angriffe auf die Chipkarte erfolgen. 
Die Chipkarte selbst ist wiederum durch eine PIN geschützt um eventuellen Missbrauch 
bei Verlust der Karte zu vermeiden. Das HBCI-Verfahren gilt im Vergleich zum PIN/TAN-
Verfahren als sichere Methode, da bei Geräten ab Klasse 1 Betrüger keine Chance ha-
ben, über den PC an die vertraulichen Daten zu gelangen. Der Grund dafür ist, dass alle 
entscheidenden Sicherheitsprozeduren außerhalb des PC’s ablaufen. Die sicheren HBCI-
Geräte konnten sich aber aufgrund der Kosten (zwischen 45 und 400 Euro pro Gerät) 
bislang nicht gegen das PIN/TAN-Verfahren durchsetzen. [Kraf07, S. 312 - 313; Jano06, 
S. 163 - 165; Lini05, S. 168]  
Die Möglichkeiten des HBCI-Verfahrens werden zusätzlich durch den Standard FinTS 
V4.0 erweitert, der die Übertragung der Daten im XML-Format ermöglicht (die Abkürzung 
XML steht für Extensible Markup Language und bezeichnet einen Standard zur Definition 
von Auszeichnungssprachen mit dem Ziel der Trennung von Daten und Repräsentation, 
für weiterführende Informationen zu XML siehe [Haro04]). Für weiterführende Literatur zu 
FinTS V4.0, siehe [Jano06, S. 163 – 165; Haub04]. 
Einen ähnlichen Ansatz zur Betrugsprävention mit HBCI verwendet [Puen05]. In diesem 
Artikel wird ein Gerät beschrieben, das über USB oder Bluetooth (als Bluetooth werden 
miteinander interagierende Funkkomponenten für die drahtlose Datenübertragung be-
zeichnet, siehe [Jano06, S. 45]) mit dem Rechner verbunden ist und die Signatur einer 
Transaktion empfängt, die anschließend verschlüsselt an den Rechner zurückliefert wird. 
Das Gerät kann nach seiner ersten Aktivierung nicht mehr umprogrammiert werden, siehe 
[Puen05, S. 2].   
Dagegen setzt [Hu09] bei der Authentifizierung auf eine Kombination von secret key- und 
smart cart-Techniken. Das in dem Artikel diskutierte System generiert in diesem Zusam-
menhang digitale Signaturen und wird nach Aussage der Autoren eine wichtige Rolle für 
die Sicherheit beim Online-Banking spielen, siehe [Hu09, S. 3]. 
Ein weiteres Authentifizierungsverfahren, das auf Dynamic Key Generation (DKG) und 
Group Key (GK) basiert, ist in [Dand07a] diskutiert sowie dessen Weiterentwicklung mit 
der Integration des Internet Banking Payment Protocol (IBPP), das eine separate Authen-
 39 
tifizierung für jede einzelne Transaktion beinhaltet, siehe [Dand07b]. Eine zusätzliche Au-
thentifizierung für jede einzelne Transaktion ist ebenfalls in [Alzo08] beschrieben. Ein ähn-
liches Protokoll zur Authentifizierung ist das Transport Layer Security (TLS) Protokoll, das 
z.B. in [Badr07] oder [Herz08] erläutert wird. In den Artikeln ist kein Hinweis enthalten, ob 
das Verfahren bereits in der Praxis eingesetzt wird.  
Einen anderen Ansatz zur Authentifizierung beinhaltet die Arbeit von [Dham05]. Hierbei 
muss der Anwender beim Einloggen sowie vor dem Ausführen einer Transaktion be-
stimmte vertraute Bilder verifizieren, die ihm vom System mittels Zufallsgenerator vorge-
schlagen werden, siehe [Dham05, S. 4]. Diese Methode wird beispielsweise bei der Bank 
of America eingesetzt [Jako08, S. 1].  
In [Pate07, S. 3] dagegen wird Authentifizierung mittels Fingerabdruckerkennung vorge-
schlagen.  
Die Autoren von [Edge07] entwickelten ein Baumstrukturmodell, das zum Modellieren von 
Angriffsszenarien auf Kreditinstitute sowie zum Auffinden der effektivsten und kosten-
günstigsten Schutzmethodik dient. Die Bäume sind im Rahmen der Arbeit von [Edge07] 
so aufgebaut, dass im obersten Knoten das allgemeine Ziel definiert ist. In den darunter-
liegenden Schichten sind jeweils Unterziele zum Erreichen des übergeordneten Ziels auf-
geführt. In den Endknoten sind die jeweils zur Zielerreichung notwendigen Aktionen ge-
nannt. Dabei werden in dem Artikel ein Attack Tree, der die Zielerreichung aus Sicht des 
Angreifers eines Online-Banking-Systems darstellt sowie ein Protection Tree, der die Ziele 
aus Sicht der Sicherheitsbeauftragten eines Online-Banking-Systems definiert, beschrie-
ben. Die einzelnen Knoten der Bäume beinhalten drei Metriken. Diese Metriken sind die 
Wahrscheinlichkeit der jeweiligen Zielerreichung als Wert zwischen 0 und 1, die Kosten 
der Zielereichung in US Dollar sowie die Auswirkungen auf das Online-Banking-System 
auf einer Skala mit einer Größenordnung von 1 - 10. Die Werte dieser Metriken werden 
von entsprechenden Experten für jeden Knoten manuell festgelegt. Anhand dieser Struk-
turen können z.B. die Kosten für eine Schutzwahrscheinlichkeit von 50% des kompletten 
Systems ermittelt werden oder die Schutzwahrscheinlichkeit bei einem Sicherheitsbudget 
von 900.000 Dollar. Eine Schwäche dieses Modells ist lt. den Autoren, dass hierbei nur 
bekannte Angriffs- und Schutzszenarien modelliert werden können, siehe [Edge07, S. 2].  
Für das Ziel, dem Problem des Identitätsdiebstahls beim Online-Banking und bei Kredit-
kartenzahlungen besser begegnen zu können, tauschen Online-Banken aus mittlerweile 
130 Ländern im dafür gegründeten RSA eFraudNetwork Informationen zu identifizierten 
Betrügern wie z.B. verdächtige IP-Adressen aus, siehe [Zhan09, S. 2]. Zu diesem Zweck 
wurde z.B. das Incident Object Description Exchange Format (IODEF) erweitert (das IO-
DEF-Format ist ein einheitliches Format für Computer Security-Beauftragte zum Zweck 
des Austauschs von Informationen über Sicherheitslücken, deren Beteiligte und Gegen-
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maßnahmen, siehe [Cove08]). Das Ziel ist, den Informationsaustausch bezüglich Phis-
hingfällen und anderen Arten von Internetbetrug auf Basis einer XML-Struktur zu unter-
stützen [Cain09]. 
Laut den Aussagen aus den Experteninterviews (siehe Anhang 1) setzen Kreditinstitute in 
Deutschland bezüglich ihrer Betrugsbekämpfungsstrategie größtenteils auf Betrugsprä-
vention mittels der genannten Verschlüsselungs- bzw. Authentifizierungsverfahren anstatt 
auf aktive Betrugserkennung mittels Analyse der durchgeführten Finanztransaktionen.  
Dennoch existieren kommerzielle Systeme zur Transaktionsüberwachung auf dem Markt. 
Diese Systeme können in regelbasierte und statistische Verfahren, wie z.B. auf Basis von 
neuronalen Netzwerken, unterteilt werden [Slew04, S. 4]. 
Das amerikanische Unternehmen Fair Isaac Corp. benutzt z.B. mit seiner Lösung 
Falcon Fraud Manager ein neuronales Netzwerk zur Überprüfung von Kreditkartenzah-
lungen [Fico09a]. Eine Erweiterung der Lösung mit der Bezeichnung Falcon ID besteht 
aus einer Kombination von benutzerbasierten Fragen zur Authentifizierung (Betrugsprä-
vention) sowie Transaktionsanalyse mittels einem neuronalen Netzwerk (Betrugserken-
nung) zur Bekämpfung von Identitätsdiebstahl beim Online-Banking [Fico09b]. Ein ande-
res Unternehmen aus den Vereinigen Staaten namens ID Analytics Inc. verwendet 
dagegen feste Muster, die das normale Transaktionsverhalten beim Online-Banking rep-
räsentieren. Passt eine Transaktion nicht in das Muster, wird sie als Anomalie und somit 
als Betrug eingestuft. Beide Systeme haben das Problem, dass oftmals „gutartige“ Trans-
aktionen fälschlicherweise als Betrug eingestuft werden, was als false positive (d.h. 
fälschlicherweise positiv klassifiziert. Umgekehrt wird bei false-negative-Bewertung ein 
Objekt negativ klassifiziert, das aber positiv klassifiziert werden müsste, zur genauen Beg-
riffserklärung siehe [Mcdo05, S. 24;  Reol07, S. 69; Bose06, S. 3]) oder VIRT-Problem 
bezeichnet wird, das im Abschnitt 6.1 genauer erläutert wird. [Lini05, S. 183 - 184] 
Das irische Unternehmen Norkom Technologies bietet eine Lösung zur Betrugsbe-
kämpfung im Online-Banking, die auf Basis von bekannten Informationen das Transakti-
ons- sowie das Webverhalten des jeweiligen Kunden in Echtzeit abprüft. Mit diesem An-
satz wird ermittelt, ob das gegenwärtige Verhalten mit der normalen Vorgehensweise des 
Benutzers übereinstimmt oder nicht. [Nork09] 
In Deutschland hat sich die Inform GmbH mit ihrer Lösung Risk Shield auf Transaktions-
überwachung bei kartenbasierter Zahlung spezialisiert. Dieses System basiert ebenfalls 
auf Vergleichsverfahren mit bekannten Betrugsmustern. [Info08] 
Falls bei der Transaktionsüberwachung eine Überweisung als betrugsverdächtig einge-
stuft wird, wird diese gestoppt und manuell überprüft. Besteht in diesem Zusammenhang 
z.B. der Verdacht der Geldwäsche, werden die gesamten Gelder des Kunden eingefroren 
und der Fall der Staatsanwaltschaft übergeben. Falls von dieser Instanz kein kriminelles 
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Verhalten nachgewiesen werden kann, werden die Gelder des Kunden im Anschluss wie-
der freigegeben. Andernfalls wird ein Strafverfahren eingeleitet. [Fina08] 
Nach den Aussagen aus den Interviews würde bei einem Betrugsverdacht speziell beim 
Online-Banking die Transaktion gestoppt und der Kunde anschließend kontaktiert. Es ist 
dabei aufgrund des (möglichen) Reputationsverlusts problematisch, den Kunden zu fra-
gen ob die Transaktion in dieser Form gewollt ist. Falls es sich um einen Betrugsfall han-
delt, wird die Transaktion – sofern noch möglich – rückabgewickelt und der Fall an die 
Staatsanwaltschaft übergeben. 
Die Lösung dieser Arbeit untersucht bzw. überwacht die Transaktionen im Zahlungsver-
kehr, wobei hier – wie im Abschnitt 1.1 erwähnt – die Analyse zur Betrugsidentifikation auf 
Basis von Complex Event Processing, Entscheidungsbäumen, Diskriminanzanalyse und 
neuronalen Netzwerken in einem Hybrid-Modell zur Betrugserkennung erfolgt. Dieses 
Modell wird mit seinen Bestandteilen in den Kapiteln 6, 7, 8 und 9 erläutert.  
 
2.4.2 Maßnahmen von Kundenseite gegen Identitätsdiebstahl 
 
Zur Verringerung der Gefahr des Diebstahls der eigenen Identität durch Betrüger sollten 
von Seiten der Anwender die folgenden Hinweise beachtet werden, siehe [Kraf07, S. 308; 
Frau06; Lini05, S. 151 - 163]: 
 
a) Emails, die angeblich von Banken stammen und eine Überprüfung ihrer persönlichen 
Daten beinhalten, sollten sofort gelöscht werden. Solche wichtigen Nachrichten würden 
Banken nur über den klassischen Postweg versenden. 
 
b) Die Homepage der Bank zum Online-Banking sollte nicht über einen Link geöffnet wer-
den. Stattdessen sollte die Internetadresse manuell in den Browser eingegeben werden.  
 
c) Die Browser- und Betriebssystemupdates sollten regelmäßig durchgeführt werden. 
 
d) Für die lokale Firewall und den Antivirenscanner sollten regelmäßig Updates durchge-
führt werden. Wenn diese Sicherheitsprogramme nicht installiert sind, sollte dies dringend 
nachgeholt werden.  
 
e) Emails von unbekannten Absendern sollten nicht geöffnet werden. Auch sollten Datei-
en mit den Endungen .exe und .bat aus Email-Anhängen nicht ausgeführt werden.  
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f) Nach Möglichkeit sollte ein vertrauenswürdiger und anerkannter Internetprovider ge-
wählt werden. 
 
g) Die Browseroption „Ausführen von Java Script“ sollte deaktiviert sein. 
 
h) Die Übertragung von Daten sollte mit SSL-Verschlüsselung erfolgen (SSL steht für Se-
cure Sockets Layer und dient der Erstellung von sicheren Kommunikationskanälen inner-
halb von Netzwerken, siehe [Jano06, S. 313]). 
 
i) Browser ab der Version Internet Explorer 7 oder Mozilla Firefox sollten nach Möglichkeit 
verwendet und der darin integrierte Phishing-Blocker aktiviert werden. Diese Funktion soll 
nach Angaben der Hersteller Phishingseiten erkennen und blocken.  
 
j) Manche Email-Programme, wie z.B. Thunderbird, sind nach Angabe des Herstellers in 
der Lage, gefährliche Phishing-Emails entsprechend zu markieren und sollten daher be-
vorzugt verwendet werden.  
 
k) Für Online-Überweisungen sollte nur der eigene Heimcomputer, keine fremden PC’s 
verwendet werden.  
 
l) Für die Höhe von Online-Transaktionsbeträgen sollte ein Tages- oder Transferlimit mit 
der Hausbank vereinbart werden. 
 
m) Verdächtige Emails, Webseiten oder Kontenbewegungen sollten sofort der Hausbank 
gemeldet werden.  
 
Nach Aussage von [Frau06] ist eine gewisse Skepsis und Wachsamkeit bereits ein erster 
bedeutsamer Schritt, um den Missbrauch der eigenen Identität für Betrugszwecke zu ver-
meiden.  
Die in diesem Unterabschnitt genannten Maßnahmen dienen zur Betrugsprävention. Die-
se Arbeit dagegen setzt mit ihrem Ansatz der Transaktionsüberwachung zur Betrugser-
kennung zu einem späteren Zeitpunkt an. Dieser tritt ein, nachdem ein Betrüger erfolg-
reich die relevanten Zugangsdaten erlangt und die Betrugstransaktion gestartet hat.  
Trotz aller gegebenen Sicherheitsmaßnahmen, sowohl von Seiten der Bankenbranche als 
auch der Anwender, besteht immer noch die Gefahr, Opfer von Identitätsdiebstahl zu 
werden, wie die aufgeführten Statistiken im Abschnitt 2.3 zeigen. Die Gründe dafür sind, 
dass die Betrugsmethoden zum einen von Seiten der Betrüger permanent weiterentwi-
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ckelt werden und zum anderen, dass viele Kunden beim Online-Banking die gegebenen 
bzw. angebotenen Sicherheitsvorkehrungen nicht oder nicht vollständig einsetzen. Dieses 
Kapitel zeigt, dass trotz vorhandener Sicherheitsvorkehrungen noch immer viele Betrugs-
versuche gelingen. Daraus entsteht die Notwendigkeit, diesem Problem mit weiteren Lö-
sungsmethoden zu begegnen, z.B. mit einzelnen oder mehreren kombinierten Verfahren 
der Wissensrepräsentation, die im nächsten Kapitel erläutert werden. 
 
3 Methoden und Algorithmen der Wissensrepräsentation 
 
In diesem Kapitel werden die gängigen Methoden der Wissensrepräsentation und Daten-
analyse vorgestellt. Die Begründungen für die Verwendung bzw. Nicht-Verwendung der, 
in diesem Kapitel beschriebenen Methoden, werden für die Anforderungen dieser Arbeit 
im Abschnitt 6.2 gegeben.  
Zu den Verfahren der Wissensrepräsentation zählen u.a. regelbasierte Ansätze bzw. de-
duktive maschinelle Lernverfahren und induktive maschinelle Lernverfahren [Beie06, S. 3; 
Krah98, S. 59 - 60]. Regelbasierte Verfahren gehören zu den ältesten Formen der Wis-
sensrepräsentation und basieren auf erprobten fixen (deterministischen) Regeln.    
[Beie06, S. 3] 
Sie sind durch Bedingungen, Regeln und Schlussfolgerungen definiert, z.B. „wenn ‚a’ und 
‚b’ auftreten folgt daraus ‚c’“. In diesem Fall ist ‚a’ eine Bedingung, ‚b’ ist eine Bedingung, 
‚a’ und ‚b’ ist die Regel und ‚c’ ist eine Schlussfolgerung daraus. [Lust02, S. 91;      
Krah98, S. 72] 
Eine Form der regelbasierten Systeme sind die Expertensysteme, die mit Hilfe von Exper-
tenwissen und Schlussfolgerungstechniken versuchen, Antworten auf Benutzeranfragen 
zu bestimmten Problemen zu finden. Diese Schlussfolgerungen werden deterministisch 
oder stochastisch ermittelt. Bei deterministischen Schlussfolgerungstechniken wird ver-
sucht, ein Problem mit Hilfe von logischem Schließen aus definierten Regeln zu beheben. 
Bei stochastischen Schlussfolgerungstechniken hingegen werden ebenfalls deterministi-
sche Regeln verwendet, wobei hier zusätzlich ein Maß für die Ungewissheit mit berück-
sichtigt wird. Die daraus entstehenden Schlussfolgerungen werden anschließend mit be-
stimmten Werten, welche die Wahrscheinlichkeit des Zutreffens einer Schlussfolgerung 
beurteilen, versehen. [Bode03, S. 133] 
Expertensysteme können zusätzlich mit Fuzzy-Logik erweitert werden [Beie06, S. 426]. 
Fuzzy-Logik dient zur Modellierung unscharfer Zuordnungen zu Gruppen. Ein Beispiel 
bildet die Körpergröße von Menschen. Bei „scharfer“ Klassifizierung in große und kleine 
Menschen kann das Körpermaß von 1,85m als hartes Grenzmaß verwendet werden. Mit 
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Hilfe von Fuzzy-Systemen lässt sich ein „weicher“ Übergang erstellen, z.B. ein Mensch 
mit einer Größe von 1,83m ist „ziemlich groß“. Somit kann der Fuzzy-Ansatz auch Unge-
nauigkeiten z.B. bei Messergebnissen berücksichtigen. Für weiterführende Literatur zu 
Fuzzy-Systemen sei auf [Krus93] oder [Muna08, S. 121 - 161] verwiesen. Im Rahmen von 
Expertensystemen können unscharfe Fuzzy-Regeln, wie z.B. „große Menschen sind 
meistens schwer“, verwendet werden um innerhalb des Expertensystems vages Wissen 
auszudrücken und Schlussfolgerungen aufgrund dieses unscharfen Wissens zu ziehen. 
Die exakte Vorgehensweise ist in [Beie06, S. 426 - 429] beschrieben. 
Der in dieser Arbeit vorgestellte Ansatz zur Betrugserkennung basiert auf der Verarbei-
tung von Massendaten. Hierfür sind maschinelle Lernverfahren gut geeignet, wie z.B. die 
Arbeit von [Nime07] zeigt. Maschinelles Lernen lässt sich – wie oben erwähnt – in zwei 
Gruppen von Lernmethoden einteilen, siehe [Krah98, S. 59 - 60]: 
 
a) Deduktives Lernen: Beim deduktiven Lernen wird das in den Wissensbasen vorhande-
ne Wissen analysiert um es zukünftig effizienter und automatisch einsetzen zu können, 
wie z.B. Expertensysteme. 
 
b) Induktives Lernen: Beim induktiven Lernen werden aus dem in den Wissensbasen be-
stehenden Wissen neue Zusammenhänge erkannt. Induktive Lernverfahren lassen sich in 
überwachte und unüberwachte Lernverfahren einteilen. Bei überwachten Lernverfahren 
ist das gewünschte Lernergebnis bereits im Vorfeld festgelegt, wodurch der Lernerfolg gut 
überprüft werden kann. Bei unüberwachten Lernverfahren steht das Lernziel zu Beginn 
der Analyse nicht fest. Bei diesen Algorithmen wird innerhalb einer bestehenden Daten-
menge nach Strukturen und Zusammenhängen gesucht. Hierbei gibt es keine Garantie, 
dass gefundene Strukturen auch hilfreich zur Lösung eines Problems sind und müssen 
somit von einem Menschen fachlich geprüft werden [Reol07, S. 2].  
 
Die einzelnen Funktionen sowie der Aufbau des maschinellen Lernens sind in Abbildung 5 
graphisch dargestellt.  
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Abbildung 5: Überblick über die Methoden des maschinellen Lernens in Anlehnung an [Krah98, S. 40] 
 
Die Verfahren des maschinellen Lernens können lt. [Beie06, S. 98 - 99] nach den drei 
nachfolgend genannten Dimensionen klassifiziert werden.  
 
a) Klassifikation auf Basis der zugrunde liegenden Lernstrategie, wobei unterschieden 
wird, in welchem Maße Informationen bereits vorliegen und das System eigene Schluss-
folgerungen zieht. 
 
b) Klassifikation gemäß der benutzten Repräsentation des Wissens. 
 
c) Klassifikation gemäß dem Anwendungsbereich des lernenden Systems. 
 
Im Rahmen dieser Arbeit wird – wie im Abschnitt 1.1 erwähnt – der Fokus auf die zugrun-
de liegende Analysemethodik zur Betrugserkennung gelegt. Die Erkennungsleistung von 
maschinellen Lernverfahren wird nach Erkennungsgenauigkeit sowie nach den Faktoren 
false positive und false negative – wie im Unterabschnitt 2.4.1 definiert – ermittelt [Abu07, 
S. 2], wobei dies im Abschnitt 6.1 genauer erläutert wird. Die Versorgung mit den auszu-
wertenden Daten bzw. events erfolgt mittels Complex Event Processing-Technologie, die 
im nächsten Kapitel beschrieben wird.  
In den folgenden Abschnitten werden die wichtigsten Verfahren des maschinellen Lernens 
vorgestellt. Da in dieser Arbeit aufgrund der vorhandenen zu analysierenden Datenstruk-
turen (siehe Beispiele für Betrugs- und Nicht-Betrugsfälle im Abschnitt 2.2) Entschei-
dungsbäume, Diskriminanzanalyse und neuronale Netzwerke zur Betrugserkennung ein-
gesetzt werden, sind diese Verfahren umfangreicher beschrieben. Diese Methodiken sind, 
wie in Abbildung 5 zu erkennen ist, den überwachten Lernverfahren zugeteilt. Überwachte 
Lernverfahren werden benötigt, da die Struktur der Trainingsdaten auch ein boolesches 
Datenfeld beinhaltet, das den Betrugsstatus (Betrugs- oder Nicht-Betrugsfall) des Daten-
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satzes bzw. der Transaktion enthält. Die Eignung überwachter Verfahren für Datenstruktu-
ren mit bekanntem Lernstatus wird von [Jain00, S. 30], [Bolt02, S. 9] und [Kou04, S. 2] 
bestätigt. Des Weiteren sind signifikante Betrugsmuster im Bereich Betrugstransaktionen 
durch Identitätsdiebstahl, die im Abschnitt 2.1 erläutert wurden, bereits bekannt. Aus die-
sen Gründen werden nachfolgend verstärkt überwachte Lernverfahren, wie z.B. Entschei-
dungsbäume beschrieben. Die Begründung für die Auswahl einer Kombination dieser drei 
genannten Verfahren im Rahmen dieser Arbeit wird im Abschnitt 6.2 gegeben. 
 
3.1 Entscheidungsbaumverfahren 
 
Entscheidungsbäume gehören zu den überwachten Lernverfahren und basieren auf 
Wenn-Dann-Regeln [Krah98, S. 69 - 72; Beie06, S. 107]. Eine Wenn-Dann-Regel ist z.B. 
„WENN der Hahn kräht, DANN ändert sich das Wetter und WENN der Hahn schweigt, 
DANN bleibt das Wetter“ [Lust02, S. 96]. In Abbildung 6 ist diese Regel graphisch darge-
stellt.  
 
Hahn
schweigt kräht
Wetter bleibt 
gleich
Wetter ändert 
sich
 
Abbildung 6: Einfacher Entscheidungsbaum in Anlehnung an [Lust02, S. 96] 
 
Ein Entscheidungsbaum kann – wie in Abbildung 6 dargestellt – einstufig sein. Falls es bei 
einem oder mehreren Ästen weitere Unterteilungsmöglichkeiten gibt, handelt es sich um 
einen mehrstufigen oder zusammengesetzten Entscheidungsbaum. Abbildung 7 bildet 
einen mehrstufigen Entscheidungsbaum in einer allgemeinen Form ab.  
 
Frage 1
Alternative 1 zu Frage 1 Alternative n zu Frage 1
Folgerung 1 Frage n
Alternative 1 zu Frage n Alternative n zu Frage n 
Folgerung n Frage n + 1
 
Abbildung 7: Mehrstufiger Entscheidungsbaum in Anlehnung an [Lust02, S. 97] 
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Als Attribute an den Knoten bzw. Trennstellen eines Entscheidungsbaums können sowohl 
metrische Werte (siehe Abbildung in [Lust02, S. 86]) als auch nichtmetrische Werte (siehe 
Abbildung in [Krah98, S. 70]) verwendet werden. 
Als nichtmetrische Attribute werden alle Attribute der Nominalskala (ohne Bildung einer 
qualitativen Reihenfolge) und Ordinalskala (mit Bildung einer qualitativen Reihenfolge) 
bezeichnet, die zur Klassifizierung qualitativer Eigenschaftsausprägungen dienen. Unter 
diese Typen fallen beispielsweise Attribute wie Geschlecht (männlich, weiblich), Farbe 
(rot, gelb, grün usw.), Religion (römisch-katholisch, evangelisch-lutherisch usw.) oder 
Postleitzahlen. Im Gegensatz dazu werden alle Attribute der Intervallskala (ohne natürli-
chem Nullpunkt) und der Ratioskala (mit natürlichem Nullpunkt) als metrische Attribute 
bezeichnet. Sie zeichnen sich durch die Eigenschaft aus, dass mit ihnen die vier Grundre-
chenarten und Mittelwertbildung durchgeführt werden können. Beispiele für diese Attribut-
typen sind Einkommen (Monats-/ Jahreseinkommen in Euro), Körpergröße (in cm) oder 
Kosten (Betrag in Euro). [Back06, S. 4 - 6] 
Die Positionierung einer Wenn-Dann-Regel bzw. eines Attributs innerhalb des Entschei-
dungsbaums vom Informationsgehalt des Attributs in Bezug auf die Zielgröße abhängig 
ist. Je größer der Informationsgehalt, desto weiter oben im Baum wird das Attribut plat-
ziert. [Krah98, S. 71; Beie06, S. 109]  
 
Alter
< 35 > 35
Gehalt
< 50.000 > 50.000
Bezahlung     
schlecht
Bezahlung    
gut
Gehalt
< 40.000 > 40.000
Bezahlung     
schlecht
Bezahlung    
gut
 
Abbildung 8: Mehrstufiger Entscheidungsbaum zur Gehaltsklassifikation in Anlehnung an [Krah98, 
S. 70] 
 
Das Beispiel in Abbildung 8 zeigt, dass in dem Fall der Einordnung der Bezahlung in „gute 
Bezahlung“ bzw. „schlechte Bezahlung“ in erster Linie das Alter einen höheren Informati-
onsgehalt besitzt als die Höhe des Gehaltes an sich, da aufgrund der Gehaltshöhe allein 
noch keine eindeutige Aussage getroffen werden kann, ob die Bezahlung gut oder 
schlecht ist. Dieses Beispiel aus Abbildung 8 ist sehr einfach gewählt, da neben dem Alter 
auch noch Attribute wie „Bildungsabschluss“ oder „Führungsverantwortung“ usw. eine 
wichtige Rolle spielen und somit bei der Frage nach der Güte der Bezahlung ebenfalls 
Berücksichtigung finden müssten.  
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Zur Ableitung exakter Regeln aus einer Trainingsmenge mit verschiedenen Attributen 
müssen von der Wurzel bis zum untersten Knoten die Wenn-Dann-Regeln so konstruiert 
werden, dass alle Elemente der Trainingsmenge beim Testen in die entsprechende Grup-
pen eingeteilt werden, deren Zugehörigkeit bei den Trainingsdaten vorher bekannt ist 
(überwachter Ansatz) [Beie06, S. 108].  
Diese Regeln, welche die Struktur eines Entscheidungsbaums bilden, können entweder 
manuell auf Basis von Erfahrungswerten aufgestellt oder automatisch aus einer Trai-
ningsmenge generiert bzw. gelernt werden. Ein vereinfachtes heuristisches Verfahren 
zum automatischen Erzeugen eines Entscheidungsbaums aus [Lust02, S. 303 - 304] lau-
tet:  
 
Schritt 1: Ermittlung, wie gut jedes Attribut allein die Elemente der Trainingsmenge klassi-
fiziert. 
 
Schritt 2: Positionierung des Attributs auf der aktuellen Baumebene, welches die Trai-
ningsmenge am besten klassifiziert. 
 
Schritt 3: Wiederholung der ersten beiden Schritte für die unteren Baumebenen, bis ein 
zuvor definiertes Abbruchkriterium erreicht oder die komplette Trainingsmenge korrekt 
klassifiziert ist. 
 
Für diese Aufgabe existieren in der Praxis eine Reihe von induktiven Lernalgorithmen, die 
Top Down Induction of Decision Trees (TDIDT) Verfahren. Beispiele dafür sind Classifica-
tion And Regression Trees (CART) für die Verarbeitung stetiger unabhängiger Attribute 
[Lust02, S. 302; Pete05, S. 182 - 183] oder Chi Sqare Automatic Interaction Detection 
(CHAID) für nicht-binäre Entscheidungsbäume [Lust02, S. 302; Pete05, S. 160 - 162]. Die 
etabliertesten TDIDT-Algorithmen bzw. Entscheidungsbaumlernsysteme sind Iterative 
Dichotomiser 3 (ID3) und dessen Weiterentwicklungen C4.5 bzw. C5.0 [Beie06, S. 115; 
Pete05, S. 143]. Diese Verfahren berechnen für die Erstellung des optimalen Entschei-
dungsbaums anhand der vorhandenen Attribute und der bekannten Gruppenklassifikatio-
nen der Trainingsdaten den mittleren Informationsgehalt eines Attributs, der in der Litera-
tur auch als Entropie bezeichnet wird [Beie06, S. 115; Lust02, S. 305].  
Die Entropie Ent stellt eine Verbindung zwischen Wahrscheinlichkeit und Information her. 
Sie misst dabei die Unsicherheit der Information eines zu erwartenden Elementarereignis-
ses w in Kenntnis der Wahrscheinlichkeitsverteilung P [Beie06, S. 447 - 448]. Der Begriff 
Entropie wurde in der Literatur zum ersten Mal von C. Shannon und W. Weaver erwähnt, 
siehe dazu [Shan63].  
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Der ID3-Algorithmus hat folgenden Ablauf, siehe [Lust02, S. 304 - 309; Pete05, S. 143 - 
148]:  
 
Schritt 1: Für jedes mögliche Attribut der Unterknoten wird die Entropie Entsub auf Basis 
der vorhandenen Attributausprägungen und der Klassifikationsverteilung der Trainings-
menge in die verschiedenen Gruppen in Abhängigkeit der Häufigkeit der Ausprägungen 
mit folgender Formel berechnet: 
 
Entsub = -∑ P(w) * log2P(w)   [Beie06, S. 448; Lust02, S. 305] 
               w 
 
Schritt 2: Auf Basis der ermittelten Entropien wird der Erwartungswert bzw. die gewichte-
ten Entropien Entgew des Attributs berechnet. Der Erwartungswert ergibt sich aus der 
Summe der mit der Häufigkeit der Ausprägungen im Verhältnis zur Trainingsmenge ge-
wichteten Entropien der einzelnen Ausprägungen des Attributs. Dies wird durch folgende 
Formel realisiert:  
 
Entgew = ∑ P(w) * Entsub(w)   [Lust02, S. 307] 
              w 
 
Schritt 3: Auf Basis der Verteilung der Attributausprägungen w wird die Entropie Entroot für 
den Wurzelknoten bzw. das aktuelle Attribut, welches den Wurzelknoten der aktuellen 
Ebene bilden könnte, berechnet. Hierbei wird im Vergleich zum Schritt 1 die Häufigkeit 
des Auftretens der Gruppenklassifizierungen der Trainingsmenge im Verhältnis zur Attri-
butausprägung nicht berücksichtigt. Für die Berechnung der Entropie des Wurzelknotens 
liegt folgende Formel zugrunde: 
 
Entroot = - ∑ P(w) * log2P(w)   [Lust02, S. 307] 
               w 
 
Schritt 4: Der absolute Klassifikationsgewinn bzw. Informationsgewinn GA eines Attributs 
A wird mit folgender Formel berechnet: 
 
GA = Entroot - Entgew   [Lust02, S. 307] 
 
Diese Schritte werden iterativ für jedes Attribut wiederholt, bis das Attribut mit dem höchs-
ten Klassifikationsgewinn gefunden wurde. Dieses wird danach auf der aktuellen Ebene 
positioniert. Anschließend beginnt der Algorithmus erneut mit der nächst tieferen Baum-
ebene. Das Verfahren ist beendet, wenn alle Elemente bzw. ein vorher festgelegter Anteil 
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der Trainingsmenge korrekt klassifiziert ist. Die Güte der Klassifizierung des Entschei-
dungsbaums kann anschließend mittels einer Testmenge, die nicht Teil der Trainings-
menge ist, überprüft werden. [Lust02, S. 308 - 309] 
In der Weiterentwicklung C4.5 des ID3-Algorithmus wird statt dem absoluten Informati-
onsgewinn ein um die Entropie des aktuellen Attributs normierter Informationsgewinn 
verwendet [Beie06, S. 117; Pete05, S. 156]. Für weiterführende Literatur zu den von J. R. 
Quinlan entwickelten ID3- und C4.5-Algorithmen siehe [Quin83] und [Quin93]. 
Die Fehlerrate von Entscheidungsbäumen nimmt bei steigender Knotenzahl monoton ab. 
Allerdings besteht bei steigender Knotenzahl die Gefahr einer zu starken Spezialisierung 
des Baums und damit einer Abnahme der Generalisierungsfähigkeit, was auch als Overfit-
ting bezeichnet wird. [Pete05, S. 149]  
Aus diesem Grund werden beim Pruning-Prozess Knoten und Blätter des Entscheidungs-
baums abgeschnitten, wobei je nach Algorithmus das Pruning während oder nach der 
Baumgenerierung erfolgen kann. Für die Beschreibung der einzelnen Pruning-Methoden 
wie beispielsweise Cost-Complexity Pruning, Reduced Error Pruning oder Error-
Complexity Pruning siehe [Pete05, S. 148 - 152].  
Entscheidungsbäume besitzen den Vorteil, dass sie sehr einfach und verständlich präsen-
tiert werden können. Allerdings kann durch zufällige Elemente das Herauskristallisieren 
von exakten Regeln erschwert werden, was den Entscheidungsbaum in einem solchen 
Fall schnell unübersichtlich, komplex und übermodelliert werden lässt. Um dies zu verhin-
dern sollte der Baum auf eine bestimmte Tiefe und eine maximale Anzahl von Verzwei-
gungen an den Knoten begrenzt werden. [Krah98, S. 74] 
 
3.2 Diskriminanzanalyse 
 
Die Diskriminanzanalyse wurde das erste Mal von R. A. Fisher im Jahr 1936 vorgestellt 
bzw. verwendet [Bahr03, S. 318]. Sie gehört zur Familie der Strukturen-prüfenden multi-
variaten Analysemethoden. Diese Methoden werden im Allgemeinen zur Durchführung 
von Kausalitätsanalysen verwendet um in Erfahrung zu bringen, ob und wie stark Variab-
len voneinander abhängen. [Back06, S. 8 - 10] 
Die Diskriminanzanalyse im Besonderen ist ein Verfahren, das zwei generelle Aufgaben 
erfüllt. Zum einen werden anhand metrischer Attribute zwei oder mehrere Gruppen 
gleichartiger Objekte voneinander getrennt bzw. eine vorhandene Trennung überprüft 
(Diskrimination). Zum anderen werden neue Objekte in eine der bereits vorhandenen 
Gruppen eingeteilt (Klassifikation). [Back06, S. 159; Bahr03, S. 316; Ecke02, S. 289]. 
Im Gegensatz zur Clusteranalyse, bei der die Gruppen durch Ausführung des Verfahrens 
erst gebildet werden, wird bei der Diskriminanzanalyse von bereits bestehenden Gruppen 
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ausgegangen [Back06, S. 157; Bahr03, S. 318] und zählt somit ebenfalls zu den über-
wachten Lernverfahren [Bolt02, S. 3; Jain00, S. 1; Krah98, S. 75 - 78].  
Bei der Diskriminanzanalyse wird dabei in folgenden Schritten vorgegangen, siehe 
[Bahr03, S. 318 - 324], ausgehend davon, dass zwei voneinander zu trennende, gleich 
große Gruppen vorliegen:  
 
Schritt 1: Festlegen des Grundproblems d.h. welche Art von Gruppen sollen voneinander 
getrennt werden und welche Attribute stehen zur Verfügung. Ein klassisches Beispiel für 
den Einsatz von Diskriminanzanalyse ist die Prüfung der Kreditwürdigkeit in die Risiko-
klassen „hoch“ und „niedrig“ [Back06, S. 158].  
 
Schritt 2: Festlegen der metrischen Objektvariablen bzw. -attribute, die Einfluss auf die 
Trennungsgüte der Gruppen vorweisen. Dies ist von Anwendungsfall zu Anwendungsfall 
verschieden, z.B. Einkommens- und Spareinlagenhöhe bei der Prüfung der Kreditwürdig-
keit.  
 
Schritt 3: Berechnen der Diskriminanzfunktion, welche die Gruppen optimal voneinander 
trennt. Diese Funktion wird beim zwei Gruppen - zwei Variablen-Fall auch als Diskrimi-
nanzachse oder Trennachse zwischen den Gruppen bezeichnet. Im mehr Gruppen-Fall 
existieren mehrere Trennachsen. In Abbildung 9 ist diese Trennachse graphisch darge-
stellt.  
 
Trenngerade
Klasse 1 Klasse 2
Diskriminanzachse
x1
x2
 
Abbildung 9: Diskriminanzachse und Trenngerade in Anlehnung an [Bahr03, S. 320] 
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Die Diskriminanzfunktion bildet eine Linearkombination der relevanten Attribute und weist 
für den zwei Gruppen - zwei Variablen-Fall folgende Form auf:  
 
y = v1*x1+v2*x2   [Bahr03, S. 319; Back06, S. 161]  
 
Hierbei ergeben y den Diskriminanzwert und x1 bzw. x2 die einzusetzenden relevanten 
Attributwerte eines zu klassifizierenden Objekts. Die optimalen Koeffizienten v1 und v2 der 
Diskriminanzfunktion werden durch die Maximierung des Diskriminanzkriteriums nach 
folgender Formel berechnet: 
 
┌ = d2/s2   [Bahr03, S. 323] 
 
Hierbei stellen d2 den quadrierten Abstand der Gruppenmittelwerte zueinander (= Streu-
ung zwischen den Gruppen) und s2 die quadrierten Abstände der Gruppenelemente zu 
ihrem jeweiligen Gruppenmittelpunkt (= Streuung innerhalb der Gruppen) dar. In diesem 
Zusammenhang sollten d2 möglichst groß und s2 möglichst klein sein um eine bessere 
Trennqualität zu erreichen. [Bahr03, S. 323; Back06, S. 165] 
Zur Ermittlung der Diskriminanzkoeffizienten muss das Diskriminanzkriterium ┌ nach v1 
und v2 partiell abgeleitet werden. Dabei wird in folgenden Schritten vorgegangen, siehe  
[Bahr03, S. 318 - 324]: 
 
Schritt 1: Errechnen der Mittelwerte Ỹ pro Variable y für jede Gruppe d. 
 
Schritt 2: Berechnen der Abweichungen der Mittelwerte der Gruppen d für jede Variab-
le y. Im zwei Gruppen - zwei Variablen-Fall werden hierfür folgende Formeln ange-
wandt: 
 
d1 = Ỹ1A – Ỹ1B   
d2 = Ỹ2A – Ỹ2B   [Bahr03, S. 323] 
 
Schritt 3: Berechnen der Summe der quadratischen Abweichungen eines jeden ein-
zelnen Attributwerts zum Mittelwert der Gruppe, der das Objekt zu Beginn zugeordnet 
ist. Anschließend erfolgt die Bildung der Summe s über die Gruppen für jede einzelne 
Variable. 
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Im zwei Gruppen - zwei Variablen-Fall werden zu diesem Zweck folgende Formeln 
angewandt: 
 
s1 = s11A + s11B   
s2 = s22A + s22B   [Bahr03, S. 323] 
 
Schritt 4: Berechnen der Kreuzproduktsumme s12 über alle Attribute eines Objekts mit 
den Abweichungen eines jeden einzelnen Attributwerts vom Mittelwert der Gruppe, 
der das Objekt zu Beginn zugeordnet ist. Anschließend erfolgt das Bilden der Summe 
über die Gruppen für jede einzelne Variable. Im zwei Gruppen – zwei Variablen-Fall 
werden die Kreuzprodukte über die zwei Attributwerte eines Objekts berechnet. Für 
das Ermitteln der Kreuzproduktsumme s12 wird folgende Formel angewandt: 
 
s12 = s12A + s12B   [Bahr03, S. 323] 
 
Schritt 5: Berechnen der Koeffizienten v der Diskriminanzfunktion durch Bilden und Er-
rechnen eines linearen Gleichungssystems der folgenden Form: 
 
d1 = v1 * s11 + v2 * s12   
d2 = v1 * s12 + v2 * s22   [Bahr03, S. 323] 
 
Ein bekanntes Verfahren zum Berechnen linearer Gleichungssysteme nach zwei oder 
mehreren Unbekannten (hier v1 und v2) ist das Gaußsche Eliminationsverfahren, siehe 
dazu [Köni99, S. 377 - 378].  
 
Schritt 4: Mit Hilfe der ermittelten Diskriminanzfunktion erfolgt das Berechnen des kriti-
schen Diskriminanzwerts yT durch Einsetzen der Attributwerte der vorhandenen Objekte in 
die Diskriminanzfunktion. Der kritische Diskriminanzwert yT bildet das arithmetische Mittel 
der durchschnittlichen Diskriminanzwerte Ỹ der Trainingsdaten der beiden Gruppen und 
berechnet sich mit folgender Formel: 
 
yT = (ỸA + ỸB) / 2   [Bahr03, S. 327] 
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Bei dieser Berechnung wird – wie oben erwähnt – davon ausgegangen, dass die beiden 
Gruppen die gleiche Anzahl an Elementen besitzen. Ist dies nicht der Fall, müssen die 
Mittelwerte durchschnittlichen Diskriminanzwerte Ỹ mit der Anzahl der Elemente n der 
Gruppen gewichtet werden, was folgende Formel ergibt: 
 
 yT = (nA*ỸA + nB*ỸB) / ( nA + nB)   [Bahr03, S. 327] 
 
Auf Basis des kritischen Diskriminanzwerts erfolgt die Klassifikation von Objekten in eine 
bestimmte Gruppe. Im zwei Gruppen-Fall wird das Objekt der Gruppe mit den kleineren 
Diskriminanzwerten zugeordnet, falls der Diskriminanzwert des Objekts kleiner als der 
kritische Diskriminanzwert ist. Analog wird mit den Objekten verfahren, deren Diskrimi-
nanzwert größer als der kritische Diskriminanzwert ist. Diese werden der Gruppe mit den 
größeren Diskriminanzwerten zugeteilt. Auf diese Weise werden bei Banken beispielswei-
se Kreditantragssteller in die beiden Gruppen Kreditwürdig und Nicht-Kreditwürdig einge-
teilt. [Bahr03, S. 328] 
In [Erb90, S. 19 - 26] ist ein Beispiel aus der Geographie angeführt. Es beschreibt die 
Klassifizierung von Gemeinden in urbanen Raum und suburbanen Raum mit Hilfe der 
Attribute „Veränderung der Bodenpreise“ und „Durchschnittliche Gehaltssumme“. Dieses 
Beispiel repräsentiert den zwei Gruppen – zwei Variablen-Fall. Für den zwei Gruppen – n 
Variablen-Fall (n>2) werden die Kreuzprodukte und das Gleichungssystem aus Schritt 5 
linear für die weiteren Variablen erweitert, siehe dazu [Ecke02, S. 292 - 307]. Da im Rah-
men dieser Arbeit die Diskriminanzanalyse nur mit zwei Gruppen durchgeführt wird (Be-
trugsverdächtig und Nicht-Betrugsverdächtig) sei für die Beschreibung des rechenintensi-
veren mehr Gruppen-Falls auf [Back06, S. 177 – 188] und [Bahr03, S. 329 - 340] verwie-
sen.  
 
3.3 Neuronale Netzwerke 
 
Neuronale Netzwerke (auch künstliche neuronale Netzwerke genannt) bilden in ihren ver-
schiedensten Ausprägungen Algorithmen mit dem allgemeinen Ziel, die Informationsver-
arbeitung der neuronalen Struktur des menschlichen Gehirns nachzubilden. Den ersten 
Artikel in dieser Richtung veröffentlichten W. McCulloch und W. Pitts im Jahr 1943 mit 
ihrer Arbeit über neurologische Netzwerke, die auf dem McCulloch-Pitts Neuron basierten, 
siehe [Mccu43]. Biologische neuronale Netze speichern Informationen an den Übergän-
gen von einem Neuron zu einem anderen. Abbildung 10 bildet ein Neuron ab.  
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Abbildung 10: Neuron des menschlichen Gehirns in [Stev88, S. 5] 
 
Ein Neuron empfängt und produziert Signale. Es besteht aus einem Zellkörper, der mittels 
der Mitochondrien mit Energie versorgt wird. Die Übermittlung der ausgehenden Signale 
erfolgt durch das Axon, eingehende Signale werden durch die Dentriten empfangen. An 
den Übergängen zwischen Axon und Dentriten befinden sich die Synapsen, die bei ent-
sprechendem Aktionspotenzial Signale an die Nachbarzellen weiterleiten [Lämm08, S. 
196 - 197; Zöll07, S. 102; Haun98, S. 4 - 7]. Für weiterführende Literatur zu diesem The-
ma siehe [Thom01, S. 29 - 94]. 
Wie eingangs zu diesem Abschnitt erwähnt, handelt es sich bei künstlichen neuronalen 
Netzen um ein Verfahren mit dem Ziel, die natürlichen neuronalen Netze des menschli-
chen Gehirns technisch nachzubilden um damit auftretende Muster erkennen zu können. 
Dabei haben sich in der Forschung verschiedene Ausprägungen von neuronalen Netzen 
entwickelt, die nachfolgend beschrieben werden.  
 
3.3.1 Arten von neuronalen Netzwerken 
 
In diesem Abschnitt werden die wichtigsten Varianten der neuronalen Netzwerke vorge-
stellt. Welche Art von neuronalem Netzwerk und welcher Lernalgorithmus für die Prob-
lemstellung in dieser Arbeit verwendet wird und warum, wird im Abschnitt 6.2 diskutiert.   
Die am häufigsten angewandte Form der neuronalen Netzwerke sind die Assoziations-
netzwerke (auch Feedforward-Netzwerke genannt) [Dorf91, S. 38]. Assoziationsnetzwer-
ke bestehen aus Knoten, die direkt miteinander verbunden sind. Ein Knoten wird in einem 
neuronalen Netzwerk durch die Ebene bzw. Schicht, in der er sich befindet, definiert. Bei 
den Knotenarten wird zwischen Eingabeknoten (Inputschicht), versteckten Knoten (Hid-
denschicht) und Ausgabeknoten (Outputschicht) unterschieden. Assoziationsnetzwerke  
bestehen mindestens aus Input- und Outputschicht. [Dorf91, S. 37] 
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Eingabeknoten beziehen ihre Daten von der Außenwelt, wohingegen Ausgabeknoten die 
Ergebnisse des neuronalen Netzwerks an die Außenwelt weiter- bzw. zurückgeben. Zwi-
schen Eingabe- und Ausgabeknotenabschnitt können Schichten mit versteckten Knoten 
integriert werden, die keine Verbindung zur Außenwelt besitzen, weswegen die neurona-
len Netzwerke oft als „Black Box“ angesehen werden. [Roja96, S. 29; Lust02, S. 325 - 
326; Rey08, S. 17 - 18]  
Neuronale Netzwerke mit einer oder mehreren Hiddenschichten werden auch als Multi 
Layer Perceptron bezeichnet. Die Knoten der verschiedenen Schichten sind in den Multi 
Layer Perceptrons durch Kanten verbunden, wobei jede Kante einen Gewichtswert reprä-
sentiert. Die Gewichtswerte stellen in ihrer Gesamtheit das Wissen eines neuronalen 
Netzwerks dar. [Dorf91, S. 39]  
Abbildung 11 zeigt die grundsätzliche Topologie eines Multi Layer Perceptrons. 
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Abbildung 11: Allgemeine Topologie eines Multi Layer Perceptrons in Anlehnung an [Borg03, S. 40] 
 
Um aus einer Kombination von Inputdaten bzw. Inputwerten an den Eingabeknoten zu 
einem Ergebnis an den Ausgabeknoten zu gelangen, müssen die einzelnen Knoten „akti-
viert“ werden. Dies geschieht mit Hilfe von Outputwerten der Vorgängerknoten und den 
Gewichten an den Kanten der Knotenübergänge von den Vorgängerknoten. Der Output-
wert eines Knotens wird folgendermaßen berechnet, siehe [Dorf91, S. 15 - 17; Lust02, S. 
336 - 339; Rey08, S. 20 - 21]: 
 
Schritt 1: Multiplizieren der Outputwerte der Vorgängerknoten mit den speziellen Gewich-
ten zwischen Zielknoten und dessen Vorgängerknoten (oi*wi). 
 
Schritt 2: Bilden der Summe aus den in Schritt 1 ermittelten Produkten. Diese Summe 
wird als Nettoinput eines Knotens bezeichnet (netn = ∑ oi*wi). 
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Schritt 3: Berechnen des Aktivierungswerts des Knotens durch Einsetzen des berechne-
ten Nettoinputs in die Aktivierungsfunktion (f(netn)). 
 
Schritt 4: Berechnen des Outputwerts des Knotens durch Einsetzen des Aktivierungswerts 
eines Knotens in die Outputfunktion des Knotens (g(f)). Oftmals werden Output- und Akti-
vierungsfunktion zu einer Funktion zusammengefasst, z.B. wenn nur der Outputwert in 
Bezug auf die Problemstellung als interessant angesehen wird [Dorf91, S. 97]. 
 
In Abbildung 12 sind die Schritte zur Ermittlung des Outputwerts eines Knotens graphisch 
zusammengefasst.  
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Abbildung 12: Ablauf einer Knotenaktivierung in Anlehnung an [Dorf91, S. 17] 
 
Der ermittelte Outputwert eines Knotens wird wiederum für die Berechnung der Aktivie-
rungswerte der Nachfolgerknoten verwendet. Wenn der Outputwert ungleich 0 ist, wird 
dies auch als „feuern“ bezeichnet. [Dorf91, S. 17] 
Es existieren verschiedene Output- und Aktivierungsfunktionen für unterschiedliche Zwe-
cke. Welche Funktion für die Problemstellung in dieser Arbeit am besten geeignet ist, wird 
im Abschnitt 6.2 diskutiert. Generell werden Output- und Aktivierungsfunktionen in die 
folgenden vier Funktionstypen unterteilt, siehe [Lämm08, S. 198 - 199; Roja96, S. 150]:  
 
a) Schwellwertfunktion: Die Schwellwertfunktion gibt in Abhängigkeit vom Nettoinput ent-
weder 0 oder 1 als Outputwert weiter, aber keinen Wert, der innerhalb dieses Intervalls 
liegt. 
 
b) Identitätsfunktion: Die Identitätsfunktion gibt den Inputwert direkt und unverändert als 
Outputwert weiter. 
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c) Lineare Schwellenfunktion: Die lineare Schwellenfunktion erzeugt einen Outputwert in 
linearer Abhängigkeit vom Eingabewert.  
 
d) Sigmoidfunktion: Die Sigmoidfunktion ist nichtlinear und durch folgende Formel ge-
kennzeichnet: 
 
sc(x) = 1 / 1 + ℮-cx   [Roja96, S. 150; Lämm08, S. 199]  
 
In Abbildung 13 sind der Verlauf der Schwellwertfunktion (Links), der linearen Schwellen-
funktion (Mitte) und der Sigmoidfunktion für den Wert c = 1 (Rechts) abgebildet.   
 
 
Abbildung 13: Verlauf der Outputfunktionen eines Knotens in [Dorf91, S. 18] 
 
Die oben aufgezählten Funktionen bilden die klassischen Outputfunktionen in Bezug auf 
neuronale Netzwerke. Für weitere Funktionstypen siehe [Borg03, S. 41; Rey08, S. 22 - 
24]. 
Eine besondere Form der Knoten sind die Bias-Knoten. Sie zeichnen sich durch die Ei-
genschaft aus, dass sie keine Vorgängerknoten besitzen und immer mit dem Wert 1 akti-
viert werden. Das bedeutet, dass das Gewicht zwischen einem Bias-Knoten und seinem 
Nachfolgerknoten immer direkt als Summand in den Nettoinput dieses Nachfolgerknotens 
eingeht. Dies ist beispielsweise notwendig, wenn sichergestellt werden soll, dass ein be-
stimmter Knoten immer feuert, also ein bestimmter Schwellwert einer Schwellwertfunktion 
immer überschritten sein soll. [Roja96, S. 63; Rey08, S. 29] 
Werden die vier oben beschriebenen Schritte für alle Knoten eines Multi Layer Per-
ceptrons ausgeführt, entstehen aus den Eingabewerten der Inputschicht bestimmte Aus-
gabewerte der Outputschicht, anhand derer die Klassifizierung der Eingabewerte vorge-
nommen wird. In [Dorf91, S. 21 - 23; Lämm08, S. 222 - 224] ist die Vorwärtsberechnung 
zur Lösung des XOR-Problems auf Basis einer Schwellwertfunktion als Beispiel durchge-
rechnet. Die Ausbreitungsrichtung verläuft dabei von der Inputschicht über die Hidden-
schicht(en) zur Outputschicht. Diese Vorwärtsaktivierungen, bei der jeder Knoten einer 
Schicht eine Verbindung mit jedem Knoten seiner Nachfolgeschicht aufweist, wird als 
Feedforward-Vollverbindung [Dorf91, S. 36] bezeichnet. Feedforward-Vollverbindungen 
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werden für die Klassifikation von numerischen Mustern (z.B. XOR-Problem) eingesetzt. 
[Dorf91, S. 36 - 42] 
Feedforward-Netzwerke werden für eine breite Palette von Anwendungen eingesetzt wie 
z.B. Klassifizierungen, Mustererkennungen, Prognosen und Maschinensteuerungen 
[Lämm08, S. 227 - 228].  
Bei Recurrent-Netzwerken dagegen sind - anders als bei der strengen Vorwärtsaktivie-
rung - Rückkopplungen zwischen den Knoten einer Schicht möglich [Roja96, S. 42 - 47; 
Rey08, S. 67]. Damit können zeitlich codierte Informationen (zeitabhängige Muster) in den 
Inputdaten entdeckt werden bzw. Muster, die eine zeitliche Verzögerung aufweisen kön-
nen [Köni99, S. 698 - 699; Rey08, S. 67]. Dabei existieren drei Arten von Rückkopplun-
gen, die nachfolgend aufgelistet sind, siehe [Rey08, S. 68]: 
 
a) Direkte Rückkopplungen (engl.: Direct Feedback): Bei direkten Rückkopplungen dient 
der Outputwert eines Knotens wieder als Inputwert für sich selbst.  
 
b) Indirekte Rückkopplungen (engl.: Indirect Feedback): Bei indirekten Rückkopplungen 
dient der Outputwert eines Knotens als Inputwert eines Knotens der Vorgängerschicht. 
 
c) Seitliche Rückkopplungen (engl.: Lateral Feedback): Bei seitlichen Rückkopplungen 
dient der Outputwert eines Knotens als Inputwert eines Knotens der gleichen Schicht.  
 
Recurrent-Netzwerke werden häufig zum Treffen von Vorhersagen und der Simulation 
von menschlichen Verhaltensweisen eingesetzt [Rey08, S. 67].  
Ein weiterer Typ der neuronalen Netzwerke sind die Kohonen-Netzwerke. Sie besitzen 
keine Hiddenschicht und bestehen aus einer Inputschicht und einer zweidimensionalen 
Outputschicht. Ihr Lernalgorithmus (Kohonen Learning) gehört zur Familie des unüber-
wachten Lernens, d.h. der Outputwert der Trainingsmenge steht nicht fest, was im folgen-
den Unterabschnitt diskutiert wird. Diese Art der neuronalen Netzwerke wurde erstmals 
von T. Kohonen erwähnt und basiert auf einem selbstorganisierenden Prozess, siehe da-
zu [Koho82]. Das Modell ist der menschlichen Fähigkeit, Muster bzw. Strukturen von 
selbst (d.h. ohne externen Lehrer) zu erlernen, sehr ähnlich [Roja96, S. 390 - 392]. Jedes 
Neuron der Inputschicht ist mit jedem Neuron der Outputschicht verbunden. Dabei werden 
nur die Neuronen der Inputschicht aktiviert, welche die größten Ähnlichkeiten zum Input-
vektor bzw. Inputmuster aufweisen (Wettbewerb zwischen den Neuronen). Während des 
Trainingsprozesses wird die topographische Abbildung des Netzes verändert, wodurch 
sich sog. Karten ergeben. [Lämm08, S. 260 - 264; Rey08, S. 78 - 79; Pete05, S. 73 - 76] 
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Kohonen-Netzwerke werden häufig für Spracherkennung oder Anwendungen der Kinema-
tik (z.B. mechanische Roboterarme) eingesetzt [Rey08, S. 89 - 90]. Im folgenden Unter-
abschnitt wird u.a. auf das Trainieren von Kohonen-Netzwerken eingegangen. 
 
3.3.2 Arten von Lernalgorithmen für neuronale Netzwerke 
 
Lernende Systeme oder Programme sind definiert als Systeme, die in der Lage sind, neu-
es Wissen aufzunehmen, es sich zu merken und daraus Verhalten zu adaptieren und 
Feedback zu geben [Dorf91, S. 248; Rey08, S. 100 - 101]. 
Die wichtigste Eigenschaft der neuronalen Netzwerke ist in diesem Zusammenhang ihre 
Generalisierungsfähigkeit, d.h. aus bekannten Mustern neue Strukturen zu erkennen und 
zu lernen und somit auch nichtlineare Zusammenhänge zu identifizieren [Dorf91, S. 37 - 
38; Rey08, S. 101].  
Zu diesem Zweck muss das Netzwerk trainiert werden, wofür es – wie zu Beginn von Ka-
pitel 3 erwähnt – zwei verschiedene Typen von Lernmethoden gibt. Das sind zum einen 
die überwachten Lernverfahren (engl.: supervised) und zum anderen die unüberwachten 
Lernalgorithmen (engl.: unsupervised). Der Unterschied zwischen den beiden Varianten 
ist, dass bei überwachten Lernverfahren der Outputwert der Trainingsmenge bzw. des 
jeweiligen Trainingsmusters (explizites Feedback) bereits im Vorfeld feststeht [Reol07, S. 
2; Jain00, S. 1; Phua05, S. 5]. Bei unüberwachtem Lernen herrschen dagegen nur Re-
striktionen vor, die durch die Architektur vorgegeben sind [Dorf91, S. 30; Phua05, S. 8]. 
Im Forschungsgebiet der neuronalen Netzwerke werden beide Lernverfahren mit spezifi-
schen Lernalgorithmen verwendet und in diesem Abschnitt beschrieben, siehe dazu 
[Krah89, S. 61 - 84].  
Eine einfache überwachte Lernregel stellt die Delta-Regel dar. Diese Lernregel ist in ihrer 
ursprünglichen Form nicht für Hiddenschichten anwendbar, sondern lediglich für neurona-
le Netzwerke, die aus einer Inputschicht und einer Outputschicht bestehen. Bei dieser 
Lernregel wird der berechnete Outputwert eines Knotens mit dem gewünschten Output-
wert verglichen. Auf Basis dessen wird mit folgender Formel die Anpassung der Gewichte 
zwischen den Knoten ermittelt, siehe [Dorf91, S. 33 - 34; Rey08, S. 40 - 42]: 
 
∆w(jk) = γ * x(j) * (y’(k) – y(k)) 
 
∆w(jk) = Anpassungswert der Gewichte zwischen dem Vorgängerknoten j und dem Nach-
folgerknoten k 
y’(k) = Gewünschter Outputwert  des Nachfolgerknotens k 
y(k) = Tatsächlicher Outputwert des Nachfolgerknotens k  
x(j) = Outputwert des Vorgängerknotens j 
γ = Vordefinierte Lernkonstante für das gesamte neuronale Netzwerk (0<γ<1) 
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Eine erweiterte Form der Delta-Regel nach [Rume86, S. 5 - 11] ergibt das häufig einge-
setzte Backpropagationsverfahren, mit dem zusätzlich die Gewichte der Hidden-
schicht(en) verändert werden können [Dorf91, S. 34 - 35]. 
Der Name Backpropagation besagt, dass entgegengesetzt zur Vorwärtsaktivierung der 
Knoten die Gewichte in Rückwärtsrichtung während eines Lernschritts angepasst werden. 
Dieser Algorithmus basiert auf dem Gradientenabstiegsverfahren (engl.: Gradient Des-
cent) [Roja96, S. 149; Lämm08, S. 218], das bei Minimierungsproblemen eingesetzt wird 
um lokale und globale Minima von Funktionen zu finden. Für weiterführende Literatur zum 
Gradientenabstiegverfahren siehe [Borg03, S. 55 - 71].  
In Anwendung auf neuronale Netzwerke soll bei diesem Verfahren die Fehlerfunktion der 
Outputwerte minimiert werden. Diese Funktion errechnet den Fehler der Outputwerte für 
eine bestimmte übergebene Kombination von Inputwerten. Der Gradient gibt die Richtung 
des stärksten Abstiegs der Fehlerfunktion an. Die Höhe der Gewichtsanpassung wird an-
schließend durch die Lernkonstante (oder auch Lernfaktor genannt) beeinflusst. [Köni99, 
S. 700 - 702; Lämm08, S. 219] 
Der Algorithmus startet mit einer zufällig ausgewählten Gewichtskombination. Für jeden 
Trainingssatz an Inputwerten ergibt sich für jede Gewichtskombination ein bestimmter 
Outputwert des neuronalen Netzwerks. Da bei überwachten Lernverfahren der Sollwert 
des Netzwerkoutputs für einen bestimmten Trainingssatz bereits feststeht, ist das Ziel des 
Verfahrens, die Abweichung zwischen Ist- und Solloutputwert zu minimieren. Beim Durch-
lauf der Rückwärtspropagation werden die Gewichte zwischen den Knoten in Abhängig-
keit von der Größe der Lernkonstante γ (= 0<γ<1) verändert bzw. angepasst [Roja96, S. 
86; Lämm08, S. 219]. Dieser Vorgang wird bei jedem Lernzyklus durchgeführt bis eine 
vorgegebene Menge der Lernzyklen abgelaufen oder sich der Wert der Fehlerfunktion 
nicht mehr verringert und somit ein Minimum gefunden ist. Ein Lernzyklus des Backpro-
pagationsverfahrens läuft in folgenden Schritten ab, siehe [Roja96, S. 153 - 167; 
Lämm08, S. 218 - 222]:  
 
Schritt 1 – Durchführen des Feedforward-Prozesses: 
Ausführen des Vorwärtsprozesses durch die Verwendung einer Kombination von Trai-
ningsdaten als Inputwerte um die Outputwerte der Outputschichtknoten des neuronalen 
Netzwerks zu berechnen (Reizung des Netzwerks). 
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Schritt 2 – Rückwärtspropagierung für die Outputschichtknoten: 
Vergleich der Outputwerte der Outputschichtknoten (Istwerte) mit den vordefinierten Out-
putwerten (Sollwerte) für die übergebenen Trainingsinputwerte und Berechnen der Feh-
lerwerte der Outputschichtknoten durch Verwendung der folgenden Formel: 
 
δ(k) = o(k) * (1 - o(k)) * (o(k) - t(k))  
 
δ(k) = Fehlerwert des Outputschichtknotens k 
o(k) = Outputwert (Istwert) des Outputschichtknotens k 
t(k)  = Vordefinierter Outputwert (Sollwert) des Outputschichtknotens k 
 
Schritt 3 – Rückwärtspropagierung der Hiddenschichtknoten: 
Berechnen des Fehlerwerts für die Hiddenschichtknoten auf Grundlage der bestehenden 
Gewichte zur Nachfolgerschicht mithilfe der folgenden Formel: 
 
δ(j) = o(j) * (1 - o(j)) * ∑(w(jk) * δ(k)) 
  
δ(j) = Fehler des Hiddenschichtknotens j 
o(j) = Outputwert (Istwert) des Hiddenschichtknotens j 
w(jk) = Gewicht zwischen dem Hiddenschichtknoten j zum Nachfolgerknoten k 
δ(k) = Fehler des Nachfolgerknotens k 
 
Schritt 4 – Anpassung der Gewichtswerte zwischen dem aktuellen Knoten und den Kno-
ten der Nachfolgerschicht: 
Berechnen des Anpassungswerts (Delta-Wert) der Gewichte des Netzwerks auf Grundla-
ge des aktuellen Netzwerkfehlers und der Lernkonstante mithilfe der folgenden Formel: 
 
∆w(jk) = -γ * o(j) * δ(k)  
 
∆w(jk) = Anpassungswert der Gewichte zwischen dem Hiddenschichtknoten j und dem 
Nachfolgerknoten k 
o(j) = Outputwert (Istwert) des Hiddenschichtknotens j 
δ(k) = Fehlerwert des Nachfolgerknotens k 
γ = Vordefinierte Lernkonstante für das gesamte neuronale Netzwerk (0<γ<1) 
 
Das berechnete ∆w(jk) wird danach zu dem ursprünglichen Gewicht w(jk) addiert. An-
schließend werden die Schritte 3 und 4 für alle Knoten und den Gewichtsübergängen 
wiederholt. Diese Wiederholung erfolgt solange, bis diese Berechungen für die Gewichts-
übergänge zwischen der Inputschicht und der ersten Hiddenschicht abgeschlossen und 
somit die Ausgangspunkte des neuronalen Netzwerks erreicht sind.  
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Anschließend wird der Algorithmus mit dem nächsten Trainingssatz erneut bei Schritt 1 
gestartet. [Roja96, S. 153 - 167; Muna08, S. 11 - 17; Rutk08, S. 210 - 218] 
Abbildung 14 fasst das Backpropagationsverfahren graphisch in den drei wesentlichen 
Schritten Vorwärtsaktivierung, Fehlerberechnung und Gewichtsanpassung zusammen.  
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1. Vorwärtspropagation
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Abbildung 14: Ablauf des Backpropagationsverfahrens in Anlehnung an [Lust02, S. 369] 
 
Falls die Anpassung der Gewichte sofort nach dem Durchlauf eines Trainingsmusters 
vorgenommen wird, handelt es sich um Online-Training. Im Gegensatz dazu existiert die 
Variante des Offline-Trainings, bei der die Anpassung der Gewichte im Schritt 4 erst nach 
dem abgeschlossenen Durchlauf aller Trainingsmuster erfolgt. Dafür müssen die jeweili-
gen Gewichtsänderungen für die Trainingssätze aufsummiert werden bis nach dem letz-
ten Trainingssatz die Gewichtsänderung erfolgt. [Roja96, S. 167; Lämm08, S. 219] 
Online-Training ist nach [Schi93, S. 15 - 24] die effektivere Variante, da sowohl die Wahr-
scheinlichkeit in ein lokales Minimum der Fehlerfunktion „zu fallen“ geringer ist als auch 
bei größer werdender Anzahl von Trainingsmustern die Performance des Lernprozesses 
besser ist als beim Offline-Training. Bei einer geringen Zahl von Trainingssätzen nimmt 
die Fehlerfunktion beim Online- und beim Offline-Training den gleichen Verlauf an 
[Borg03, S. 62 - 63]. 
Wenn alle Trainingssätze einmal durchgelaufen sind, wird ein neuer Durchlauf der Trai-
ningsmenge begonnen. Das Ziel ist, die Mustererkennungsfähigkeit des Netzes zu 
verbessern und somit den Gesamtfehler des neuronalen Netzwerks zu verringern. [Ro-
ja96, S. 149]. 
Der Backpropagationsalgorithmus ist aufgrund der Tatsache, dass die Inputmuster und 
dessen Outputwerte bekannt sind, sehr gut für die Anwendung auf Assoziationsnetzwerke 
bzw. Multi Layer Perceptrons geeignet [Dorf91, S. 39]. 
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Für zeitabhängige Recurrent-Netzwerke wird der Backpropagationsalgorithmus für die 
Gewichte der Rückkopplungen erweitert, siehe dazu [Roja96, S. 172 - 175]. 
Allgemein wird die Erkennungsgenauigkeit eines Multi Layer Perceptrons höher, je größer 
die Trainingsmenge ist [Roja96, S. 143]. Wenn die Anzahl der Lerndurchläufe zu hoch ist, 
kann der Fall eintreten, dass das Netzwerk übertrainiert (engl.: overfitted) wird. Das be-
deutet, das Netzwerk lernt die Trainingsmenge perfekt, ist aber nicht (mehr) in der Lage, 
Inputmuster korrekt zu klassifizieren, die zuvor nicht trainiert wurden. In diesem Fall oszil-
liert das Verfahren um das Minimum der Fehlerfunktion. Abbildung 15 verdeutlicht dies.   
 
 
Abbildung 15: Verlauf einer Fehlerfunktion eines neuronalen Netzwerks in Anlehnung an [Borg03, S. 
65 - 73] 
 
Die drei Kurven in Abbildung 15 zeigen eine zweidimensionale Fehlerfunktion eines neu-
ronalen Netzwerks, die sich aus dem Backpropagationsverfahren ergibt. Die X-Achse gibt 
hierbei das Gewicht an, die Y-Achse als Funktionswert den Fehler eines Knotens des 
Netzwerks bei diesem Gewicht. Anhand der Lernkonstante wird das Gewicht verändert, 
wobei der Gradient die Richtung des Abstiegs angibt. Im linken Bild ist ein Startwert für 
das Gewicht von 0,2 und einer Lernkonstante von 0,001, im mittleren Bild ist der Startwert 
mit 1,5 und einer Lernkonstante von 0,25 und im rechten Bild ist der Startwert mit 2,6 und 
einer Lernkonstante mit 0,05 festgelegt. Es ist zu erkennen, dass sich im linken Bild das 
Gewicht langsam dem globalen Minimum der Fehlerfunktion nähert. Im mittleren Bild os-
zilliert der Gradient um das globale Minimum, es ändert sich lediglich das Vorzeichen der 
Gewichtsanpassung. Im rechten Bild nähert sich der Gradient langsam einem lokalen 
Minimum, das globale Minimum wird aber nie gefunden. [Borg03, S. 63 - 65] 
Zur Vermeidung des Oszillierens des Gradienten sollte die Lernkonstante möglichst klein 
gewählt werden. Dies führt aber zum dem Nachteil, dass mehr Lernschritte bzw. 
Backpropagationsdurchläufe für das Training notwendig sind, wodurch sich wiederum die 
Performance des Verfahrens verringert. [Rey08, S. 49 - 50] 
Hierbei kann neben der kleinen Lernkonstante ebenfalls der Momentumterm verwendet 
werden. Der Momentumterm α kann als zusätzlicher Faktor den Anpassungswert der Ge-
wichte ∆w(jk) verkleinern, so dass das ursprüngliche Gewicht nicht mit 100% des Anpas-
sungswerts verändert wird. [Rey08, S. 50 - 51; Rutk08, S. 218; Lämm08, S. 225] 
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Um das Verfehlen des globalen Minimums aufgrund eines lokalen Minimums der Fehler-
funktion zu vermeiden und die Güte der Netzwerktopologie besser bewerten zu können, 
sollte das Verfahren mit mehreren Startgewichten initialisiert werden [Rey08, S. 49; Pe-
te05, S. 231]. 
In [Lang03, S. 48] ist exemplarisch ein Verlauf einer Fehlerentwicklung eines neuronalen 
Netzwerks in Abhängigkeit von der Anzahl der Backpropagationsdurchläufe beschrieben. 
Abbildung 16 zeigt diesen Verlauf. 
 
 
Abbildung 16: Entwicklung des Fehlers eines neuronalen Netzwerks in [Lang03, S. 48] 
 
Es ist zu erkennen, dass diese Funktion bei ca. 150.000 Durchläufen zu oszillieren be-
ginnt, sich aber der Fehler im weiteren Verlauf monoton fallend dem globalen Minimum 
nähert [Lang03, S. 48].  
Im Gegensatz zum Backpropagationsalgorithmus und zur Delta-Regel gehört das Koho-
nen Learning zur Familie der unüberwachten Lernverfahren, da der korrekte Outputwert 
im Vorfeld nicht a priori (deut.: vom Früheren her) feststeht [Roja96, S. 389]. Diese Me-
thode dient – wie im Unterabschnitt 3.3.1 erwähnt – als Lernalgorithmus für die gleichna-
migen Kohonen-Netzwerke. Der Algorithmus ist durch folgenden Ablauf gekennzeichnet, 
siehe [Roja96, S. 393 - 394; Rey08, S. 80; Lämm08, S. 264 - 268]:  
 
Schritt 1: Festlegung der Werte der n-dimensionalen Gewichtsvektoren zwischen der In-
putschicht und den n-Outputschichten nach dem Zufallsprinzip. Zusätzlich erfolgt die Fest-
legung der beiden vordefinierten Komponenten Lernkonstante η und Neighborhood Func-
tion ǿ(i,k). 
 
Schritt 2: Auswahl eines geeigneten Inputmusters als Trainingswerte. 
 
Schritt 3: Ermittlung des Knotens, der die größte Ähnlichkeit mit dem Inputmuster auf-
weist. Das ist in diesem Fall der Knoten, der den geringsten Abstand vom Gewichtsvektor 
zum Inputmuster besitzt.  
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Schritt 4: Anpassung des Gewichts nach folgender Formel: 
 
∆wi = η * ǿ(i,k) * (ζ - wi)  für  i = 1,….,m 
 
∆wi = Anpassungswert der Gewichte zwischen dem Inputschichtknoten k und dem Out-
putschichtknoten i 
wi = Alter Gewichtswert zwischen dem Inputschichtknoten k und dem Outputschichtknoten 
i 
ǿ(i,k) = Funktionswert der Neighborhood Function für den Inputschichtknoten k und dem 
Gewichtsübergang zum Outputschichtknoten i 
ζ = Wert des entsprechenden Inputmustervektors  
m = Anzahl der Outputschichtknoten, die mit dem Inputschichtknoten k verbunden sind 
η = Vordefinierte Lernkonstante für das gesamte neuronale Netzwerk 
 
Schritt 5: Abbruch, wenn eine bestimmte Anzahl an Durchläufen erreicht ist, andernfalls 
Modifikation von η und ǿ und Fortsetzung mit Schritt 1, falls der gewünschte Trainingszu-
stand noch nicht erreicht ist.  
 
Eine weitere Lernmethode namens Hebbian Learning begründet sich aus der Biologie 
nach der Methode des Psychologen D. O. Hebb aus dem Jahr 1949. Die Idee dieses Ver-
fahrens ist, dass zwei Neuronen, die gleichzeitig aktiv sind, einen höheren Grad an Inter-
aktion besitzen als zwei unkorrelierte Neuronen, für weiterführende Literatur siehe 
[Miln93]. Diese Lernmethode ist nicht für Hiddenschichten ausgelegt, sondern nur für 
Netzwerke mit einer Input- und einer Outputschicht. Die Gewichte werden nur verändert, 
wenn beide Knoten gleichzeitig feuern [Hebb49, S. 62]. Die Anpassung der Gewichte er-
folgt in einem einzigen Schritt mit folgender Formel, siehe [Roja96, S. 314 - 315; Rey08, 
S. 38 - 39]: 
 
∆w(jk) = γ * o(j) * o(k)  
 
∆w(jk) = Anpassungswert der Gewichte zwischen dem Hiddenschichtknoten j und dem 
Nachfolgerknoten k 
o(j) = Outputwert  des Vorgängerknotens j 
o(k) = Outputwert des Nachfolgerknotens k 
γ = Vordefinierte Lernkonstante für das gesamte neuronale Netzwerk (0<γ<1) 
 
Die in diesem und im vorhergehenden Unterabschnitt beschriebenen Netzwerktypen und 
Lernverfahren sind die in der Praxis am häufigsten eingesetzten Varianten. Für weitere 
Typen von Netzwerken und Lernalgorithmen siehe [Roja96], [Rey08] oder [Dorf91]. 
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3.4 Support Vector Machine 
 
Das Verfahren Support Vector Machine (SVM) ist der Diskriminanzanalyse ähnlich. Diese 
Methode separiert ebenfalls Gruppen von Objekten, die in Form von Vektoren repräsen-
tiert werden und kann auf Basis dessen neue Elemente klassifizieren. Dafür ermittelt der 
Algorithmus eine Hyperebene (Margin), welche die Objekte der Gruppen optimal trennt. 
Diese Trennung ist in Abbildung 17 für zwei Dimensionen dargestellt. Dabei wird diejenige 
Trenngerade als optimal bezeichnet, bei welcher der Abstand zwischen den beiden am 
nächsten zueinander liegenden Punkten der beiden Trainingsgruppen maximal ist und 
somit den geringsten Generalisierungsfehler aufweist. Diese beiden Punkte werden auch 
als Support Vectors bezeichnet. [Pal04, S. 83 - 88] 
 
Optimale 
Trennungslinie
Klasse 1 Klasse 2
Margin
 
Abbildung 17: Optimale zweidimensionale Trennlinie und Margin in Anlehnung an [Wang05, S. 18] 
 
Diese Hyperebene wird durch die jeweils vorhandene Menge von Trainingsbeispielen 
bestimmt: 
 
(x1,y1), (x2,y2), …, (xi,yi) (xn,yn), xi ε  RP, yi ε {+1, -1}   [Pal04, S. 86]  
 
Da der Wert y die bereits definierte Gruppenklassifikation der Trainingselemente angibt, 
handelt es sich bei Support Vector Machine ebenfalls um ein überwachtes Lernverfahren 
[Pal04, S. 83].  
Während des Trainings wird mit Hilfe der Trainingsobjekte eine Funktion entwickelt, wel-
che die Trainingsgruppen voneinander trennt. Dabei werden die Parameter w[w1, w2, …, 
wn]T und b aus der Trainingsmenge mittels folgender Funktion verwendet:  
                                        n 
d(x,w,b) = wT * x + b = ∑ wi * xi + b   [Wang05, S. 12; Cris00, S. 9] 
               
i=1 
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Der Parameter w stellt dabei den Normalenvektor dar, der die Richtung senkrecht zur 
Trennlinie angibt (ein Normalenvektor ist ein Vektor, der senkrecht zu einer Geraden oder 
Fläche steht, siehe dazu [Henz04, S. 33 - 34]). Der Parameter b bildet als der Bias-Wert 
eine Konstante, welche den Abstand vom Ursprungspunkt senkrecht zur Trennlinie an-
gibt. [Cris00, S. 10] 
Ein neues Objekt x
 
wird durch Einsetzen dieser Parameter in die oben genannte Ent-
scheidungsfunktion d(x,w,b) klassifiziert. Anschließend wird die folgende Funktion ausge-
führt: 
 
iF = sign(d(x,w,b)   [Wang05, S. 12] 
 
Die Funktion sign() gibt das Vorzeichen des Werts d zusammen mit dem Wert 1 zurück, 
somit -1, +1 oder 0. Die Gruppenzuteilung eines neuen Objekts wird durch folgende Regel 
durchgeführt. Ist der Wert iF 
a) größer als 0 (d.h. +1), dann wird er der Klasse 1 zugeteilt. 
b) kleiner als 0 (d.h. -1), dann wird er der Klasse 2 zugeteilt. 
c) gleich 0, dann liegt er genau auf der Trennlinie und kann keiner Klasse zugeteilt 
werden. 
[Wang05, S. 12] 
 
Die Voraussetzung für diese Art der Klassifikation ist eine lineare Trennbarkeit der Daten. 
Oftmals sind in der Praxis eine solche zweidimensionale, linear trennbare Trainingsmenge 
und somit auch eine lineare Trennungslinie nicht gegeben. Dann können neue Objekte 
unter Umständen falsch klassifiziert werden. [Pal04, S. 87] 
In Abbildung 18 ist diese Situation graphisch dargestellt.  
 
Linare
Trennungslinie
Klasse 1 Klasse 2
Durch lineare Trennfunktion 
falsch klassifizierte Objekte
Optimale 
nichtlineare 
Trennfunktion
 
Abbildung 18: Nichtlineare Trennfunktion im Vergleich zur linearen Trennfunktion in Anlehnung an 
[Wang05, S. 24] 
 69 
Zur Lösung dieses Problems wird eine höherdimensionale nichtlineare Trennfunktion be-
stimmt (im Beispiel in Abbildung 18 ein Polynom zweiten Grades). Innerhalb dieses hö-
herdimensionalen Raums F sind die einzelnen, regional begrenzten, Trennfunktionen 
wieder linear. Dabei werden die zweidimensionalen Vektoren w zu höherdimensionalen 
Vektoren Φ(x). Zur Ermittlung der Entscheidungsfunktion wird das Skalarprodukt der Vek-
toren gebildet. [Wang05, S. 24 - 25] 
Dieses Skalarprodukt ist in der folgenden Kernel-Funktion k(xi,xj) dargestellt: 
 
k(xi,xj) = Φ T(xi)Φ(xj)   [Wang05, S. 26] 
 
Die Entscheidungsfunktion iF (x) für die Klassifizierung eines neuen Objekts x nimmt die 
folgende Form an: 
                      n 
 iF (x) = sign(∑ vi * k(xi,x) + b)   [Wang05, S. 25] 
                     
i=1 
 
Bei der Anwendung dieser Formel werden alle Elemente der Trainingsmenge n mit ihren 
Skalarprodukten mit dem neu zu klassifizierenden Objekt aufsummiert. Der Parameter vi 
repräsentiert in diesem Zusammenhang einen Wert für die Gewichtung dieses speziellen 
Elements innerhalb der Trainingsmenge. Der Wert b entspricht auch in diesem Fall dem 
Bias-Wert. Analog zum linearen Fall erfolgt die Eingruppierung eines Objekts durch den 
Rückgabewert der sign()-Funktion. [Wang05, S. 25 - 26] 
Das Bilden der Trennfunktionen, das Berechnen der Hyperebene sowie das Klassifizieren 
neuer Objekte werden immer komplexer und rechenintensiver je höher der Raum bzw. die 
Trennfunktion dimensioniert ist [Wang05, S. 26]. 
Für weiterführende Literatur zu Support Vector Machine siehe [Wang05], [Pal04] und 
[Cris00]. 
 
3.5 Probabilistische Netzwerke 
 
Probabilistische Netzwerke haben die Aufgabe der Repräsentation von unsicherem Wis-
sen in Form einer Graphenstruktur. Die graphische Modellierung ermöglicht das Berech-
nen von Wahrscheinlichkeiten für das Eintreten von vorher definierten Zuständen. 
[Beie06, S. 359 - 360] 
Hierbei wird zwischen gerichteten und ungerichteten Graphen unterschieden. Gerichtete 
Graphen dienen zur Abbildung kausaler Beziehungen, während ungerichtete Graphen zur 
Repräsentation von allgemeinen Beziehungen verwendet werden. Die Bayes-Netzwerke 
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bilden gerichtete Graphen und werden aus diesem Grund oftmals als kausale Netzwerke 
bezeichnet. [Beie06, S. 376] 
Ein Beispiel für ein einfaches Bayes-Netzwerk ist in Abbildung 19 wiedergegeben. Das 
Ereignis R steht für „es hat geregnet“, das Ereignis S bedeutet „der Rasensprenger von 
Herrn B ist eingeschaltet“. Das Ereignis Ar bedeutet „der Rasen von Herrn A ist nass“, 
dagegen heißt das Ereignis Br „der Rasen von Herrn B ist nass“. Wenn bekannt ist, dass 
es geregnet hat, erhöht sich die Wahrscheinlichkeit für die Ereignisse „nasser Rasen“. 
Sowohl der Regen als auch der Rasensprenger beeinflussen, ob der Rasen von Herrn B 
nass ist. Falls der Rasen von Herrn A nicht nass ist, wohl aber der von Herrn B, erhöht 
sich die Wahrscheinlichkeit, dass der Rasensprenger von Herrn B eingeschaltet ist. Sind 
beide Rasen nass, erhöht diese Information wiederum die Wahrscheinlichkeit für Regen 
(Ereignis R) und stellt zusätzlich die Wahrscheinlichkeit für das Laufen des Rasenspren-
gers von Herrn B (Ereignis S) auf ein normales Maß ein. Die Pfeile in dem Netzwerk aus 
Abbildung 19 geben die Richtung der Abhängigkeiten wieder. [Beie06, S. 375] 
Verbundene Knoten sind direkt abhängig, während zwei Knoten, die nur über einen Zwi-
schenknoten miteinander verbunden sind als indirekt abhängig bezeichnet werden 
[Beie06, S. 361].  
 
Ar
R
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Abbildung 19: Einfaches Bayes-Netzwerk in Anlehnung an [Beie06, S. 375] 
 
Die kausalen Vorgängerknoten werden als Elternknoten bezeichnet. Ein Bayes-Netzwerk 
liegt nach der Definition vor, wenn alle Variablen oder Ereignisse nur direkt von ihren El-
ternknoten beeinflusst werden können und somit von allen anderen Knoten bedingt unab-
hängig sind. [Beie06, S. 375 - 376]   
Eine Menge von Variablen A, B und C sind bedingt unabhängig wenn gilt:                         
P(A,B |C) = P(A|C) * P (B|C), siehe dazu [Beie06, S. 442 - 446].  
Zur Berechnung der exakten Wahrscheinlichkeiten innerhalb eines Bayes-Netzwerks 
werden für jeden Knoten die Wahrscheinlichkeiten der jeweiligen Elternknoten unter Un-
abhängigkeitsannahme multipliziert.  
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Dafür wird für alle Knoten die Wahrscheinlichkeit P(V) unter Verwendung der Wahrschein-
lichkeiten der Elternknoten pa(V) mittels folgender Formel berechnet: 
 
P(V) = ∏ P(V | pa(V))   [Beie06, S. 377]  
 
Beim Trainieren eines Bayes-Netzwerks bzw. eines probabilistischen Netzwerks werden 
die Wahrscheinlichkeiten der Zustände der Knoten verändert. Die Wahrscheinlichkeiten 
der Knoten werden auf Basis der λ-Nachrichten (Nachricht vom Kindknoten zu den El-
ternknoten) und der П-Nachrichten (Nachrichten vom Elternknoten zu den Kindknoten) 
angepasst. Das geschieht, wenn sich der Zustand eines Knotens auf Basis eines neuen 
(externen) Hinweises verändert. Der genaue Ablauf des Message Passing bzw. des Algo-
rithmus von Lauritzen und Spiegelhalter ist beschrieben in [Tzaf97, S. 423 - 425]. 
Bayes-Netzwerke werden beispielsweise in den Versionen des Betriebssystems Windows 
für die Hilfefunktionen z.B. bei der Behebung von Druckerproblemen eingesetzt, siehe 
[Heck95, S. 1 - 7; Köni99, S. 120]. Für weiterführende Literatur zu gerichteten Graphen 
bei Bayes-Netzwerken sei auf [Jens96] verwiesen. 
Genau wie die Bayes-Netzwerke zählen die Markov-Netzwerke zur Familie der probabi-
listischen Netzwerke. Sie sind von der Struktur her den Bayes-Netzwerken ähnlich, wobei 
hier im Gegensatz zu den Bayes-Netzwerken ungerichtete Graphen repräsentiert werden. 
Das bedeutet, es liegen keine kausalen Beziehungen zwischen den Knoten vor, sondern 
allgemeine Beziehungen [Görz03, S. 329; Beie06, S. 376]. Lt. [Beie06, S. 365, S. 376] 
sind gerichtete Netzwerke im Allgemeinen für zahlreiche Anwendungen besser geeignet, 
jedoch nicht unbedingt ausdrucksstärker.  
Nach der Definition ist ein Markov-Netzwerk ein minimaler Unabhängigkeitsgraph G einer 
Wahrscheinlichkeitsverteilung P, wenn gilt, dass G keine überflüssigen Kanten enthält und 
somit alle Verbindungen bedingt unabhängig sind, d.h. im Umkehrschluss ist G nach dem 
Entfernen einer beliebigen Kante kein Unabhängigkeitsgraph mehr. Zum Aufbau eines 
Markov-Netzwerks müssen somit von einem bestehenden Graphen V alle Kanten {A,B} 
entfernt werden, die nicht bedingt unabhängig sind. Eine andere Möglichkeit ist, mit einem 
leeren Graphen zu starten und nur diejenigen Knoten zu verbinden, für welche die beding-
te Unabhängigkeit gilt. [Baie06, S. 365 - 366] 
Ein Markov-Netzwerk wird in der Literatur auch als Hidden Markov Model (HMM) be-
zeichnet, wobei für Markov-Netzwerke ebenfalls der Algorithmus von Lauritzen und Spie-
gelhalter zum Berechnen der Wahrscheinlichkeiten verwendet werden kann, siehe dazu 
[Baie06, S. 400 - 402].  
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Ein Problem der probabilistischen Netzwerke liegt lt. [Baie06, S. 360] darin, dass die 
Wahrscheinlichkeitsverteilungen exponentiell mit der Anzahl der Knoten bzw. Variablen 
wachsen und somit schnell unübersichtlich werden. 
 
3.6 Logistische Regression 
 
Die logistische Regression zählt genau wie die Diskriminanzanalyse zur Familie der Struk-
turen-prüfenden Verfahren [Back06, S. 8 - 12]. Sie dient – im Gegensatz zur Diskriminan-
zanalyse – zur Untersuchung der Fragestellung, mit welcher Wahrscheinlichkeit ein Er-
eignis eintritt und welche Attribute bzw. Variablen diese Wahrscheinlichkeit wie stark be-
einflussen. Die logistische Regression besitzt gegenüber der Diskriminanzanalyse den 
Vorteil, dass sowohl metrische als auch nichtmetrische Attribute (siehe Abschnitt 3.1) zu 
Analysezwecken verwendet werden können [Back06, S. 8 - 12; Sart06, S. 205]. Der logis-
tische Regressionsansatz berechnet die Wahrscheinlichkeit des Eintretens eines Ereig-
nisses mit Hilfe der nichtlinearen logistischen Funktion: 
  
p = 1 / 1 + ℮-z   [Back06, S. 431; Sart06, S. 206; Bahr03, S. 136] 
 
Die nichtlineare logistische Funktion, welche auch als Sigmoidfunktion bezeichnet wird, 
kann so oder in ähnlicher Form ebenfalls für die Aktivierung von Knoten eines neuronalen 
Netzwerks verwendet werden (siehe Unterabschnitt 3.3.1). 
Bei der Verwendung dieses Verfahrens wird in folgenden Schritten vorgegangen, siehe 
[Back06, S. 433; Chri97, S. 170 - 177]: 
 
Schritt 1 – Modellformulierung:  
Im ersten Schritt werden die abhängigen Variablen sowie deren Einflussgrößen (unab-
hängigen Variablen) bestimmt, die für die jeweilige Anwendung relevant sind.  
 
Schritt 2 – Schätzung der logistischen Regressionsfunktion:  
In diesem Schritt wird – genau wie bei der Diskriminanzanalyse – eine Funktion ermittelt. 
Hierbei wird allerdings auf Basis bekannter empirischer Beobachtungen die Ausprägung 
und Skalierung der logistischen Funktion geschätzt.  
 
Schritt 3 – Interpretation der Regressionskoeffizienten:  
Dieser Schritt ist notwendig, aufgrund oftmals vorliegender, erschwerter inhaltlicher Inter-
pretation der Ergebnisse. 
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Schritt 4 – Prüfung des Gesamtmodells:  
In diesem Schritt erfolgt eine nochmalige Überprüfung der Qualität des Gesamtmodells. 
 
Schritt 5 – Prüfung der Merkmalsvariablen:  
In diesem letzten Schritt erfolgt eine Prüfung des Einflusses der unabhängigen Variablen 
auf die abhängigen Variablen des Modells. 
 
Bei der Schätzung der logistischen Funktion werden die Parameter mit Hilfe der Maximum 
Likelihood-Methode auf Basis der bekannten empirischen Beobachtungswerte maximiert. 
Die Maximum Likelihood-Methode ist ein Verfahren aus der Statistik, mit dem auf Basis 
von Stichprobenergebnissen mit mehreren Variablen Rückschlüsse auf die Wahrschein-
lichkeitsverteilung der Gesamtpopulation gezogen werden können. Für weiterführende 
Literatur zur Maximum Likelihood-Methode siehe [Blob98, S. 183 - 188]. Das Ziel dieses 
Schätzverfahrens ist, die Parameter der logistischen Funktion so zu ermitteln, dass die 
Wahrscheinlichkeit, die beobachteten Erhebungsdaten exakt zu erhalten, maximal wird. 
[Back06, S. 436] 
Die Regressionsverfahren zählen demnach zu den überwachten Lernverfahren [Wied03, 
S. 284]. In Abbildung 20 ist ein Beispiel einer logistischen Regressionsfunktion abgebildet, 
die Aussagen über die Kaufwahrscheinlichkeit von Margarine auf Basis der Beobach-
tungswerte für die Parameter Streichfestigkeit und Haltbarkeit trifft.    
 
 
Abbildung 20: Beispielhafter Verlauf einer logistischen Regressionsfunktion aus [Back06, S. 439] 
 
Wie in Abbildung 20 zu erkennen ist, gibt die Y-Achse die Höhe der Wahrscheinlichkeit für 
das Ereignis „Margarinekauf“ wieder, wobei die Grenze zwischen Kauf und Nicht-Kauf bei 
einer Wahrscheinlichkeit von 0,5 gezogen ist. Die X-Achse ist nach den z-Werten – auch 
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Logits genannt – skaliert. In diesem Beispiel beträgt die Regressionsgleichung zk zur Be-
stimmung des Logitwerts für die Beobachtung k: 
 
zk = 3,528 – 1,943 * Streichfestigkeitk + 1,119 * Haltbarkeitk   [Back06, S. 438] 
 
Diese Gleichung wird in einem iterativen Prozess ermittelt. Bei diesem Prozess werden 
durch Einsatz des Newton-Raphson Algorithmus die Parameterschätzungen so lange 
verändert, bis die Übereinstimmung der Ergebnisse mit den Beobachtungswerten maxi-
mal ist. [Back06, S. 438] 
Bei diesem Algorithmus werden zunächst die Startwerte der Logitkoeffizienten angenom-
men. Anschließend wird ein beliebiger Beobachtungswert k als Wahrscheinlichkeitswert 
der Regressionsfunktion verwendet und der LogLikelihood-Wert LL mit Hilfe der folgen-
den Formel berechnet: 
           
          K 
 LL = ∑ [yk * ln(1 / 1 + ℮-zk)] [(1-yk ) * ln(1 / 1 + ℮-zk)]   [Back06, S. 437] 
          
k=1 
 
Diese Berechnung wird anschließend mit allen Beobachtungswerten durchgeführt um 
daraus die Summe, d.h. die Gesamtlogit-Likelihood-Funktion zu bestimmen. Als nächster 
Schritt erfolgt eine Wiederholung mit anderen Startwerten. Dieser Vorgang wird beendet, 
wenn keine deutliche Steigerung der Gesamtlogit-Likelihood-Funktion mehr erkennbar ist. 
[Back06, S. 437; Chri97, S. 346 - 347] 
Bei alternativen Parameterschätzungen bzw. Koeffizientenschätzungen kann die logisti-
sche Funktion aus dem obigen Beispiel folgende Formen annehmen, wie in Abbildung 21 
dargestellt: 
 
 
Abbildung 21: Logistische Funktionsverläufe bei verschiedenen Parametereinstellungen aus [Back06, 
S. 440] 
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Zur Erreichung des Ziels der Erstellung eines aussagekräftigen Modells sollte die Anzahl 
der Beobachtungen nach Aussage von [Sart06, S. 206] größer als 100 sein, einschließlich 
einer minimalen Anzahl an Beobachtungen von 25 pro Klassifikationsgruppe.  
Bei der Prüfung des Gesamtmodells ist zusätzlich zu begutachten, ob die Parameter-
schätzungen das Modell in ihrer Gesamtheit bzw. die Beobachtungen gut widerspiegeln. 
Darüber hinaus ist zu bewerten, ob und in welchem Umfang extreme Ausreißer in den 
Beobachtungswerten vorliegen. Bei häufigem Auftreten von Ausreißern ist eine Anpas-
sung des Modells erforderlich bzw. bei einem geringen Anteil im Verhältnis zur Gesamt-
beobachtungsmenge sollten die Ausreißer für die Ermittlung der Regressionsgleichung 
nicht berücksichtigt werden. [Back06, S. 445] 
Typische Anwendungsfälle der logistischen Regression sind beispielsweise die Ermittlung 
der Einflussfaktoren für das Wahlverhalten von Bürgern, für die Sterbewahrscheinlichkeit 
in der Intensivstation oder für das Geburtsgewicht von Babys. [Back06, S. 427] 
Bei der klassischen linearen Regressionsanalyse ist die grundsätzliche Vorgehensweise 
identisch zur logistischen Regression. In diesem Fall wird eine lineare Funktion ermittelt. 
Bei der linearen Regressionsanalyse sind lediglich eine abhängige und eine unabhängige 
Variable möglich, da die Regressionsgleichung in Form einer Geraden dargestellt ist. So-
mit wird auf der Y-Achse keine Eintrittswahrscheinlichkeit für ein Ereignis skaliert. 
[Back06, S. 58 - 59; Sart06, S. 205] 
In diesem Kapitel wurden die wichtigsten Verfahren des maschinellen Lernens beschrie-
ben. Alle diese genannten Methoden benötigen zur Lösung eines Problems eine für die 
Analyse geeignete, problemrelevante und verfügbare Datenbasis. Daher wird im nächsten 
Kapitel mit Complex Event Processing die im Rahmen dieser Arbeit verwendete Technik 
zur Daten- bzw. Eventbereitstellung beschrieben. 
 
4 Complex Event Processing 
 
Dieses Kapitel beschreibt mit Complex Event Processing (CEP) die Basiskomponente des 
in dieser Arbeit beschriebenen Ansatzes zur Erkennung von Identitätsdiebstahl im Bereich 
Online-Banking. Ebenso wie die maschinellen Lernverfahren in Kapitel 3 wird auch in die-
sem Kapitel das Thema Complex Event Processing ohne Wertung beschrieben. Eine Be-
gründung für die Verwendung von CEP wird ebenfalls im Abschnitt 6.2 gegeben. Da 
Complex Event Processing eine noch junge Disziplin ist, wird sie im Rahmen dieser Arbeit 
etwas ausführlicher beschrieben als die im Kapitel 3 diskutierten Verfahren. Die offizielle 
Gründung von CEP als Disziplin sowie die Bildung einer Community fand im März 2006 
während des ersten Event Processing Symposiums in Yorktown Heights, NY, USA statt, 
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siehe dazu [Comp08]. Die ersten Veröffentlichungen zu diesem Thema wurden bereits zu 
Beginn dieses Jahrhunderts publiziert, wie beispielsweise [Luck02]. Mittlerweile bildete 
sich aus der anfangs lose zusammengeschlossenen Community die Event Processing 
Technical Society (EPTS) (siehe [Even09]), welche diese Technologie permanent weiter-
entwickelt und das Event Processing Glossary definiert (siehe [Luck08] in der aktuellen 
Version 1.1). Die Grundlage dieser Technologie bilden events, die nachfolgend definiert 
werden. 
 
4.1 Events in Bezug auf CEP 
 
Ein event im Sinne von CEP ist abstrakt definiert als eine Beobachtung von Interesse in-
nerhalb eines Computersystems [Mühl06, S. 2]. Die Definition des Begriffs event ist in 
[Luck02, S. 88] angeführt als: 
 
An event is an object that is a record of an activity in a system. The event   
signifies the activity. An event may be related to other events. 
 
Bei [Luck02, S. 88] entspricht ein event daher einer Aufzeichnung einer Aktivität eines 
Systems, das in diesem Zusammenhang folgende drei Aspekte aufweist, siehe [Luck02, 
S. 88]:  
 
a) Form: Form ist die Struktur eines events. Ein event ist ein Objekt. Als solches weist es 
Datenkomponenten bzw. Attribute auf. Diese können einfache String- oder Integer-
Parameter sein oder ein Zeitstempel, der aussagt, wann das event entstand usw. Der 
folgende Java-Code aus [Luck02, S. 89] zeigt beispielhaft die Form eines events als Java-
Klasse:  
Class InputEvent { Name  NewOrder; 
          Event_Id  E_Id; 
          Customer  Id; 
          OrderNo  O_Id; 
                    Order  (CD X, Book …); 
                    Time T; 
                    Causality (Id1, Id2, …); 
                             } 
 
b) Significance: Significance ist die Aktion, welche das event kennzeichnet bzw. die das 
event ausgelöst hat. Ein event beinhaltet oft ein Attribut, das diese Aktion benennt.  
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c) Relativity: Relativity bezeichnet die Beziehungen eines events zu anderen events. Die-
se Beziehungen basieren entweder auf dem Prinzip von Ursache und Wirkung oder zeitli-
chen Abfolgen von events. Die Beziehungen von events zueinander sind in Form von be-
kannten event patterns beschreiben (siehe Abschnitt 4.2). 
 
Mittlerweile haben sich bei der Struktur der events verschiedene Formate bzw. Format-
vorschläge gebildet, wie z.B. das von D. Ogle und A. Kreger entwickelte Common Base 
Event-Format (CBE) von IBM Corp. [Ibm04]. Das Event Processing Glossary definiert 
ein event allgemeiner als [Luck02, S. 88] in folgender Form, siehe [Luck08; Chan09, S. 
111]:  
 
Anything that happens, or is contemplated as happening. 
 
Dahingehend erfolgt eine weitere Definition als event object für die computergestützte 
Verarbeitung, siehe [Luck08; Chan09, S. 111]: 
 
An object that represents, encodes, or records an event, generally for the 
purpose of computer processing. 
 
Events stammen innerhalb einer Organisation aus den verschiedensten Quellen. In 
[Luck02, S. 91] sind die drei grundsätzlichen Quellen genannt: 
 
a) IT Layer: IT Layer bezeichnet events für die Kommunikation zwischen den IT-Schichten 
eines Unternehmens. Diese Nachrichten werden von der CEP engine beobachtet und 
mittels Adapter in CEP-fähige events transformiert.  
 
b) Instrumentation: Instrumentation bezeichnet Komponenten eines Systems, die darauf 
konfiguriert sind, events als Folge von Aktionen bzw. Situationen zu erzeugen. Beispiele 
hierfür sind Statusprüfungen in Betriebssystemen, Transaktionsevents oder alerts, die von 
einem Netzwerkmanagementsystem generiert wurden.  
 
c) CEP: CEP bezeichnet events, die von CEP engines generiert werden als Folge der 
Verarbeitung beobachteter Systemevents, d.h. diese events werden von der CEP engine 
erzeugt. 
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In einem Blog-Eintrag hat T. Bass die Eventquellen – wie nachfolgend aufgelistet – kon-
kretisiert, siehe [Thec07b]: 
 
• Geräte als Eventquellen: 
      - Router, Hubs und andere Telekommunikations- und Netzwerkgeräte 
- Netzwerkgeräte für die Überwachung, wie z.B. Firewall, Sniffer usw. 
- Sensoren und Sensornetzwerke mit RFID-Lesegeräten 
 
• Log-Dateien als Eventquellen: 
- Log-Dateien von Anwendungen (einschließlich syslog) 
- Andere flat file event-Logs 
 
• Datenbanken als Eventquellen: 
- Datensatzmanipulation (insert, update, delete) 
- Transaktionsevents bzw. Datenbankinhalte 
 
• Data Feeds als Eventquellen: 
- Marktdaten feeds 
- Nachrichten feeds 
- Andere feeds von entsprechenden Anbietern 
 
• Message-oriented middleware als Eventquellen: 
- Java Message Service (JMS) 
- Tibco Rendezvous 
- IBM Websphere Message Queueing (MQ) 
 
• Analysemethoden bzw. deren ausführende Anwendungen als Eventquellen: 
- Rule engines 
- Statistische Analysewerkzeuge (z.B. Bayesian Inference engines) 
- Künstliche neuronale Netzwerke 
- Filter und Signal Prozessoren (z.B. Kalman filters) 
- CEP und Event Stream Processing (ESP) engines, die eine oder mehrere     
 der genannten Methoden enthalten können 
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• Prozess- oder Ressource Management-Systeme als Eventquellen: 
- Business Process Management (BPM) Systeme 
- Customer Relationship Management (CRM) Systeme 
 
• Anwender als Eventquellen: 
- Email 
- Instant Messaging (IM) 
 
Für den in dieser Arbeit entwickelten Lösungsansatz sind vor allem Datenbanken der 
Transaktionssysteme von Kreditinstituten bzw. Bankrechenzentren relevante Eventquel-
len, was im Abschnitt 6.1 erläutert wird.  
Zusammenfassen lassen sich die verschiedenen Eventquellen bzw. Eventtypen und de-
ren Auftreten mit dem von D. Luckham geprägten Begriff Event Cloud. Die Definition einer 
Event Cloud im Event Processing Glossary lautet, siehe [Luck08]: 
 
A partially ordered set of events (poset), either bounded or unbounded, 
where the partial orderings are imposed by the causal, timing and other re-
lationships between the events. 
 
Mit dieser Definition wird ausgedrückt, dass Organisationen heute komplexe und hetero-
gene IT-Landschaften mit vielen internen und externen Schnittstellen besitzen [Luck02, S. 
28 - 31]. Dadurch treten die events oftmals zeitlich ungeordnet in Form von posets (parti-
ally ordered sets) in Erscheinung. Den Gegensatz dazu bildet Event Stream Processing 
(ESP), wobei die events in zeitlich geordneten Strömen auftreten, die tosets (totally or 
linearly ordered sets) genannt werden. [Thec07a; Luck08] 
Des Weiteren werden events nicht nur nach ihrer Quelle sondern auch nach ihrer 
Eventhierarchie unterschieden. Bezüglich dieser Hierarchien existieren zum einen die low 
level events wie z.B. JMS Messages, siehe [Haas02], Netzwerknachrichten wie TCP 
Acknowledges, siehe [Kuro02, S. 220 - 222]  oder SNMP Traps, siehe [Kuro02, S. 618 - 
620]. Low level events, die in [Chan09, S. 119] auch als simple base events bezeichnet 
werden, besitzen für sich alleine keine semantische Signifikanz und sind unveränderlich 
[Howa06]. Den Gegensatz dazu bilden die hierarchisch höher gestellten complex events, 
die sich aus einer definierten Kombination von low level events oder wiederum complex 
events zusammensetzen oder durch das Auftreten dieser Kombinationen erzeugt bzw. 
korreliert werden [Chan09, S. 118 - 120].  
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Im Event Processing Glossary ist diese Form von events folgendermaßen definiert, siehe 
[Luck08]:  
 
Complex event: an event that is an abstraction or aggregation of other 
events called its members. 
 
Innerhalb der CEP Community herrscht (noch) Unentschlossenheit zum Begriff der 
complex events. In [Mühl06, S. 235] sind sie als composite events bezeichnet, mit folgen-
der Definition:  
 
Every composite event “c” has a composite event type “Tc” and belongs to 
the composite event space “C”. A composite event type “Tc” corresponds 
to a valid expression “C” in a composite event language. A composite 
event “c” consists of an interval timestamp “tc” and a set of composite 
subevents {c1, c2,..., ck}. 
 
In dieser Arbeit wird nachfolgend die Definition von complex events verwendet, wie in 
[Luck08] beschrieben.  
Das Korrelieren von low level events zu complex events über die verschiedenen IT-
Schichten hinweg ist in Abbildung 22 verdeutlicht. 
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Abbildung 22: Exemplarisches Korrelieren von low level events zu complex events durch die verschie-
denen Schichten in Anlehnung an [Luck05; Chan09, S. 119] 
 
Ein complex event wird von der CEP engine erzeugt, wenn mit Hilfe von event patterns 
eine bestimmte Eventkombination erkannt wird. 
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4.2 Event Patterns 
 
Event patterns definieren aus Kombinationen von low level events sog. complex events. 
In [Luck02, S. 114] ist ein event pattern folgendermaßen definiert:  
 
An event pattern is a template that matches certain sets of events – the set 
you want to find. It describes precisely not only the events but also their 
causal dependencies, timing, data parameters, and context. So an event 
pattern is a template for posets. 
 
Abstrakte Beispiele für event patterns aus [Luck02, S. 16] sind: 
 
• Eine Menge von Netzwerkevents, die aus dem gleichen Quellgerät stammen und 
das Eröffnen eines Zugangs zu verschiedenen Zielgeräten erreichen wollen, löst 
ein alert event aus. Dies deutet auf einen Einbruchsversuch in das Netzwerk hin.  
 
• Eine Menge von stock trading events, die vom gleichen Account stammen und in 
einem bestimmten Zeitintervall auftreten, lösen ein alert event aus. Dies deutet auf 
die Verletzung einer Richtlinie hin.  
 
Im Event Processing Glossary ist ein event pattern ähnlich definiert, siehe [Luck08]: 
 
A template containing event templates, relational operators and variables. 
An event pattern can match sets of related events by replacing variables 
with values. 
 
Um von einer abstrakten Ebene aus ein event pattern mit den Operatoren und Variablen 
konkret beschreiben bzw. definieren zu können, wird eine Entwicklungssprache oder 
Event Processing Language (EPL) benötigt [Chan09, S. 121]. Die offizielle Definition einer 
EPL aus dem Event Processing Glossary lautet, siehe [Luck08]: 
 
A high level computer language for defining the behavior of event process-
ing agents. 
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Eine EPL muss nach [Luck02, S. 146] die vier folgenden Eigenschaften aufweisen:  
 
a) Power of Expression: Power of Expression definiert die Notwendigkeit nach komplexen 
Vergleichsoperatoren wie z.B. and, or, causes oder is independent of. 
 
b) Notational Simplicity: Notational Simplicity definiert die Notwendigkeit einer EPL nach 
einer einfachen Notation, welche die patterns schnell programmieren lässt. 
 
c) Precise Semantics: Precise Semantics definiert die Notwendigkeit einer EPL nach ei-
nem mathematisch eindeutigen Prüfkonzept.  
 
d) Scalable Pattern Matching: Scalable Pattern Matching definiert die Notwendigkeit einer 
EPL nach einem Sprachdesign, wodurch die CEP engine in der Lage ist, große Mengen 
an events in Echtzeit verarbeiten zu können.  
 
Eine in der Praxis verwendete EPL ist STRAW EPL, beschrieben in [Luck02, S. 116 - 
126]. Sie ist eine sehr einfache EPL, deren patterns die folgenden Sprachelemente auf-
weisen: 
 
• Eine Liste der Variablen des patterns (variables). 
 
• Eine Liste der Eventtypen (event types). 
 
• Eine Definition der Beziehung der events zueinander (relational operators). 
 
• Eine Definition des event patterns (pattern). 
 
• Eine Bedingung, die erfüllt sein muss, damit das pattern zutrifft (context test). 
 
• Eine Aktion, die bei „pattern match“ ausgelöst wird (action). 
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Folgendes event pattern ist in STRAW EPL geschrieben, siehe [Luck02, S. 122]: 
 
Element  Declarations 
 
Variables  node N1, node N2, data D, bit B, time T1, time T2, time T3,  
 time T4; 
Event Types  send (node N1, node N2, data D, bit B, time T1),  
receive (node N1, node N2, data D, bit B, time T1),  
   ack (node N1, node N2, bit B, time T1), 
recack (node N1, node N2, bit B, time T2), 
warning (node N1, node N2, time T1, time T2); 
Rational operators -> (causes); 
Pattern send (N1, N2, D, B, T1) -> receive (N2, N1, D, B, T2) ->    
ack (N2, N1, B, T3) -> recack (N1, N2, B, T4); 
Context test  T4 – T1 >= 1 hour; 
Action   create warning (N1, N2, D, T1, T4); 
 
Dieses event pattern beschreibt eine Datenübertragung auf der Transmission Control Pro-
tocol (TCP) Ebene. Für weiterführende Informationen über das Netzwerkprotokoll TCP 
siehe [Kuro02, 212 - 234]. Als Variablentypen werden node, data, bit und time verwendet, 
als Eventtypen send event, receive event, ack event und recack event. Das event pattern 
besagt, dass bei Überschreitung einer definierten Zeitspanne (1 Stunde) zwischen dem 
send event und dem reckack event ein complex event namens warning erzeugt wird. 
[Luck02, S. 121 - 122]. 
STRAW EPL oder RAPIDE EPL sind Standardsprachen für event patterns. Komponenten 
bzw. Application Programming Interfaces (API) zum Programmieren von und mit events 
sind mittlerweile ebenso in klassischen objektorientierten Programmiersprachen wie Java, 
C#, Visual Basic oder .NET vorhanden, für weiterführende Literatur siehe [Fais06]. Zu-
sätzlich entwickelten Hersteller von CEP engines, wie beispielsweise StreamBase Inc. 
oder TIBCO Software Inc. oftmals eigene Sprachen oder graphische Codegenerato-
ren, siehe hierzu Tabelle 5 und [Howa06].  
 
Event Processing Languages werden ebenfalls für die Programmierung von Event Pro-
cessing Agents (EPA) verwendet. In [Luck02, S. 176] ist ein EPA nachfolgend definiert: 
 
An event processing agent is an object that monitors an event execution to 
detect certain patterns of events. When those patterns occur in its input, it 
reacts by executing actions. An EPA can monitor an event execution 
online, in real time as the events are being created, or offline, postmortem, 
using a log of the execution. 
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Im Event Processing Glossary ist ein EPA beschrieben als ein Softwaremodul zur Verar-
beitung von events, siehe [Luck08]. Ein EPA besitzt als Eingangsschnittstelle die Definiti-
on eines event patterns, das den Agenten aktiviert und als Ausgangsschnittstelle die Defi-
nition von Eventtypen bzw. complex events, die von dem Agenten erzeugt werden. Ein 
EPA ist so konzipiert, dass er Funktionen ausführen kann, z.B. Attribute der Eingangse-
vents abfragen, die wiederum die Ausgabeevents beeinflussen [Chan09, S. 97 - 98]. Ab-
bildung 23 zeigt die Struktur eines EPA. 
 
 
Abbildung 23: Struktur eines EPA in Anlehnung an [Luck02, S. 176] 
 
Nachfolgend sind ein pattern bzw. die Funktionen eines EPA mit RAPIDE EPL beschrie-
ben: 
 
class Sensor 
in action activate(), deactivate(); 
out action light (enum {ON,Off} X;); 
{activate    => generate light(On); 
deactivate => generate light(Off); 
}; 
   
Dieser EPA stellt ein event pattern eines Sensors dar, das die events an der Input-
Schnittstelle auf ein activate event und deactivate event abprüft und mittels einem genera-
te light event reagiert, in Abhängigkeit vom Eingangsevent. Bei dem EPA in dem oben 
genannten Beispiel handelt es sich um eine Event Pattern Map. Bei EPA’s lassen sich 
generell die folgenden drei Typen unterscheiden: 
 
a) Event Pattern Filter: Ein Event Pattern Filter ist ein Agent, der aus Eventmengen nach 
bestimmten Regeln Untermengen herausfiltert [Luck02, S. 187 - 192]. 
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b) Event Pattern Map: Eine Event Pattern Map implementiert den klassischen CEP-
Ansatz des Korrelierens bzw. Aggregierens von low level events und des Generierens von 
complex events [Luck02, S. 193 - 195]. 
 
c) Event Pattern Constraints: Ein Event Pattern Constraints ist eine spezielle Form der 
Event Pattern Map. Constraints überwachen die Einhaltung von definierten Bedingungen 
oder Security Policies. Beispiele hierfür sind die Überwachung des Eintreffens oder Aus-
bleibens bestimmter Eventtypen. [Luck02, S. 195 - 204] 
 
EPA’s stehen innerhalb einer CEP engine nicht für sich allein, sondern bilden Netzwerke, 
sog. Event Processing Networks (EPN). In [Luck02, S. 207] ist ein EPN nachfolgend defi-
niert: 
 
Event Processing Networks can be represented graphically as networks 
consisting of EPA‘s at the nodes and communication between the EPA‘s by 
means of events flowing on the network paths between the nodes. 
 
Auch [Chan09, S. 95] sowie das Event Processing Glossary [Luck08] bezeichnen den 
Zusammenschluss von EPA’s zu einem Netzwerk als Event Processing Network. 
Die allgemeine Struktur der EPN’s sieht eine Kommunikation von Adapter zu Event Pat-
tern Filter und von dort weiter zu Event Pattern Maps als EPA-Typen vor. Diese Struktur 
ist in Abbildung 24 ersichtlich. 
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Abbildung 24: Klassische Struktur eines EPN in Anlehnung an [Luck02, S. 208] 
 
Darüber hinaus existieren die drei folgenden Arten der Verbindungen von EPA’s innerhalb 
eines EPN, siehe [Luck02, S. 212 - 217]: 
 
a) Basic Connection: Bei einer Basic Connection entsprechen die output actions bzw. 
output events eines EPA‘s den input actions bzw. input events eines anderen EPA’s. 
Syntax in RAPIDE EPL: 
connect 
(variable_declarations) 
EPA1.out_Action(parameters) => EPA2.in_Action(parameters); 
 
 
b) Guarded Connection: Eine Guarded Connection ist ein spezielle Form der Basic Con-
nection, die nur ausgeführt wird, wenn vorher eine Überprüfung (= guard) stattgefunden 
hat und diese bestanden wurde. 
Syntax in RAPIDE EPL: 
 connect 
 (variable_declarations) 
 EPA1.out_Action(parameters) where C(parameters) =>  
 EPA2.in_Action(parameters); 
 
c) Multiple Basic Connections: Eine Multiple Basic Connection ist eine Verbindung von 
einem Quell-EPA zu mehreren Ziel-EPA‘s. Hierbei wird zwischen sequenzieller Connecti-
on (= Verbindungsaufnahme zu den Ziel-EPA’s in einer festgelegten Reihenfolge) und 
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paralleler Connection (= gleichzeitige Verbindungsaufnahme zu den Ziel-EPA’s) unter-
schieden. 
Syntax in RAPIDE EPL: 
 connect   // sequenzielle Connection 
 (variable_declarations) 
 EPA1.out_Action(parameters) => EPA2.in_Action(parameters); 
                             => EPA3.in_Action(parameters); 
 connect    // parallel Connection 
 (variable_declarations) 
 EPA1.out_Action(parameters) ||> EPA2.in_Action(parameters); 
                             ||> EPA3.in_Action(parameters); 
 
Neben den genannten Verbindungen können EPN’s wiederum in Architekturen miteinan-
der verbunden werden. Für weiterführende Informationen hierzu siehe [Luck02, S. 221 - 
230]. 
Die Vorteile bei der Verwendung von EPN’s liegen in der Verteilung der Komplexität auf 
viele Agenten. Dies führt zu einer sehr flexiblen Struktur, bei der ein Austausch von EPA’s 
bei Bedarf auch zur Laufzeit ohne großen Aufwand durchführbar ist. [Luck02, S. 211 - 
212] 
 
4.3 Eventbasierte Systeme 
 
Ein eventbasiertes System verwendet events um z.B. das Prinzip von Publish and Subsc-
ribe zu implementieren. Dieses Prinzip besagt, dass ein Sender (engl.: Producer) und ein 
Empfänger (engl.: Consumer) Nachrichten mittels events übermitteln. Sender und Emp-
fänger sind dabei voneinander entkoppelt. Das bedeutet, der Empfänger registriert (engl.: 
subscribe) sich für den Empfang von bestimmten gewünschten Nachrichten bei einem 
Event Notification Service (auch Publish/Subscribe Middleware oder kurz Pub/Sub ge-
nannt). Dieser Event Notification Service dient als Vermittler zwischen Sender und Emp-
fänger und verteilt (engl.: publish) eine gesendete Nachricht an die Empfänger, die sich 
für diesen bestimmten Nachrichtentyp registriert haben. [Mühl06, S. 11 - 14; Chan09, S. 
108 - 109] 
Eine Möglichkeit der Implementierung des Publish and Subscribe-Prinzips bietet der Java 
Message Service (JMS), siehe [Haas02] oder der CORBA Notification Service, siehe 
[Tark05]. In Abbildung 25 ist die Architektur eines Publish and Subscribe-Systems gra-
phisch dargestellt.  
 
 88 
Event
Event-basierte 
Interaktion
Pub/Sub
Interface
Produzent
Benachrichtigung
Benachrichtigung
Konsument
Benachrichtigungsservice Benachrichtigungsservice
Nachricht
Kommunikation
 
Abbildung 25: Architektur eines Publish and Subscribe-Systems in Anlehnung an [Mühl06, S. 12] 
 
In Abbildung 25 ist zu erkennen, dass sich sowohl verschiedene Producer als auch ver-
schiedene Consumer  bei einem Notification Service registrieren, die wiederum über mes-
sages bzw. events miteinander kommunizieren. Für die Registrierung stellen die Notifica-
tion Services spezielle Pub/Sub Interfaces zur Verfügung.  
Eine andere Form der eventbasierten Systeme bildet Complex Event Processing in Form 
von CEP engines. CEP engine ist ein Begriff, der durch Hersteller aus dem CEP-Umfeld 
geprägt wurde. In einem White Paper der IBM Corp. ist der Begriff CEP engine bei-
spielsweise folgendermaßen beschrieben, siehe [Nech06]: 
During runtime, events of different format and from multiple sources are fed 
in. The CEP engine analyzes them based on current rules and conditions. 
Upon detection of the predefined patterns, alerts are sent out as messages 
and actions are triggered. These messages are also fed back into the en-
gine and treated as incoming events, enabling nested patterns. 
Bei Coral8 Inc., einem amerikanischem CEP-Hersteller lautet die Definition von CEP 
engine folgendermaßen, siehe [Tsim06]:  
 
A CEP engine is a platform for building and running applications, used to 
process and analyze large numbers of real-time events. 
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Diese Definition wurde von Coral8 Inc. später konkretisiert, siehe [Cora07]: 
 
A software product used to create and deploy applications that process 
large volumes of incoming messages or events, analyze those messages 
or events in various ways, and respond to conditions of interest in real-
time. 
 
Der Unterschied von Complex Event Processing-Technologie zu Publish and Subscribe-
Systemen ist, dass CEP in der Lage ist, unterschiedliche Eventtypen gleichzeitig zu ver-
arbeiten. Bei Publish and Subscribe dagegen werden die events unabhängig von anderen 
events verarbeitet. [Chan07] 
In [Luck02, S. 329 - 351] wird eine CEP engine auch als CEP infrastructure bezeichnet. 
Sie ist die technische Umgebung, in welcher der Mustererkennungsprozess ausgeführt 
wird. Die CEP engine besitzt Schnittstellen zu den Quellsystemen einer Organisation mit-
tels Adapter. In Abbildung 26 sind die Komponenten eines Adapter abgebildet.  
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Abbildung 26: Aufbau eines Adapter in Anlehnung an [Luck02, S. 337] 
 
Innerhalb des Adapter werden durch den Sniffer diejenigen events, die für die Musterer-
kennung nicht relevant sind, aus dem Eventstrom herausgefiltert. Das Filtern von events 
basiert auf den Eventtypen und deren Attributen [Tsim06]. Der Event Formatter ist für das 
Umwandeln (engl.: Mapping) der events aus dem Format des Quellsystems in ein Format, 
das die CEP engine interpretieren bzw. analysieren kann, zuständig. Mittels einer Causal 
Map können die events zeitlich (nach ihrem Timestamp-Attribut) geordnet werden. Die 
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Funktion der Causal Map ist optional, d.h. nicht jeder Adapter beinhaltet diese Funktionali-
tät. [Luck02, S. 336 - 338] 
Die CEP infrastructure oder CEP engine besitzt eine Vielzahl von Adapter zu den jeweili-
gen Quellsystemen der events z.B. zu einer Publish/Subscribe Middleware [Luck02, S. 
338]. Abbildung 27 zeigt eine vereinfachte Architektur einer CEP infrastructure.  
 
Quellsystem 1 Local
Adapter
CEP 
Infrastruktur
Drill-Down
Viewer
Activity 
Animation
Pattern Detector
Weitere Analyse 
Tools
Quellsystem 2 Local
Adapter
Quellsystem n Local
Adapter
 
Abbildung 27: Exemplarischer Aufbau einer CEP-Umgebung in Anlehnung an [Luck02, S. 336] 
 
In dieser Architektur werden die einzelnen events aus den verschiedenen Quellsystemen 
über die Adapter in der CEP engine gesammelt und dort von den einzelnen Analysewerk-
zeugen wie Pattern Detector oder Activity Animation verarbeitet. Die CEP infrastructure 
bildet in diesem Zusammenhang die Basis, von der aus Business Activity Monitoring 
(BAM) betrieben werden kann, siehe dazu [Luck04a].  
Eine CEP infrastructure, die auf EPN’s gestützt ist, ist in Abbildung 28 abgebildet.  
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Objekten
Schreibzugriff 
auf Objekte
Lesezugriff 
auf Objekte
 
Abbildung 28: CEP infrastructure mit EPN in Anlehnung an [Luck02, S. 339] 
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Die Quellsysteme sind in dieser CEP infrastructure ebenfalls mittels Adapter angebunden. 
Die ankommenden events werden in Echtzeit von den EPN’s verarbeitet, die wiederum 
einen Bestandteil der CEP engine bilden. Die CEP engine besitzt zusätzlich Schnittstellen 
für graphische Auswertungswerkzeuge. Eine weitere wichtige Eigenschaft von CEP engi-
nes ist die Echtzeitfähigkeit. Das bedeutet, dass die events zum Zeitpunkt ihres Auftretens 
analysiert werden, gleichzeitig der Mustererkennungsprozess ausgeführt wird und an-
schließend bei Bedarf mit entsprechenden, vordefinierten Aktionen reagiert werden kann. 
Die genauen Zahlen an events, die von den Lösungen der einzelnen Hersteller pro Se-
kunde verarbeitet werden können, sind im Abschnitt 4.4 genannt. 
In einem Blog-Eintrag hat T. Puzak die Eigenschaften beschrieben, die eine CEP engine 
erfüllen muss, um optimal in einem Unternehmen eingesetzt werden zu können, siehe 
[Thec08]. In diesem Zusammenhang wird davon ausgegangen, dass die Grundfunktionali-
täten wie Echtzeitfähigkeit und event aggregation zu complex events erfüllt werden und 
sind daher nicht aufgeführt: 
 
• Der Erkennungsmechanismus muss in der Lage sein, event patterns zu identifizie-
ren, bei denen die einzelnen events innerhalb einer bestimmten definierten Zeitpe-
riode (auch längere Zeitperioden) auftreten oder nicht auftreten. 
 
• Der Erkennungsmechanismus muss in der Lage sein, events nach der Reihenfol-
ge ihres Auftretens unterscheiden zu können um Mehrfacherkennungen zu ver-
meiden. 
 
• Die CEP engine muss in der Lage sein, die complex events bzw. die auszulösen-
den Aktionen in der bestimmten definierten Reihenfolge auszuführen. 
 
• Die CEP engine muss in der Lage sein, die complex events bzw. die auszulösen-
den Aktionen zu einem bestimmten definierten Zeitpunkt ausführen zu können. 
 
• Die CEP engine muss in der Lage sein, bestimmte events beim Start oder Stopp 
der Anwendung auszulösen. 
 
• Die CEP engine muss in der Lage sein, auftretende events nicht nur mit gleichen 
events zu complex events zu korrelieren, sondern auch mit anderen events, die 
beispielsweise durch SQL-Abfragen aus Datenbanken gewonnen werden. 
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• Die CEP engine muss in der Lage sein, auftretende events bei Bedarf abzuspei-
chern und somit für spätere Auswertungen verfügbar zu machen. 
 
• Die CEP engine muss in der Lage sein, mit externen Datenbanken interagieren zu 
können und somit Adapter für die gängigen Lösungen der bekannten Datenbank-
hersteller (z.B. Oracle Corp.) zur Verfügung zu stellen. 
 
• Die CEP engine muss Entwicklungsmöglichkeiten bzw. eine Entwicklungsumge-
bung bereitstellen. 
 
Für diese Arbeit ist vor allem die Fähigkeit einer CEP engine, auftretende events mit 
events aus SQL-Abfragen korrelieren zu können, sehr wichtig. Die Begründung hierfür ist, 
dass die Transaktionsevents mit bestimmten Daten aus Bestandssystemen erweitert wer-
den müssen um die Durchführung der weiteren Untersuchungen mittels des in dieser Ar-
beit beschriebenen Ansatzes gewährleisten zu können (siehe Abschnitt 6.1). 
 
4.4 Praktische Einsatzgebiete von CEP 
 
Im Zuge der Verbreitung von CEP haben sich viele praktische Anwendungsgebiete her-
auskristallisiert. Nachfolgend sind die wichtigsten Bereiche aufgelistet:  
 
a) IT-Blindness: IT-Blindness ist – genau wie Event Cloud – ein von D. Luckham gepräg-
ter Begriff. Er beschreibt die Tatsache, dass tausende von events Minute für Minute in 
den IT-Schichten der Unternehmen entstehen, ohne dass die Organisationen wissen, 
welche Muster sich hinter den events verbergen und welche Auswirkungen diese auf die 
Geschäftsprozesse der Unternehmen haben, siehe [Luck04b]. Durch den Einsatz von 
CEP bzw. event patterns können diese low level events über die IT-Schichten hinweg zu 
complex events korreliert und diese wiederum z.B. über BAM-Module überwacht werden. 
Diesen Prozess bezeichnet D. Luckham als IT-Insight, siehe [Luck04c]. 
 
b) Algorithmic Trading: Beim Algorithmic Trading werden auf Basis bekannter Muster au-
tomatisch Kauf- oder Verkaufstransaktionen an Finanzmärkten getätigt. Hierbei ist die 
Echtzeitfähigkeit von CEP engines besonders wichtig um auf die events im Börsen- und 
Marktumfeld sofort reagieren zu können. Der Algorithmus legt dabei den Zeitpunkt der 
Transaktionen anhand vordefinierter Parameter fest, wobei sowohl historische als auch 
aktuelle Marktdaten mit einbezogen werden. [Bate07] 
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c) Predictive Business: Bei Predictive Business handelt es nicht nur um die Reaktion auf 
bestimmte auftretende event patterns. Das Ziel ist dieser Anwendung ist, die event pat-
terns bzw. das Auftreten der definierten Eventkombinationen bereits zu einem früheren 
Zeitpunkt vorauszusagen. Dies funktioniert durch das Korrelieren von historischen events, 
die aufgrund von Beobachtungen in deterministischen Ketten zusammengesetzt sind, mit 
aktuell auftretenden events. Somit können mit Hilfe bekannter deterministischer Ablaufket-
ten Schlussfolgerungen in Echtzeit gezogen werden. Diese Ketten können in der Realität 
durch unvorhergesehene Ereignisse unterbrochen werden, wodurch die zukünftigen Er-
eignisse nur mit einer bestimmten Wahrscheinlichkeit vorausgesagt werden. [Rana06, S. 
39 - 59] 
 
d) Global Epidemic Warning: Bei Global Epidemic Warning-Systemen handelt es sich um 
Anwendungen, die verschiedene Quellen aus dem Internet (z.B. News Feeds, Zeitungs-
berichte oder lokale medizinische Quellen in mehreren Sprachen) benutzen um mittels 
CEP-Technologie Muster in Echtzeit abzuleiten, die auf Epidemien schließen lassen. Das 
bekannteste System in diesem Umfeld ist das kanadische Global Public Health Intelligen-
ce Network, das von der World Health Organisation (WHO) eingesetzt wird. Wenn das 
System ein Seuchenmuster identifiziert (unabhängig davon ob natürliche Epidemie oder 
Bio-Terrorismus), informiert das System sofort lokale Krankenhäuser, Gesundheitsämter, 
Behörden und Fluggesellschaften. [Luck07] 
 
e) Intrusion Detection: Im Bereich der Thematik Intrusion Detection existieren viele klassi-
sche Lösungsansätze, die z.B. in Richtung Data Mining gehen, siehe hierzu [Brug04]. Im 
CEP-Umfeld werden mittels bekannter event patterns auftretende events in einem Netz-
werk nach Einbruchsversuchen in Echtzeit untersucht und bei Bedarf sofort reagiert. In 
[Luck02, S. 333 - 335] ist beispielsweise ein event pattern in RAPIDE EPL beschieben, 
das einen Einbruchsversuch identifiziert, bei dem Dateien mit Passwörtern von verschie-
denen Rechnern aus an eine unbekannte Email-Adresse gesendet werden.  
 
f) Fraud Detection: Fraud Detection ist ein weiteres Feld für die Anwendung von CEP. In 
diesem Umfeld werden event patterns gesucht, die auf Betrugsversuche hindeuten, z.B. 
in der Bankenbranche. Der konkrete Anwendungsfall dieser Arbeit betrifft Fraud Detecti-
on, daher wird die relevante Literatur dieses Anwendungsfalls im Abschnitt 5.1 diskutiert.  
 
Für weitere Anwendungsbereiche wie z.B. Risiko- und Compliance-Anwendungen, 
Healthcare, Customer Relationship Management (CRM) usw., siehe [Chan09, S. 78 - 89] 
sowie die Beschreibungen zum ersten und zweiten Event Processing Symposium bei 
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[Comp08]. Diese oben genannten Anwendungsbereiche werden von den verschiedenen 
CEP-Herstellern in ihren entsprechenden Lösungen abgedeckt. In Tabelle 5 sind die be-
kanntesten Vertreter der Branche mit ihren CEP-Produkten aufgelistet und näher be-
schrieben. Die Kriterien, nach denen sich die Hersteller unterscheiden, sind die verfügba-
re Entwicklungsumgebung, die Betriebssysteme, auf denen die angebotenen Lösungen 
installiert werden können, der Durchsatz von events in einer Sekunde sowie die Anwen-
dungsgebiete, in denen die jeweilige CEP-Lösung zum Einsatz kommt. 
 
Hersteller Produkt 
Entwick-
lungs-
umgebung 
Unterstützte 
Betriebs-
systeme 
Event 
Durch-
satz 
Anwen-
dungs-
gebiete 
Bemerkung Quelle 
Progress 
Software 
Corp. 
Progress 
Apama 
Apama 
Studio 
(Eclipse 
basiert) 
Linux, Win-
dows, Solaris 
mehrere 
10.000 
events/sek. 
Algorithmic 
Trading, 
Risikomana-
gement, RFID 
Beinhaltet eine 
eigene Daten-
bank (Eventsto-
re) 
[Prog09] 
TIBCO  
Software Inc. 
Tibco  
Business 
Events™ 
UML 
basierte 
Model-
lierung 
Windows,  
Linux, HP-UX, 
Solaris 
Keine 
Angabe 
Supply Chain 
Management, 
Logistik, 
Sicherheit 
Tendiert in 
Richtung Predic-
tive Business 
[Tibc09] 
Stream Base 
Inc. 
Stream 
Base Event 
Processing 
Platform 
Stream-
Base Stu-
dio, Stream 
SQL, 
Stream 
Base 
Server 
Linux, Win-
dows, Solaris 
500.000 
events/sek. 
Algorithmic 
Trading, 
Finanzan-
wendungen, 
Telekommun-
ikation, Online 
Gaming 
Sowohl graphi-
sche als auch 
programmier-
technische 
Entwicklung 
möglich, Java 
Schnittstelle 
integriert 
[Stre09] 
Coral8 Inc. 
Continuous 
Intelli-
gence™ 
CCL (Con-
tinuous-
Compu-
tation Lan-
guage), 
basiert auf 
SQL 
Linux, Win-
dows 
400.000 
events/sek. 
Kundenmana-
gement,  
Telekommuni-
kation, RFID 
CEP Startup 
Company, Grün-
dung im Jahr 
2003, Kooperati-
on mit Aleri Inc. 
[Cora09] 
Aleri Inc. 
Aleri 
Streaming 
Platform 
Aleri Studio 
(Eclipse 
basiert) mit 
Aleri Splash 
als EPL 
Linux, Win-
dows, Solaris 
mehrere 
100.000 
events/sek. 
Algorithmic 
Trading, 
Risiko-
management  
Excelschnittstel-
le für Auswer-
tungen konfigu-
rierbar 
[Aler09] 
 
Agent Logic 
Inc. 
RulePoint ® 
Webbasier-
tes Entwick-
lungstool 
Linux, Win-
dows, Solaris 
Keine 
Angabe 
Gesamte 
operative 
Unterneh-
mens-
steuerung 
Keine Clientin-
stallation not-
wendig 
[Agen09] 
Tabelle 5: Lösungen der bekanntesten CEP-Hersteller 
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Weitere Lösungen werden z.B. von den großen Softwarefirmen wie Oracle Corp. oder 
IBM Corp. angeboten. Für eine konkrete Auflistung der aktuellen CEP-Hersteller, wie 
zum Beispiel das deutsche Unternehmen RTM (Realtime Monitoring), siehe [Gild09]. Für 
weitere Informationen zu den Herstellern und deren Lösungen siehe [Gual09]. Insgesamt 
ist lt. [Gual09] zu erkennen, dass sich der Markt für CEP-Technologie von einem Nischen- 
zu einem Mainstream-Markt wandelt.  
Aufgrund dieser Zahlen an verarbeiteten events pro Sekunde aus Tabelle 5 bezeichnen 
die Hersteller ihre CEP engines als echtzeitfähig. Für die Umsetzung des Ansatzes dieser 
Arbeit wird die Lösung StreamBase Studio des Herstellers StreamBase Inc. als CEP 
engine verwendet, da hierfür sowohl eine kostenlose Lizenz zur Verfügung steht als auch 
nach Aussage von [Nguy07, S. 10] mit dieser Lösung eine leistungsstarke Eventverarbei-
tung möglich ist.  
Zusammenfassend ist zu erwähnen, dass CEP eine relativ junge Technologie ist, die 
durch die genannten Anwendungsgebiete großes Entwicklungspotenzial in sich birgt. 
Nachfolgend wird im letzten allgemeinen Kapitel dieser Arbeit der Stand der Forschung im 
Rahmen von Betrugserkennung im Bereich von CEP und maschinellen Lernverfahren im 
Bankenumfeld diskutiert.  
 
5 State of the art im Bereich Betrugserkennung mit CEP und 
im Bankenumfeld  
 
Die ausgewertete Literatur mit ähnlichen Entwicklungen im Vergleich zu dem Ansatz die-
ser Arbeit betrifft zum einen den Bereich Betrugserkennung im Umfeld von CEP. Da CEP 
eine neue Technologie ist, werden in diesem Kapitel alle Artikel, die allgemein über das 
Thema Betrugserkennung (unabhängig von der Betrugsart) in Zusammenhang mit dieser 
Technik veröffentlicht wurden, diskutiert.  
Eine weitere Art von relevanten Publikationen bezieht sich auf den Bereich Erkennung 
und Prävention von Identitätsdiebstahl beim Online-Banking mit Hilfe maschineller Lern-
verfahren. Um den Fokus gezielt auf diese Fälle zu richten, werden hierbei keine Publika-
tionen mit den Themen Analyse von Kreditkartentransaktionen oder Benutzeridentifikation 
beim Online-Banking mittels bestimmter Protokolle bzw. Authentifizierungsmethoden dis-
kutiert.  
Zusätzlich werden in diesem Kapitel Artikel über den kombinierten Einsatz von Diskrimi-
nanzanalyse und neuronalen Netzwerken als Hybrid-Modell diskutiert um herauszufinden, 
ob das Verfahren der Übergabe von Diskriminanzwerten an ein neuronales Netzwerk be-
reits in der Literatur verwendet wird. 
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5.1 Betrugserkennung im Umfeld von CEP 
 
Ein Beispiel eines regelbasierten Systems für Betrugserkennung liefert die Arbeit von 
[Rozs07]. Die Autoren entwickelten ein eventbasiertes Betrugserkennungssystem namens 
SARI für den Bereich Online-Wetten. Die Abkürzung steht für Sense and Respond 
Infrastructure. Die Architektur von SARI besteht aus Adapter, welche die events wie z.B. 
betplaced oder sporteventstarted aus den Operational Systems wie Betting Engine oder 
Financial System einlesen. Die Analyse der events und deren Zusammenhänge erfolgt 
mit Hilfe von Event Processing Maps. Die Event Processing Maps bilden ein Regelwerk 
zur Klassifizierung von Betrugsmustern wie z.B. Platzierung von Wetten mit ungewöhnlich 
hohen Einsätzen auf einen sportlichen Außenseiter oder Überweisungen aus verdächti-
gen Quellen. Die Event Processing Maps können vom Anwender durch ein User Interface 
graphisch modelliert werden. Die Speicherung der Regeln, events und deren Strukturen 
ist die Aufgabe der Event-Base. Für nachhaltige Auswertungen mittels Data Mining-
Technologie dient das Business Intelligence (BI) Werkzeug Event Tunnel. Dort werden 
kausale Zusammenhänge und Beziehungsmuster zwischen den events identifiziert. Die 
gewonnenen Erkenntnisse können anschließend vom Benutzer zu neuen Event Proces-
sing Maps umgesetzt werden. Für weiterführende Informationen über das BI-Werkzeug 
Event Tunnel, siehe [Sunt08]. In [Sunt08] wird ebenfalls der in [Rosz07] beschriebene 
Anwendungsfall der Betrugserkennung im Bereich Online-Wetten und der Zusammen-
hang bzw. die Visualisierung der Betrugsevents mit Event Tunnel diskutiert. Darüber hin-
aus besteht SARI aus einer Komponente namens Real-Time Management Cockpit, die 
beispielsweise dem Benutzer ein Sportereignis anzeigt, bei dem betrugsverdächtige Wet-
ten entdeckt wurden. Die Architektur von SARI ist in Abbildung 29 angezeigt.  
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Abbildung 29: Betrugserkennungsarchitektur von SARI in [Rozs07, S. 3] 
 
Im Gegensatz zu der hier vorliegenden Arbeit wird bei [Rozs07] ein Ansatz bestehend aus 
fixen Regeln verwendet, der bekannte Betrugsmuster im Bereich Online-Wetten abprüft. 
Das bedeutet, es wird keine Echtzeitüberprüfung der events mittels maschineller Lernver-
fahren durchgeführt, sondern es erfolgt in [Rozs07] ein Vergleich mit bekannten Mustern, 
die in den Event Processing Maps hinterlegt sind. Neue Betrugsmuster werden dabei ex 
post mittels Data Mining-Techniken in dem Werkzeug Event Tunnel identifiziert.  
 
Eine weitere Betrugserkennungsarchitektur im Event Processing-Umfeld beinhaltet die 
Arbeit von [Nguy07]. Dieser Artikel beschreibt einen Forschungsprototyp namens        
ZELESSA. Die Abkürzung steht für Zero Latency Event Sensing and Responding Archi-
tecture. Diese Architektur dient als Infrastruktur für die Generierung von echtzeitfähigen 
BI-Anwendungen auf Basis eines Data Warehouse und der CEP engine des Herstellers 
StreamBase Inc., die nach Aussage der Autoren eine sehr leistungsfähige Eventve-
rarbeitung garantiert [Nguy07, S. 10]. Ein bereits implementierter Anwendungsfall von 
ZELESSA ist die Identifikation von Betrugsfällen im Umfeld Mobiltelefonie auf Basis von 
Event Streams. In dieser Anwendung werden phonecall events auf Basis vordefinierter 
Regeln analysiert, die in XML implementiert sind. Ein typisches event pattern in diesem 
Bereich lautet: Wenn ein Anruf mit einem Mobiltelefon von Österreich nach Asien acht 
Minuten dauert, wird dieser Anruf nicht als Betrug klassifiziert, wenn die durchschnittliche 
Anrufdauer der letzten drei Monate nach Asien mit diesem Mobiltelefon 15 Minuten be-
trägt. Überschreitet ein solcher Anruf aber einen bestimmten definierten Grenzwert (z.B. 
60 Minuten), wird er als Betrugsversuch gekennzeichnet und abgebrochen. Das System 
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überwacht zu diesem Zweck die events phonecallstarted und phonecallhangup bzw. die 
Zeitspanne nach dem Eintreten des phonecallstarted events. Im Falle des Abbruchs des 
Anrufs durch das System tritt das phonecallhangup event nicht ein. Der ZELESSA Proto-
typ ist mit der Entwicklungsumgebung Visual Studio .NET 2005 programmiert und basiert 
auf einer MS SQL Server 2005-Datenbank. Ein zentraler Server (hier Dispatcher Host) 
empfängt die events aus unterschiedlichen heterogenen Quellen und übergibt sie dem 
Event Processing Model (EPM), das in Abbildung 30 dargestellt ist. 
 
 
Abbildung 30: Event Processing Model von ZELESSA in [Nguy07, S. 7] 
 
Über den MSMQEventAdapter gelangen die Ströme der phonecallstarted und phonecall-
hangup events in den zentralen Kern der Architektur, dem FraudDetectionService. Hier 
wird auf Basis der historischen Anrufdaten des dazugehörigen Kunden für jedes phone-
callstarted event ein Grenzwert ermittelt, nach dem das Gespräch als Betrugsversuch 
gewertet wird. Falls innerhalb dieses ermittelten kundenspezifischen Anrufzeitraums kein 
phonecallhangup event eintritt, erzeugt der FraudDetectionService ein fraudsituation-
detected event für den FraudResponseService, der das Gespräch automatisch abbricht. 
Die Betrugssituation wird innerhalb des Real-time Data Warehouse gespeichert. Aus die-
sem Data Warehouse bezieht wiederum der FraudDetectionService die Datengrundlage 
für die Ermittlung des Grenzwerts für die Anrufdauer eines Kunden. Für diesen For-
schungsprototyp werden die events von einem Simulator erzeugt.  
Im Vergleich zu der beschriebenen Lösung dieser Arbeit wird bei [Nguy07] ebenfalls auf 
Basis historischer events gearbeitet und die Lösung des Herstellers StreamBase Inc. 
als CEP engine verwendet. Allerdings ist hierbei ein regelbasierter Ansatz für die Be-
trugserkennung im Bereich Mobiltelefonie gewählt.  
In einem früheren Artikel hat die gleiche Autorengruppe eine Vorgängerversion von ZE-
LESSA mit der Bezeichnung SARESA vorgestellt, siehe [Nguy05]. SARESA steht für 
Sense and Response Service Architecture und beinhaltet mit Betrugserkennung im Um-
feld Mobiltelefonie den gleichen implementierten Anwendungsfall mit einem exakt über-
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einstimmenden Event Processing Model wie in Abbildung 30 abgebildet ist. Allerdings 
sind in dem Vorgängermodell die event patterns noch nicht so konkret definiert. 
 
Eine weitere CEP-Architektur für Betrugserkennung ist in [Bass06] beschrieben. Das ent-
wickelte Joint Directors of Laboratories (JDL) Modell ist in Abbildung 31 dargestellt. 
 
 
Abbildung 31: JDL Complex Event Processing Modell in [Bass06] 
 
Das JDL-Modell beschreibt den Prozess des Event Processing (EP) in einem festgelegten 
Ablauf mit folgenden Komponenten:  
 
Schritt 1 – Event Sources:  
Die events stammen aus unterschiedlichen externen und internen Quellen, welche die 
globale Event Cloud einer Organisation bilden.  
 
Schritt 2 – Event Preprocessing:  
Die events aus heterogenen Quellen werden mittels Adapter normalisiert, so dass im An-
schluss alle events eine einheitliche Struktur für die weitere Verarbeitung aufweisen.  
 
Schritt 3 – Level One Event Refinement:  
Die events werden in Abhängigkeit vom jeweiligen Anwendungsfall (hier Betrugserken-
nung) gefiltert. Die events, die in diesem Zusammenhang nach der Definition nicht bzw. 
nur mit einer geringen Wahrscheinlichkeit relevant für die Betrugserkennung sind, werden 
aus dem Event Stream entfernt.  
 
Schritt 4 – Level Two Situation Refinement:  
In diesem Schritt wird die Betrugsrelevanz der events analysiert. Auf Basis historischer 
und aktueller events aus dem Event Stream werden Betrugssituationen identifiziert bzw. 
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in Echtzeit korreliert. Die Identifizierung erfolgt mit Hilfe eines Bayes-Netzwerks, indem 
das gesammelte Wissen über Ursache- und Wirkungsbeziehungen von Phishingevents 
repräsentiert ist. Abbildung 32 zeigt das verwendete Bayes-Netzwerk. 
 
Brand Phishing
Brand Misuses
Profile Mismatch
Alert Service
Phishing Alert Identity Theft
Login Success
Alert Security
Known Fraud IP
Uses Proxy
Alert Customer
Account Logout
 
Abbildung 32: Verwendetes Bayes-Netzwerk zur Betrugserkennung in [Bass06] 
  
Die hellbraun gezeichneten Knoten in Abbildung 32 zeigen events aus externen Event-
quellen, die blauen dagegen deuten auf interne Quellen hin. Die Pfeile repräsentieren die 
kausalen Verbindungen zwischen den Knoten. Die genauen Wahrscheinlichkeiten der 
einzelnen Knotenverbindungen sind in dem Artikel nicht genannt. 
 
Schritt 5 – Level Three Impact Assessment:  
Die Auswirkungen der identifizierten Situationen auf die Organisation in Form von Schä-
den, Gewinnen oder Verlusten wird geschätzt. 
 
Schritt 6 – Level Four Process Refinement:  
Die gewonnenen Informationen aus Level Three werden verwendet um die Prozesse und 
die bekannten Muster zu verfeinern. 
 
Schritt 7 – Database Management:  
Die historischen events für Level Two sowie die bekannten Muster werden in der Daten-
bank gespeichert.  
 
Schritt 8 – User Interface:  
Das User Interface wird zur Visualisierung des Event Processing-Prozesses und der Be-
trugserkennungsergebnisse verwendet.  
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Das JDL-Modell ist nach Aussage von [Bass06] Teil der CEP-Lösung des Herstellers 
TIBCO Software Inc. namens BusinessEvents. Konkrete Instanzen der beschriebe-
nen Komponenten sind als sog. ScoreCards implementiert, die als Container für lokale 
Parametereinstellungen fungieren.  
Dieser Artikel beschreibt eine prozessorientierte CEP-Architektur, die ebenfalls auf histo-
rische events zurückgreift. Im Gegensatz zum Ansatz dieser Arbeit basiert die Betrugser-
kennung in [Bass06] auf einem Bayes-Netzwerk. Darüber hinaus werden in [Bass06] kei-
ne Transaktionsevents untersucht, sondern login events oder logout events, die z.B. auf 
einen Einbruchsversuch hindeuten.  
 
Eine weitere Publikation im CEP-Umfeld mit dem Anwendungsfall Identitätsdiebstahl 
stammt von D. Luckham, dem Begründer der CEP-Technologie. In [Luck04d] beschreibt 
der Autor keine konkrete CEP-Lösung zur Betrugserkennung, macht aber auf die Proble-
matik des wachsenden Identitätsdiebstahls aufmerksam und zeigt auf, dass dieses The-
ma ein wichtiger Anwendungsfall für Complex Event Processing ist. In diesem Artikel be-
schreibt D. Luckham ein typisches event pattern aus einem Phishingfall auf der Internet-
seite einer Bank mit der Sequenz account login, gefolgt von password change, und an-
schließendem new auto pay. Als Lösung schlägt [Luck04d] vor, dieses Muster mittels Bu-
siness Activity Monitoring-Technologie (BAM) zu überwachen (die Kombination von BAM- 
und CEP-Technologie wird ebenfalls in [Gual09] und [Chan09, S. 172] als Einsatzszenario 
im CEP-Umfeld erwähnt). Der Autor bemerkt in seinem Artikel außerdem, dass ca. 1% 
aller Bankkunden alleine durch grob fahrlässiges und leichtsinniges Handeln stark gefähr-
det sind, Opfer von Identitätsbetrügern zu werden.  
In [Luck04e] benutzt D. Luckham Identitätsdiebstahl beim Online-Banking als Beispiel zur 
Beschreibung der z.B. in Kreditinstituten vorherrschenden IT-Blindness (siehe Abschnitt 
4.4) indem er anführt, dass eine Bank keine Kenntnis hat, ob ein Kunde Opfer von Identi-
tätsbetrug wurde bis es der Kunde selbst der Bank meldet.  
 
Eine ähnliche Argumentation wie [Luck04d] verwendet A. Lundberg in [Lund06]. Auch 
dieser Artikel stellt keine konkrete Betrugserkennungslösung im Event Processing-Umfeld 
vor, erwähnt aber, dass durch den Einsatz von CEP im Bereich Online-Banking betrügeri-
sche Transaktionen bzw. Anomalien in Echtzeit identifiziert und sofort über weitere events 
bzw. ausgelöste Aktionen entsprechend reagiert werden kann.  
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5.2 Maschinelle Lernverfahren zur Erkennung und Prävention von Identitäts-
diebstahl im Online-Banking 
 
Dieser Abschnitt unterscheidet die diskutierten Ansätze zur Bekämpfung von Identitäts-
diebstahl beim Online-Banking mit Hilfe von maschinellen Lernverfahren in Methoden zur 
Betrugsprävention und Methoden zur Betrugserkennung. 
 
5.2.1 Maschinelle Lernverfahren zur Prävention von Identitätsdiebstahl 
 
In einem Artikel von [Abu07] zur Prävention von Identitätsdiebstahl beim Online-Banking 
werden Emails analysiert um herauszufinden, ob es sich um Phishing-Emails handelt oder 
nicht. Zu diesem Zweck vergleichen die Autoren die Erkennungsleistung von maschinel-
len Lernverfahren nach den Faktoren false positive und false negative. Der Begriff false 
negative bedeutet im Rahmen der Arbeit von [Abu07], dass eine Phishing-Email fälschli-
cherweise als Nicht-Phishingfall klassifiziert wurde. Bei false positive-Bewertung ist die 
Situation umgekehrt. Bei den verwendeten maschinellen Lernverfahren in [Abu07] handelt 
es sich um: 
 
• Logistic Regression (LR) (siehe Abschnitt 3.6) 
• Classification and Regression Trees (CART) (siehe Abschnitt 3.1) 
• Bayesian Additive Regression Trees (BART) (BART ist ein Bayesscher Regressi-
onsansatz, der auf dynamisch anpassbaren Elementen basiert. Für weiterführende 
Literatur zu Bayesian Additive Regression Trees siehe [Chip06]) 
• Support Vector Machine (SVM) (siehe Abschnitt 3.4) 
• Random Forests (RF) (RF ist ein Entscheidungsbaumalgorithmus, der auf vielen 
Entscheidungsbäumen basiert und als Ergebnis den Wert ausgibt, der am häufigs-
ten eine Trainingsmenge über individuelle Bäume hinweg richtig klassifiziert. Für 
weiterführende Literatur zu Random Forests siehe [Pavl00]) 
• Neural Networks (NNet) (siehe Abschnitt 3.3) 
 
Diese genannten Verfahren gehören zur Familie der überwachten Lernverfahren und 
wurden auf eine Datenbasis von insgesamt 2.889 Emails angewandt. Diese Menge ist in 
1.171 Phishing-Emails und 1.718 Nicht-Phishing (= legitimate) Emails aufgeteilt. Die Auto-
ren von [Abu07] identifizierten in den Emails insgesamt 43 Variablen, die zur Identifikation 
von Phishing-Emails verwendet wurden. Diese Variablen repräsentieren die Häufigkeiten 
des Auftretens bestimmter englischer Begriffe im Emailtext sowie im Betreff. Die Variablen 
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bilden zusammen einen Vektor, der jeweils eine Email darstellt. Zusätzlich existiert zu 
jeder Email eine Zielvariable, welche die boolesche Information enthält, ob diese Email 
eine Phishing-Email ist oder nicht.  
Das neuronale Netzwerk in [Abu07] besteht aus insgesamt drei Schichten, wobei die Hid-
denschicht insgesamt zehn Knoten aufweist, bei einem Output- und 43 Inputknoten (d.h. 
ein Knoten pro Variable). Trainiert wurde das Netzwerk mit einem Lernfaktor von 0,1, wo-
bei die Autoren keine Aussagen über die Aufteilung der Trainings- und Testmenge und 
der Anzahl der Lerndurchläufe getroffen haben.  
Tabelle 6 enthält nach Abschluss der Analysen mit den erwähnten Verfahren die folgen-
den Ergebnisse. 
 
 false positive false negative 
LR 4,89% 17,04% 
CART 7,68% 12,93% 
SVM 7,92% 17,26% 
NNet 5,85% 21,72% 
BART 5,82% 18,92% 
RF 8,29% 11,12% 
Tabelle 6: Identifikationsergebnisse verschiedener maschineller Lernverfahren aus [Abu07, S. 7] 
 
Tabelle 6 zeigt, dass auf Basis der analysierten Emails bezüglich der false positive-Rate 
Logistic Regression (LR) die optimale Methode ist und im Gegensatz dazu bei der false 
negative-Quote Random Forests (RF) das beste Resultat erzielt. Das neuronale Netzwerk 
schneidet bei [Abu07] im Vergleich zu den anderen Verfahren bei der false negative-
Quote mit einem Wert von 21,72% am schlechtesten ab, erzielt aber bei der false positi-
ve-Rate mit einem Anteil von 5,85% ein vergleichsweise gutes Ergebnis. Allerdings weist 
bei [Abu07] das neuronale Netzwerk mit 43 Inputparametern eine größere Zahl auf als im 
Rahmen dieser Arbeit, wobei in dem diskutierten Artikel das neuronale Netzwerk nur mit 
einer Hiddenschicht getestet wurde.  
 
Eine ähnliche Untersuchung wie [Abu07] führten die Autoren von [Chan06] durch. Sie 
analysierten in ihrer Arbeit 200 Emails, die aus 100 Phishing- und 100 Nicht-
Phishingfällen zusammengesetzt waren. Als Ergebnis identifizierten sie 25 relevante Attri-
bute, von denen ein Teil – genau wie bei [Abu07] – aus den Häufigkeiten bestimmter Wör-
ter im Text und Betreff bestehen. Zusätzlich verwendeten die Autoren Variablen, die In-
formationen über die Struktur des Betreffs und des Emailtextes beinhalten. Als maschinel-
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les Lernverfahren setzten die Autoren von [Chan06] Support Vector Machine (siehe Ab-
schnitt 3.4) ein. Sie erreichten dabei ein Resultat von 95,0% richtig klassifizierter Emails.  
 
Eine weitere Arbeit in dieser Richtung wurde von [Fett07] durchgeführt. Diese Autoren 
verwendeten zehn relevante Attribute, die ebenfalls auf den Häufigkeiten des Vorhanden-
seins bestimmter englischer Wörter im Emailtext basieren. In [Fett07] wurden 860 Phis-
hing-Emails und 6.950 Nicht-Phishingfälle analyiert. Als maschinelles Lernverfahren imp-
lementierten die Autoren einen selbstentwickelten Algorithmus namens PILFER, der auf 
Random Forests (siehe oben) basiert. Als Ergebnis wurde eine Klassifikationsgenauigkeit 
von 96,0% richtig klassifizierter Emails erreicht, bei einer false positive-Quote von 0,1%. 
Nach Aussage der Autoren kann dieser Algorithmus auch zum Identifizieren von Phis-
hingseiten verwendet werden.  
Im Vergleich zum Ansatz dieser Arbeit verwenden die Autoren von [Abu07], [Chan06] und 
[Fett07] keine Hybrid-Architektur, sondern vergleichen die Ergebnisse verschiedener 
überwachter maschineller Lernverfahren miteinander bzw. benutzen alleingestellte Analy-
semethoden. In diesem Zusammenhang setzen die drei Arbeiten für die Betrugsbekämp-
fung nicht bei den Betrugstransaktionen (d.h. Betrugserkennung) sondern einen Schritt 
vorher bei den Phishing-Emails (d.h. Betrugsprävention) an. Auch wird in keinem der Arti-
kel CEP-Technologie eingesetzt oder erwähnt.  
 
Mit den Emails sollen die Phishingopfer zu den Betrugsseiten gelockt werden. Zur Errei-
chung des Ziels, diese Betrugsseiten von legitimen Internetseiten einer Bank unterschei-
den zu können, entwickelten die Autoren von [Medv08] eine Methode zur Ähnlichkeitsana-
lyse von falschen und echten Webseiten. Folgende Grundkomponenten von Internetsei-
ten werden bei dem Verfahren verglichen:  
 
• Textfragmente 
• Eingebettete Bilder 
• Komplettes visuelles Erscheinungsbild einer Internetseite 
 
Bei der Ähnlichkeitsanalyse wird in folgenden Schritten vorgegangen: 
 
Schritt 1 – Auffinden einer verdächtigen Internetseite w:  
Hierbei wird der Analyseprozess gestartet, sobald eine verdächtige Internetseite registriert 
wird. 
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Schritt 2 – Berechnen der Signaturwerte S(w) der verdächtigen Internetseite: 
Eine Signatur ist im Rahmen der Arbeit von [Medv08] ein quantifizierter Wert aus Text- 
und Bildinformationen einer Internetseite. Der Signaturwert für Textstellen setzt sich aus 
den Einzelkomponenten Schriftfarbe, Hintergrundfarbe, Textinhalt, Schriftgröße, Schrift-
name und der Position innerhalb der Seite (ausgehend vom linken oberen Pixel des Tex-
tes) zusammen. Bei Bildern dagegen definiert sich der Signaturwert aus der Quellenad-
resse des Bildes, der Höhe, der Breite, der Farbe sowie der 2D Haar wavelet transforma-
tion (2D Haar wavelet transformation ist eine effiziente, gering-auflösende Bildanalyse-
technik, für weiterführende Informationen siehe [Stan03]). Der Signaturwert des komplet-
ten visuellen Erscheinungsbildes besteht aus den Einzelkomponenten Farbe und 2D Haar 
wavelet transformation. 
 
Schritt 3 – Vergleich der Signaturwerte S(w) der verdächtigen Internetseite mit den Signa-
turwerten S(w’) der legitimen Internetseite: 
Bei diesem Schritt werden gleiche Einzelkomponenten von zwei Internetseiten miteinan-
der verglichen. Bei Textelementen wird zu diesem Zweck die Levenshtein-Distanz be-
rechnet (die Levenshtein-Distanz ist ein Maß, das die minimal notwendige Anzahl der 
Operationen Einfügen, Löschen und Ersetzen ermittelt um eine Zeichenkette in die ande-
re zu überführen, für weiterführende Literatur siehe [Leve66]). Farbunterschiede werden 
mittels der 1-Norm-Distanz ermittelt, bei Positionsunterschieden dagegen wird die Euklidi-
sche-Distanz verwendet (die 1-Norm-Distanz bezeichnet die tatsächliche Entfernung, die 
innerhalb einer quadratischen Blockstruktur zurückgelegt werden muss um von einem 
Ausgangsort zu einem Zielort zu gelangen, z.B. die Distanz, die ein Taxi zurücklegt um in 
Manhattan von A nach B zu kommen, daher auch der Name Manhattan-Distanz. Die 
Euklidsche-Distanz dagegen, oder auch 2-Norm-Distanz genannt, ist der Abstand zweier 
Punkte innerhalb eines Raumes. Für weiterführende Literatur zu den genannten Distan-
zen siehe [Deza09]). Für die drei Grundvergleichskomponenten Text, Bilder und visuelles 
Erscheinungsbild wird der Signaturwert jeweils durch Addition der Distanzen der Einzel-
komponenten berechnet. 
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Schritt 4 – Ausgabe einer Alarmmeldung falls die Signaturwerte zu ähnlich sind: 
Die Signaturwerte sind zu ähnlich, wenn der Scorewert s, der aus einer Linearkombination 
der Signaturwerte der drei Grundvergleichskomponenten ermittelt wird, einen bestimmten 
Grenzwert t überschreitet (s>t). Der Scorewert s wird mit folgender Formel berechnet: 
 
s = at * st + ai * si + ao * so 
 
at = Koeffizient für Textfragmente 
st = Signaturwert für Textfragmente 
ai = Koeffizient für eingebettete Bilder 
si = Signaturwert für eingebettete Bilder 
ao = Koeffizient für das visuelle Erscheinungsbild 
so = Signaturwert für das visuelle Erscheinungsbild 
 
Falls diese Situation s>t eintritt, wird die verdächtige Seite registriert und eine definierte 
Alarmmeldung gesendet. 
Die Koeffizienten der Funktion werden mit Hilfe einer Trainingsmenge von 35 Internetsei-
tenpaaren, wobei bei 14 Paaren eine Phishingseite enthalten ist, ermittelt. Die Berech-
nung der Koeffizienten erfolgt unter Verwendung des Simplex-Verfahrens (Simplex ist 
eine Methode der Numerik zur Lösung linearer Optimierungsprobleme, für weiterführende 
Literatur siehe [Klee72]).  
In dem Artikel sind sowohl die exakten Werte der Koeffizienten als auch der Grenzwert 
nicht angegeben. Die Autoren von [Medv08] führten zur Validierung ihres Ansatzes Expe-
rimente mit einer Testmenge von 41 Paaren aus realen Phishing- und legitimen Internet-
seiten durch. Dabei kamen sie zu dem Ergebnis, dass zwei Phishingseiten nicht als sol-
che erkannt wurden und keine legitime Seite als false positive klassifiziert wurde. 
Im Vergleich zum Ansatz dieser Arbeit setzen die Autoren von [Medv08] nicht auf Be-
trugserkennung sondern auf Betrugsprävention. Dabei wird in [Medv08] ein selbstentwi-
ckeltes Verfahren verwendet, das auf dem Simplex-Algorithmus zur Generierung der 
Klassifikationsfunktion mit Hilfe einer Trainingsmenge basiert. Die Klassifikation erfolgt 
anschließend – ähnlich wie bei der Diskriminanzanalyse – auf Basis eines Vergleichs des 
ermittelten Funktionswerts mit einem zuvor berechneten Grenzwert. Allerdings wird bei 
[Medv08] weder ein neuronales Netzwerk noch ein Entscheidungsbaum zur Analyse be-
nötigt, da die Basisattribute mit einer Kombination aus Distanzwerten anders strukturiert 
sind als im Rahmen dieser Arbeit. Des Weiteren wird bei [Medv08] die Verwendung von 
CEP-Technologie nicht genannt, wobei in diesem Artikel ein Anspruch auf Echtzeitfähig-
keit des Verfahrens ebenfalls nicht erwähnt wird. Für weitere Vorgängerarbeiten zum The-
ma Ähnlichkeitsanalyse von Phishing- und legitimen Internetseiten mittels entsprechender 
Distanzberechnungen, siehe [Rosi07], [Fu06], [Weny06] und [Weny05]. 
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5.2.2 Maschinelle Lernverfahren zur Erkennung von Identitätsdiebstahl 
 
Einen Ansatz zur Betrugserkennung mittels maschineller Lernverfahren verwenden die 
Autoren von [Vikr04]. In dieser Arbeit werden neuronale Netzwerke benutzt, die Informati-
onen aus einer Vielzahl von Datenquellen untersuchen um verdächtige Kontoaktivitäten 
zu identifizieren. In diesem Zusammenhang erwähnen die Autoren, dass Banken oftmals 
nur Betrugsuntersuchungen durchführen, wenn eine verdächtige Aktivität gemeldet wird. 
Es erfolgt in vielen Kreditinstituten keine Echtzeitanalyse der Transaktionen, was auch mit 
den Aussagen aus den geführten Interviews (siehe Anhang 1) übereinstimmt. Die Lösung 
in [Vikr04] basiert auf der Annahme, dass eine Verbindung zwischen den Predictor Vari-
ables (deut.: Wirkungsvariablen, wie z.B. Transaktions- und Zugriffsaktivität auf das Kon-
to) und den Predicted Variables (deut.: erwartete Variablen, wie z.B. Betrugsrisiko und 
Anteil ungewöhnlicher Aktivitäten des Kontos) besteht. Neuronale Netzwerke werden bei 
[Vikr04] eingesetzt, um auf Basis von trainierten Mustern den Risikograd von Finanz-
transaktionen zu bewerten. Für diesen Zweck identifizierten die Autoren folgende Attribute 
als relevant: 
 
• Kontoinformation (Kontoinhaber) 
• Quelle bei Kontoänderungen (z.B. Kunde, Mitarbeiter, Administrator) 
• Netzwerkinformationen über die Quelle der Transaktion (IP-Adresse, Routing In-
formationen) 
• Empfängerinformationen (Zielkonto, Vertraulichkeit des Empfängers, geographi-
sche Angaben zur Zielbank) 
 
Aufgrund der Tatsache, dass diese Informationen auf verschiedene Quellen innerhalb 
einer Finanzorganisation verteilt sind, stellte sich für die Autoren die Frage nach der Ver-
einigung der verteilten Informationen für die Analyse. Die Antwort darauf bildeten intelli-
gente Agenten für jede Architekturplattform, die alle mit der gleichen Datenbank namens 
Central Activity Log Database (CALDB) kommunizieren (ein Agent ist in diesem Zusam-
menhang ist ein Prozess, der lokal Aktionen durchführt und mit der verwaltenden Einheit 
kommuniziert, siehe dazu [Kuro02, S. 615 - 618]). 
Für die Analyse der gesammelten Daten entwickelten die Autoren eine Lösungsarchitek-
tur namens Comprehensive Account Activity Monitoring and Analysis Tool (CAAMAT). 
Diese Architektur ist in Abbildung 33 dargestellt.  
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Abbildung 33: Lösungsarchitektur CAAMAT zur automatisierten Betrugserkennung aus [Vikr04, S. 
10] 
 
Das Data Interface bildet die Schnittstelle zur zentralen Datenbank CALDB, welche die zu 
analysierenden Daten aus den verschiedensten Quellen enthält. Die Hauptkomponente 
der Lösungsarchitektur bildet der Activity Analyzer. Die erste Komponente ist die Account 
Classification Engine, welche die bestehenden Konten dynamisch in verschiedene Kate-
gorien (Account Grade) klassifiziert. Die Ermittlung des Account Grade erfolgt mittels fol-
gender Formel:  
 
Account Grade = Account Rating * Activity Level 
 
Der Faktor Account Rating setzt sich zusammen aus einer Kombination von Attributen wie 
Initialrisiko, Einkommenslevel des Kontoinhabers usw., dagegen besteht der Faktor Activi-
ty Level aus historischen Daten des Kunden für eine bestimmten Zeitspanne, wie z.B. die 
Häufigkeit der Kontenzugriffe. Nach der Account Classification Engine folgen innerhalb 
der Architektur zwei Datenbanken. Die Real-time Database beinhaltet gegenwärtige Log-
Informationen, die Learning/Re-training Database dagegen enthält historische Log-
Informationen des Kunden, die auch zum Training der neuronalen Netzwerke verwendet 
werden. Diese Informationen fließen in die Processing Engine, welche die Anomalieana-
lyse der Log-Daten durchführt. Für jede ermittelte Ausprägung des Account Grade exis-
tiert eine eigene Processing Engine, die wiederum in Unterkomponenten aufgeteilt ist. 
Das Scaling Function Module wandelt die Log-Informationen in numerische Werte um, die 
anschließend in dieser Form von einem neuronalen Netzwerk analysiert werden können. 
Die folgenden Komponenten Account Activity Monitor, Payee Info/Activity Monitor und 
Source Info/Activity Monitor beinhalten Kohonen-Netzwerke (siehe Unterabschnitt 3.3.1). 
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Diese unüberwachten neuronalen Netzwerke besitzen je nach Komponente sowohl für 
das Training als auch für die Analyse zur Laufzeit folgende verschiedene Inputdaten:  
 
a) Account Activity Monitor: Der Account Activity Monitor bekommt Daten über die abge-
laufene Kontoaktivität übergeben. 
 
b) Payee Activity Monitor: Der Payee Activity Monitor analysiert Daten über das Ziel bzw. 
die Empfänger der Transaktion. 
 
c) Source Activity Monitor: Der Source Activity Monitor untersucht Daten über die Quelle 
der Transaktion wie z.B. die IP-Adresse. 
 
Die Kohonen-Netzwerke bilden die Kernkomponente der Processing Engine und dienen 
dem Zweck, die Verbindung zwischen predictor variables und predicted variables herzu-
stellen. Sie empfangen ihre Trainingsdaten aus der Learning/Re-training Database und 
haben die Aufgabe, die n-dimensionalen Inputdaten auf ein zweidimensionales Ausgabe-
muster zu reduzieren. Diese zweidimensionalen Muster bilden wiederum die Inputdaten 
für den Unusual Activity Monitor. Diese Komponente besteht aus einem Multi Layer Per-
ceptron (siehe Unterabschnitt 3.3.1), d.h. einem überwachten neuronalen Netzwerk. Die-
ses Multi Layer Perceptron wird mittels des Backpropagationsverfahrens trainiert, wobei 
die Autoren keine konkrete Netzwerktopologie nennen. Nach Aussage der Autoren ist die 
Netzwerktopologie abhängig von der Kundenstruktur des Kreditinstituts, das die Lösung 
implementiert. In der Preprocessing Stage wird abschließend ein Scorewert auf Basis des 
Outputwerts des Multi Layer Perceptrons berechnet, der den Risikograd der analysierten 
Transaktion wiedergibt.  
Nach Angaben der Autoren liegt die Stärke ihrer Lösungsarchitektur CAAMAT darin, ver-
schiedene Arten von Informationen über die Transaktionen im Umfeld eines Finanzinsti-
tuts zentral auf alle Arten ungewöhnlicher, betrugsverdächtiger Aktivitäten zu untersu-
chen. Die Kohonen-Netzwerke wurden in ersten Tests mit 8.400 Transaktionen trainiert 
und aus den Ergebnissen die Muster für das Multi Layer Perceptron abgeleitet. Das Trai-
ning benötigte eine Durchlaufzeit von 17 Sekunden.  
Im Rahmen des Artikels von [Vikr04] wurde die komplette CAAMAT-Architektur noch nicht 
auf Performance und Zuverlässigkeit getestet. Nach Angaben der Autoren ist dies eine 
Aufgabe für die zukünftige Forschungsarbeit, wobei im Zuge der Recherchen im Rahmen 
dieser Arbeit bislang keine weiteren Publikationen dieser Autorengruppe gefunden wur-
den. Es findet sich in dem Artikel ebenfalls kein Hinweis, dass diese Architektur bereits im 
Bankenumfeld eingesetzt wird.  
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Genau wie im Rahmen dieser Arbeit wird bei [Vikr04] eine Hybrid-Architektur zur Identifi-
kation von Betrugstransaktionen verwendet, allerdings basiert diese Architektur nicht auf 
einer Kombination von Diskriminanzanalyse, Entscheidungsbaum und neuronalem Netz-
werk, sondern besteht aus einer Kombination von unüberwachten Kohonen-Netzwerken 
und einem überwachten Multi Layer Perceptron. Auch in diesem Artikel bildet der Output 
eines Vorgängerverfahrens den Input eines Nachfolgerverfahrens, aber nicht in Form ei-
ner Übergabe von Diskriminanzwerten. Darüber hinaus werden in der Arbeit von [Vikr04] 
keine Event Processing-Technologien, sondern Agentensysteme zur Datenversorgung 
verwendet.  
 
In einem weiteren Artikel [Bign06] wird ein Framework zur Entwicklung einer Sicherheits-
strategie beim Online-Banking diskutiert. Der Autor definiert seine Arbeit in diesem Zu-
sammenhang als Betrugserkennungsmethode und grenzt sie von bestehenden Betrugs-
präventionsmaßnahmen ab. Die vorgeschlagene Strategie basiert auf zwei Säulen in 
Form von Einbruchserkennung und Transaktionsüberwachung. Bei der Einbruchserken-
nung wird die Überprüfung der IP-Adresse und ein Abgleich mit der normal verwendeten 
IP-Adresse des Quellrechners des Kunden vorgeschlagen. Für diesen Vorgang existieren 
bekannte Muster wie z.B. wenn für einen Prozess im Rahmen des Online-Bankings eines 
Kunden eine IP-Adresse aus Australien verwendet wird, kann nicht fünf Stunden später 
für den gleichen Kunden eine IP-Adresse aus Brasilien als Quelle ermittelt werden. Wenn 
doch, spricht dies für einen Betrugsfall. Zusätzlich kann die normale Zeitdauer des Online-
Bankings eines Kunden analysiert und mit der aktuell benötigten Zeit verglichen werden, 
wobei hier lt. [Bign06, S. 7] die Gefahr einer false positive-Klassifizierung des Zugriffs sehr 
groß ist. Bei der Transaktionsüberwachung werden in [Bign06, S. 2 - 3] überwachte 
Lernmethoden allgemein als die günstigsten Verfahren zur Betrugsanalyse im Online-
Banking genannt, aufgrund ihrer Fähigkeit, das Transaktionsverhalten der Kontoinhaber 
zu lernen bzw. permanent mitzulernen. In diesem Kontext nennt der Autor speziell mehr-
schichtige neuronale Netzwerke mit Backpropagation als Lernverfahren, weil diese Me-
thode in der Lage ist, große Datenmengen mit vielen Inputparametern – wie im Anwen-
dungsfall der Transaktionsanalyse – zu lernen und zu verarbeiten. Als besonders relevan-
te Attribute nennt [Bign06, S. 7] das Verhältnis vom Transaktionsbetrag zum maximal ver-
fügbaren Betrag sowie den Empfänger der Transaktion. In diesem Zusammenhang wird 
für jeden Kunden ein Profil der vertrauensvollen Empfänger hinterlegt, zu denen auch 
bekannte Organisationen wie Telekommunikations- oder Energieversorgungsunterneh-
men gezählt werden. Für das Training werden bei [Bign06] sowohl Betrugstransaktionen 
als auch Nicht-Betrugstransaktionen verwendet.  
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Als Erweiterung der Sicherheitsstrategie macht der Autor u. a. folgende Vorschläge:  
 
a) Einführung eines fixen Transferlimits für jede Online-Überweisung, z.B. 500 Dollar.  
 
b) Keine Echtzeitbuchung der Transferbeträge durchführen, sondern eine Verzögerung 
von 12 bis 24 Stunden einbauen. Somit kann bei einem Betrugsverdacht einer Transakti-
on bei dem Kunden explizit nachgefragt werden, ob er diese Transaktion tätigen will.  
 
c) Wenn ein Betrugsverdacht bei einer Transaktion besteht sollte das Konto für alle weite-
ren Transaktionen gesperrt werden, bis der Betrugsverdacht entkräftet werden kann. 
 
In dem Artikel wird ebenfalls erwähnt, dass eine Diskrepanz zwischen dem Komfort des 
Kunden und den Sicherheitsaspekten besteht, wobei der Autor glaubt, dass diese Ein-
schränkungen für die Mehrheit der Kunden akzeptabel sind, wenn dafür die Sicherheit 
beim Online-Banking erhöht wird.  
In der Arbeit von [Bign06] werden – genau wie bei dem Ansatz dieser Arbeit – die Trans-
aktionen beim Online-Banking analysiert. Es werden diesbezüglich auch bei [Bign06, S. 7] 
die Attribute vertrauensvoller Empfänger und das Verhältnis vom Transaktionsbetrag zum 
maximal verfügbaren Betrag als betrugsrelevant deklariert. Allerdings werden in diesem 
Artikel keine konkrete Implementierung und keine exakten Parameter (wie z.B. Netzwerk-
topologie des vorgeschlagen neuronalen Netzwerks) sowie keine experimentellen Ergeb-
nisse beschrieben. Im Rahmen der Diskussion einer geplanten Implementierung des vor-
geschlagenen neuronalen Netzwerks schreibt der Autor, dass er die Erfahrung gemacht 
hat, dass Banken keine Testdaten für akademische Zwecke zur Verfügung stellen 
[Bign06, S. 2]. Dieser Umstand führte ebenfalls im Rahmen dieser Arbeit dazu, dass 
Transaktionen simuliert wurden, anstatt Echtdaten zu verwenden. Im Gegensatz zu dem 
Hybrid-Modell dieser Arbeit fungiert in [Bign06] das neuronale Netzwerk als alleingestellte 
Betrugserkennungskomponente. Des Weiteren wird in diesem Artikel keine Event Proces-
sing-Technologie erwähnt bzw. im Rahmen der Sicherheitsstrategie diskutiert.  
 
5.3 Kombination von Diskriminanzanalyse und neuronalen Netzwerken 
 
Ein kombinierter Einsatz von Diskriminanzanalyse und neuronalen Netzwerken ist bei 
[Chen97] beschrieben. Der Artikel diskutiert Sprechererkennung sowie unabhängige Vo-
kal-Identifikation. Für diese Anwendungsfälle entwickelten die Autoren eine baumstruktur-
artige Hybrid-Architektur, basierend auf dem Prinzip von Divide and Conquer (deut.: Teile 
und Herrsche). Dieses Prinzip besagt, dass „größere“ Probleme in „kleinere“ Probleme 
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zerlegt werden, die anschließend nacheinander oder parallel zueinander gelöst werden. 
Für weiterführende Informationen zu Divide and Conquer bzw. Top Down-Vorgehens-
weise bei der Problemlösung, siehe [Logo08, S. 145 - 167; Böhm02, S. 33 - 39].  
In [Chen97] wird die Diskriminanzanalyse an den Knoten der Baumstruktur verwendet um 
„größere“ Probleme in „kleinere“ Probleme zu zerlegen. Hierbei wird an jedem Knoten 
eine Splitting Rule angewandt um eine Menge X in zwei Untermengen X1 und X2 aufzutei-
len. In diesem Zusammenhang werden aus der Gruppe X die zwei Gruppen gebildet, de-
ren Mittelwerte den maximalen Abstand zueinander aufweisen. Die einzelnen Elemente 
werden anschließend jeweils der Gruppe zugeteilt, zu deren Mittelwert der geringere Ab-
stand (quadrierte Euklidische-Distanz) besteht. Zu diesem Vorgang siehe auch [Back06, 
S. 164 - 192].  
An den Blättern bzw. Endknoten werden neuronale Netzwerke (Feedforward-Netzwerke 
mit drei Schichten) eingesetzt um die „kleineren“ Probleme zu lösen bzw. die an den Kno-
ten erzeugten Untermengen X1, X2,…,Xn zu analysieren. Eine beispielhafte Darstellung 
der Architektur ist in Abbildung 34 dargestellt.  
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Abbildung 34: Baumstruktur mit Diskriminanzanalyse und neuronalen Netzwerken in der Arbeit von 
[Chen97, S. 24] 
 
Das Trainieren der Baumstruktur erfolgt durch das Ausführen von Constructive Learning 
Algorithm (siehe [Pare00]) wie Growing Algorithm und Credit Assignment Algorithm. Der 
Growing Algorithm ist für die automatische Entwicklung der Baumstruktur verantwortlich. 
In diesem Zusammenhang werden sowohl die Splitting Rule als auch eine Stopping Rule 
rekursiv ausgeführt bis die vorher definierten success- oder failure-Bedingungen erfüllt 
sind. Das Training der neuronalen Netzwerke an den „Blättern“ erfolgt durch die Leven-
berg Marquat-Methode. Dieses Lernverfahren ist robust und konvergiert mit einer hohen 
Wahrscheinlichkeit auch bei schlechten Startbedingungen, für weiterführende Literatur 
siehe [Rutk08, S. 221 - 222; Mish05]. Das Ausgabeergebnis der Architektur (Identifizie-
rung des Sprechers) wird durch Kombinieren der Ausgaben aller Netzwerkausgabeknoten 
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erzeugt, was durch den Credit Assignment Algorithm realisiert wird. Lt. Aussage der Auto-
ren liefert die Aufteilung in kleinere Netzwerke exaktere Ergebnisse und geringere Trai-
ningszeiten als der Einsatz eines Multi Layer Perceptrons zur Lösung des Gesamtprob-
lems.  
Im Vergleich zu dem Ansatz dieser Arbeit werden bei [Chen97] keine Diskriminanzwerte 
als Inputwerte der neuronalen Netzwerke verwendet, sondern die ursprünglichen Einga-
bewerte der Gesamtarchitektur. Die Diskriminanzanalyse wird an den Knoten der Baum-
struktur zur Aufteilung der Gruppen in Untergruppen eingesetzt. Zusätzlich basiert die 
Arbeit von [Chen97] nicht auf Event Processing-Technologien. Es wird bei [Chen97] nicht 
mit events aus der IT-Landschaft einer Organisation gearbeitet, sondern mit den aufge-
zeichneten Klängen von Vokalen von 15 englisch sprechenden Testpersonen experimen-
tiert. 
 
Ein weiterer kombinierter Einsatz von Diskriminanzanalyse und neuronalen Netzwerken 
findet sich in der Arbeit von [Murc04]. Der Artikel beschreibt eine Methode zur Unter-
scheidung von aktiven und inaktiven antibakteriellen Molekülverbindungen auf Basis von 
topologischen Deskriptoren (topologische Deskriptoren sind einfache Integerwerte, die 
sich aus der Struktur von Molekülen ergeben. Sie werden benutzt um Molekülstruktur und 
biologische Aktivitäten zu korrelieren, für weiterführende Informationen siehe [Hu03]). Die 
Ziele der Forschungsarbeit von [Murc04] sind, neue antibakterielle Substanzen aus den 
Strukturen zu gewinnen und zwischen antibakteriellen und nicht-antibakteriellen Medika-
menten unterscheiden zu können. Die eingesetzten Verfahren für diese Aufgabe sind Dis-
kriminanzanalyse und neuronale Netzwerke. In ihrer Studie verwenden die Autoren 217 
Moleküle mit bekannter antibakterieller Aktivität und 216 Verbindungen, bei denen keine 
antibakterielle Aktivität vorliegt. Die in [Murc04] entwickelte Methode für die Selektion 
neuer antibakterieller Verbindungen besteht aus dem folgenden mehrstufigen Prozess:  
 
Schritt 1: Berechnung der topologischen Deskriptoren für jedes einzelne Molekül der Stu-
die. 
 
Schritt 2: Training eines neuronalen Netzwerks mit bekannten topologischen Deskriptoren 
mit gleichzeitiger Berechnung einer Diskriminanzfunktion für die Klassifikation von aktiven 
und inaktiven Verbindungen. 
 
Schritt 3: Durchführung einer Datenbanksuche nach Strukturen mit möglicher antibakteri-
eller Aktivität mit Hilfe der ermittelten Diskriminanzfunktion. 
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Schritt 4: Klassifizierung der Strukturen in aktiv und inaktiv durch Verwendung der Diskri-
minanzfunktion. 
 
Schritt 5: Klassifizierung der Strukturen mit dem neuronalen Netzwerk zur Überprüfung 
der Klassifizierungsergebnisse der Diskriminanzfunktion. 
 
Schritt 6: Durchführung von pharmalogischen und toxikologischen Tests zur Bestätigung 
der antibakteriellen Aktivität in den ausgewählten Verbindungen. 
 
Das neuronale Netzwerk bildet in [Murc04] ein Multi Layer Perceptron mit insgesamt drei 
Schichten, das die Integerwerte der topologischen Deskriptoren als Inputwerte übergeben 
bekommt. Die Hiddenschicht beinhaltet zwei Knoten, die Outputschicht einen Knoten. 
Abbildung 35 zeigt das neuronale Netzwerk für 62 topologische Deskriptoren als Einga-
beparameter. Als Trainingskomponente wird der Stuttgart Neural Network Simulator 
(SNNS) verwendet. Hierbei handelt es sich um eine Softwarekomponente für die Entwick-
lung von neuronalen Netzwerken, die in einem Gemeinschaftsprojekt der Universitäten 
Stuttgart und Tübingen entwickelt wurde. Für weiterführende Informationen zu SNNS, 
siehe [Univ08]. 
 
x1 x2 x2 x3 x62
Input Layer
Hidden Layer
Output Layer
Active / Undermined / Inactive
62 Topological Indices
 
Abbildung 35: Verwendete neuronale Netzstruktur in der Arbeit von [Murc04, S. 3] 
 
Das Ergebnis der Studie von [Murc04] mit 433 Molekülen ist, dass bei einem Diskrimi-
nanzwert größer als 0,5 die molekulare Verbindung von der Diskriminanzfunktion als aktiv 
klassifiziert wird. Dagegen ist bei einem Wert kleiner als 0,5 von einer inaktiven Verbin-
dung auszugehen. Die Überprüfung dieser Klassifizierung der Diskriminanzanalyse mit 
dem beschriebenen neuronalen Netzwerk ergibt die nachfolgenden Ergebnisse.  
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Wenn durch die Diskriminanzanalyse als inaktiv klassifiziert, bedeuten die Outputwerte 
des neuronalen Netzwerks:  
 
• Outputwert im Intervall zwischen -1,0 und -0,5 => Klassifikation korrekt. 
• Outputwert im Intervall zwischen -0,5 und 0,0  => Klassifikation unbestimmt. 
• Outputwert im Intervall zwischen  0,0 und 1,0  => Klassifikation falsch. 
 
Wenn durch die Diskriminanzanalyse als aktiv klassifiziert, bedeuten die Outputwerte des 
neuronalen Netzwerks: 
 
• Outputwert im Intervall zwischen  0,5 und 1,0  => Klassifikation korrekt. 
• Outputwert im Intervall zwischen  0,0 und 0,5  => Klassifikation unbestimmt. 
• Outputwert im Intervall zwischen -1,0 und 0,0  => Klassifikation falsch. 
 
Für die Gruppe der aktiven Verbindungen weist die Diskriminanzanalyse eine Klassifikati-
onsgenauigkeit von 75,00% auf, beim neuronalen Netzwerk liegt dieser Wert bei 95,31%.  
Bei den inaktiven Verbindungen liefert die Diskriminanzanalyse einen Ergebniswert von 
90,63% Klassifikationsgenauigkeit, während das neuronale Netzwerk bei dieser Gruppe 
87,50% der Verbindungen korrekt identifiziert. Bei allen genannten Prozentwerten sind die 
unbestimmten Gruppeneinteilungen mit einbezogen, werden aber nicht zu den exakt klas-
sifizierten Verbindungen gezählt.  
In [Murc04] werden Diskriminanzanalyse und neuronale Netzwerke unabhängig vonein-
ander zur Klassifikation von molekularen Verbindungen eingesetzt. Im Gegensatz zu der 
hier vorliegenden Arbeit dienen die Integerwerte der topologischen Deskriptoren als In-
putparameter für das neuronale Netzwerk. Somit werden keine Diskriminanzwerte an das 
neuronale Netz übergeben. Bei [Murc04] wird im Bereich der Pharmazie geforscht, wobei 
keine Event Processing-Technologie verwendet wird.  
Durch diesen Abschnitt wurde gezeigt, dass die Übergabe von berechneten Diskrimi-
nanzwerten an ein neuronales Netzwerk in der Literatur bislang noch nicht erwähnt wur-
de, da die hier diskutierten Artikel der Architektur dieser Arbeit am Ähnlichsten sind.  
Ein weiteres Ergebnis ist, dass die Forschung im Bereich Betrugserkennung mit Complex 
Event Processing noch in einem Anfangsstadium steckt. Dieser Umstand ist mit dem bis-
her relativ kurzen Bestehen von CEP-Technologie begründet. Aus diesen Gründen exis-
tiert ein großes Potenzial, in diesem Gebiet hilfreiche Forschungsarbeit leisten zu können. 
Im nächsten Kapitel wird daher die Auswahl der Verfahren zur Betrugserkennung auf Ba-
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sis von Complex Event Processing begründet. An dieser Stelle ist der allgemeine Teil 
abgeschlossen und die Beschreibung der konkreten Entwicklung dieser Arbeit beginnt.  
 
6 Diskussion des Ansatzes dieser Arbeit 
 
In diesem Kapitel werden die in den Kapiteln 3 und 4 beschriebenen Algorithmen und 
Technologien in Bezug auf die Anwendung zur Lösung des im Rahmen dieser Arbeit be-
handelten Problems bewertet. In diesem Zusammenhang wird sowohl auf die Problem-
stellung eingegangen als auch das Gesamtmodell, die einzelnen Lösungskomponenten 
sowie alternative Verfahren diskutiert. 
 
6.1 Spezifikation der Problemstellung dieser Arbeit 
 
Nach [Böhm02, S. 32] ist ein Problem definiert als eine Diskrepanz zwischen der vorhan-
denen, feststellbaren Ist-Situation und der Soll-Vorstellung.  
Diese Arbeit behandelt dabei das praktische Problem der Ist-Situation der auftretenden 
Betrugstransaktionen im Online-Banking im Anschluss an erfolgreiche Identitätsdiebstäh-
le. Die Soll-Vorstellung ist, dass unter den auftretenden events, die durch die Transaktio-
nen entstehen bzw. die Transaktionen repräsentieren, diejenigen in Echtzeit (oder nahe 
Echtzeit) herausgefiltert werden, die auf einen Betrugsversuch hindeuten. Diese events 
bzw. Transaktionen besitzen bestimmte Attribute, deren Werte zu diesem Zweck analy-
siert werden können, z.B. Transaktionsbetrag, Kontonummer des Begünstigten, Wäh-
rungskennzeichen usw. [Zent07]. Konkret soll erforscht werden, wie Kombinationen (pat-
terns) aus aktuellen und historischen events automatisiert (maschinell) erkannt werden, 
die zusammen aus der Transaktionshistorie heraus ein bestimmtes Betrugsmuster erge-
ben (wie z.B. Kontoplünderung durch Phishing, Pharming usw.) bzw. mit einer gewissen 
Wahrscheinlichkeit einen Betrugsfall darstellen.  
Die Eventquellen der Transaktionen bilden – lt. den Aussagen aus Interviews mit Be-
trugsexperten – operative Datenbanken, in denen diese nach dem Anstoßen der Online-
Überweisung durch den Kunden zur Weiterverarbeitung (z.B. durch das Rechenzentrum 
oder einem Rechenzentrumsdienstleister) zwischengespeichert werden. 
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Eine Transaktion selbst besteht u.a. aus den folgenden Parametern bzw. Attributen, die 
der Kunde beim Durchführen einer Online-Überweisung explizit angeben muss, siehe 
[Zent07]:  
 
• Name des Begünstigten 
• Kontonummer des Begünstigten 
• Bankleitzahl des Begünstigten 
• Überweisungsart 
• Transaktionsbetrag 
• Verwendungszweck 
• Name des Kontoinhabers 
• Kontonummer des Kontoinhabers 
• Datum der Transaktion (optional) 
 
Vervollständigt wird dieser Datensatz durch weitere Attribute, wie z.B. Währungskennzei-
chen oder Kreditinstitut des Begünstigten, die der Transaktion noch hinzugefügt werden, 
siehe dazu [Zent07]. Aus den Interviews mit den Betrugsexperten ergab sich, dass diese 
oben aufgezählten Attribute alleine nicht ausreichend sind um ein Urteil abgeben zu kön-
nen, ob es sich bei einer bestimmten Transaktion um einen Betrugsfall handelt oder nicht. 
Der Grund dafür ist, dass sich nach einem erfolgreichen Einloggen ein Betrüger im Web 
oftmals genau so bewegt wie der eigentliche Kunde. Aus den Interviews ergab sich, dass 
die nachfolgend aufgezählte Attributteilmenge aus der Attributgesamtmenge einer Über-
weisung aussagekräftig ist, um einen Betrugsfall zu identifizieren, wobei zu diesem Zweck 
nur Online-Überweisungen zu untersuchen sind (auf Basis dieser Attribute ist auch die 
Simulation der Überweisungen aufgebaut, die im Unterabschnitt 9.1.2 beschrieben wird): 
 
• KundenID 
• TransaktionsID 
• Transaktionsbetrag 
• IP-Adresse des Quellrechners bzw. Inland IP-Adresse 
• Zeit für die Online-Überweisung 
• Kontostand 
• Maximal verfügbarer bzw. übertragbarer Transaktionsbetrag  
• Durchschnittliche Anzahl von Transaktionen (pro Monat) zum Zeitpunkt der Trans-
aktion einschließlich der Zugriffe auf die Online-Banking Seite z.B. zur Konto-
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• Durchschnittlicher Transaktionsbetrag der Online-Überweisungen zum Zeitpunkt 
der Transaktion 
• Kontonummer (Empfänger) 
• Bankleitzahl (Empfängerbank) 
• Vertrauenswürdiger bzw. bekannter Empfänger 
• Bekannte, nicht vertrauenswürdige Zielbanken bzw. Auslandsüberweisung 
 
Zur Erzeugung eines complex events mit diesen genannten Attributen muss von der CEP 
engine das ursprüngliche event mit einem event, das die zusätzlichen, abgefragten Daten 
zu einem Kunden enthält, korreliert werden.  
Das Einbinden der Transaktionshistorie und die damit verbundene Bildung eines Transak-
tionsprofils eines Kunden ist lt. den Aussagen aus den Interviews von Bedeutung, weil der 
Fall auftreten kann, dass bei zwei Transaktionen mit identischen Attributausprägungen 
von zwei verschiedenen Kunden eine der beiden Transaktionen eine höhere Betrugs-
wahrscheinlichkeit aufweist als die andere, ansonsten identische, Transaktion. Der Grund 
dafür liegt in der unterschiedlichen Verhaltens- bzw. Transaktionshistorie der beiden Kun-
den. Dazu folgendes Fallbeispiel: Ein Kunde überweist regelmäßig einen Betrag, der nahe 
an der maximalen Kapitalverfügbarkeitsgrenze des online geführten Kontos liegt, ein 
zweiter Kunde transferiert immer nur kleine Beträge im Verhältnis zu seinem verfügbaren 
Maximalbetrag. Bei dem zweiten Kunden ist die Wahrscheinlichkeit eines Betrugsfalls bei 
einer Überweisung in der Höhe seines Kontostands höher als bei dem erstgenannten 
Kunden. Das bedeutet, eine einzelne Transaktion für sich allein dargestellt reicht nicht 
aus, um einen Betrugsfall eindeutig zu identifizieren, was auch von [Reol07, S. 3] bestätigt 
wird. In [Reol07, S. 20] wird das Bilden von solchen Verhaltensmustern als „Relationalisie-
rung der Transaktionen“ bezeichnet. Allerdings können diese Verhaltensmuster nicht für 
Neukunden erstellt werden, die noch keine historischen Transaktionen durchgeführt ha-
ben. Kundenspezifische Transaktionsprofile werden beispielsweise auch zur Identifikation 
von Kreditkartenbetrug auf Basis von Transaktionsmustern verwendet, siehe dazu [Xu06, 
S. 1], [Xu05, S. 1], [Kou04, S. 3], [Bolt02, S. 18] oder bei der Betrugserkennung im Wert-
papierhandel, siehe [Conz07].  
Für die Optimierung der Betrugsanalyse beim Online-Banking ist es wichtig, dass einer-
seits ein hoher Anteil der Betrugstransaktionen identifiziert wird und andererseits so wenig 
wie möglich Nicht-Betrugstransaktionen fälschlicherweise als Betrugstransaktionen klassi-
fiziert werden (false positive).  
Eine falsch klassifizierte Nicht-Betrugstransaktion ist ebenfalls kritisch für ein Kreditinstitut, 
da hierbei die Gefahr besteht, die Kundenzufriedenheit zu verringern oder den Kunden an 
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einen Mitbewerber zu verlieren, falls eine legale Transaktion aufgrund eines Betrugsver-
dachts gestoppt wird [Agge06, S. 2].  
Die Identifikation der Betrugstransaktionen muss so schnell wie möglich, d.h. in Echtzeit 
oder nahe an Echtzeit erfolgen um sie vor dem Abschluss verhindern zu können, worauf 
z.B. auch [Conz07], [Bose06, S. 1] und [Xu06, S. 1] in ihren Arbeiten hinweisen. Dies ist 
ebenfalls notwendig, da die Opfer selbst einen Betrugsfall in der Regel viel zu spät (z.B. 
oftmals erst nach einer Woche) bemerken [Agge06, S. 1]. Diese Problemstellung, die rich-
tige Information (in diesem Fall über einen Betrugsvorgang) komprimiert zur exakten Zeit 
an den benötigten Ort zu transferieren wird in den Artikeln von F. Hayes-Roth als Valued 
Information at Right Time-Problem (VIRT) bezeichnet, siehe [Haye06] und [Haye07], wo-
bei in diesen Publikationen der militärische Sektor das untersuchte Anwendungsgebiet 
darstellt. Von den interviewten Betrugsexperten wird dieses Problem bei einer Erken-
nungsgenauigkeit von 99,0% und zeitnaher Verteilung der Information an die entspre-
chenden Stellen durch ein automatisiertes Verfahren als gelöst angesehen. Der Rest, d.h. 
die nicht exakt zuordenbaren Transaktionen würden lt. den befragten Betrugsexperten 
von den Mitarbeitern der Revisionsabteilungen der Kreditinstitute manuell geprüft werden. 
Somit soll im Rahmen dieser Arbeit ein inverses Problem nach [Bung08, S. 16] gelöst 
werden, da die genannten Anforderungen im Vorfeld feststehen und nachfolgend nach 
einem geeigneten Modell geforscht wird, welches diese Anforderungen erfüllt.  
 
6.2 Lösungskomponenten und deren Verwendungsbegründung 
 
Zur Erfüllung der Anforderungen, die sich aufgrund der im Vorgängerabschnitt sowie im 
Abschnitt 2.2 beschriebenen, zu analysierenden metrischen und nichtmetrischen Daten-
strukturen sowie dem Anspruch der Echtzeitfähigkeit als auch einer hohen Erkennungs-
genauigkeit ergeben, wird im Rahmen dieser Arbeit zur Lösung des Problems der Identifi-
kation von Betrugstransaktionen beim Online-Banking ein Hybrid-Modell vorgeschlagen. 
Das Modell beinhaltet eine CEP engine um die Daten- bzw. Eventversorgung zu imple-
mentieren sowie die Echtzeitfähigkeit des Modells zu gewährleisten. Innerhalb der CEP 
engine werden die events zur Laufzeit um die oben genannten zusätzlichen Attribute er-
weitert. Das bedeutet, sie werden mit weiteren events korreliert, welche die benötigten 
Zusatzinformationen zum Transaktionsverhalten der Kunden (wie z.B. durchschnittlicher 
Transaktionsbetrag) als Abfrageergebnisse aus externen Wissensquellen z.B. Bestands-
datenbanken enthalten. Extern bedeutet in diesem Fall von außerhalb der CEP engine. 
Darüber hinaus besteht die Hybrid-Architektur aufgrund der gegebenen metrischen und 
nichtmetrischen Attributstruktur der Transferevents – wie im Abschnitt 1.1 erwähnt – aus 
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einer Kombination von Diskriminanzanalyse, einem Entscheidungsbaum sowie einem 
neuronalen Netzwerk als überwachte maschinelle Lernverfahren.  
Die Diskriminanzanalyse eignet sich für die Analyse von Attributen der Ratioskala (Attribu-
te mit denen die vier Grundrechenarten und Mittelwertbildung logisch durchgeführt wer-
den können, siehe Abschnitt 3.1), wie z.B. Transaktionsbetrag, maximal verfügbarer 
Transaktionsbetrag oder durchschnittliche Anzahl von Transaktionen (siehe Abschnitt 
3.2). Dagegen werden Entscheidungsbäume für vorhandene Attribute der Ordinalskala 
(Attribute, die zur Klassifizierung qualitativer Eigenschaftsausprägungen verwendet wer-
den können, siehe Abschnitt 3.1) wie z.B. IP-Adresse des Quellrechners, Empfängerkon-
tonummer oder Empfängerbankleitzahl benötigt (siehe Abschnitt 3.1). Eine Begründung 
für die Verwendung dieser genannten Verfahren folgt weiter unten in diesem Abschnitt.  
Nach Aussage von [Bign06, S. 2 - 3] sind überwachte Verfahren, aufgrund des durch die 
Bekanntheit des Betrugsstatus abprüfbaren Lernerfolgs, generell besser für die Transakti-
onsüberwachung beim Online-Banking geeignet als unüberwachte Methoden. Lt. [Mu-
na08, S. 35] werden in der Forschung neuronale Netzwerke häufig mit anderen Analyse-
verfahren in Form eines Hybrid-Modells kombiniert, da die Vereinigung mehrerer Verfah-
ren oftmals bessere Ergebnisse liefert als alleinstehende Analysemethoden. Dies zeigt 
sich z.B. in einer Studie von [Phua05] zum Thema Betrugserkennung auf Basis von Data 
Mining. In dieser Publikation werden unter anderem Hybrid-Modelle diskutiert, die zur 
Verbesserung von Erkennungsergebnissen geführt haben. Ein Beispiel dafür bildet das 
Modell eines Entscheidungsbaums, der zur Aufteilung der Daten für ein neuronales Netz-
werk mit Backpropagation verwendet wird. Die Funktion tanh (Tangens Hyperbolicus oder 
auch Hyperbelfunktion genannt, siehe [Köni99, S. 419 - 422]) dient in diesem Beispiel als 
Gewichtsfunktion zur Generierung der Betrugsdichte der Testfälle. Das Ziel des Modells 
ist die Identifikation von Betrugsversuchen bei Kreditkartentransaktionen, wobei hier die 
Attributstruktur anders zusammensetzt ist und keine CEP-Technologie verwendet wird. 
Nach Aussage von [Chan09, S. 27 - 28] werden in der Zukunft Hybrid-Systeme – auch im 
Event Processing-Umfeld – eine immer weitere Verbreitung finden.  
Ein weiteres Beispiel für die Verwendung eines Hybrid-Modells zeigt sich im Anwen-
dungsgebiet der automatisierten Betrugserkennung im Bankenumfeld bei [Reol07, S. 71 - 
72]. In dieser Publikation wird ein solches Modell bestehend aus einer Kombination des 
relationalen Graphenreduktionsalgorithmus SUBDUE (siehe [Reol07, S. 35 - 38]) und 
dem propositionalen Clusteralgorithmus YALE (siehe [Reol07, S. 52 - 54]) als unüber-
wachtes Verfahren zum Erkennen von internem Bankbetrug evaluiert. Allerdings ist der 
Autor mit der Auswahl der einzelnen Algorithmen seines Hybrid-Modells unzufrieden, weil 
sich im Rahmen der Auswertungen gezeigt hat, dass vor allem SUBDUE bereits bei ge-
ringen Datenmengen eine zu lange Laufzeit benötigt [Reol07, S. 92]. Aus diesem Grund 
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kam dieses Modell als Option im Rahmen dieser Arbeit nicht in Betracht. Aufgrund der 
Tatsache, dass der Betrugsstatus der Trainingsdaten (Betrugsfall oder Nicht-Betrugsfall) 
bereits bekannt ist, bietet sich – wie oben erwähnt – die Verwendung überwachter Verfah-
ren für diese Arbeit an. Des Weiteren sind nach [Reol07, S. 98] überwachte Verfahren aus 
Sicht der Wirtschaftlichkeit besser zur Betrugserkennung geeignet als unüberwachte Ver-
fahren, da die unüberwachten Methoden aufgrund der unbekannten Qualität der Ergeb-
nisse ein größeres Fehlerrisiko bergen. Der Grund für das höhere Risiko ist, dass nicht 
gewährleistet ist, ob etwaige gefundene Muster zur Lösung des jeweiligen Problems ge-
eignet sind.  
Das Hybrid-Modell dieser Arbeit besteht aus zwei Grundkomponenten, der Datenversor-
gungs- und der Datenanalysekomponente bzw. Betrugserkennungskomponente. Für die 
Datenversorgung bzw. Eventversorgung wurde Complex Event Processing-Technologie 
verwendet. Eine CEP engine wird in diesem Zusammenhang benötigt um die, im Ab-
schnitt 4.3 erwähnte, Echtzeitfähigkeitseigenschaft für den Betrugserkennungsprozess 
bereitzustellen. Auswertungen werden somit nicht ex post auf einem bestehenden Data 
Warehouse wie z.B. beim Data Mining vorgenommen [Krah98, S. 52], sondern in Echtzeit, 
d.h. beim Auftreten bzw. Auslösen der Transaktionsevents. Nach Aussage der interview-
ten Experten und [Reol07, S. 11] erfolgt eine Betrugsuntersuchung in Kreditinstituten 
größtenteils erst zu einem Zeitpunkt, nachdem ein Betrugsfall vom Kunden gemeldet wur-
de, nicht aber in Echtzeit. CEP wird ebenfalls dazu benötigt um das ursprüngliche Tran-
saktionsevent mit einem abgefragten event aus einer Datenbank zu korrelieren, das wei-
tere betrugsrelevante Attribute enthält (siehe Abschnitt 6.1). In einem Blog-Eintrag be-
schreibt G. Nelson, dass aufgrund der Schnelligkeit, bei der die Transaktionen in den heu-
tigen Finanzsystemen verarbeitet werden, CEP eine sinnvolle Technik ist um die durchge-
führten Überweisungen in Echtzeit nach ihrem Betrugsstatus zu analysieren, siehe 
[Even08]. Dies wird auch durch die Aussagen aus den Interviews bestätigt, dass Über-
weisungen zum Zielkonto beim Online-Banking „on the fly“ durchgeführt werden. Die glei-
chen Argumente verwenden [Luck04d] und [Lund06, S. 8] in ihren Artikeln, wobei diese 
Autoren (noch) keine konkrete Betrugserkennungslösung entwickelt haben (siehe Ab-
schnitt 5.1). Auch erwähnt [Conz07], dass im Bankenumfeld Betrugsversuche so schnell 
wie möglich identifiziert werden sollten, z.B. unter Einsatz von Mustererkennung mittels 
CEP, wobei dieser Artikel ebenfalls keine konkreten Muster oder Lösungsarchitekturen 
diskutiert.   
Die Betrugserkennungskomponente besteht – wie u.a. im Abschnitt 1.1 erwähnt – aus 
einer Kombination von Diskriminanzanalyse, Entscheidungsbaum und neuronalem Netz-
werk. Der genaue Aufbau der Betrugserkennungskomponente wird in den Abschnitten 7.1 
und 7.2 beschrieben. Nachfolgend wird eine Begründung der Auswahl der eingesetzten 
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Verfahren sowie für die Nichtberücksichtigung von alternativen maschinellen Lernverfah-
ren gegeben: 
Ein verwendetes Analyseverfahren bildet die Diskriminanzanalyse. Diese Methode eignet 
sich für die Verwendung im Rahmen dieser Arbeit aufgrund ihrer Fähigkeit, Elemente auf 
Basis ihrer Merkmalsausprägungen bzw. Attributwerte in Gruppen zu klassifizieren 
[Back06, S. 156]. Da die Struktur der Trainingsevents so angelegt ist, dass nur zwei von-
einander zu trennende Gruppen (Betrugsverdächtig und Nicht-Betrugsverdächtig) existie-
ren, ist für die Auswertungen dieser Arbeit der zwei Gruppen-Fall für die Diskriminanzana-
lyse relevant. Im zwei Gruppen-Fall kann die Diskriminanzfunktion schneller ermittelt wer-
den als im mehr Gruppen-Fall, weil weniger Berechnungen nötig sind (siehe Abschnitt 
3.2). Diese Tatsache kommt wiederum der Anforderung der Echtzeitfähigkeit entgegen. 
Ein weiteres Argument für die Diskriminanzanalyse ist, dass eine Transaktion bzw. ein 
korreliertes event mit allen Attributwerten durch einen einzigen Wert dargestellt wird und 
sich daher als komprimierter Eingabewert für ein neuronales Netzwerk eignet. Somit be-
nötigt ein neuronales Netzwerk weniger Eingabeknoten als bei einer Übergabe aller Ein-
zelattribute mit ihren Werten. Dadurch verringert sich die Laufzeit bei der Berechnung des 
Ausgabewerts eines neuronalen Netzwerks. Eine Schwäche der Diskriminanzanalyse ist, 
dass sie – wie im Abschnitt 3.2 erwähnt – lediglich metrisch skalierte Werte analysieren 
kann. Für das Ziel, auch nichtmetrische Attribute, wie z.B. Empfängerbankleitzahl in die 
Betrugsanalyse mit einbeziehen zu können, wurde für die Analysen dieser Arbeit zusätz-
lich ein Entscheidungsbaum eingesetzt. Der Grund für diese Auswahl ist, dass sich dieses 
Verfahren aufgrund seiner schnellen und einfachen Implementierbarkeit in der Praxis be-
währt hat [Krah98, S. 73]. Darüber hinaus können im Entscheidungsbaum KO-Kriterien 
hinterlegt werden, nach denen der Betrugserkennungsprozess auf jeden Fall ausgeführt 
oder nicht ausgeführt werden soll. Diskriminanzanalyse und Entscheidungsbaum können 
flexibel für die möglichen Ausprägungen der Attribute eingesetzt werden. Die im Rahmen 
dieser Arbeit verwendeten Attribute und deren Ausprägungen werden in den Unterab-
schnitten 9.2.1 und 9.2.2 diskutiert. 
Als finale Auswertungsmethode wird ein neuronales Netzwerk verwendet um den aktuel-
len Diskriminanzwert gleichzeitig in Verbindung mit historischen Diskriminanzwerten eines 
Kunden analysieren zu können. Der Ansatz zur Betrugserkennung mittels Diskriminanza-
nalyse ohne neuronalem Netzwerk ist in [Widd07] beschrieben. Allerdings ist es mit dieser 
Entwicklung nicht möglich, historische events in die Analyse zur Laufzeit mit einzubinden. 
Dies führt zu einer ungenauen Betrugsaussage, da kein Verhaltensmuster auf Basis histo-
rischer Werte berücksichtigt wird (siehe Abschnitt 6.1). Neuronale Netze werden in der 
Literatur häufig als erfolgreiches und stabiles Mittel zur Betrugserkennung genannt, z.B. 
bei [Phua05, S. 5], [Bolt02, S. 3], [Bose06, S. 2 - 5] oder [Kou04, S. 2 - 3] in ihren Studien 
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zur Erkennung von Kreditkartenbetrug oder bei [Vikr04, S. 2] zur Identifizierung illegaler 
Kontenaktivitäten im Bankenumfeld. In diesem Zusammenhang ist die Generalisierungs-
fähigkeit der neuronalen Netzwerke von entscheidender Bedeutung, d.h. die Fähigkeit auf 
Basis von gelernten Mustern unbekannte Muster auch bei nichtlinearen Zusammenhän-
gen klassifizieren zu können (siehe Abschnitt 3.3). Als unbekanntes Muster (engl.: 
unknown event pattern) wird im Rahmen dieser Arbeit ein Muster definiert, das sich nicht 
unter den Trainingsmustern befindet.  
Da die Outputwerte der Trainingsmuster bereits im Vorfeld feststehen, bietet sich für das 
neuronale Netzwerk die Backpropagationsmethode als überwachtes Lernverfahren an 
(siehe Unterabschnitt 3.3.2). In [Bign06, S. 3] werden überwachte neuronale Netzwerke 
mit Backpropagation als Trainingsalgorithmus aufgrund ihrer exakten Lernfähigkeit als die 
beste Methode zur Identifikation von Betrugstransaktionen beim Online-Banking bezeich-
net.  
Eine Kombination von Entscheidungsbaum, Diskriminanzanalyse und neuronalem Netz-
werk bietet den Vorteil einer Vorklassifizierung durch Diskriminanzanalyse und Entschei-
dungsbaum, d.h. es werden bereits im Vorfeld als harmlos identifizierte events bzw. 
Transaktionen aus dem Eventstrom in der CEP engine herausgefiltert (die genauen Filter-
kriterien werden in den Unterabschnitten 9.2.1 und 9.2.2 diskutiert). Dadurch sind insge-
samt weniger Muster durch das neuronale Netzwerk zu untersuchen, was wiederum Vor-
teile bezüglich der Performance mit sich bringt. Die Übergabe von Diskriminanzwerten an 
ein neuronales Netzwerk hat – wie oben erwähnt – zur Folge, dass ein event bzw. eine 
Transaktion durch einen einzigen Wert (den Diskriminanzwert) dargestellt wird. Somit 
genügt die Bereitstellung eines Inputknotens pro event. Wäre dies nicht der Fall müsste 
bei einem Multi Layer Perceptron für sich alleinstehend – wie oben erwähnt – ein Input-
knoten für jedes betrugsrelevante Attribut eines events vorhanden sein, wodurch sich die 
Netzstruktur automatisch erweitert. Dadurch würde das Trainieren des Netzwerks und die 
Vorwärtsaktivierung mehr Zeit benötigen, was in [Pete05, S. 230] diskutiert ist. Lt. Aussa-
ge der Autoren von [Chen97, S. 1] führt die Aufteilung in kleinere neuronale Netzwerke 
auf Basis einer Vorgruppierung durch die Diskriminanzanalyse zu exakteren Ergebnissen 
und kürzeren Trainingszeiten als der Einsatz eines alleinstehenden Multi Layer Per-
ceptrons zur Lösung des Gesamtproblems. Neuronale Netzwerke sind darüber hinaus in 
der Lage, alle Arten von Zahlenmustern zu lernen, wodurch sie neu trainiert werden kön-
nen, sobald sich die Muster der Diskriminanzwerte verändern.  
Diese beschriebene Betrugserkennungskomponente des Hybrid-Modells besitzt in ihrer 
Zusammensetzung den Vorteil, dass – aufgrund der Vorselektion von metrischen Attribu-
ten (mittels Diskriminanzanalyse) sowie nichtmetrischen Attributen (mittels Entschei-
dungsbaum) – von einem neuronalen Netzwerk nur Diskriminanzwerte analysiert werden. 
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Diese Diskriminanzwerte können auch für andere Branchen und Anwendungsfälle gebil-
det und von einem neuronalen Netzwerk untersucht werden, z.B. für die Betrugserken-
nung in der Schadensfallabwicklung bei Versicherungen. Dadurch gestaltet sich das Mo-
dell als sehr flexibel und individuell anpassbar.  
Neben den oben diskutieren Verfahren existieren weitere maschinelle Lernverfahren, die 
im Rahmen dieser Arbeit aus verschiedenen Gründen nicht verwendet werden. Als Alter-
native zur Vorselektion mittels Diskriminanzanalyse und Entscheidungsbaum wäre die 
logistische Regression ein mögliches Verfahren. Sie dient aber – wie im Abschnitt 3.6 
erwähnt – größtenteils zur Untersuchung der Fragestellung, mit welcher Wahrscheinlich-
keit ein Ereignis eintritt und welche Attribute diese Wahrscheinlichkeit wie stark beeinflus-
sen. Die logistische Regression besitzt gegenüber der Diskriminanzanalyse den Vorteil, 
dass sowohl metrische als auch nichtmetrische Attribute zu Analysezwecken verwendet 
werden können [Back06, S. 10 - 11]. Allerdings gibt sie die Zugehörigkeit zu einer Gruppe 
als Wahrscheinlichkeitswert (entspricht dem Funktionswert der logistischen Funktion) 
[Back06, S. 439] an, was zur Folge hätte, dass ein neuronales Netzwerk mit diesen 
Wahrscheinlichkeitswerten trainiert werden müsste. Dies würde aber keine Verbesserung 
der Erkennungsgenauigkeit ergeben, da bei den Trainingssätzen bereits bekannt ist, ob 
es sich um einen Betrugsfall handelt oder nicht. Es bestünde somit ein linearer Zusam-
menhang zwischen dem Wahrscheinlichkeitswert und dem bekanntem Outputwert eines 
Trainingsfalls. Die logistische Regression ist gut als alleinstehendes Verfahren zur Be-
trugserkennung geeignet, was bei [Inte07] beschrieben ist. Allerdings wäre es bei Ver-
wendung der logistischen Regression nicht möglich – genau wie bei der Diskriminanzana-
lyse als alleinige Analysemethode – die historischen Transaktionen des Kunden bewerten 
zu können.  
Als weitere Alternative zu dem beschriebenen Hybrid-Modell sind probabilistische Netz-
werke z.B. in Form von Bayes-Netzwerken oder Markov-Netzwerken zu nennen. In der 
Literatur sind diese Methoden häufig als Verfahren zur Betrugserkennung genannt, z.B. 
bei [Mukh08, S. 1], [Phua04, S. 2] oder [Sriv08, S. 1]. Bayes-Netzwerke kombinieren ak-
tuelle Daten mit vorhandenem Expertenwissen zur Darstellung und Analyse der Bezie-
hungen von Ursache und Wirkung innerhalb einer Graphenstruktur. Die Knoten des Gra-
phen geben bestimmte Zustände wieder. An den Kanten zwischen den Knoten sind be-
dingte Wahrscheinlichkeiten angegeben. Wie im Abschnitt 3.5 beschrieben ist, treffen 
diese bestimmten Werte eine Aussage darüber, wie wahrscheinlich es ist, dass der Ziel-
knoten einen bestimmten Zustand annimmt, ausgehend vom Zustand des Quellknotens. 
Sie dienen daher zum Treffen von semantischen Schlussfolgerungen auf Basis bekannter 
Wahrscheinlichkeiten und verfolgen somit einen anderen Ansatz als diese Arbeit. Dies ist 
darin begründet, dass in den Strukturen der Quellinformationen bzw. events des in dieser 
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Arbeit zu lösenden Problems keine solchen beschriebenen Übergangswahrscheinlichkei-
ten enthalten sind und auch nicht exakt angegeben werden können.  
Ein weiterer Algorithmus, der für die Implementierung der Betrugserkennung im Rahmen 
dieser Arbeit diskutiert wurde, ist das Support Vector Machine-Verfahren. Bei dieser Me-
thode tritt das gleiche Problem wie bei der Diskriminanzanalyse als alleinstehendes Ver-
fahren ein. Support Vector Machine dient zur Klassifikation eines unabhängigen Falls, 
somit kann die notwendige Transaktionshistorie nicht berücksichtigt werden. SVM ist ein 
sehr rechenintensiver Algorithmus, vor allem bei größeren Datenmengen [Wang05, S. 
26], wodurch sich Nachteile bezüglich der Performance des Betrugserkennungsmodells 
bei einem möglichen realen Einsatz ergeben könnten. 
Eine andere Alternativmethode zu dem Hybrid-Modell dieser Arbeit besteht in der Formu-
lierung von Wenn-Dann-Regeln als Implementierung eines regelbasierten Ansatzes. Die 
Regeln müssen exakt definiert sein. Sind sie das nicht, können entweder zu viele Be-
trugsversuche unerkannt bleiben (wenn Regel zu spezifisch) oder zu viele Nicht-
Betrugsversuche als false positive klassifiziert werden (wenn Regel zu ungenau), siehe 
dazu [Widd07, S. 2]. Zusätzlich basieren die Regeln auf statischem Wissen, auf welches 
sich die Betrüger mit der Zeit einstellen könnten. Des Weiteren sind solche Systeme 
durch ihre starren Regeln nicht in der Lage, unbekannte Muster (d.h. Muster, die zuvor 
nicht durch entsprechende Regeln definiert wurden) zu entdecken. Im Ansatz dieser Ar-
beit wird dagegen für jede Transaktion eine Betrugswahrscheinlichkeit ausgegeben, daher 
können auch unbekannte Betrugsmuster eine höhere Betrugswahrscheinlichkeit aufwei-
sen.  
 
6.3 Neuartigkeit des Ansatzes dieser Arbeit 
 
Die Neuartigkeit des Ansatzes dieser Arbeit für die Beantwortung der wissenschaftlichen  
Fragestellung aus dem Einleitungskapitel ist durch folgende fünf Punkte gekennzeichnet: 
 
a) Die Kombination von Entscheidungsbaum, Diskriminanzanalyse und neuronalem 
Netzwerk zur Erkennung von Betrugsfällen. Diese Kombination wurde in dieser Form zu-
vor nicht in der Literatur diskutiert.  
 
b) Die Einbindung von Complex Event Processing und events als Informationslieferanten 
einer, aus maschinellen Lernverfahren kombinierten, automatischen Betrugserkennungs-
komponente beim Online-Banking.  
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c) Die Nutzung von Complex Event Processing-Technologie zur Transaktionsanalyse 
beim Online-Banking. Diese Zusammensetzung wurde in der Literatur als mögliche Lö-
sung zur Betrugserkennung erwähnt (siehe [Even08], [Conz07] oder [Lund06, S. 8]), aber 
bis zu diesem Zeitpunkt noch kein konkretes Modell diskutiert oder praktisch umgesetzt. 
Der Grund dafür ist, dass die Betrugsbekämpfungsstrategie der Banken – nach den Aus-
sagen aus den Interviews (siehe Anhang 1) – stärker auf Betrugsprävention z.B. mittels 
frühzeitiger Erkennung von Phishingseiten oder Weiterentwicklung der bestehenden Au-
thentifizierungsverfahren als auf aktive Betrugserkennung mittels Transaktionsanalyse 
ausgelegt ist. Wobei nach einer Studie von [Moor07] die durchschnittliche Lebensdauer 
einer Phishingseite von 61,69 Stunden von der Aktivierung bis zur Deaktivierung durch 
den Internetprovider noch zu lang ist um das Problem vollständig zu lösen. Diese Le-
bensdauer ist von der Anzahl abhängig, wie oft die Internetseite eines Kreditinstituts imi-
tiert wird. Beispielsweise hat eine gefälschte Internetseite der Citybank eine durch-
schnittliche Lebensdauer von ca. 100 Stunden, weil sie nicht so häufig nachgeahmt wird 
wie z.B. die Internetseite von Wachovia, siehe [Moor07, S. 11].  
 
d) Eine Transaktion bzw. event wird mit seinen relevanten Attributen als ein einziger Wert 
(= Diskriminanzwert) dargestellt und direkt an das neuronale Netzwerk übergeben. Somit 
lernt das Netzwerk nicht die Originalwerte der Attribute, sondern die Ergebnisse eines 
Vorgängerverfahrens, d.h. Betrugs- und Nicht-Betrugsmuster bestehend aus Diskrimi-
nanzwerten. 
 
e) Die Forschung in der Richtung Kombination von CEP-Technologie und maschinellen 
Lernverfahren bzw. statischer Klassifikation von events steht erst am Anfang. Die erste 
Konferenz, die exakt diese Thematik unter dem Begriff Intelligent Event Processing ad-
ressierte, war das AAAI Spring Symposium im März 2009, siehe [Aaai09]. 
 
In diesem Kapitel wurde die Auswahl der verwendeten Verfahren Entscheidungsbaum, 
Diskriminanzanalyse und neuronales Netzwerk auf Basis von CEP-Technologie begrün-
det. Dabei wurde deren Eignung für den Anwendungsfall dieser Arbeit diskutiert und fest-
gestellt sowie Argumente für die Neuartigkeit des Ansatzes zur Erkennung von Identitäts-
diebstahl im Online-Banking genannt. Die eingesetzten Verfahren werden – wie u.a. im 
Abschnitt 6.2 erwähnt – in dieser Lösung nicht als alleinstehende Analysemethoden ver-
wendet, sondern als Kombination in Form eines Hybrid-Modells. Die Trainings- und die 
Ablaufphase dieses Hybrid-Modells werden im nächsten Kapitel erläutert.  
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7 Erkennung von Identitätsdiebstahl beim Online-Banking 
 
In diesem Kapitel wird der Ansatz dieser Arbeit, das Hybrid-Modell zur Betrugserkennung, 
das sowohl eine Datenversorgungs- als auch eine Betrugserkennungskomponente ent-
hält, allgemein beschrieben. Auf die konkreten Ausprägungen des Modells und die spezi-
fischen Parameter für das Online-Banking wird im Abschnitt 9.2 eingegangen. Das Modell 
kombiniert – wie u.a. im Abschnitt 6.2 erwähnt – einen Entscheidungsbaum mit Diskrimi-
nanzanalyse und einem neuronalen Netzwerk. Diese Kombination der Algorithmen wird 
nachfolgend als ein Teil des Hybrid-Modells namens Betrugserkennungskomponente be-
zeichnet. Erweitert werden diese Analysealgorithmen durch eine CEP engine, welche die 
events für die Analyse liefert und zuvor korreliert. Die zugrundeliegende Event Cloud be-
inhaltet die zu analysierenden Eingabeevents als Online-Überweisungen bzw. Transakti-
onen in Datenbanken als Eventquellen in der Bankenbranche. Den event type für die Ana-
lyse aus dem edBPM-Referenzmodell in Abbildung 1 stellen somit Transaktionsevents 
dar. Eine Transaktion kann nach der Definition des Begriffs event von D. Luckham (siehe 
Abschnitt 4.1) als event bezeichnet werden, da es eine Struktur (Form) in Form von Attri-
buten wie z.B. Transaktionsbetrag besitzt. Die Aktion (Significance), die das event aus-
löst, ist durch das Anstoßen einer Online-Überweisung durch den Kunden gegeben genau 
wie Beziehungen (Relativity) zu anderen events, wie z.B. zu den historischen Transakti-
onsevents des Kunden. In [Chan09, S. 130] wird eine solche Transaktion als withdrawal 
event bezeichnet. Auch M. Chandi, S. Ramo und R. Schulte nennen in [Chan07] Online-
Überweisungen als Beispiel für ein event. Die Transaktionen sind als events auf der Ge-
schäftsprozessebene angesiedelt (engl.: business level events), im Gegensatz zu den low 
level events auf der Netzwerkebene wie z.B. ICMP Traps. 
Die CEP engine erweitert die ursprüngliche Struktur der events – wie im Abschnitt 6.1 
erwähnt – mit zusätzlichen Attributen um die Analyse mit allen benötigten Attributen 
durchführen zu können. Dazu werden mit den entsprechenden Befehlen der CEP engine 
die benötigten Daten aus einer externen Datenbank mit Kundenbestandsdaten geladen. 
Die events, die aus der Bestandsdatenbank zurückgesandt werden, werden mit den ur-
sprünglichen Transaktionsevents korreliert. Dieser Vorgang wird im Abschnitt 8.1 sowie 
im Anhang 2 näher erläutert. Das gesamte entworfene Hybrid-Modell ist in Abbildung 36 
abgebildet.   
 
 128 
event 
cloud
CEP 
ENGINE
Betrugserkennungskomponente
TnA
T2A
T1A
Stream aus 
Banktransaktions-
events
T1AB
Select attr4, 
attr5 from …
Bestands-
datenbank
Ergebnis:            
attr4, attr5 
T1B
Korrelierung 
Analyse 
 
Abbildung 36: Architektur des Hybrid-Modells zur Betrugserkennung 
 
Die CEP engine dient – wie im Abschnitt 6.2 erwähnt – als Datenversorgungskomponente 
des Hybrid-Modells, das als weiteren Bestandteil eine Betrugserkennungskomponente 
beinhaltet, wie in Abbildung 36 zu erkennen ist. 
 
7.1 Trainingsprozess in der Betrugserkennungskomponente 
 
Nach der Korrelation der events kann die Betrugsanalyse gestartet werden. Zur optimalen 
Ausführung der Analyse sind bestimmte Vorarbeiten bzw. Trainingsprozesse in der Be-
trugserkennungskomponente durchzuführen, die in Abbildung 37 als Modell dargestellt 
sind.  
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Abbildung 37: Ablaufmodell der Trainingsprozesse in der Betrugserkennungskomponente 
 
Bei den Trainingsprozessen wird in den nachfolgenden Schritten vorgegangen: 
 
Schritt 1 – Auswahl der betrugsrelevanten events und Attribute: 
Bevor ein Problem gelöst werden kann, muss es identifiziert werden. Zur Erreichung die-
ses Ziels muss zunächst festgestellt werden, welche events Aussagen über (mögliche) 
Betrugsfälle zulassen. Sind die events selektiert ist der nächste Schritt, die betrugsrele-
vanten Attribute dieser events für die Analyse durch das Modell festzulegen. Dieser Fea-
ture Selection-Prozess kann sowohl auf Basis der fachlichen Erfahrung einer Person oder 
eines Teams als auch maschinell mittels Algorithmen ausgeführt werden. Für die automa-
tische Feature Selection wird einerseits ein Verfahren benötigt um aus einer Gesamtmen-
ge n eine Untermenge von r passenden Features zu selektieren und andererseits ein Kri-
terium um die Qualität der selektierten Features in Hinblick auf das zu lösende Problem 
zu beurteilen [Raud01, S. 224]. Ein dafür geeigneter Algorithmus ist die logistische Reg-
ression, die auf Basis von Eintrittswahrscheinlichkeiten für Ereignisse die Ausprägung der 
Attribute untersucht und somit den Einfluss der Attribute bestimmt [Back06, S. 426 - 432].  
Ein Beispiel: Zwölf Personen werden zum Butterkauf befragt, sieben davon kauften Butter 
und deren Monatseinkommen liegt über 2.000 Euro, wobei bei den Nichtbutterkäufern das 
Einkommen unter 2.000 Euro liegt. In diesem einfachen Beispiel konnte (für diese speziel-
le Kundengruppe) ein Rückschluss getroffen werden, dass das Einkommen einen Einfluss 
auf die Kaufentscheidung für oder gegen Butter hat [Back06, S. 426 - 432].  
Weitere Algorithmen für Feature Selection sind neben der logistischen Regression bei-
spielsweise Naive Bayes, neuronale Netzwerke, Cluster-Verfahren oder Entscheidungs-
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bäume [Sqls08]. Für weiterführende Literatur zu Feature Selection sei auf [Liu98] und 
[Jain00] verwiesen.  
Im Rahmen dieser Arbeit wurde für die Feature Selection kein Algorithmus ausgeführt, 
sondern die Festlegung relevanter Attribute erfolgte auf Basis der Interviews mit den Be-
trugsexperten, da diese zum einen jahrelange Erfahrung in Betrugserkennung aufweisen 
und zum anderen keine echten Basisdaten für die Feature Selection zur Verfügung stan-
den. Die selektierten Attribute sind in den Abschnitten 2.2 und 6.1 genannt. 
Auf Basis der Erkenntnisse dieses Schritts ist aus dem relevanten Daten- bzw. Event-
bestand der Organisation eine Trainingsmenge herzustellen, mit deren Hilfe die Kompo-
nenten der nachfolgenden Schritte entsprechend konzipiert werden können. Die Trai-
ningsmenge wird – wie im Abschnitt 6.2 erwähnt – in zwei Gruppen (bekannte Betrugsfäl-
le und bekannte Nicht-Betrugsfälle) aufgeteilt. Zur Vermeidung der Notwendigkeit zur 
Gewichtung der arithmetischen Mittel mit den jeweiligen Gruppengrößen bei der Diskrimi-
nanzanalyse (siehe Abschnitt 3.2), weisen die beiden Gruppen die gleiche Anzahl an 
Gruppenelementen auf. Der Umfang dieser Trainingsmenge wird im Abschnitt 9.2 erläu-
tert.  
 
Schritt 2 – Aufbau des Entscheidungsbaums:  
Falls im Schritt 1 nichtmetrische Attribute als betrugsrelevant deklariert wurden, was bei 
der Festlegung der relevanten Attribute dieser Arbeit der Fall ist (siehe Abschnitt 6.1), wird 
für diese Attribute ein Entscheidungsbaum (siehe Abschnitt 3.1) angelegt. Der Grund da-
für ist, dass die Diskriminanzanalyse als multivariates Verfahren zur Analyse von Grup-
penunterschieden nur metrisch skalierte Attribute analysieren kann, siehe [Back06, S. 
156]). Der Entscheidungsbaum wird so konzipiert, dass an den Ausgängen eine entspre-
chende Vorklassifizierung der untersuchten Transaktionen in Betrugsverdächtig und 
Nicht-Betrugsverdächtig erfolgt, d.h. die events werden im Vorfeld ausgesiebt oder durch 
das neuronale Netzwerk weiter analysiert. Die Tiefe und der Umfang des Entscheidungs-
baums sind von der Anzahl der nichtmetrischen Attribute und der KO-Kriterien abhängig. 
Diese Anzahl sowie die festgelegten Attributausprägungen an den Ästen des Entschei-
dungsbaums werden wiederum von den fachlichen Rahmenbedingungen und den Daten-
beständen der Organisation beeinflusst und im Abschnitt 9.2 für diesen Anwendungsfall 
diskutiert.  
 
Schritt 3 – Berechnen der Diskriminanzfunktion und des kritischen Diskriminanzwerts: 
Bei der Berechnung dieser beiden Komponenten werden auf Basis der betrugsrelevanten 
metrischen Attribute der Trainingsmenge die Koeffizienten der Diskriminanzfunktion be-
rechnet. Im Rahmen dieser Arbeit wird zu diesem Zweck das Verfahren zur Diskriminan-
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zanalyse aus [Bahr03, S. 316 - 329] und [Ecke02, S. 292 - 307] für den zwei Gruppen- 
(Betrugsverdächtig oder Nicht-Betrugsverdächtig) und n Variablen-Fall (n>2) verwendet 
(siehe Abschnitt 3.2). Durch Einsetzen der betrugsrelevanten Attribute in die ermittelte 
Diskriminanzfunktion werden im Anschluss die Diskriminanzwerte (= Funktionswert der 
Diskriminanzfunktion) für alle Datensätze bzw. events der Trainingsmenge berechnet. 
Danach wird auf Basis der berechneten Diskriminanzwerte der kritische Diskriminanzwert 
ermittelt. Wie im Abschnitt 3.2 erwähnt, bildet der kritische Diskriminanzwert das arithme-
tische Mittel der beiden Gruppenmittelwerte. Durch einen Vergleich der berechneten Dis-
kriminanzwerte der Trainingsevents mit dem kritischen Diskriminanzwert werden die 
events in die Gruppen Betrugsverdächtig und Nicht-Betrugsverdächtig eingeteilt. Ist bei 
diesem Vergleich der ermittelte Diskriminanzwert des Elements kleiner als der kritische 
Diskriminanzwert, erfolgt eine Zuteilung in die Gruppe der betrugsverdächtigen events. Im 
gegenteiligen Fall wird das event der Gruppe der nicht-betrugsverdächtigen events zuge-
ordnet.  
 
Schritt 4 – Trainieren des neuronalen Netzwerks:  
Die mittels der Diskriminanzfunktion berechneten Diskriminanzwerte werden in diesem 
Schritt einem neuronalen Netzwerk als Eingabewerte für die Inputknoten übergeben. Als 
Typ des neuronalen Netzwerks wird ein Feedforward-Netzwerk bzw. ein Multi Layer Per-
ceptron ohne Rückkopplungen verwendet (siehe Unterabschnitt 3.3.1), da die übergebe-
nen Muster zur Laufzeit keine Zeitabhängigkeit beinhalten. Die zu analysierenden Trai-
ningsmuster an Diskriminanzwerten sind so konzipiert, dass einem bestimmten Inputkno-
ten der Diskriminanzwert des aktuell untersuchten Transaktionsevents übergeben wird 
und den anderen Knoten die historische Diskriminanzwerte dieses Kunden. Das bedeutet, 
es herrscht keine Zeitabhängigkeit, da für jeden Inputknoten des neuronalen Netzwerks 
fest definiert ist, welcher Diskriminanzwert innerhalb der zeitlichen Reihenfolge der Trans-
aktionen als Inputwert entgegengenommen wird. Als Beispiel: Knoten Nr. 1 bekommt den 
Diskriminanzwert des aktuellen events, Inputknoten Nr. 2 den Diskriminanzwert der jüngs-
ten historischen Transaktion bzw. des jüngsten events des Kunden vor dem aktuellen 
event. Inputknoten Nr. 3 übernimmt dann wiederum den Diskriminanzwert des events, das 
zeitlich vor dem event des Inputknotens Nr. 2 auftrat usw. Somit wird auf Basis von aktu-
ellen und historischen Diskriminanzwerten ein komplettes zeitliches Verhaltensmuster des 
Kunden dem neuronalen Netzwerk zum Training übergeben. Auf der Grundlage dieser 
Inputwerte wird durch den Outputwert des Ausgabeknotens des neuronalen Netzwerks 
bestimmt, ob es sich um einen Betrugsfall handelt oder nicht. Da es sich bei dieser Auf-
gabenstellung um eine boolesche Entscheidung (d.h. nur zwei Ausprägungen in Form von 
„ja“ oder „nein“ sind möglich) handelt, wird hierfür nur ein einziger Ausgabeknoten benö-
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tigt [Krah98, S. 68]. Die optimale Anzahl an Inputknoten, sowie der Hiddenschichten und 
wiederum deren Knotenzahlen werden durch Experimente, die im Abschnitt 9.3 beschrie-
ben sind, ermittelt. Die Trainingsmuster sind so konzipiert, dass sie bekannte Verhaltens-
muster von Kunden widerspiegeln, d.h. bekannte Muster aus Diskriminanzwerten, die aus 
dem zeitlichen Ablauf heraus im Nachhinein als Betrugsfälle bzw. als Nicht-Betrugsfälle 
identifiziert wurden. Als unbekanntes Muster wird im Rahmen dieser Arbeit ein Muster 
definiert, das sich nicht unter den Trainingsmustern befindet, wie im Abschnitt 6.2 er-
wähnt.  
Da für diese Arbeit die Bekanntheit, ob eine Transaktion ein Betrugsfall oder ein Nicht-
Betrugsfall ist, für die Trainingsmuster vorausgesetzt wird, wird für das Training des neu-
ronalen Netzwerks mit dem Backpropagationsverfahren (siehe Unterabschnitt 3.3.2) eine 
Methode des überwachten Lernens gewählt. Die Backpropagationsmethode ist lt. [Dorf91, 
S. 39] prädestiniert für die Anwendung auf Assoziationsnetzwerke zu denen auch ein Mul-
ti Layer Perceptron gehört, da die bekannten Outputwerte als Teaching Input des 
Backpropagationsverfahrens verwendet werden. Diese bekannten Outputwerte werden 
für das Training in den Ausprägungen 0,0 (Nicht-Betrugsfall) und 1,0 (Betrugsfall) ange-
geben. Als Aktivierungsfunktion in den Knoten wird die nichtlineare, durchgängig differen-
zierbare Sigmoidfunktion (siehe Unterabschnitt 3.3.1) verwendet, da Backpropagation 
bzw. das Gradientenabstiegsverfahren eine durchgängig differenzierbare Funktion vor-
aussetzt [Rey08, S. 26]. Ein weiterer Grund für die Entscheidung für ein Multi Layer Per-
ceptron mit mindestens einer Hiddenschicht und nichtlinearer Output- bzw. Aktivierungs-
funktion ist, dass lt. [Rume86, S. 1 - 2] mit dieser Kombination beliebige Musterformen 
abgebildet werden können. Da der Ausgabewert der Sigmoidfunktion immer in dem offe-
nen Intervall zwischen 0,0 und 1,0 liegt (siehe Abbildung 13 im Unterabschnitt 3.3.1) und 
die übergebenen Inputmuster mit den Zielwerten 0,0 und 1,0 trainiert werden, gibt der 
Wert des Ausgabeknotens die Betrugswahrscheinlichkeit der aktuellen Transaktion wie-
der. Die detaillierte Beschreibung der untersuchten Topologien des verwendeten neurona-
len Netzwerks als Teil der Betrugserkennungskomponente erfolgt im Abschnitt 9.3 im 
Rahmen der Vorstellung der experimentellen Ergebnisse.  
 
Schritt 5 – Festlegen des Schwellwerts für den Ausgabewert des Outputknotens und den 
daraus folgenden Aktionen:  
Dieser Schwellwert bestimmt, wann eine bestimmte Aktion ausgelöst wird. In diesem 
Schritt wird festgelegt, wo dieser Schwellwert im offenen Intervall zwischen 0,0 und 1,0 
liegt. Falls die Ausprägung der Trainingsmuster gleich verteilt ist, bietet sich ein Wert von 
0,5 an. Wenn das Ziel der Anwendung die Vermeidung einer zu hohen Rate an fälschli-
cherweise als Betrugsfall klassifizierten Transaktionen ist, sollte der Schwellwert höher 
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angesetzt werden, z.B. bei 0,9. Darüber hinaus ist im Rahmen dieses Schritts zu definie-
ren, mit welchen Aktionen bei Eintreten eines Betrugsfalls bzw. eines Nicht-Betrugsfalls 
reagiert werden soll. Bei einem Nicht-Betrugsfall wird die Transaktionsverarbeitung weiter 
fortgesetzt. Dagegen sind lt. [Bose06, S. 4] sowie nach der Definition des edBPM-
Referenzmodells aus Abbildung 1 die möglichen Reaktionen im Fall einer als Betrug iden-
tifizierten Transaktion das Auslösen eines Alarms bei einem zuständigen Operator 
und/oder der Abbruch der Transaktion. Die Schwellwerte, die im Rahmen dieser Arbeit 
einen Betrugs- oder einen Nicht-Betrugsfall exakt identifizieren, werden in den Abschnit-
ten 9.2 und 9.3 diskutiert. Nach dem Abschluss dieser beschriebenen Vorarbeiten kann 
das Modell für die Analyse unbekannter Transaktionsevents eingesetzt werden.  
 
7.2 Prozessablauf in der Betrugserkennungskomponente 
 
Der Ablauf beim Analysieren eines neuen bzw. unbekannten events in der Betrugserken-
nungskomponente des Hybrid-Modells ist in Abbildung 38 als Modell dargestellt.  
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Abbildung 38: Ablaufmodell der Analyseprozesse in der Betrugserkennungskomponente 
 
Im ersten Schritt werden die nichtmetrischen Attribute des korrelierten Transaktionsevents 
mit Hilfe des Entscheidungsbaums vorklassifiziert. Anschließend werden die metrischen 
Attribute mittels Diskriminanzanalyse ausgewertet und ebenfalls vorklassifiziert. Zu die-
sem Zweck werden die relevanten metrischen Attribute in die ermittelte Diskriminanzfunk-
tion eingesetzt und der berechnete Diskriminanzwert – genau wie in der Trainingsphase – 
mit dem kritischen Diskriminanzwert verglichen.  
Im Rahmen dieser Arbeit liegt der Fall vor, dass ein korreliertes Transaktionsevent sowohl 
metrische als auch nichtmetrische Attribute enthält. Wenn dies nicht der Fall wäre, könnte 
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z.B. bei Nichtvorhandensein von metrischen Attributen auf die Diskriminanzanalyse und 
das neuronale Netzwerk verzichtet werden. Umgekehrt könnte beim Fehlen von nichtmet-
rischen Attributen der Entscheidungsbaum ausgeblendet werden. 
Die relevanten Attribute für die Diskriminanzfunktion und der Aufbau des Entscheidungs-
baums sollten angepasst werden, wenn sich in der Praxis die Fehlklassifizierungen dieser 
beiden Methoden häufen.  
Wenn mindestens eine der beiden Methoden (Entscheidungsbaum oder Diskriminanzana-
lyse) das event als betrugsverdächtig vorklassifiziert hat, wird im Anschluss sofort der 
Diskriminanzwert des aktuellen korrelierten events zusammen mit den historischen Dis-
kriminanzwerten des betreffenden Kunden an die Inputknoten des neuronalen Netzwerks 
übergeben. Die historischen Diskriminanzwerte werden zu diesem Zweck aus einer Be-
standsdatenbank ausgelesen. Jeder Knoten bekommt als Input einen Diskriminanzwert 
aus einer bestimmten zeitlichen Reihenfolge übergeben. Der aktuelle und die historischen 
Diskriminanzwerte werden den Intputknoten des neuronalen Netzwerks in der gleichen 
zeitlichen Reihenfolge für die Analyse übergeben wie zuvor für den Trainingsprozess. Aus 
diesem Grund bildet sich die Anzahl der benötigten historischen Diskriminanzwerte aus 
der Formel: 
 
Anzahl historische Transaktionen = Anzahl Inputknoten – 1 
 
Hat ein Kunde weniger historische Transaktionen aufzuweisen, z.B. ein Neukunde, muss 
zur Vermeidung von Fehlklassifikationen für diese Kundengruppen jeweils ein eigenes 
neuronales Netzwerk mit weniger Inputknoten trainiert werden.  
Dieses komplette Muster eines Kunden wird im nächsten Schritt durch Vorwärtsaktivie-
rung der Knoten vom neuronalen Netzwerk verarbeitet. Durch die Generalisierungsfähig-
keit des neuronalen Netzwerks (siehe Unterabschnitt 3.3.1) ergibt sich für das analysierte 
unbekannte Muster ein Ausgabewert, der sich im offenen Intervall zwischen 0,0 und 1,0 
befindet.  
Anschließend wird der Outputwert des neuronalen Netzwerks beurteilt indem dieser Wert 
mit dem vordefinierten Schwellwert für den Outputwert verglichen wird. Falls der Output-
wert größer ist als der definierte Schwellwert wird eine vorher festgelegte Aktion oder ein 
Prozess gestartet, da das event bzw. die Transaktion vom neuronalen Netzwerk als Be-
trugsfall identifiziert wurde. Lt. dem edBPM-Referenzmodell aus Abbildung 1 können so-
wohl Alerts versendet als auch Prozesse gestartet oder gestoppt werden, siehe [Am-
mo09b, S. 6 - 7]. In [Bign06, S. 3] wird vorgeschlagen, bei Betrugsverdacht nur zu reagie-
ren, wenn der Transaktionsbetrag eine signifikante Höhe aufweist. Im Rahmen dieser 
Arbeit werden die Analyseergebnisse in eine Textdatei geschrieben, da es sich hierbei um 
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eine experimentelle Umgebung handelt, deren Implementierung (momentan) nicht inner-
halb einer Bank im Einsatz ist.  
Die auftretenden Betrugsmuster in der Bankenbranche verändern sich im Laufe der Zeit    
[Reol07, S. 11]. Aus diesem Grund spiegelt der Ausgabewert des neuronalen Netzwerks 
lediglich die Wahrscheinlichkeit wieder, nach der es sich bei der untersuchten aktuellen 
Transaktion um einen Betrugsfall handelt bzw. handeln könnte.  
Eine ursprüngliche Form dieser Architektur ist in [Widd08] beschrieben. In diesem Ansatz  
ist der Einsatz eines Entscheidungsbaums zur Vorselektion nicht diskutiert, da zum Zeit-
punkt dieser Publikation noch keine nichtmetrischen Attribute für das Modell als relevant 
deklariert wurden. Dadurch war die Kombination von Diskriminanzanalyse und neurona-
lem Netzwerk als Betrugserkennungskomponente für dieses Vorgängermodell in [Widd08] 
ausreichend.  
In diesem Kapitel wurde das Konzept der Betrugserkennungsanwendung, d.h. sowohl der 
Trainings- als auch der Laufzeitprozess, allgemein als Lösung dieser Arbeit ohne die de-
taillierten Parameterausprägungen beschrieben. Zur Sicherstellung der Qualität der An-
wendung werden in den nachfolgenden Kapiteln die bereits erwähnten praktischen Expe-
rimente diskutiert. Begonnen wird in diesem Zusammenhang mit der experimentellen 
Umgebung um die Rahmenbedingungen der Versuche darzustellen. 
 
8 Beschreibung der experimentellen Umgebung 
 
Das in Abbildung 36 vorgestellte Hybrid-Modell zur Betrugserkennung setzt sich in seiner 
implementierten Form aus einer CEP engine als Datenversorgungskomponente und einer 
programmierten Betrugserkennungskomponente zusammen. Die Realisierung des Mo-
dells wird in den nachfolgenden Abschnitten erläutert.  
Die Anforderungen an ein Softwaresystem werden in funktionale und nicht-funktionale 
Anforderungen unterteilt. Funktionale Anforderungen definieren die fachlichen Aufgaben, 
die ein Softwareprodukt erfüllen soll. Sie beschreiben, welche konkreten Ergebnisse die 
Software bei bestimmten Eingaben und einer definierten Verarbeitung liefern soll. Funkti-
onale Anforderungen sind somit von der gegebenen Aufgabenstellung abhängig. Im Ge-
gensatz dazu legen nicht-funktionale Anforderungen die Eigenschaften bezüglich der 
Qualität eines solchen Produkts fest. Diese Eigenschaften sind z.B. Anforderungen an die 
Erweiterbarkeit, Performance, Zuverlässigkeit, Flexibilität, Wartbarkeit oder Bedienfreund-
lichkeit des Systems und somit unabhängig von den konkreten fachlichen Funktionen des 
Softwareprodukts. [Andr03, S. 51 - 52; Böhm02, S. 139 - 140; Vers02, S. 19 - 21] 
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Die funktionalen Anforderungen des Modells dieser Arbeit ergeben sich aus dem Ziel der 
Identifikation von Betrugstransaktionen beim Online-Banking bei gleichzeitiger Minimie-
rung von false positive-Quote. Die konkreten Verarbeitungsschritte und Funktionen zur 
Umsetzung dieser Anforderungen sind in den Abschnitten 7.1 und 7.2 erläutert. 
Zur Erreichung des Ziels dieser Arbeit müssen von der implementierten experimentellen 
Umgebung nicht nur die funktionalen- sondern auch die folgenden nicht-funktionalen An-
forderungen erfüllt werden:  
 
• Schnittstelle von der CEP engine zur Betrugserkennungskomponente bzw. zu den 
verwendeten Analysealgorithmen. 
 
• Kombinierbarkeit der verwendeten Algorithmen innerhalb der Betrugserkennungs-
komponente. 
 
• Eventverarbeitung in Echtzeit um definierte Reaktionen in Echtzeit gewährleisten 
zu können. 
 
• Einfach zu konfigurieren um keine teueren externen Beratungsleistungen in An-
spruch nehmen zu müssen. 
 
• Installation auf einem Client mit dem Betriebssystem Windows, da die Experimen-
te auf einem handelsüblichen Windows-Rechner durchgeführt werden. 
 
In den nachfolgenden Abschnitten werden die konkreten Implementierungen zur Erfüllung 
der funktionalen und nicht-funktionalen Anforderungen durch die Datenversorgungs- und 
Betrugserkennungskomponente des Modells beschrieben.  
 
8.1 Verwendete Versuchsumgebung der Datenversorgungskomponente 
 
Zur Implementierung der Datenversorgungskomponente standen die CEP engines ver-
schiedener Hersteller (siehe Tabelle 5) zur Auswahl. Wie im Abschnitt 4.4 erwähnt, wurde 
für das Hybrid-Modell zur automatisierten Betrugserkennung im Online-Banking die CEP 
engine des Herstellers StreamBase Inc. ausgewählt und stand auch für die Durchfüh-
rung dieser Experimente zur Verfügung.  
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Deren Produkt StreamBase Studio (siehe Tabelle 5), erfüllt alle oben genannten nicht-
funktionalen Anforderungen, da: 
 
• Die Betrugserkennungskomponente über eine Adapterschnittstelle angebunden 
werden kann. 
 
• Der Eventdurchsatz nach Herstellerangaben bei 500.000 events pro Sekunde 
liegt. 
 
• Die Installation auf einem handelsüblichen Windows-Betriebssystem durchgeführt 
und zur Laufzeit ausgeführt werden kann. 
 
• Eine ausführliche Dokumentation für die Verwendung der Software zur Verfügung 
steht. 
 
Die Lösung StreamBase Studio integriert die SQL-basierte Sprache StreamSQL als EPL, 
wobei für die Modellierung auch eine graphische Komponente verwendet werden kann. 
Die StreamBase Platform besteht aus folgenden Komponenten, die in Abbildung 39 dar-
gestellt sind. 
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Abbildung 39: Aufbau der StreamBase Platform in Anlehnung an [Stre08, S. 4] 
 
Als Eingabekomponenten bzw. Data In-Komponenten dienen in dieser Arbeit Adapter 
(Inputadapter), welche die Verbindung zu den Quellsystemen (im Bankenumfeld: Daten-
banken der Transaktionen) darstellen. Es existieren verschiedene Adaptertypen für die 
unterschiedlichen Arten von Datenquellen, z.B. Datenbanken, CSV-Dateien oder Transak-
tionssysteme. Die patterns bzw. die CEP-Anwendung wird in der StreamBase IDE mittels 
StreamSQL programmiert oder graphisch konfiguriert.  
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Die fertig entwickelte Anwendung (in dieser Arbeit die Konfiguration in Abbildung 40) wird 
auf den StreamBase-Server geladen und dort ausgeführt. Zur Laufzeit arbeitet der 
StreamBase-Server die ankommenden events in Echtzeit ab. Als Ausgabekomponenten 
der CEP-Anwendung dienen wiederum Adapter (Outputadapter) zu den verschiedenen 
Zielsystemen. [Stre08, S. 4 - 7] 
Der Ablauf des implementierten Hybrid-Modells dieser Arbeit ist in Abbildung 40 darstellt.  
 
 
Abbildung 40: Allgemeine Architektur der Betrugserkennungsanwendung der CEP engine 
 
Für das Modell in Abbildung 40 müssen die Daten bzw. events aus einer externen Quelle 
über die Inputadapter geladen und an das Format der CEP engine angepasst werden. 
Der geladene Eventstrom wird anschließend kopiert, wodurch ein zweiter Eventstrom ent-
steht. Dieser Kopiervorgang ist notwendig um die Originalevents mit weiteren events aus 
anderen externen Quellen zu korrelieren. Die Originalattribute der events sind – wie im 
Abschnitt 6.1 erwähnt – für eine exakte Betrugsanalyse mit dem Ansatz dieser Arbeit nicht 
ausreichend. Ein Eventstrom wird der externen Quelle als Inputdaten übergeben, der an-
dere Eventstrom der Originalevents wird nach dem Beenden der externen Abfrage mit 
den zurückgelieferten events vereinigt. Anschließend werden die neu entstandenen, kor-
relierten events einer Funktion d.h. der Betrugserkennungskomponente übergeben, wel-
che die Betrugsanalyse durchführt. Diese Funktion ist über eine Java Operator-
Komponente mit der CEP engine verbunden. Der Rückgabewert der Funktion bzw. der 
Betrugserkennungskomponente wird abschließend an den Outputadapter gesendet. Die 
genaue Implementierung dieses Prozesses ist – einschließlich der verwendeten SQL-
Abfragen und Ausschnitten aus StreamBase Studio – im Anhang 2 dokumentiert. 
 
8.2 Verwendete Versuchsumgebung der Betrugserkennungskomponente 
 
Für die Implementierung der in dieser Arbeit verwendeten Komponente zur Betrugserken-
nung wurde die Programmiersprache Java verwendet, weil eine JAR-Datei mittels einer 
JavaOperator-Komponente von StreamBase Studio problemlos in die CEP engine des 
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ausgewählten Herstellers StreamBase Inc. integriert werden kann (es kann allerdings 
kein Third Party-Produkt wie beispielsweise das Data Mining-Werkzeug SPSS Clementine 
des Anbieters SPSS Inc. integriert werden). Des Weiteren können mit Java die verwen-
deten Algorithmen problemlos miteinander kombiniert werden, was in dem Klassendia-
gramm in Abbildung 41 und dem externen Arbeitsbericht, der die Java-Klassen enthält, zu 
erkennen ist. StreamSQL als integrierte EPL ist bezüglich der Sprachelemente nicht so 
flexibel wie Java und somit weniger für die Implementierung der Betrugserkennungskom-
ponente geeignet.  
Zur Realisierung der funktionalen Anforderungen der Betrugserkennungskomponente in 
der, in den Abschnitten 7.1 und 7.2 beschriebenen Form, sind verschiedene Java-
Hauptklassen notwendig:  
 
• Eine Klasse, welche die events von der CEP engine übergeben bekommt und 
nach der Analyse die entsprechenden Ergebnisse zurückliefert. 
 
• Klassen, welche die verwendeten Algorithmen Entscheidungsbaum, Diskriminan-
zanalyse und neuronales Netzwerk implementieren. 
 
• Eine Klasse, welche den Ablauf der Algorithmen in der entsprechenden Reihenfol-
ge für die Trainingsprozesse koordiniert. 
 
• Eine Klasse, welche den Ablauf der Algorithmen in der entsprechenden Reihenfol-
ge für die Testläufe entsprechend koordiniert. 
 
Für die Umsetzung dieser funktionalen Anforderungen liegt der Betrugserkennungskom-
ponente folgendes Klassendiagramm zugrunde, das in Abbildung 41 dargestellt ist. Die 
Java-Klassen wurden unter Verwendung der Entwicklungsumgebung Eclipse program-
miert. Aus Übersichtsgründen wurde in Abbildung 41 auf die Darstellung und Erklärung 
der einzelnen Attribute und Methoden der Klassen verzichtet. Der komplette Javacode der 
einzelnen implementierten Klassen der JAR-Datei ist als externer Arbeitsbericht einseh-
bar. 
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Abbildung 41: Klassendiagramm der experimentellen Umgebung 
 
Für den Prozess der Testeventauswertung bzw. der Laufzeitphase der Betrugserken-
nungskomponente bildet die Klasse StreamBaseHandler die Verbindung mit der Java-
Operator-Komponente der CEP engine. Die Klasse StreamBaseHandler nimmt in diesem 
Zusammenhang die Testevents entgegen und leitet sie an die Klasse TestHandler weiter. 
Diese Klasse übergibt wiederum die Testevents an die Klasse Entscheidungsbaum. Dort 
werden die events anhand der Struktur des Entscheidungsbaums klassifiziert. Das Er-
gebnis wird an die Klasse TestHandler zurückgegeben. Anschließend erfolgt eine weitere 
Übergabe der events an die Klasse MyDiscriminantAnalysis über das DicriminantValue-
Objekt. In dieser Klasse wird der Diskriminanzwert berechnet und für die weitere Verarbei-
tung in einem Objekt der Klasse DiscriminantValue gespeichert.  
Anhand des Attributs Gruppenzugehörigkeit des DiscriminantValue-Objekts, das von der 
Klasse MyDiscriminantAnalysis gesetzt wird, entscheidet die Klasse TestHandler, ob das 
aktuell analysierte event sofort an die Klasse StreamBaseHandler zur Rückgabe an die 
CEP engine übergeben wird (bei Vorklassifizierung als Nicht-Betrugsevent durch Diskri-
minanzanalyse und Entscheidungsbaum) oder an die Klasse NeuralNetwork zur weiteren 
Analyse weitergereicht wird (bei Vorklassifizierung als Betrugsevent durch Diskriminanza-
nalyse oder Entscheidungsbaum). Falls das event weiter analysiert wird, lädt die Klasse 
TestHandler die entsprechenden Diskriminanzwerte der historischen Transaktionen des 
aktuellen Kunden aus einer externen Datenbank und übergibt diese zusammen mit dem 
DiscriminantValue-Objekt an die Klasse NeuralNetwork. Diese Klasse enthält die aktuell 
trainierten Gewichtseinstellungen der optimalen Netzwerktopologie. Mit diesen Attributen 
berechnet die Klasse NeuralNetwork aus der übergebenen Kombination von Diskrimi-
nanzwerten den Ausgabewert des neuronalen Netzwerks mittels einer implementierten 
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Funktion des Feedforward-Prozesses. Der berechnete Ergebniswert wird der Klasse 
TestHandler zurückgeliefert, die wiederum das Resultat an die Klasse StreamBaseHand-
ler als Schnittstelle zur CEP engine übergibt.  
Für den Trainingsprozess der Betrugserkennungskomponente lädt die Klasse Trainings-
daten die aktuellen Trainingsevents ebenfalls aus einer externen Datenbank und übergibt 
diese an die Klasse TrainingHandler. Diese Klasse ruft wiederum die Klasse MyDiscrimi-
nantAnalysis auf, welche die Diskriminanzfunktion, den kritischen Diskriminanzwert und 
die Diskriminanzwerte der Trainingsevents berechnet. Auch hier erfolgt die Rückgabe 
eines Diskriminanzwerts an die Klasse TrainingHandler in Form eines DiscriminantValue-
Objekts. Anschließend wird das neuronale Netzwerk mit Mustern aus aktuellen und histo-
rischen Diskriminanzwerten unter Anwendung des Backpropagationsverfahrens trainiert, 
wobei in den Trainingsevents als zusätzliches Attribut mit angegeben ist, ob es sich um 
einen Betrugsfall handelt (Flag=1) oder nicht (Flag=0). Nach Abschluss der Trainingspha-
se werden die neu berechneten Gewichte für die Analyse unbekannter events bzw. 
Testevents zur Laufzeit verwendet. Für weiterführende Literatur zu Klassendiagrammen 
sei auf [Kech06], [Andr03] und [Böhm02] verwiesen. 
In diesem Kapitel wurde die Umgebung beschrieben, in der die Experimente ausgeführt 
werden. Es zeigt sich, dass sowohl die StreamBase-Entwicklungsumgebung für die Da-
tenversorgungskomponente (in Form der CEP engine StreamBase Studio) als auch die 
programmierte Betrugserkennungskomponente (in Form einer mit Eclipse entwickelten 
JAR-Datei) zur Ausführung der Experimente und zur Erfüllung der funktionalen und nicht-
funktionalen Anforderungen notwendig und geeignet sind. Im nächsten Kapitel werden 
darauf aufbauend die Durchführung der Versuche und deren Resultate beschrieben sowie 
entsprechende Schlussfolgerungen daraus gezogen.  
 
9 Vorstellung der Experimente und deren Ergebnisse  
 
Dieses Kapitel enthält das Vorgehen bei der Gewinnung der Transaktionsevents, die ex-
akten Parameter der beschriebenen Betrugserkennungskomponente sowie die Ergebnis-
se nach dem Ausführen der Experimente. 
 
9.1 Beschreibung der Simulationsbedingungen 
 
In diesem Abschnitt wird der Aufbau der Simulation der den Experimenten zugrundelie-
genden Daten bzw. events beschrieben. Vor der Diskussion der Simulationsbedingungen 
wird das Thema Simulation allgemein diskutiert. 
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9.1.1 Allgemeine Aspekte einer Simulation 
 
Der Begriff Simulation entstammt dem lateinischen Wort simulare und bedeutet etwas 
vortäuschen [Eise04, S. 2]. In der Literatur existieren viele Definitionen einer Simulation, 
wobei diese oftmals vom jeweiligen Fachgebiet abhängig ist. Unabhängig von einem be-
stimmten Themengebiet dient eine Simulation dem Ziel der Nachstellung und/oder der 
Vorausberechnung eines bestimmten Szenarios [Bung08, S. 1; Eise04, S. 1 - 4; Boss04, 
S. 16]. Die Anwendungsgebiete von Simulationen sind vielfältig und reichen von der 
Raumforschung über den medizinischen Sektor bis zur Klimaforschung [Bung08, S. 2; 
Boss04, S. 19; Eise04, S. 4]. Zur Durchführung einer Simulation sind mehrere Schritte 
notwendig, die in [Bung08, S. 3] als Simulationspipeline bezeichnet werden. Dagegen 
verwendet [Eise04, S. 11] in diesem Zusammenhang den Begriff vom Life Cycle einer 
Simulation. Der Ablauf des Simulationsprozesses ist folgendermaßen gekennzeichnet, 
siehe [Eise04, S. 11 - 12; Bung08, S. 2 - 4]: 
 
Schritt 1 – Modellierung:  
In diesem Schritt erfolgt die formale Beschreibung der Parameter und der Ziele der Simu-
lation. 
 
Schritt 2 – Berechnung:  
In diesem Schritt wird das Modell aufbereitet bzw. konzipiert, damit es im nächsten Schritt 
umgesetzt werden kann. 
 
Schritt 3 – Implementierung:  
In diesem Schritt werden die zuvor konzipierten Berechnungs- bzw. Erstellungsvorschrif-
ten auf Basis der festgelegten Zielarchitektur programmiert. 
 
Schritt 4 – Visualisierung: 
In diesem Schritt werden die entstandenen Simulations- bzw. die Ergebnisdaten interpre-
tiert.  
 
Schritt 5 – Validierung: 
In diesem Schritt wird geprüft, wie plausibel und verlässlich die Ergebnisse der Simulation 
sind, d.h. es werden die Ergebnisdaten, der Generierungsalgorithmus sowie die Pro-
grammierung geprüft. 
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Schritt 6 – Einbettung: 
In diesem Schritt erfolgt abschließend die Verwendung der Simulation in dem Kontext, für 
den sie generiert wurde.   
 
Simulationen werden benötigt, da reale Daten oftmals nicht vorhanden oder verfügbar 
sind, z.B. in der Astrophysik bei der Erforschung des Lebenszyklus fremder Galaxien, weil 
die benötigten Dimensionen an Raum- und Zeitskalen nicht zur Verfügung stehen 
[Bung08, S. 2]. 
Im Rahmen der Anwendung von neuronalen Netzen werden Simulationen verwendet um 
entsprechende Netzwerktopologien für die Lösung von bestimmten Anwendungsproble-
men zu konfigurieren. Allerdings besteht in diesem Zusammenhang die Problematik, dass 
(noch) keine konkreten Standardnetzstrukturen für bestimmte Problemstellungen bekannt 
sind. Daher muss ein System, welches neuronale Netzwerke zur Problemlösung einsetzt, 
in der Lage sein, sowohl die verschiedenen möglichen Parameterausprägungen des 
Netzwerks (z.B. Lernfaktor, Netzstruktur usw.) einzustellen als auch die benötigten Tests 
durchzuführen. [Haun98, S. 142 - 143] 
Diese von [Haun98, S. 142 - 143] genannte Parametrisieranforderung wird von der Lö-
sung im Rahmen dieser Arbeit berücksichtigt, da die Parameter der Betrugserkennungs-
komponente flexibel konfigurierbar sind (siehe Abschnitt 8.2). 
Im Anwendungsgebiet der Betrugserkennung werden in Verbindung mit neuronalen 
Netzwerken ebenfalls Simulationen bei Bedarf verwendet. Ein konkretes Beispiel bildet 
die Forschung von [Lund03]. Bei dieser Arbeit wurden sowohl Betrugs- als auch Nicht-
Betrugsdaten im Umfeld eines Video on demand-Dienstes simuliert um damit ein neuro-
nales Netzwerk zu trainieren. Das Trainingsergebnis wurde anschließend mit realen und 
simulierten Daten getestet. Das Ziel von [Lund03] war zu beweisen, dass simulierte Daten 
ebenso effektiv zur Betrugserkennung verwendet werden können wie reale Daten. In dem 
Anwendungsgebiet Video on demand setzt sich die Art des Betrugs aus folgenden For-
men zusammen, siehe [Lund03, S. 4]:  
 
a) Break-in fraud: Hierbei stiehlt der Betrüger die Zugangsdaten eines Benutzers und 
kauft Videos in seinem Namen. In diesem Fall zeigt sich der Betrug durch eine über-
durchschnittlich häufige Benutzung des Dienstes. 
 
b) Billing fraud: Hierbei bricht der Betrüger in den Bezahlserver ein um die nötigen Zah-
lungen zu vermeiden. In diesem Fall zeigt sich der Betrug durch Lücken in der Protokoll-
datei der Zahlungseingänge. 
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c) Illegal redistribution fraud: Hierbei bezieht ein Kunde ein Video und verteilt es an ande-
re Anwender, die für den Service nicht bezahlen bzw. den Betrüger bezahlen.  
 
d) Failed logins: Hierbei erfolgt eine Anmeldung von Seiten des Betrügers mit „dummy“ 
Zugangsdaten in der Hoffung, als ein Benutzer akzeptiert zu werden. 
 
Die zu analysierenden Daten setzten sich aus Elementen der Anwenderprofile zusam-
men, die beim Kauf eines Videos von einem neuronalen Netzwerk als alleinstehende Ana-
lysekomponente ausgewertet werden. Diese Profildaten wurden für das Training des neu-
ronalen Netzwerks durch den Einsatz der folgenden Ablaufarchitektur aus Abbildung 42 
generiert bzw. simuliert.  
 
 
Abbildung 42: Ablaufarchitektur der Simulationsgenerierungsanwendung aus [Lund03, S. 3] 
 
Im ersten Schritt wurden Echtdaten gesammelt, die relevant für den entsprechenden An-
wendungsfall sind. Im zweiten Schritt erfolgte die Identifikation der betrugsrelevanten Att-
ribute der Transaktionsprofile der Video on demand-Kunden. Diese Identifikation wurde 
manuell durch die Autoren durchgeführt und brachte folgende Resultate: 
 
• Summe der erfolgreichen Loginversuche 
• Summe der fehlgeschlagenen Loginversuche 
• Summe der erfolgreichen Videobestellungen 
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• Summe der fehlgeschlagenen Videobestellungen 
• Summe der Benachrichtigungen von Videolieferungen 
• Summe der Benachrichtigungen von Zahlungen 
• Verhältnis zwischen Upload- und Downloadbytes 
 
Im dritten Schritt wurden die betrugsverdächtigen und nicht-betrugsverdächtigen Ausprä-
gungen der relevanten Attribute identifiziert und daraus Benutzerprofile erstellt. Anschlie-
ßend erfolgte im vierten Schritt die Modellierung der konkreten Betrugsmuster der aus 
den Benutzerprofilen. Im letzten Schritt wurde das Zielsystem für die Simulationsdaten 
konzipiert. Diese Ablaufarchitektur wurde im Rahmen einer früheren Arbeit der Autoren-
gruppe erstellt und dort beschrieben, siehe dazu [Lund02].  
Mit den generierten Simulationsdaten wurde ein neuronales Netzwerk individuell für jeden 
oben genannten Betrugstyp trainiert. Die Netzwerktopologie besteht aus sieben Eingabe-
knoten (jeder der Knoten nimmt eines der oben beschriebenen betrugsrelevanten Attribu-
te entgegen), einer Hiddenschicht mit sieben Knoten und einem Ausgabeknoten, der den 
Betrugsstatus des analysierten Eingabemusters wiedergibt. Getestet wurde das Netzwerk 
jeweils mit Echtdaten, wobei die Autoren gezeigt haben, dass Simulationsdaten für das 
Training eines neuronalen Netzwerks erfolgreich eingesetzt werden können. Für die exak-
ten Ergebnisse der einzelnen Betrugsarten sei auf [Lund03, S. 6 - 8] verwiesen. Diese 
Resultate zeigen, dass bereits „kleinere“ neuronale Netzwerke mit nur einer Hidden-
schicht in der Lage sind, komplexe Muster zu erlernen und erfolgreich wiederzuerkennen.  
Für das Training eines neuronalen Netzwerks ist nach Aussage der Autoren von [Lund03, 
S. 2] wichtig, dass die simulierten Betrugsfälle den realen Betrugsfällen entsprechen, glei-
ches gilt für Nicht-Betrugsfälle. Das Verhältnis von Betrugsdaten und Nicht-Betrugsdaten 
sollte lt. [Lund03, S. 2] ausgeglichen sein, damit beide Fälle entsprechend trainiert und 
nicht eine Fallart überrepräsentiert ist. 
Die Autoren nennen als entscheidende Vorteile in der Verwendung einer Simulation, dass 
in simulierten Daten bekannte Betrugskonstellationen mit integriert werden, die mögli-
cherweise in einer Menge von Echtdaten nicht enthalten sind. Darüber hinaus kann nach 
Aussage von [Lund03, S. 2] die Situation auftreten, dass die benötigte Menge an Be-
trugsdaten innerhalb der Echtdaten nicht vorhanden ist. Dagegen benötigen bestimmte 
Algorithmen wie z.B. neuronale Netzwerke einen hohen Anteil von Betrugsdaten (z.B. 
50%) um optimal trainiert werden zu können.  
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Allgemein sehen die Autoren von [Lund03] drei konkrete Anwendungsszenarien für wel-
che die Verwendung von Simulationsdaten prädestiniert ist. Diese sind nachfolgend auf-
gezählt [Lund03, S. 1]: 
 
a) Anpassung und Training des Analysesystems, da Echtdaten oftmals nicht in der benö-
tigten Form ausreichend vorhanden sind. 
 
b) Erzeugung von möglichen Variationen der Ausprägungen der Datenmenge (in diesem 
Fall bei Betrugsdaten) um die Erkennungsgenauigkeit des Analysesystems zu erhöhen 
und alle bekannten Situationen abzudecken. 
 
c) Erzeugung von weiteren Daten um Belastungstests (engl.: Benchmarks) mit dem Ana-
lysesystem durchzuführen. 
 
Eine Diskussion der in diesem Abschnitt vorgestellten allgemeinen Literatur zu Simulatio-
nen mit den konkreten Gegebenheiten dieser Arbeit erfolgt im folgenden Unterabschnitt.   
 
9.1.2 Simulation im Kontext dieser Arbeit 
 
Die für die Experimente benötigten Transaktionsevents werden im Rahmen dieser Arbeit 
sowohl für Trainings- als auch für Testzwecke simuliert, da kein Bankpartner aus den ver-
schiedensten Gründen (in der Regel Sicherheitsaspekte und/oder Bedenken aufgrund 
einer möglichen negativen Außendarstellung) bereit ist, für die Durchführung dieser Expe-
rimente reale Daten bzw. events zur Verfügung zu stellen. Die formale Beschreibung die-
ser Simulation (entspricht Schritt 1 beim Erstellen einer Simulation, siehe Unterabschnitt 
9.1.1) sowie die verwendeten Betrugsmuster werden auf Basis der Interviews mit Exper-
ten aus den Bereichen Betrugsmanagement und Compliance verschiedenster Kreditinsti-
tute und Verbände erörtert (siehe Anhang 1). Der Grund für die Verwendung der Angaben 
aus Experteninterviews ist, dass in der Literatur keine konzeptionellen Grundlagen zur 
exakten Modellierung einer Simulation im Kontext dieser Arbeit beschrieben sind. Das 
Simulationsmodell ist auf Basis der formalen Beschreibung der Interviewpartner für die 
Realisierung im Rahmen dieser Arbeit folgendermaßen konzipiert (entspricht Schritt 2 
beim Erstellen einer Simulation, siehe Unterabschnitt 9.1.1): 
Es werden im Rahmen der Simulation nur Konten von natürlichen Personen bzw. Privat-
personen als Transaktionsbasis herangezogen, weil diese Gruppe nach Meinung der Be-
trugsexperten häufiger Opfer von Identitätsdiebstahl beim Online-Banking ist als die 
Gruppe der Firmenkunden. Als Ergebnis der Simulation werden insgesamt 60.000 Tran-
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saktionsevents erzeugt, wobei 40.000 events als Trainingsmenge und die restlichen 
20.000 events als Testmenge fungieren. Das Verhältnis von einem Drittel Testmenge zu 
zwei Drittel Trainingsmenge wird in [Kara01, S. 275] vorgeschlagen, weil diese Aufteilung 
lt. [Kara01, S. 275] eine optimale Auswertung des Trainingserfolgs zulässt und gleichzeitig 
alle repräsentativen Muster in der Trainingsmenge enthalten bleiben. Bei der vollständi-
gen Simulation handelt es sich um eine Eventmenge für insgesamt 12.000 Bankkunden. 
Die Aufteilung, ob ein bestimmter Kunde zur Trainings- oder zur Testmenge gehört erfolgt 
nach dem Zufallsprinzip. Für jeden Kunden sind insgesamt fünf Online-Überweisungen 
simuliert (eine aktuelle und vier historische Transaktionen). Nach Aussage der interview-
ten Experten sind wenigstens vier historische Transaktionen notwendig um die entspre-
chende Historie abbilden zu können. Aus diesem Grund werden keine Neukunden mit 
weniger als vier historischen Kunden generiert, da diese Kunden kein geeignetes Trai-
ningsmuster aufweisen. Diese Zahl von vier historischen Transaktionen wurde im Laufe 
der Experimente nicht erhöht um den Einfluss der aktuellen Transaktion auf das Analyse-
ergebnis des neuronalen Netzwerks nicht weiter zu verringern.  
Die Menge der am Tag insgesamt zu verarbeitenden Transaktionen ist abhängig von der 
Größe und der Kundenanzahl des Kreditinstituts. Bei 2.476,3 Mio. Überweisungen in 
Deutschland im Jahr 2007 via Online-Banking durch Nichtbanken [Deut08b] ergibt das ca. 
6,78 Mio. Online-Überweisungen täglich. Die simulierte Menge von 4.000 aktuell zu ana-
lysierenden Testtransaktionen am Tag entspricht daher dem Bild einer mittleren Ge-
schäftsbank oder Sparkasse, für die ein Anbieter für Bankrechenzentrumsdienstleistun-
gen (wie z.B. Fiducia IT AG oder Finanz Informatik GmbH & Co. KG) die Be-
trugsanalyse durchführt. Die Echtzeitfähigkeit bei der Betrugserkennung ist in diesem Zu-
sammenhang für ein Kreditinstitut mit 4.000 zur untersuchenden Transaktionen am Tag 
ebenfalls relevant, da lt. der interviewten Experten die Online-Überweisungen unmittelbar 
nach der Freigabe durch den Kunden verrechnet werden. Das simulierte Kreditinstitut 
besitzt ca. 40.000 Privatkunden mit Girokonto, von denen ca. 45,0% die angebotene Mög-
lichkeit des Online-Bankings unterschiedlich oft nutzen. Diese Zahlen spiegeln eine Ge-
nossenschaftsbank oder Sparkasse mit dem Einzugsgebiet einer mittelgroßen deutschen 
Stadt mit ca. 200.000 bis 250.000 Einwohnern und einem entsprechenden Flächenland-
kreis im Hintergrund wieder. Das simulierte Kreditinstitut weist einen Marktanteil von 
knapp 15,0% in dieser beschriebenen Region auf und erreicht eine Bilanzsumme von 
knapp vier Mrd. Euro.  
Da keine genauen Statistiken über die Tagestransaktionsmenge eines Kreditinstituts frei 
verfügbar sind, wird diesbezüglich für die Simulation exemplarisch auf die Aussage der 
Experten aus den Interviews zurückgegriffen, die zum Teil in einem ähnlichen Kreditinsti-
tut wie oben angegeben tätig sind. Der exakte reale Anteil der Betrugstransaktionen an 
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der Gesamtheit aller Online-Transaktionen eines Kreditinstituts durfte oder konnte von 
den befragten Experten nicht weitergegeben werden, liegt aber lt. [Agge06, S. 2] unter 
1,0%. Für das Training wird allerdings eine Gleichverteilung der Trainingsmenge zugrun-
de gelegt, d.h. 4.000 Kunden mit einer Betrugstransaktion und 4.000 Kunden mit einer 
Nicht-Betrugstransaktion als aktuelle Überweisung. Diese Gleichverteilung ist sowohl 
nach Meinung der Experten als auch nach Aussage von [Lund03, S. 2] die optimale Ver-
teilung um zu verhindern, dass das neuronale Netzwerk einseitig zu stark mit einer be-
stimmten Transaktionsart trainiert wird. Dies soll gewährleisten, dass das Identifizieren 
von Betrugsfällen ebenfalls fehlerfrei möglich ist, da die Auftretungswahrscheinlichkeit von 
Betrugstransaktionen lt. [Agge06, S. 2] generell geringer ist als von Nicht-
Betrugstransaktionen.  
Die Trainings- und Testmenge weisen die gleichen Simulationsparameter auf, weil beide 
einen Teil der simulierten Gesamtmenge von 60.000 events (40.000 Trainings- und 
20.000 Testevents) bilden. Innerhalb der 20.000 Testevents von 4.000 Kunden existieren 
2.000 Kunden mit einem Betrugsfall und 2.000 Kunden mit einem Nicht-Betrugsfall als 
aktuelle Transaktion. Diese Gleichverteilung erlaubt ein aussagekräftiges Bild des Trai-
ningserfolgs der Betrugserkennungsanwendung. Die restlichen 16.000 historischen 
Transaktionen der Testmenge bestehen – genau wie die historischen Transaktionen der 
Trainingsmenge – komplett aus Nicht-Betrugsfällen, da anhand der historischen Transak-
tionen gewöhnliche Verhaltensmuster der Kunden gebildet werden.  
Die Nicht-Betrugstransaktionen sind in der Höhe des Transaktionsbetrags zufällig verteilt, 
wobei die Wahrscheinlichkeit für einen Betrag über 5.000 Euro geringer ist, da die Giro-
kontostände seltener diese Höhe aufweisen (siehe unten). Bei der Generierung der 
Transaktionsbeträge ist das Simulationsprogramm so konzipiert, dass der maximal ver-
fügbare Betrag (Summe aus Dispositionskreditlimit und Kontostand) nicht überschritten 
wird. Es wird hierbei davon ausgegangen, dass dieser maximal verfügbare Betrag auch 
den maximalen Transferbetrag darstellt. Somit hat das simulierte Kreditinstitut kein Stan-
dardtransferlimit festgelegt und auch für die simulierten Kunden ist kein maximal über-
tragbarer Betrag definiert. Der Grund dafür ist, dass die befragten Experten keine Anga-
ben über die Verteilung von Transferlimits (Anteil und Höhe) innerhalb ihres Kunden-
stamms gemacht haben und diesbezüglich auch allgemein keine Statistiken verfügbar 
sind. Des Weiteren sind Kunden mit einem Transferlimit beispielsweise in Höhe von 500 
oder 1.000 Euro für Betrüger und somit auch für die Betrugsanalyse weniger interessant, 
da die Identitätsdiebe bei einem maximalen Transferbetrag unter 1.500 Euro in der Regel 
keinen Betrugsfall und die damit verbundene mögliche Aufmerksamkeit riskieren (siehe 
Abschnitt 2.2).  
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Die Betrugstransaktionen sind nach den Mustern simuliert, die im Abschnitt 2.2 beschrie-
ben wurden.  
Der durchschnittliche Nettogehaltseingang ergibt nach den Angaben aus den Interviews 
folgendes Bild, das auf Basis der Interviews für Kunden gültig ist, welche die Möglichkeit 
des Online-Bankings nutzen: 
  
• 10,0% der Online-Banking-Kunden besitzen keinen regelmäßigen Gehaltseingang. 
• 12,0% der Online-Banking-Kunden besitzen ein monatliches Nettogehalt zwischen 
1  und 900 Euro. 
• 12,0% der Online-Banking-Kunden besitzen ein monatliches Nettogehalt zwischen 
900 und 1.500 Euro.  
• 15,0% der Online-Banking-Kunden besitzen ein monatliches Nettogehalt zwischen 
1.500 und 2.000 Euro. 
• 25,0% der Online-Banking-Kunden besitzen ein monatliches Nettogehalt zwischen 
2.000 und 3.000 Euro. 
• 26,0% der Online-Banking-Kunden besitzen ein monatliches Nettogehalt von mehr 
als 3.000 Euro.  
 
Diese Angaben eines Interviewpartners dienen in dieser Form als Grundlage für die Be-
rechnung des Dispositionskredits der simulierten Bankkunden, da hierfür ebenfalls keine 
frei zugängliche Statistik speziell über die Gruppe der Nutzer von Online-Banking verfüg-
bar ist.  
Der Dispositionskredit ist der maximale negative Betrag, den ein Girokonto aufweisen 
kann. Überweisungen, welche den Kontostand auf einen Betrag unterhalb des verfügba-
ren Dispositionskredits setzen würden, werden von den Kreditinstituten nicht akzeptiert. 
Die Höhe des Dispositionskredits kann vom Bankkunden individuell ausgehandelt werden. 
In den meisten Fällen orientiert sich der Dispositionskredit aber an der Höhe des regel-
mäßigen Gehaltseingangs. Je nach Kreditinstitut kann dieser zwischen dem einfachen 
und vierfachen des monatlichen Nettogehalts liegen. [Prät07, S. 140] 
Die Kreditinstitute der interviewten Experten gewähren einen Dispositionskredit in Höhe 
des dreifachen Gehaltseingangs, daher wird dieser Wert ebenfalls für diese Simulation zu 
Grunde gelegt. Die Summe aus Dispositionskredit und Kontostand ergibt – wie oben er-
wähnt – den maximal verfügbaren Transaktionsbetrag, der als relevantes Attribut für die 
Betrugserkennung ausgewertet wird, siehe dazu Abschnitt 9.2. 
Die erzeugten Kontostände der simulierten Kunden orientieren sich am Nettoeinkommen. 
Für die Kontostände der jeweiligen Online-Girokonten wurde von einem Interviewpartner 
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folgende Verteilung als repräsentativ für die Nutzer von Online-Banking angesehen (auch 
hier ist keine frei verfügbare Statistik speziell für die Benutzergruppe von Online-Banking 
vorhanden): 
 
• Ca. 15,0% der Online-Banking-Kunden weisen einen negativen Girokontostand 
auf. 
• Ca. 20,0% der Online-Banking-Kunden weisen einen Girokontostand zwischen 0 
und 2.000 Euro auf. 
• Ca. 50,0% der Online-Banking-Kunden weisen einen Girokontostand zwischen 
2.000 und 5.000 Euro auf. 
• Ca. 15,0% der Online-Banking-Kunden weisen einen Girokontostand von über 
5.000 Euro auf. 
 
Die Simulation ist so aufgebaut, dass die Wahrscheinlichkeit eines höheren Kontostands 
bei einem höheren Einkommen ebenfalls höher ist und umgekehrt. Die Kontostände ver-
ändern sich – ausgehend vom ersten simulierten Kontostand vor der ältesten simulierten 
Transaktion des Kunden – innerhalb der zeitlichen Transaktionsreihenfolge um den jewei-
ligen Transaktionsbetrag. Hierbei werden die monatlichen Gehaltszahlungen bei Monats-
wechsel zusätzlich als Kontozugang der Online-Banking-Kunden berücksichtigt und als 
Folge davon der Kontostand angepasst (die Zahlungseingänge auf Basis von Gehaltszah-
lungen sind nicht als historische Transaktionen simuliert, da für die Betrugsanalyse nur 
die Zahlungsausgänge der Kunden von Bedeutung sind). Der durchschnittliche Transakti-
onsbetrag wird auf Basis des ältesten Kontostands und der Höhe der Beträge der histori-
schen Transaktionen ermittelt, da die historischen Überweisungen keine Betrugsfälle dar-
stellen. 
Die durchschnittliche Zahl der Online-Überweisungen im Monat ist von Kunde zu Kunde 
verschieden. Das Intervall reicht von keiner Aktivität bis zu ca. 15 Transaktionen bzw. 
Zugriffe auf das Online-Konto, in Ausnahmefällen können es bei Privatkunden sogar et-
was mehr sein und ist lt. Aussage der Experten in der Regel gleich verteilt. Im Jahr 2008 
nutzten lt. [Bank08] ca. 48,0% der Onlinekonto-Kunden mehrmals in der Woche das An-
gebot des Online-Bankings, z.B. zur Kontrolle der Kontenbewegungen oder zum Ausfüh-
ren von Überweisungen. Daher wird in der Simulation zufällig ein monatlicher Wert von 1 
bis 15 für die Trainings- und Testkunden vergeben, wobei in der Realität dieser Wert von 
Bank zu Bank je nach Kundenstruktur variieren kann. 
Auf Basis dieser genannten Parameter wurden die analysierten Transaktionen mit Hilfe 
eines Simulationsprogramms auf Basis einer Oracle 10g Datenbank und der Program-
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miersprache PL/SQL implementiert (entspricht Schritt 3 beim Erstellen einer Simulation, 
siehe Unterabschnitt 9.1.1).  
Eine visuelle Überprüfung der Ergebnisdaten der Simulation (entspricht Schritt 4 beim 
Erstellen einer Simulation, siehe Unterabschnitt 9.1.1) sowie des Simulationsalgorithmus 
und des Programmcodes (entspricht Schritt 5 beim Erstellen einer Simulation, siehe Un-
terabschnitt 9.1.1) ergab, dass die Simulation fehlerfrei und wie gewünscht nach den oben 
beschriebenen Kriterien erstellt wurde. Zur Sicherstellung der Qualität wurden mittels 
Kontrollabfragen auf den generierten Simulationsdatenbestand die Verteilung der einzel-
nen Attributausprägungen sowie die Anzahl der erzeugten Transaktionsmenge für Be-
trugs- und Nicht-Betrugsfälle getestet. Ebenso wurde der Code des Simulationspro-
gramms manuell nochmals auf logische Korrektheit analysiert. Aufgrund der Interviews 
von Experten im Bereich der Betrugserkennung verschiedener Kreditinstitute ist diese 
Simulation für die oben beschriebene Bank zum Zeitpunkt ihrer Erstellung plausibel. Bei 
der Abbildung der Simulation auf die Realität muss berücksichtigt werden, dass sowohl 
manche Bankkunden Transferbetragslimits für ihr Online-Konto definieren (siehe Unter-
abschnitt 2.4.2) als auch manche Kreditinstitute Standard-Tagestransfer- oder Transferbe-
tragslimits für das Online-Banking festsetzen (z.B. 5.000 Euro bei der DAB bank AG 
[Dab09]). In diesen Fällen würde für die Betrugserkennung der maximale Transferbetrag 
nicht durch die Summe aus Kontostand und Dispositionskredit sondern durch das vorge-
bende Transferbetragslimit festgelegt, falls das Transferlimit kleiner ist als die Summe aus 
Kontostand und Dispositionskredit. 
Zusätzlich besteht in der Realität ein geringer Anteil an Kunden mit weniger als vier histo-
rischen Transaktionen. Zur Vermeidung von Fehlklassifikationen sollte für diese Kunden-
gruppen jeweils ein eigenes neuronales Netzwerk mit weniger Inputknoten trainiert und für 
die Analyse verwendet werden. Im Rahmen dieser Arbeit wurde auf die Entwicklung neu-
ronaler Netzwerke mit weniger als fünf Eingabeknoten verzichtet, aufgrund eines – lt. Ex-
perteninterviews – geringen Anteils von Kunden mit weniger als vier historischen Über-
weisungen.  
Darüber hinaus besitzen die verschiedenen Banken jeweils eine abweichende Kunden-
struktur mit variierender Vermögens- und Transferbetragsverteilung etc.  
Ebenso ist in der Realität keine Gleichverteilung von Betrugsfällen zu Nicht-Betrugsfällen 
zu beobachten. Diese Verteilung wurde – wie oben erwähnt – für die Simulation dennoch 
in dieser Form festgelegt um zum einen die Diskriminanzfunktion mit zwei gleich großen 
Gruppen erzeugen zu können (siehe Abschnitt 3.2) und zum anderen das neuronale 
Netzwerk gleichmäßig trainieren und anschließend den Trainingserfolg besser abprüfen 
zu können.  
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Darüber hinaus ist zu beachten, dass sich sowohl die Betrugsmuster als auch die ange-
gebenen Verteilungen z.B. bei Kontoständen oder Transferbeträgen durch politische oder 
wirtschaftliche Veränderungen (z.B. Steuererhöhungen bzw. -senkungen oder Wirt-
schaftskrise usw.) im Laufe der Zeit verändern.  
Aus diesen Gründen bleibt ein geringer Restfehler bei der Übertragung der Simulation in 
die Realität. Allerdings bringt die Verwendung von simulierten Daten bzw. events den von 
[Lund03, S. 2] genannten Vorteil, dass alle von den Interviewpartnern genannten Merkma-
le von Betrugs- und Nicht-Betrugstransaktionen berücksichtigt werden können. Dies kann 
bei einem Einsatz von Echtdaten nicht gewährleistet werden, da nicht sicher ist, ob diese 
reale Datenmenge alle möglichen Betrugsmuster beinhaltet (siehe Unterabschnitt 9.1.1).  
Die Einbettung der Simulationsdaten in den Kontext dieser Arbeit (entspricht Schritt 6 
beim Erstellen einer Simulation, siehe Unterabschnitt 9.1.1) wird im folgenden Abschnitt 
diskutiert. 
 
9.2 Beschreibung des Ablaufs der Experimente 
 
Wie in den Abschnitten 7.1 und 7.2 beschrieben, besteht das Hybrid-Modell dieser Arbeit 
aus CEP-Technologie sowie einer Kombination von Entscheidungsbaum, Diskriminanza-
nalyse und neuronalem Netzwerk. Der Ablauf, die Parametereinstellungen und die Struk-
tur der Experimente für diese drei Algorithmen sind in den nachfolgenden Unterabschnit-
ten beschrieben. 
 
9.2.1 Struktur des Entscheidungsbaums  
 
Auf Basis der im Abschnitt 6.1 selektierten betrugsrelevanten Attribute und der im Ab-
schnitt 2.2 beschriebenen Muster wurde zu Beginn der Experimente in einem ersten 
Schritt ein Entscheidungsbaum für die nichtmetrischen Attribute erzeugt. Dieser wurde 
von einem Teil der interviewten Experten qualitätsgesichert (siehe Anhang 1). Der Ent-
scheidungsbaum ist in Abbildung 43 dargestellt.  
 
 
 153 
Transaktions -
betrag?
> 0 < 0
aussortieren Zeit für 
Online -
Transaktion?
< 10 Sekunden > 10 Sekunden
analysieren IP-Adresse des 
Quellrechners?
= Ausland = Inland
Überweisung
ins Ausland?
= ja = nein
analysieren
Empf änger
vertrauens -
würdig?
= 
analysieren
analysierenaussortieren
= nein ja
ussortierennalysieren
 
Abbildung 43: Aufbau des Entscheidungsbaums der Betrugserkennungskomponente 
 
Auf der obersten Ebene des Entscheidungsbaums steht das Aussondern von Kontogut-
schriften (entspricht Transaktionsbetrag > 0), da diese Transaktionen Zugänge zum Konto 
bilden und somit keine betrügerische Abbuchung darstellen können. In diesem Fall könn-
ten auftretende Transaktionen mit einem positiven Transaktionsbetrag nur fehlerhafte 
Buchungen darstellen, da die untersuchten Basisevents nur durchgeführte Online-
Überweisungen abbilden, aber keine Kontogutschriften. Danach wird die Zeit, die vom 
Kunden für die Generierung und Abwicklung der Online-Transaktion benötigt wurde, aus-
gewertet. Unterschreitet diese Zeit einen Wert von zehn Sekunden, wird diese Transakti-
on vom neuronalen Netzwerk untersucht, da in diesem Fall der Verdacht besteht, dass ein 
Trojanisches Pferd die Transaktion ausgelöst hat. Anschließend wird die IP-Adresse des 
Quellcomputers der Überweisung geprüft, ob diese im inländischen IP-Adressraum liegt 
oder einem vertrauenswürdigen Provider zugeteilt ist. Ist dies nicht der Fall, wird die 
Transaktion ebenfalls vom neuronalen Netzwerk untersucht. Nicht bei allen Kreditinstitu-
ten liegen die Informationen über die Zeit der Online-Überweisung und der IP-Adresse 
vor. In diesem Fall müsste der Entscheidungsbaum aus Abbildung 43 um Ebene 2 und 
Ebene 3 gekürzt werden. Auf der nächsten Ebene wird die Empfängerbankleitzahl bzw. 
die Überweisungsart überprüft. Falls eine Auslandsüberweisung vorliegt, wird diese 
Transaktion bzw. der berechnete Diskriminanzwert dieser Transaktion vom neuronalen 
Netzwerk analysiert. Andernfalls wird abschließend auf der untersten Baumebene die 
Empfängerkontonummer untersucht. Wurde von diesem Kunden in der Vergangenheit 
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bereits eine Nicht-Betrugstransaktion auf dieses Zielkonto durchgeführt oder handelt es 
sich um die Kontonummer einer bekannten Organisation oder Behörde, gilt der Empfän-
ger als vertrauenswürdig. Andernfalls wird die Transaktion ebenfalls vom neuronalen 
Netzwerk analysiert. Die drei Parameter „Zeit für die Online-Überweisung“, „IP-Adresse 
des Quellrechners“ und „Überweisung ins Ausland“ sind als KO-Kriterien für eine weitere 
Betrugsanalyse genannt.  
Dieser Aufbau des Entscheidungsbaums sollte nicht statisch sein, da sich die Betrüger 
den Entscheidungsregeln anpassen könnten. Daher sollten bei einem realen Einsatz re-
gelmäßig die Erkennungsquoten in Abhängigkeit von der Menge der zu analysierenden 
Transaktionen (z.B. wöchentlich oder monatlich) überprüft werden und bei einer Ver-
schlechterung mit entsprechenden Anpassungen der Baumstruktur und Entscheidungsre-
geln reagiert werden. Gleiches gilt auch für die Attribute der Diskriminanzfunktion, die im 
nachfolgenden Unterabschnitt erläutert werden.  
 
9.2.2 Struktur der Diskriminanzanalyse 
 
Die in dieser Arbeit verwendete Diskriminanzfunktion besitzt drei metrische Attribute, die 
auf Basis der Interviews mit den Betrugsexperten als relevant zur Identifikation von Identi-
tätsdiebstahl im Online-Banking angesehen werden. Diese sind: 
 
a) Durchschnittliche Zahl an Online-Transaktionen (pro Monat) zum Zeitpunkt der Trans-
aktion: Nach Aussage der Betrugsexperten ist eine Person, die wenig Online-
Transaktionen durchführt tendenziell gefährdeter, Opfer von Identitätsdiebstahl wie z.B. 
Phishing zu werden. Dieser Wert enthält auch die Zugriffe auf die Online-Banking-Seite 
bzw. auf das Online-Konto ohne direkte Überweisungstätigkeit, beispielsweise Zugriffe zur 
Kontrolle des Kontostands oder der Kontobewegungen, da diese Tätigkeiten ebenfalls die 
Erfahrung der Kunden im Bereich Online-Banking erhöhen. 
 
b) Verhältnis von Transaktionsbetrag zum verfügbaren Betrag: Nach Aussage der inter-
viewten Betrugsexperten ist ein Transaktionsbetrag nahe an der maximalen Verfügbar-
keitsgrenze sehr verdächtig, der Betrag einer Betrugstransaktion zu sein. In diesem Zu-
sammenhang ist das Verhältnis wichtig, da ein Betrüger nicht mehr Geld vom Konto des 
Opfers transferieren kann, als maximal durch die Verfügbarkeitsgrenze möglich ist. Diese 
Verfügbarkeitsgrenze ist abhängig vom Kontostand, Dispolimit und eines evtl. gesetzten 
Transferlimits. Diese Parameter sind von Kunde zu Kunde verschieden und stärker 
schwankend als die berechneten Verhältniswerte, durch deren Nutzung eine bessere Ver-
gleichbarkeit der Kunden innerhalb eines geringeren Wertebereichs entsteht. Aus diesem 
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Grund ist die Verwendung des Verhältniswerts für die Ermittlung der Diskriminanzfunktion 
günstiger als der exakte Transaktionsbetrag. Des Weiteren wird dieser Verhältniswert von 
[Bign06, S. 7] ebenfalls als relevantes Attribut zur Identifikation von Betrugstransaktionen 
genannt (siehe Unterabschnitt 5.2.2). 
 
c) Verhältnis von Transaktionsbetrag zum durchschnittlichen Transaktionsbetrag: Nach 
Aussage der Betrugsexperten ist bei einem hohen durchschnittlichen Transaktionsbetrag 
die Wahrscheinlichkeit einer einzelnen Transaktion, eine Betrugsüberweisung darzustel-
len, geringer. Aufgrund des geringeren Wertebereichs innerhalb der Trainingsmenge wird 
hier ebenfalls der Verhältniswert anstelle des exakten durchschnittlichen Transaktionsbe-
trags verwendet.  
 
Die Kennzahlen Transaktionsbetrag und durchschnittlicher Transaktionsbetrag werden in 
[Venk07, S. 5] ebenfalls als relevante Attribute einer Transaktion zur Betrugsanalyse ge-
nannt. In dem Ansatz dieses Artikels werden auf Basis eines regelbasierten Systems Be-
trugstransaktionen bei mobilen ePayment-Bezahlsystemen wie z.B. Mobiltelefonen identi-
fiziert. In [Venk07] werden zu diesem Zweck Transaktionsprofile erzeugt, wobei die Auto-
ren keine Aussagen über die Erkennungsgenauigkeit ihres Modells treffen.  
Das Attribut „Verhältnis des Transferbetrags zum maximal verfügbaren Betrag“ sowie die 
Tatsache, dass Personen mit geringer Online-Banking-Aktivität anfälliger für Identitäts-
diebstahl sind werden auch in der Arbeit von [Agge06, S. 1] als relevant genannt. In dem 
Überblicksartikel, der keine konkrete Problemlösung enthält, werden der Betrug beim On-
line-Banking und dessen Auswirkungen für ein Kreditinstitut erläutert, wie z.B. die Not-
wendigkeit der Beschäftigung von Mitarbeitern in diesem Bereich oder die Gefahr des 
Reputationsverlusts beim Kontakt mit Kunden von verdächtigen Transaktionen, siehe [Ag-
ge06, S. 2].   
In [Wagn07, S. 7] werden für den Bereich Identitätsdiebstahl das Einkommen, das Alter 
und die Rasse der Opfer als relevante Attribute deklariert. In diesem Zusammenhang kam 
der Autor zu dem Ergebnis, dass gering verdienende Afrikaner und Lateinamerikaner im 
Alter von 18 bis 29 eine gefährdete Gruppe darstellen. Allerdings bezieht sich diese Stu-
die auf Identitätsdiebstahl im Bereich der Kreditkartenzahlung und ist auf das Gebiet der 
USA beschränkt. Diese relevanten Attribute aus [Wagn07, S. 7] werden von den inter-
viewten Experten für den Bereich Online-Banking nicht genannt.  
Mit diesen oben genannten Attributen werden die Diskriminanzfunktion und der kritische 
Diskriminanzwert auf Basis der simulierten Trainingsmenge berechnet. Das genaue Ver-
fahren ist im Abschnitt 3.2 beschrieben. Wenn der ermittelte Diskriminanzwert einer Onli-
ne-Überweisung kleiner ist als dieser kritische Diskriminanzwert, gilt das event – wie im 
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Abschnitt 7.1 erwähnt – als betrugsverdächtig. Ist dagegen der berechnete Diskrimi-
nanzwert größer als der durch die Trainingsmenge berechnete kritische Diskriminanzwert, 
wird das event zunächst als nicht-betrugsverdächtig eingestuft. Eine endgültige Aussortie-
rung eines durch den Vergleich mit dem kritischen Diskriminanzwert ermittelten nicht-
betrugsverdächtigen Transaktionsevents erfolgt erst, wenn das event durch den Ent-
scheidungsbaum ebenfalls als nicht-betrugsverdächtig klassifiziert wurde. Andernfalls wird 
es in Kombination mit historischen Transaktionsevents des Kunden vom neuronalen 
Netzwerk untersucht. Die Diskriminanzwerte der historischen Transaktionen werden mit 
der gleichen ermittelten Diskriminanzfunktion berechnet wie der Diskriminanzwert der 
aktuellen Transaktion. Die vier historischen Diskriminanzwerte werden zur Untersuchung 
durch das neuronale Netzwerk unter Verwendung der „KundenID“ des Auslösers (oder 
Opfers von Identitätsdiebstahls als vorgetäuschter Auslöser) der aktuellen Transaktion 
zeitlich absteigend sortiert aus der Datenbank geladen. Anschließend erfolgt eine Über-
gabe an die Eingabeknoten des neuronalen Netzwerks, das im folgenden Unterabschnitt 
beschrieben wird. Auch bei der Diskriminanzanalyse müssen – genau wie beim Entschei-
dungsbaum – die verwendeten Attribute angepasst und/oder die Diskriminanzfunktion und 
der kritische Diskriminanzwert neu berechnet werden, falls bei einem realen Einsatz die 
Erkennungsergebnisse dieses Verfahrens schlechter werden.  
 
9.2.3 Struktur des neuronalen Netzwerks 
 
Die Wahl der Topologie eines neuronalen Netzwerks ist entscheidend für die Qualität der 
Mustererkennung dieses Algorithmus. Der Aufbau der Struktur des neuronalen Netzwerks 
muss aufgabenspezifisch erfolgen. Bei zu kleinen Netzen werden oftmals nicht genügend 
Informationen gespeichert (engl.: Underfitting). Dagegen besteht bei zu großen Netzwer-
ken wiederum die Gefahr, dass die Trainingsmenge zu exakt gelernt oder auswendig ge-
lernt wird (engl.: Overfitting) und somit die Generalisierungsfähigkeit verloren geht bzw. 
der Generalisierungsfehler zu hoch wird. Diese Tatsache ist entscheidend für die Festle-
gung der Anzahl der Hiddenschichten und deren Knoten, dagegen ergibt sich die Anzahl 
der Knoten der Input- und Outputschicht aufgrund der praktischen Problemstellung. [Pe-
te05, S. 228; Back06, S. 767; Lämm08, 247 - 248] 
Allgemein gilt: Je geringer die Knotenzahl der Netzwerktopologie desto schneller ist der 
Trainingsvorgang [Pete05, S. 230]. Der Generalisierungsfehler eines neuronalen Netz-
werks wird von folgenden Faktoren beeinflusst, siehe [Lämm08, S. 247]: 
 
• Die Netzgröße, d.h. durch die Anzahl der Hiddenschichten und wiederum der An-
zahl der Knoten der Hiddenschichten. 
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• Die Verbindungen zwischen den Knoten mit deren Gewichten. 
 
• Das Lernverfahren und die dafür verwendeten Trainingsparameter. 
 
Für das neuronale Netzwerk dieser Arbeit werden folgende Parametereinstellungen fest-
gelegt, die teilweise in den Kapiteln 6 und 7 erwähnt wurden: 
Es wird ein Feedforward-Netzwerk ohne zeitliche Rückkopplung verwendet, da jeder 
übergebene Diskriminanzwert bereits einen Zeitpunkt bzw. einen Wert der Transaktions-
reihenfolge repräsentiert und alle zu einem Zeitpunkt übergebenen Diskriminanzwerte ein 
in sich geschlossenes zeitliches Muster bilden. Alle Knoten sind mit allen Knoten der 
Nachfolgeschicht verbunden, da die vollvernetzte Variante der Feedforward-Netzwerke in 
der Regel in der Praxis eingesetzt wird [Back06, S. 767 - 768; Pete05, S. 236].  
Die Eingabemuster, die vor oder nach einem bestimmten Eingabemuster übergeben wer-
den, sind von dem aktuellen Muster unabhängig, da jedes Muster einen anderen Kunden 
repräsentiert. Das Netzwerk besitzt fünf Inputknoten, da in der simulierten Trainings- und 
Testmenge aus jeweils fünf Transaktionen pro Kunde besteht. Jedem Inputknoten wird 
ein Diskriminanzwert einer Transaktion zeitlich sortiert übergeben. Das bedeutet, jeder 
Inputknoten erhält immer einen bestimmten Diskriminanzwert einer Überweisung der zeit-
lichen Transaktionsreihenfolge z.B. Inputknoten 1 nimmt immer den Diskriminanzwert der 
aktuellsten Transaktion entgegen, Inputknoten 5 dagegen analysiert immer den Diskrimi-
nanzwert der ältesten Überweisung usw.  
Die Anzahl von fünf Eingabeknoten ergibt sich aufgrund der Aussagen der interviewten 
Experten, dass mindestens vier historische Transaktionen nötig sind um ein Transakti-
onsprofil zu erstellen, das zur Klassifizierung der aktuellen Transaktion in diesem Modell 
benötigt wird. Darüber hinaus besitzt das neuronale Netzwerk einen Outputknoten, der 
anhand seines Ausgabewerts zwischen 0,0 und 1,0 die Wahrscheinlichkeit angibt, nach 
der es sich bei der aktuellen Transaktion um einen Betrugsfall handelt. Je näher dieser 
Wert an 1,0 liegt umso größer ist die Gefahr eines Betrugsfalls. Zusätzlich wird für das 
neuronale Netzwerk mindestens eine Hiddenschicht verwendet, da nach [Rume86, S. 1 - 
2; Dorf91, S. 102; Back06, S. 767] mit mindestens einer Hiddenschicht und maximal zwei 
Hiddenschichten jede beliebige Musterabbildung gelernt werden kann.  
In diesem Zusammenhang ist für die Experimente zu beachten, dass die Gesamttopologie 
nicht „zu groß“ wird, da sonst die Generalisierungsfähigkeit des neuronalen Netzwerks 
verloren geht [Pete05, S. 228; Back06, S. 767; Lämm08, S. 247]. Nach [Dorf91, S. 102; 
Rume86, S. 1 - 2; Back06, S. 767] ist eine Hiddenschicht für den Zweck der Mustererken-
nung oft ausreichend, aber zwei Hiddenschichten erzielen lt. Aussage dieser Autoren ten-
denziell bessere Ergebnisse. Das Feststellen der optimalen Topologie zur Lösung eines 
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Problems ist – aufgrund dieser nicht exakt feststehenden Strukturparameter – ein Pro-
zess, welcher auf der Erfahrung des Netzkonstrukteurs basiert. Die optimale Topologie 
muss oftmals schrittweise durch praktische Versuche herausgefunden werden [Back06, 
S. 767; Pete05, S. 228; Dorf91, S. 84]. Die gleiche Aussage trifft [Haun98, S. 141] in sei-
ner Diskussion der Problematik, dass allgemein keine Standardnetzwerkeinstellungen für 
bereits definierte Problemstellungen bekannt sind. Bei entsprechenden Recherchen im 
Rahmen dieser Arbeit wurden ebenfalls keine Standardstrukturen bzw. Parametereinstel-
lungen für die Thematik der Transaktionsanalyse zur Identifikation von Betrugsfällen beim 
Online-Banking gefunden. Aus diesem Grund wird im Zuge der Durchführung der Experi-
mente schrittweise nach der optimalen Topologie geforscht und das verwendete neurona-
le Netzwerk punktuell um Knoten und Schichten erweitert, bis die optimale bzw. beste 
Topologie bezüglich der Erkennungsgenauigkeit identifiziert ist. Die realen Anforderungen 
und die zur Verfügung stehende Eventmenge sind von Kreditinstitut zu Kreditinstitut un-
terschiedlich. Daher soll im Rahmen dieser Arbeit exemplarisch für die vorhandenen, si-
mulierten Trainings- und Testdaten nachgewiesen werden, dass die Kombination aus 
Entscheidungsbaum, Diskriminanzanalyse und neuronalem Netzwerk grundsätzlich die 
auftretenden Betrugstransaktionen in Echtzeit bzw. nahe an der Echtzeit identifizieren 
kann. Die Struktur des neuronalen Netzwerks und die Gewichte können sich bei variie-
render Daten- bzw. Eventbasis ändern. Die verwendeten Algorithmen und Attribute blei-
ben gleich.  
Die Werte der Initialgewichte sind zufällig festgelegt. Die Vorzeichen wurden später ange-
passt. Die Gründe für diese vorgenommene Anpassung sind im nachfolgenden Abschnitt 
erläutert. Als Lernverfahren wird der Backpropagationsalgorithmus ohne zeitliche Rück-
kopplungen verwendet, da es sich im Rahmen dieser Arbeit um ein überwachtes Verfah-
ren handelt und mindestens eine Hiddenschicht verwendet wird. Hierfür ist die Backpro-
pagationsmethode lt. [Dorf91, S. 39] prädestiniert.  
Als Aktivierungsfunktion dient die nichtlineare Sigmoidfunktion (siehe Unterabschnitt 
3.3.1). Nach [Dorf91, S. 102; Rume86, S. 1 - 2] kann durch die Anwendung dieser nichtli-
nearen Aktivierungsfunktion in Verbindung mit dem Einbau von Hiddenschichten jedes 
beliebige numerische Muster abgebildet werden. Durch die Anwendung der Sigmoidfunk-
tion „feuert“ ein Knoten immer einen Wert im geschlossenen Intervall von 0 bis 1. Dadurch 
kann am Outputknoten sehr gut eine Wahrscheinlichkeit abgebildet bzw. ausgegeben 
werden, da die Betrugsfälle mit 1,0 und die Nicht-Betrugsfälle mit 0,0 als bekannten Aus-
gabewert trainiert werden. Als Lernkonstanten werden die Werte von 0,1 bis 0,9 in einem 
Schrittabstand von 0,2 verwendet, da durch diese Aufteilung die Veränderung des Lerner-
folgs mit steigendem Lernfaktor beobachtet werden kann bzw. ob die Werte bei steigen-
dem Lernfaktor zu oszillieren beginnen (siehe Unterabschnitt 3.3.2). 
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Die Anzahl der Lerndurchläufe des Backpropagationsverfahrens beginnt bei 100 Lernzyk-
len und wird sukzessive auf 1.000, 5.000, 10.000, 20.000, 30.000, 50.000 und 100.000 
erhöht. Diese Werte sind daher so spezifiziert um stichprobenartig eine Steigerung dar-
stellen zu können. Hierbei wird die Variante des Online-Trainings verwendet, da diese lt. 
[Schi93, S. 15 - 24] effektiver ist als das Offline-Training (siehe Unterabschnitt 3.3.2).  
Für die Repräsentation der Klassifikationsergebnisse der verschiedenen überprüften 
Netzwerktopologien dient jeweils eine Matrix, bei der die Spalten den Lernfaktor und die 
Zeilen die Anzahl der Backpropagationsdurchläufe darstellen. In der jeweiligen Zelle steht 
ein Prozentsatz, der den Anteil der exakt klassifizierten events unter den 4.000 aktuellen 
Testevents unter Berücksichtigung der Parameter Zyklenzahl und Lernfaktor der aktuell 
analysierten Netzwerktopologie für die gesamte Betrugserkennungskomponente angibt. 
Als genau erkannt gilt nach Aussage der verantwortlichen interviewten Betrugsexperten 
für Betrugsfälle ein Ausgabewert des neuronalen Netzwerks im abgeschlossenen Intervall 
zwischen 0,9 und 1,0. Bei den Nicht-Betrugsfällen zählt hierbei sowohl ein Ausgabewert 
des neuronalen Netzwerks im abgeschlossenen Intervall von 0,0 bis 0,1 als auch eine 
Aussonderung des Testevents durch Diskriminanzanalyse oder Entscheidungsbaum als 
exakt klassifiziert. Die restlichen Transaktionsevents mit Netzwerkausgabewerten im offe-
nen Intervall zwischen 0,1 und 0,9 müssten von der jeweiligen Revisionsabteilung der 
Kreditinstitute manuell untersucht werden und gelten für die Untersuchungen dieser Arbeit 
als nicht genau zuordenbar. Somit verringern solche Werte die Erkennungsgenauigkeit.   
Bezüglich der Analysegeschwindigkeit der Anwendung soll lt. den befragten Betrugsex-
perten ein Wert nahe an der Echtzeit für ein event vorliegen, wobei im Rahmen des Pro-
zesses am Wichtigsten ist, dass ein möglicher Betrugsfall identifiziert wird, bevor die 
Überweisung an das Zielkonto erfolgt. Zur Erreichung des Ziels, bei einem realen Einsatz 
des Modells in der Bankenbrache das neuronale Netzwerk aktuell zu halten, ist ein tägli-
ches Nachtrainieren des neuronalen Netzwerks empfehlenswert. Das Training könnte 
hierbei parallel zu den auszuführenden Analysen erfolgen und somit müssten zur Laufzeit 
nur die Gewichtswerte ausgetauscht werden.  
 
9.3 Experimentelle Ergebnisse und Interpretation 
 
Zu Beginn des Verfahrens wird die Diskriminanzfunktion mit dem kritischen Diskrimi-
nanzwert ermittelt. Auf Basis der Trainingsmenge ergeben sich nach Anwendung der 
Schritte zur Berechnung der Diskriminanzfunktion für den zwei Gruppen - n Variablen-Fall 
(siehe Abschnitt 3.2) die folgenden Koeffizienten: 
 
y = 0,00002160465165012555x1 - 0,00000000000017554484078180929x2 - 0,000001445627413478247x3 
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Die Koeffizienten der Diskriminanzfunktion y stellen die, im Abschnitt 9.2 angegebenen, 
relevanten metrischen Attribute zur Betrugserkennung dar. In diesem Fall bildet x1 den 
Wert „Verhältnis von Transaktionsbetrag zum maximal verfügbaren Betrag“ ab, x2 reprä-
sentiert den Parameter „Verhältnis von Transaktionsbetrag zum durchschnittlichen Trans-
aktionsbetrag“ und x3 stellt das Attribut „durchschnittliche Anzahl an Überweisungen im 
Monat zum Zeitpunkt der Transaktion“ dar. 
Beim Einsetzen der Werte der vier Beispielfälle aus den Tabellen 1 bis 4 (siehe Abschnitt 
2.2) ergeben sich folgende Funktionen und Diskriminanzwerte: 
 
Fall 1 (verdächtiger Betrugsfall):  
0,00002160465165012555 * 99,09 - 0,00000000000017554484078180929 * 5280,42 -
0000001445627413478247 * 3,0 
 
= -0,00216193108452867 
 
Fall 2 (unverdächtiger Betrugsfall):  
0,00002160465165012555 * 34,58 - 0,00000000000017554484078180929 * 776,18 -
0,000001445627413478247 * 8,0
 
= -0,000758710824994126 
 
Fall 3 (unverdächtiger Nicht-Betrugsfall):  
0,00002160465165012555 * 0,34 - 0,00000000000017554484078180929 * 19,58 - 
0,000001445627413478247 * 10,0
 
= -0,00002.17609149338353 
 
Fall 4 (verdächtiger Nicht-Betrugsfall):  
0,00002160465165012555 * 25,94 - 0,00000000000017554484078180929 * 148,16 - 
0,000001445627413478247 * 9,0
 
= -0,000573409309587571 
 
Der berechnete kritische Diskriminanzwert, der die Gruppen Betrugsverdächtig und Nicht-
Betrugsverdächtig bei der Vorklassifikation trennt, beträgt: 
 
-0,0009736643644843095 
 
Beim Vergleich der oben berechneten Diskriminanzwerte mit dem kritischen Diskrimi-
nanzwert ist zu erkennen, dass Fall 2 (unverdächtiger Betrugsfall) fälschlicherweise von 
der Diskriminanzanalyse als Nicht-Betrugsfall klassifiziert wird, da sein Diskriminanzwert 
größer ist als der kritische Diskriminanzwert (siehe Unterabschnitt 9.2.2). Dieser Betrugs-
fall wird aber dennoch dem neuronalen Netzwerk zur Analyse übergeben, weil die Aus-
wertung des Entscheidungsbaums ergibt, dass es sich hierbei um einen nicht bekannten 
Kontoempfänger handelt und die benötigte Zeitdauer für das Ausfüllen der Online-
Überweisung weniger als zehn Sekunden aufweist. Damit eine Transaktion im Vorfeld 
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aussortiert wird, muss sie sowohl von der Diskriminanzanalyse als auch vom Entschei-
dungsbaum als Nicht-Betrugsfall klassifiziert werden. Dieses Beispiel aus Fall 2 zeigt, 
dass die Diskriminanzanalyse alleine für die optimale Vorselektion der Transaktionen zur 
Weiterverarbeitung durch das neuronale Netzwerk nicht ausreicht. Somit ist der Entschei-
dungsbaum sowohl zur Auswertung der nichtmetrischen Attribute als auch als zusätzli-
ches Verfahren zur Qualitätssicherung notwendig. Von den vier Beispielfällen aus Ab-
schnitt 2.2 werden alle an das neuronale Netzwerk zur weiteren Analyse übergeben, da 
jede dieser Transaktionen einen nicht bekannten Empfänger – bezogen auf die Menge 
aller früheren Transaktionen der Kunden – zum Ziel aufweist. Die Ergebnisse der vier 
Beispielfälle nach der weiteren Analyse durch das neuronale Netzwerk werden am Ende 
dieses Abschnitts präsentiert und interpretiert.  
Bezüglich der Topologie des neuronalen Netzwerks der Betrugserkennungskomponente 
starten die Experimente mit Strukturen bestehend aus einer Hiddenschicht und anschlie-
ßend erfolgt eine Erweiterung auf zwei Hiddenschichten, da sich dies mit den Aussagen 
aus [Dorf91, S. 102; Rume86, S. 1 - 2; Back06, S. 767] deckt, wonach bei Verwendung 
von einer oder zwei Hiddenschichten jedes numerische Muster gelernt werden kann (sie-
he Unterabschnitt 9.2.3). Zusätzlich werden – darauf aufbauend – Analysen mit Netzwerk-
topologien, die drei Hiddenschichten beinhalten, durchgeführt. 
Im Folgenden werden zunächst die Auswertungen der Gesamtmenge der Testevents mit 
den Prozentsätzen der Erkennungsgenauigkeit für die verschiedenen getesteten Netz-
werktopologien der Betrugserkennungskomponente dargestellt. Im Anhang 3 sowie in den 
separaten Arbeitsberichten befindet sich zu jedem angegebenen Erkennungsgenauig-
keitsprozentsatz eine genaue Auflistung der Anzahl der Ausprägungen der Ausgabewerte 
des neuronalen Netzwerks in Form von Intervallen. Diese Intervalle teilen den kompletten 
Ergebnisraum der Netzwerksausgabewerte von 0,0 bis 1,0 in zehn Einheiten im Abstand 
von jeweils 0,1 auf. Das bedeutet, es existieren insgesamt zehn Intervalle pro Auswertung 
für eine bestimmte Anzahl an Backpropagationsdurchläufen und einem bestimmten Lern-
faktor. Jedes Intervall enthält in der Auswertung die Anzahl der jeweils eingruppierten 
Transaktionen. Ein Betrugsfall gilt dabei mit einem Ausgabewert des neuronalen Netz-
werks im abgeschlossenen Intervall zwischen 0,9 und 1,0 als exakt klassifiziert, dagegen 
ist ein Nicht-Betrugsfall im abgeschlossenen Intervall zwischen 0,0 und 0,1 eindeutig iden-
tifiziert (siehe Unterabschnitt 9.2.3).  
Nach dem Ausführen aller Experimente und Interpretation der Ergebnisse ergeben sich 
folgende Erkenntnisse: 
Von der Diskriminanzanalyse und dem Entscheidungsbaum werden von den insgesamt 
4.000 Testevents an aktuellen Transaktionen 983 Nicht-Betrugsevents vorab ausgeson-
dert und müssen nicht mehr vom neuronalen Netzwerk analysiert werden. Dies entspricht 
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einem Anteil von 24,575% und bildet somit den minimalen Wert der möglichen Erken-
nungsgenauigkeit der gesamten Betrugserkennungskomponente. Ebenso bringt diese 
Vorselektion aufgrund der fehlenden Notwendigkeit einer Analyse durch das neuronale 
Netzwerk Verbesserungen in der Performance mit sich. Die Betrugsfälle dagegen werden 
alle vom neuronalen Netzwerk ausgewertet, d.h. von dieser Teilmenge wird kein Transak-
tionsevent durch Entscheidungsbaum oder Diskriminanzanalyse aussortiert.  
Der Klassifikationsgenauigkeitswert von 24,575% in der folgenden Beispielauswertung 
der Betrugserkennungskomponente bedeutet, dass keine der analysierten Transaktionen 
des neuronalen Netzes eindeutig einer Klasse zugeordnet werden kann, d.h. der Output-
wert fast aller vom neuronalen Netzwerk analysierten events liegt bei ca. 0,5. Dies wird 
nachfolgend in der ersten Beispielausgabe einer solchen Analyse deutlich (die hervorge-
hobenen Zeilen enthalten die Anzahl der jeweils korrekt klassifizierten Transaktionse-
vents). 
 
Beispielauswertung 1: 
 
Auswertung mit folgenden Parametern: 
Lernfaktor: 0,1, Anzahl Backpropagationsdurchläufe: 1000 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1 
Betrugsfälle zwischen 0,9 und 1,0: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1016 
Betrugsfälle zwischen 0,4 und 0,5: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
 
Erkennungsgenauigkeit: 24,575% 
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Die ermittelte Erkennungsgenauigkeit der Betrugserkennungskomponente von 24,575% 
ergibt sich aus einer Dreisatzrechnung ((0 + 0 + 983) * 100 / 4.000).  
Wird die Analyse der Klassifikationsgenauigkeit des neuronalen Netzwerks separat be-
trachtet, d.h. ohne Berücksichtigung der 983 von Diskriminanzanalyse und Entschei-
dungsbaum vorab aussortierten Nicht-Betrugstransaktionen, führt dies zu einem Resultat 
von 0,0% bei insgesamt 3.017 (= 4.000 - 983) verbliebenen analysierten Transaktionen 
(keine Transaktion ist exakt klassifiziert => (0 + 0) * 100 / 3.017).  
Ein Grund für dieses Resultat ist, dass bei einem solchen Ergebnis das Training noch 
nicht abgeschlossen ist, d.h. die Anzahl der durchgeführten Lernzyklen waren für den 
jeweiligen Lernfaktor und der gewählten Topologie zu wenig. Die andere Möglichkeit für 
die Einstellung dieses Ergebnisses ist, dass die untersuchte Topologie aufgrund ihrer 
Struktur nicht in der Lage ist, die Eingabemuster richtig zu erlernen. In diesem Fall ist die 
Netzwerktopologie nicht für einen praktischen Einsatz geeignet. Beispiele dazu werden 
weiter unten in diesem Abschnitt diskutiert. 
Bei einer geringen Anzahl von Lerndurchläufen können alle, vom neuronalen Netzwerk 
untersuchten, Testevents auch einen Netzwerkoutputwert nahe 1,0 aufweisen (siehe An-
hang 3 bzw. die separaten Arbeitsberichte für die Auswertung der Topologien). Das be-
deutet, jedes Nicht-Betrugsevent wird hierbei false positive klassifiziert (ausgenommen 
die 983 Nicht-Betrugsevents, welche in der Voranalyse durch Entscheidungsbaum und 
Diskriminanzanalyse ausgesondert wurden). Dadurch ergibt sich bei diesen Parameter-
einstellungen eine Erkennungsgenauigkeit von 74,575%, wie in der nachfolgenden zwei-
ten Beispielauswertung zu erkennen ist (die hervorgehobenen Zeilen enthalten die Anzahl 
der jeweils korrekt klassifizierten Transaktionsevents). 
 
Beispielauswertung 2: 
 
Auswertung mit folgenden Parametern: 
Lernfaktor: 0,1, Anzahl Backpropagationsdurchläufe: 100 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
 
Erkennungsgenauigkeit: 74,575% 
 
Die Erkennungsgenauigkeit der kompletten Betrugserkennungskomponente von 74,575% 
ergibt sich in diesem Beispiel ebenfalls aus einer Dreisatzrechnung ((2.000 + 0 + 983) * 
100 / 4.000). Das neuronale Netzwerk selbst liefert – alleinstehend betrachtet – eine Er-
kennungsgenauigkeit der analysierten Transaktionen von 66,29% (2.000 Betrugsfälle sind 
richtig klassifiziert => (2.000 + 0) * 100 / 3.017). 
Dieser Wert ist nicht aussagekräftig, da mit Ausnahme der, in der Voranalyse aussortieren 
events, jede analysierte Transaktion vom neuronalen Netzwerk als Betrugsfall interpretiert 
wird. Dadurch werden einerseits die Betrugsfälle richtig klassifiziert, andererseits erzeu-
gen 1.017 von 2.000 vorhandenen Nicht-Betrugsevents einen Fehlalarm, was eine zu 
hohe Quote ist. Die Begründung hierfür liegt ebenfalls in der Situation, dass bei einem 
solchen Ergebnis die Anzahl der absolvierten Lerndurchläufe für den jeweiligen Lernfaktor 
und der gewählten Topologie zu gering ist, d.h. das Training muss weiter fortgesetzt 
und/oder der Lernfaktor erhöht werden. Falls diese Maßnahmen zu keiner Verbesserung 
der Resultate führen muss die Topologie angepasst werden.  
Im Laufe der Experimente ist bezüglich der Erkennungsgenauigkeit zu beobachten, dass 
bei steigender Anzahl von Lerndurchläufen zunächst einen Wert von 74,575% annimmt, 
danach auf 24,575% absinkt und sich schließlich oft in einem Bereich um 98% einpendelt 
(siehe Auswertungsmatrizen im unteren Teil dieses Abschnitts). Die folgende dritte Bei-
spielauswertung zeigt eine Analyse, bei der sich nach längerer Trainingsdauer bzw. einer 
erhöhten Zahl von Lerndurchläufen ein solches stabiles Ergebnis einstellt (die hervorge-
hobenen Zeilen enthalten die Anzahl der jeweils korrekt klassifizierten Transaktionse-
vents).  
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Beispielauswertung 3: 
 
Auswertung mit folgenden Parametern: 
Lernfaktor: 0,9, Anzahl Backpropagationsdurchläufe: 50000 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 6 
Betrugsfälle zwischen 0,9 und 1,0: 1986 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 3 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 1 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 3 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 2 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 3 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 10 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 987 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
 
Erkennungsgenauigkeit: 98,90% 
 
Die Erkennungsgenauigkeit der Betrugserkennungskomponente von 98,90% ergibt sich in 
dieser Beispielausgabe – genau wie bei allen anderen durchgeführten Auswertungen – 
aus einer Dreisatzrechnung ((1.986 + 987 + 983) * 100 / 4.000). Eine gesonderte Betrach-
tung der Klassifikationsgenauigkeit des neuronalen Netzwerks ergibt hier ein Resultat von 
98,54% (1.986 Betrugsfälle und 987 Nicht-Betrugsfälle sind richtig klassifiziert => (1.986 + 
987) * 100 / 3.017). Aus diesen Beispielausgaben ist ersichtlich, dass sich die Erken-
nungsgenauigkeitsresultate der gesamten Betrugserkennungskomponente und des neu-
ronalen Netzwerks dahingehend unterscheiden, dass bei der Analyse des neuronalen 
Netzwerks insgesamt 983 richtig klassifizierte Nicht-Betrugsevents nicht mit berücksichtigt 
werden und sich somit für diesen Algorithmus gesondert die Menge der ausgewerteten 
Transaktionen von 4.000 auf 3.017 verringert. Dadurch ist die Klassifikationsgenauigkeit 
des neuronalen Netzwerks allein insgesamt geringer als die Erkennungsgenauigkeit der 
gesamten Betrugserkennungskomponente (oder höchstens genau so hoch, falls das neu-
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ronale Netzwerk 100% der Transaktionen richtig klassifiziert), da 983 Nicht-
Betrugstransaktionen bereits durch Entscheidungsbaum und Diskriminanzanalyse exakt 
identifiziert wurden. Diese Tatsache in Verbindung mit dem geringeren Gesamtanalyse-
aufwand des neuronalen Netzwerks zeigt die Vorteile der Verwendung von Diskriminan-
zanalyse und Entscheidungsbaum in Kombination mit einem neuronalen Netzwerk in der 
beschriebenen Ablaufarchitektur (siehe Abschnitt 7.2).  
Dieses stabile Klassifikationsergebnis von über 98% ist die Folge einer Veränderung der 
Outputwerte der Transaktionen bei steigendem Lernfortschritt des neuronalen Netzwerks. 
Zu Beginn des Trainings sind die Outputwerte aller Transaktionen (sowohl Betrugs- als 
auch Nicht-Betrugstransaktionen) nahezu gleich (zunächst zwischen 0,9 und 1,0 und spä-
ter zwischen 0,5 und 0,6, siehe Beispielauswertungen 1 und 2). Mit zunehmender Zahl an 
Backpropagationsdurchläufen werden die Transaktionen gemäß ihrem Betrugsstatus im-
mer exakter klassifiziert, falls die Struktur der Topologie passend ist (die geeigneten 
Strukturen werden in diesem Abschnitt weiter unten erläutert). In den positiven Fällen sta-
bilisieren sich die Erkennungsquoten auf einem hohen Niveau und die noch auftretenden 
Schwankungen erweisen sich als gering. Mit zunehmendem Lernfaktor wird diese Stabili-
sierung der Erkennungsquote schneller erreicht, da insgesamt weniger Lerndurchläufe 
benötigt werden. Das bedeutet, der Graph der Gradientenfunktion des Backpropagations-
verfahrens (siehe Unterabschnitt 3.3.2) beginnt bei diesen Topologien und erlernten Ein-
gabemustern nicht zu oszillieren. Diese Regelmäßigkeit der Ergebnisse tritt erst bei zwei 
und Hiddenschichten auf. Bei weniger Knoten mit einer Hiddenschicht (z.B. 5-4-1 oder 5-
2-1 Topologie) sind die Erkennungsergebnisse aufgrund der geringen Knotenmenge un-
regelmäßig (siehe dazu die separaten Arbeitsberichte mit den kompletten Auswertungen 
der entsprechenden Topologien).  
Die nachfolgenden Matrizen mit den Erkennungsgenauigkeiten der Betrugserkennungs-
komponente variieren mit den verschiedenen möglichen Netzwerktopologien. Jede Matrix 
enthält in ihren Zellen die Erkennungsgenauigkeit der gesamten Betrugserkennungskom-
ponente unter Berücksichtigung der jeweiligen Trainingsparameter (Anzahl Lerndurchläu-
fe, Lernfaktor) für eine bestimmte Topologie des neuronalen Netzwerks. Das heißt, der 
Anteil von 24,575% der, durch Entscheidungsbaum und Diskriminanzanalyse aussortier-
ten Nicht-Betrugstransaktionen, ist bei der Berechnung der Erkennungsgenauigkeit als 
exakt klassifiziert mit berücksichtigt, weil sich die jeweiligen Experimente immer auf das 
gesamte Hybrid-Modell beziehen. Ebenso setzt sich die Trainings- und Testmenge bezüg-
lich der eingruppierten events für alle Auswertungen gleich zusammen um eine bessere 
Vergleichbarkeit der Klassifikationsergebnisse zu ermöglichen. 
Die Matrizen sind nachfolgend so geordnet, dass mit der Netzwerktopologie, welche die 
wenigsten Hiddenschichten und Knoten aufweist (= 5-1-1 Topologie), begonnen wird und 
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danach die Knotenzahlen der Netzwerke für die jeweilige Schicht permanent erhöht wer-
den. Das bedeutet, bei der Suche nach der optimalen Netzwerktopologie wird konstruktiv 
vorgegangen, da der Lösungsraum von möglichen Topologien theoretisch unendlich groß 
sein könnte, siehe [Pete05, S. 229]. Aus diesem Grund wird die Suche eingestellt, wenn 
die Erkennungsergebnisse der Topologien mit zunehmender Knotenzahl nachhaltig 
schlechter werden.  
 
a) Topologien mit einer Hiddenschicht: 
 
Matrix für Netzwerktopologie 5-1-1 (fünf Knoten der Inputschicht, ein Knoten der Hidden-
schicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 7: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-1 Netzwerktopologie 
 
Bei dieser Topologie (Tabelle 7) wird unabhängig von Lernfaktor und Trainingszyklenzahl 
keine Transaktion vom neuronalen Netzwerk eindeutig klassifiziert. Fast alle Ausgabewer-
te des neuronalen Netzwerks liegen unabhängig vom trainierten Betrugsstatus im Bereich 
zwischen 0,4 und 0,5. Die 24,575% der erkannten Nicht-Betrugstransaktionen werden – 
wie oben erwähnt – von Diskriminanzanalyse und Entscheidungsbaum aus der gesamten 
Transaktionsmenge im Vorfeld herausgefiltert. Das bedeutet, dass eine Topologie mit 
diesen Resultaten für den praktischen Einsatz nicht geeignet ist.  
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Matrix für Netzwerktopologie 5-2-1 (fünf Knoten der Inputschicht, zwei Knoten der Hid-
denschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 71,725% 73,800% 73,975% 74,075% 
1.000 74,075% 74,775% 76,600% 79,475% 84,075% 
5.000 76,575% 90,225% 94,325% 95,925% 96,325% 
10.000 84,325% 95,200% 96,300% 96,900% 97,150% 
20.000 93,125% 96,500% 97,150% 97,200% 97,325% 
30.000 95,225% 97,100% 97,025% 97,350% 97,400% 
50.000 96,300% 97,200% 97,425% 97,450% 97,450% 
100.000 97,175% 97,450% 97,475% 97,475% 97,475% 
Tabelle 8: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-1 Netzwerktopologie 
 
Matrix für Netzwerktopologie 5-3-1 (fünf Knoten der Inputschicht, drei Knoten der Hidden-
schicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 71,975% 73,825% 73,975% 74,075% 
1.000 74,075% 74,825% 76,775% 80,550% 86,075% 
5.000 76,450% 90,500% 94,700% 96,075% 96,475% 
10.000 83,900% 95,175% 96,375% 97,100% 97,275% 
20.000 93,050% 96,550% 97,175% 97,275% 97,425% 
30.000 95,175% 97,125% 97,050% 97,400% 97,450% 
50.000 96,250% 97,050% 97,400% 97,400% 97,450% 
100.000 97,175% 97,450% 97,475% 97,450% 97,450% 
Tabelle 9: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-1 Netzwerktopologie 
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Matrix für Netzwerktopologie 5-4-1 (fünf Knoten der Inputschicht, vier Knoten der Hidden-
schicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,850% 73,750% 73,950% 74,075% 
1.000 74,075% 74,825% 77,100% 81,750% 89,150% 
5.000 76,325% 90,900% 95,000% 96,225% 96,775% 
10.000 83,725% 95,250% 96,500% 97,150% 97,375% 
20.000 92,975% 96,550% 97,200% 97,325% 97,450% 
30.000 95,175% 97,125% 97,175% 97,425% 97,450% 
50.000 96,250% 97,025% 97,425% 97,475% 97,475% 
100.000 97,150% 97,450% 97,450% 97,450% 97,475% 
Tabelle 10: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-1 Netzwerktopologie 
 
Matrix für Netzwerktopologie 5-5-1 (fünf Knoten der Inputschicht, fünf Knoten der Hidden-
schicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 73,875% 74,850% 78,350% 87,675% 
5.000 74,475% 89,075% 94,925% 96,350% 96,825% 
10.000 79,675% 95,125% 96,525% 97,150% 97,475% 
20.000 92,075% 96,600% 97,275% 97,425% 97,575% 
30.000 94,600% 97,125% 97,300% 97,450% 97,475% 
50.000 96,175% 97,100% 97,425% 97,475% 97,475% 
100.000 97,150% 97,425% 97,450% 97,475% 97,475% 
Tabelle 11: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-1 Netzwerktopologie 
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Matrix für Netzwerktopologie 5-6-1 (fünf Knoten der Inputschicht, sechs Knoten der Hid-
denschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 83,225% 95,625% 96,725% 
10.000 74,575% 89,375% 96,200% 97,025% 97,500% 
20.000 74,450% 96,250% 97,200% 97,600% 97,750% 
30.000 87,625% 97,075% 97,425% 97,500% 97,575% 
50.000 95,400% 97,250% 97,450% 97,475% 97,500% 
100.000 97,000% 97,400% 97,450% 97,475% 97,500% 
Tabelle 12: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-1 Netzwerktopologie 
 
Matrix für Netzwerktopologie 5-7-1 (fünf Knoten der Inputschicht, sieben Knoten der Hid-
denschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 13: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-1 Netzwerktopologie 
 
Anhand von Tabelle 8 ist zu erkennen, dass sich bereits bei einer Topologie mit zwei ver-
steckten Knoten stabile Erkennungsergebnisse bis in den Bereich von 97% einstellen. 
Allerdings sind die Ergebnisse unregelmäßig, z.B. mit Erkennungsquoten im Bereich von 
85% (Tabellen 9 bis 12). Bei einer Platzierung von sieben Knoten in der Hiddenschicht 
(Tabelle 13) tritt der oben beschriebene Effekt ein, dass alle Testtransaktionen, die vom 
neuronalen Netzwerk untersucht werden, einen Ausgabewert zwischen 0,9 und 1,0 an-
nehmen (Erkennungsgenauigkeit 74,575%). Daraus folgt, dass diese Topologie aufgrund 
ihrer Knotenstruktur nicht in der Lage ist, die Trainingsmuster richtig zu erlernen, da die-
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ses Ergebnis unabhängig von Trainingszyklenzahl und Lernfaktor bei jeder Auswertung 
eintritt. Bei Topologien mit zwei Hiddenschichten werden die Ergebnisse der verschiede-
nen Topologien ähnlicher, regelmäßiger und sind weniger gestreut.  
 
b) Topologien mit zwei Hiddenschichten: 
 
Matrix für Netzwerktopologie 5-1-1-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 14: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-1-1 Netzwerktopolo-
gie 
 
Diese Auswertungsergebnisse von 24,575% (Tabelle 14) treten regelmäßig für alle Trai-
ningsparameter ein, wenn die zweite Hiddenschicht nur einen Knoten aufweist. Topolo-
gien mit diesen Ergebnissen sind aus diesem Grund für den praktischen Einsatz ungeeig-
net.  
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Matrix für Netzwerktopologie 5-1-2-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 93,575% 95,650% 24,575% 24,575% 24,575% 
10.000 92,500% 96,200% 96,625% 24,575% 24,575% 
20.000 94,900% 97,525% 97,600% 24,575% 24,575% 
30.000 96,575% 98,200% 98,350% 24,575% 24,575% 
50.000 97,725% 98,550% 98,800% 97,275% 97,600% 
100.000 98,475% 98,950% 98,950% 98,875% 98,350% 
Tabelle 15: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-2-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-1-3-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 24,575% 
20.000 74,575% 96,400% 97,450% 24,575% 24,575% 
30.000 74,575% 97,500% 98,075% 24,575% 24,575% 
50.000 93,775% 98,450% 98,750% 98,025% 98,450% 
100.000 98,175% 98,975% 99,050% 98,450% 98,975% 
Tabelle 16: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-3-1 Netzwerktopolo-
gie 
 
In dieser getesteten Topologie (Tabelle 16) ist z.B. bei einem Lernfaktor von 0,5 der oben 
beschriebene Effekt des Abfalls der Klassifikationsgenauigkeit von 74,575% bei 5.000 
Zyklen auf 24,575% bei 10.000 Zyklen und des erneuten Anstiegs auf 97,45% bei 20.000 
Zyklen gut zu erkennen. Ab dieser Anzahl von Lerndurchläufen bleibt die Erkennungsge-
nauigkeit bei dieser Topologie konstant auf einem hohen Wert bzw. stabilisiert sich. Die-
ses Resultat lässt sich in den nachfolgenden Topologien noch öfter beobachten, wobei 
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bei manchen Auswertungen einer der beiden Werte (74,575% oder 24,575%) mehrmals 
oder niemals im Laufe des Lernfortschritts auftritt.  
 
Matrix für Netzwerktopologie 5-1-4-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 17: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-4-1 Netzwerktopolo-
gie 
 
Bei dieser Topologie (Tabelle 17) stellt sich ebenfalls der Effekt ein, dass alle Ausgabe-
werte der vom neuronalen Netzwerk analysierten Transaktionen unabhängig vom trainier-
ten Betrugsstatus im Ausgabeintervall von 0,9 bis 1,0 liegen. Da hier – unabhängig von 
Lernfaktor und Trainingszyklenzahl – immer der Wert von 74,575% als Resultat eintritt 
und somit jede vom neuronalen Netzwerk untersuchte Nicht-Betrugstransaktion als Be-
trugsfall klassifiziert wird, sind Topologien mit diesen Ergebnissen nicht für den prakti-
schen Einsatz geeignet. Dieser Effekt ist nicht von der Anzahl der Hiddenschichten ab-
hängig, da er z.B. auch bei der 5-7-1 Topologie zu beobachten ist.  
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Matrix für Netzwerktopologie 5-1-5-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 18: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-5-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-1-6-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 19: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-6-1 Netzwerktopolo-
gie 
 
 
 
 
 
 
 
 
 175 
Matrix für Netzwerktopologie 5-1-7-1 (fünf Knoten der Inputschicht, ein Knoten der ersten 
Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 20: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-1-7-1 Netzwerktopolo-
gie 
 
Hier erfolgt ein Übergang der Netzwerkstruktur in der Weise, dass die erste Hiddenschicht 
nunmehr zwei statt einen Knoten beinhaltet. Bei der Knotenzahl der zweiten Hidden-
schicht wird nachfolgend mit den Auswertungen wieder bei einem Knoten begonnen. 
 
Matrix für Netzwerktopologie 5-2-1-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 21: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-1-1 Netzwerktopolo-
gie 
 
Auch bei dieser Topologie (Tabelle 21) weist die zweite Hiddenschicht nur einen Knoten 
auf, somit wird kein Transaktionsevent vom neuronalen Netzwerk exakt klassifiziert.  
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Matrix für Netzwerktopologie 5-2-2-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,700% 
1.000 96,525% 98,850% 98,925% 98,850% 98,975% 
5.000 98,650% 98,425% 98,625% 98,525% 98,575% 
10.000 98,400% 98,500% 98,475% 98,275% 98,100% 
20.000 98,050% 98,675% 97,600% 97,475% 97,575% 
30.000 97,875% 98,075% 97,325% 97,350% 97,600% 
50.000 97,825% 97,300% 97,175% 97,425% 97,650% 
100.000 97,775% 97,100% 97,375% 97,550% 97,700% 
Tabelle 22: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-2-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-2-3-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 98,625% 98,875% 99,000% 99,000% 
5.000 98,725% 98,425% 98,750% 98,700% 98,800% 
10.000 98,425% 98,425% 98,500% 98,600% 98,600% 
20.000 98,100% 98,325% 97,975% 98,025% 98,200% 
30.000 97,950% 98,175% 97,850% 97,800% 98,200% 
50.000 97,875% 97,775% 97,825% 97,900% 98,275% 
100.000 97,725% 97,925% 97,200% 97,325% 97,750% 
Tabelle 23: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-3-1 Netzwerktopolo-
gie 
 
Bei einem Lernfaktor von 0,1 tritt bei dieser Topologie (Tabelle 23) der beobachtete Ab-
fall- und anschließende Stabilisierungseffekt ebenfalls ein. Bei einem Lernfaktor von 0,3 
fehlt der Wert von 24,575%. Das bedeutet, hier wird wegen des höheren Lernfaktors 
schneller gelernt und somit der Wert von 24,575% bei einer Zyklenzahl über 100, aber 
unter 1.000 erreicht. Beim Test des Lernfaktors 0,7 stellt sich der Wert von 24,575% auf-
grund des noch schnelleren Lernfortschritts bereits bei 100 Trainingszyklen ein.  
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Die Stabilisierung erfolgt in diesem Fall bei 1.000 Backpropagationsdurchläufen. Somit 
sind diese und andere Topologien mit ähnlichen Resultaten gut für einen praktischen Ein-
satz geeignet.  
 
Matrix für Netzwerktopologie 5-2-4-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 98,675% 98,875% 99,000% 99,000% 
5.000 98,750% 98,550% 98,600% 98,850% 98,900% 
10.000 98,425% 98,450% 98,500% 98,625% 98,800% 
20.000 98,200% 98,450% 98,475% 98,300% 98,900% 
30.000 97,975% 98,400% 98,250% 97,975% 98,800% 
50.000 97,850% 98,200% 97,900% 98,000% 98,725% 
100.000 97,775% 97,875% 98,375% 98,650% 98,675% 
Tabelle 24: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-4-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-2-5-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 98,450% 98,825% 
Tabelle 25: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-5-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-2-6-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 98,775% 98,900% 
Tabelle 26: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-6-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-2-7-1 (fünf Knoten der Inputschicht, zwei Knoten der ers-
ten Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 27: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-2-7-1 Netzwerktopolo-
gie 
 
Bei dieser Topologie (Tabelle 27) tritt bei einer Anzahl von sieben Knoten in der zweiten 
Hiddenschicht ein durchgängiges Auswertungsergebnis der Erkennungsgenauigkeit von 
74,575% ein. Das bedeutet, es werden alle Transaktionen vom neuronalen Netzwerk als 
Betrugsfall interpretiert. 
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Matrix für Netzwerktopologie 5-3-1-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 28: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-1-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-3-2-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 98,550% 98,850% 98,900% 98,925% 
5.000 98,825% 98,525% 98,600% 98,600% 98,525% 
10.000 98,400% 98,525% 98,625% 98,500% 98,425% 
20.000 98,250% 98,600% 97,550% 97,625% 97,725% 
30.000 98,100% 97,700% 97,350% 97,475% 97,725% 
50.000 98,175% 97,125% 97,275% 97,525% 97,750% 
100.000 97,975% 97,075% 97,375% 97,600% 97,800% 
Tabelle 29: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-2-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-3-3-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 97,975% 99,000% 99,050% 99,000% 
5.000 98,900% 98,600% 98,675% 98,800% 98,800% 
10.000 98,425% 98,625% 98,750% 98,625% 98,725% 
20.000 98,225% 98,400% 97,875% 98,125% 98,450% 
30.000 98,200% 98,025% 97,625% 98,150% 98,400% 
50.000 98,275% 97,750% 97,575% 98,125% 98,425% 
100.000 97,775% 96,850% 97,700% 98,150% 98,500% 
Tabelle 30: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-3-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-3-4-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 97,975% 99,000% 99,050% 99,000% 
5.000 98,900% 98,600% 98,675% 98,800% 98,800% 
10.000 98,425% 98,625% 98,750% 98,625% 98,725% 
20.000 98,225% 98,400% 97,875% 98,125% 98,450% 
30.000 98,200% 98,025% 97,625% 98,050% 97,775% 
50.000 98,275% 97,750% 97,550% 97,325% 97,575% 
100.000 97,775% 96,850% 96,975% 97,325% 97,675% 
Tabelle 31: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-4-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-3-5-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 98,800% 97,950% 
Tabelle 32: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-5-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-3-6-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 98,750% 98,925% 
Tabelle 33: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-6-1 Netzwerktopolo-
gie 
 
Bei dieser Topologie (Tabelle 33) stellt sich der Lernerfolg erst bei einem hohen Lernfak-
tor (0,7 und 0,9) und einer hohen Trainingszyklenzahl (100.000) ein. Diese Topologie ist 
für einen praktischen Einsatz geeignet, allerdings muss eine höhere Zyklenzahl und somit 
eine längere Zeitdauer für das Training eingeplant werden.  
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Matrix für Netzwerktopologie 5-3-7-1 (fünf Knoten der Inputschicht, drei Knoten der ersten 
Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 34: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-3-7-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-4-1-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 35: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-1-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-4-2-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 97,050% 97,825% 98,450% 
5.000 97,350% 98,625% 98,600% 98,650% 98,625% 
10.000 98,625% 98,500% 98,450% 98,475% 98,600% 
20.000 98,250% 98,500% 97,825% 97,775% 97,950% 
30.000 98,350% 97,525% 97,475% 97,600% 97,875% 
50.000 98,400% 97,150% 97,375% 97,625% 97,875% 
100.000 98,050% 97,175% 97,400% 97,675% 97,900% 
Tabelle 36: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-2-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-4-3-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 97,850% 98,475% 
5.000 97,150% 98,725% 98,725% 98,850% 98,875% 
10.000 98,725% 98,625% 98,550% 98,625% 98,850% 
20.000 98,350% 98,625% 98,225% 98,350% 98,600% 
30.000 98,375% 97,775% 97,800% 98,150% 98,525% 
50.000 98,425% 97,400% 97,675% 98,150% 98,500% 
100.000 98,125% 97,350% 97,725% 98,150% 98,525% 
Tabelle 37: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-3-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-4-4-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 97,850% 98,475% 
5.000 97,075% 98,725% 98,700% 98,850% 98,875% 
10.000 98,700% 98,625% 98,550% 98,625% 98,850% 
20.000 98,350% 98,625% 98,225% 98,350% 98,600% 
30.000 98,375% 97,775% 97,800% 98,150% 98,525% 
50.000 98,425% 97,400% 97,675% 98,150% 98,500% 
100.000 98,125% 97,350% 97,725% 98,150% 97,650% 
Tabelle 38: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-4-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-4-5-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 98,975% 99,000% 
20.000 74,575% 98,850% 98,675% 98,825% 98,875% 
30.000 74,575% 98,500% 98,450% 98,625% 98,900% 
50.000 24,575% 97,800% 98,150% 98,575% 98,875% 
100.000 98,425% 97,450% 98,150% 98,625% 97,925% 
Tabelle 39: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-5-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-4-6-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 98,175% 98,975% 99,000% 
20.000 74,575% 98,725% 98,675% 98,800% 98,875% 
30.000 74,575% 98,525% 98,400% 98,625% 98,900% 
50.000 98,900% 97,775% 98,150% 98,575% 98,875% 
100.000 98,375% 97,450% 98,150% 98,625% 98,925% 
Tabelle 40: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-6-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-4-7-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 41: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-7-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-4-8-1 (fünf Knoten der Inputschicht, vier Knoten der ersten 
Hiddenschicht, acht Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 42: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-4-8-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-5-1-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 43: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-1-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-5-2-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 97,000% 99,000% 
10.000 24,575% 24,575% 98,825% 98,600% 98,675% 
20.000 24,575% 98,425% 98,450% 98,250% 98,200% 
30.000 24,575% 98,200% 97,675% 97,675% 98,150% 
50.000 98,400% 97,425% 97,400% 97,700% 98,075% 
100.000 98,375% 97,150% 97,475% 97,725% 98,100% 
Tabelle 44: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-2-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-5-3-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 99,025% 
10.000 24,575% 24,575% 98,925% 98,850% 98,875% 
20.000 24,575% 98,525% 98,575% 98,725% 98,800% 
30.000 24,575% 98,525% 98,125% 98,300% 98,600% 
50.000 98,400% 97,500% 97,800% 98,200% 98,625% 
100.000 98,400% 97,350% 97,825% 98,275% 98,625% 
Tabelle 45: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-3-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-5-4-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 99,025% 
10.000 24,575% 24,575% 98,925% 98,850% 98,875% 
20.000 24,575% 98,525% 98,575% 98,725% 98,800% 
30.000 24,575% 98,525% 98,125% 98,300% 98,600% 
50.000 98,400% 97,500% 97,800% 98,200% 98,625% 
100.000 98,400% 97,350% 97,825% 98,275% 98,625% 
Tabelle 46: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-4-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-5-5-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 99,075% 
20.000 74,575% 24,575% 98,925% 98,850% 98,975% 
30.000 74,575% 98,925% 98,675% 98,800% 98,925% 
50.000 24,575% 98,275% 98,125% 98,650% 98,900% 
100.000 98,400% 97,475% 98,150% 98,650% 98,925% 
Tabelle 47: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-5-1 Netzwerktopolo-
gie 
 
Diese Topologie (Tabelle 47) enthält mit einer Erkennungsgenauigkeit der gesamten Be-
trugserkennungskomponente von 99,075% den höchsten Wert aller getesteten Topolo-
gien. Dieser Wert wird unter Verwendung von 10.000 Backpropagationsdurchläufen und 
einem Lernfaktor von 0,9 als Trainingsparameter erreicht. Die Diskussion dieses Ergeb-
nisses folgt weiter unten in diesem Abschnitt. 
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Matrix für Netzwerktopologie 5-5-6-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 98,075% 98,950% 
20.000 74,575% 24,575% 98,850% 98,825% 98,950% 
30.000 74,575% 98,600% 98,650% 98,775% 98,925% 
50.000 24,575% 97,975% 98,175% 98,625% 98,900% 
100.000 98,625% 97,500% 98,150% 98,650% 98,925% 
Tabelle 48: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-6-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-5-7-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 49: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-7-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-5-8-1 (fünf Knoten der Inputschicht, fünf Knoten der ersten 
Hiddenschicht, acht Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 50: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-8-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-6-1-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 51: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-1-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-6-2-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 97,900% 98,175% 
Tabelle 52: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-2-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-6-3-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 98,525% 98,650% 
Tabelle 53: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-3-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-6-4-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 98,500% 98,650% 
Tabelle 54: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-4-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-6-5-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 24,575% 
20.000 74,575% 24,575% 24,575% 24,575% 24,575% 
30.000 74,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 98,850% 98,925% 
Tabelle 55: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-5-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-6-6-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 24,575% 
20.000 74,575% 24,575% 24,575% 24,575% 24,575% 
30.000 74,575% 24,575% 24,575% 99,050% 98,975% 
50.000 24,575% 24,575% 98,675% 98,850% 98,925% 
100.000 24,575% 97,875% 98,200% 98,700% 98,925% 
Tabelle 56: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-6-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-6-7-1 (fünf Knoten der Inputschicht, sechs Knoten der ers-
ten Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 57: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-6-7-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-7-1-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, ein Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 58: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-1-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-7-2-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, zwei Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 24,575% 24,575% 24,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 59: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-2-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-7-3-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, drei Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 60: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-3-1 Netzwerktopolo-
gie 
 
Bei dieser Topologie (Tabelle 60) tritt der erwähnte Abfalleffekt von 74,575% auf 24,575% 
ein, allerdings bleibt – selbst bei hohem Lernfaktor und hoher Zyklenzahl – der Stabilisie-
rungseffekt aus. Diese Resultate ergeben sich ebenfalls bei den folgenden Topologien mit 
sieben Knoten in der ersten Hiddenschicht. Aus diesem Grund sind diese Topologien mit 
dieser Ergebnisstruktur nicht für einen praktischen Einsatz geeignet. 
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Matrix für Netzwerktopologie 5-7-4-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, vier Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 24,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 61: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-4-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-7-5-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 24,575% 
20.000 74,575% 24,575% 24,575% 24,575% 24,575% 
30.000 74,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 62: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-5-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-7-6-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, sechs Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 24,575% 
20.000 74,575% 24,575% 24,575% 24,575% 24,575% 
30.000 74,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 63: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-6-1 Netzwerktopolo-
gie 
 
Matrix für Netzwerktopologie 5-7-7-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, sieben Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 24,575% 24,575% 24,575% 
20.000 74,575% 24,575% 24,575% 24,575% 24,575% 
30.000 74,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 64: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-7-1 Netzwerktopolo-
gie 
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Matrix für Netzwerktopologie 5-7-8-1 (fünf Knoten der Inputschicht, sieben Knoten der 
ersten Hiddenschicht, acht Knoten der zweiten Hiddenschicht, ein Knoten der Output-
schicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 74,575% 
30.000 74,575% 74,575% 74,575% 74,575% 74,575% 
50.000 74,575% 74,575% 74,575% 74,575% 74,575% 
100.000 74,575% 74,575% 74,575% 74,575% 74,575% 
Tabelle 65: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-7-8-1 Netzwerktopolo-
gie 
 
Bei den analysierten Topologien mit zwei Hiddenschichten ist zu beobachten, dass ab 
einschließlich sieben Knoten in einer Hiddenschicht die Eingabemuster nicht mehr richtig 
gelernt werden. Dies zeigt sich dadurch, dass alle Auswertungen bei solchen Topologien 
unabhängig von Zyklenzahl und Lernfaktor entweder einen Wert der Erkennungsgenauig-
keit von 24,575% oder 74,575% aufweisen, der Stabilisierungseffekt aber nicht eintritt.  
An dieser Stelle beginnt die Auswertung von Topologien mit drei Hiddenschichten, da eine 
weitere Erhöhung der Knotenmenge bei zwei Hiddenschichten keine höheren Werte der 
Erkennungsgenauigkeit als 74,575% mehr liefern würde (siehe Tabelle 65).  
 
c) Topologien mit drei Hiddenschichten: 
 
Bei den untersuchten Topologien mit drei Hiddenschichten wird von der besten Topologie 
mit zwei Hiddenschichten (= 5-5-5-1 Netzwerktopologie) ausgegangen und auf dieser 
Grundlage noch eine Schicht hinzugefügt. 
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Matrix für Netzwerktopologie 5-5-5-4-1 (fünf Knoten der Inputschicht, fünf Knoten der ers-
ten Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, vier Knoten der dritten Hidden-
schicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 24,575% 
1.000 24,575% 24,575% 24,575% 24,575% 24,575% 
5.000 24,575% 24,575% 24,575% 24,575% 24,575% 
10.000 24,575% 24,575% 24,575% 24,575% 24,575% 
20.000 24,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 66: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-5-4-1 Netzwerktopo-
logie 
 
Matrix für Netzwerktopologie 5-5-5-5-1 (fünf Knoten der Inputschicht, fünf Knoten der ers-
ten Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, fünf Knoten der dritten Hid-
denschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 24,575% 
10.000 74,575% 74,575% 74,575% 24,575% 24,575% 
20.000 74,575% 24,575% 24,575% 24,575% 24,575% 
30.000 24,575% 24,575% 24,575% 24,575% 24,575% 
50.000 24,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 67: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-5-5-1 Netzwerktopo-
logie 
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Matrix für Netzwerktopologie 5-5-5-6-1 (fünf Knoten der Inputschicht, fünf Knoten der ers-
ten Hiddenschicht, fünf Knoten der zweiten Hiddenschicht, sechs Knoten der dritten Hid-
denschicht, ein Knoten der Outputschicht): 
       Lernfaktor 
Anzahl     
Lerndurchläufe 
0,1 0,3 0,5 0,7 0,9 
100 74,575% 74,575% 74,575% 74,575% 74,575% 
1.000 74,575% 74,575% 74,575% 74,575% 74,575% 
5.000 74,575% 74,575% 74,575% 74,575% 74,575% 
10.000 74,575% 74,575% 74,575% 74,575% 74,575% 
20.000 74,575% 74,575% 74,575% 74,575% 24,575% 
30.000 74,575% 74,575% 74,575% 24,575% 24,575% 
50.000 74,575% 24,575% 24,575% 24,575% 24,575% 
100.000 24,575% 24,575% 24,575% 24,575% 24,575% 
Tabelle 68: Klassifikationsergebnisse der Betrugserkennungskomponente mit 5-5-5-6-1 Netzwerktopo-
logie 
 
Nach Vollendung der Auswertungen der Betrugserkennungskomponente bei Verwendung 
von Netzwerktopologien mit drei Hiddenschichten ist insgesamt zu beobachten, dass sich 
die guten Erkennungsergebnisse von ca. 98% auf Topologien mit einer oder zwei Hidden-
schichten beschränken. Dagegen werden beim Einfügen einer dritten Hiddenschicht die 
Muster nicht mehr richtig gelernt. Dies zeigt sich dadurch, dass die Outputwerte aller vom 
neuronalen Netzwerk untersuchten Testtransaktionen entweder einen Wert zwischen 0,4 
und 0,5 (= Erkennungsgenauigkeit: 24,575%) oder zwischen 0,9 und 1,0 (= Erkennungs-
genauigkeit: 74,575%) aufweisen (siehe dazu die separaten Arbeitsberichte der entspre-
chenden Topologien). Diese Resultate belegen die Aussagen aus [Dorf91, S. 102; Ru-
me86, S. 1 - 2; Back06, S. 767], dass Netzwerktopologien mit einer oder maximal zwei 
Hiddenschichten für das Erlernen von numerischen Mustern am besten geeignet sind. 
Im Rahmen der Experimente ist zu erkennen, dass Topologien mit einer geringen Kno-
tenzahl (z.B. 5-1-2-1 oder 5-2-1 Topologie) ebenfalls gute bzw. stabile Erkennungsquoten 
(ca. 98%) erreichen. Zu diesem Resultat kamen z.B. auch die Autoren von [Lund03, S. 8] 
bei der Ermittlung der Topologie eines neuronalen Netzwerks zur Identifikation von Be-
trugsversuchen bei einem Video on demand-System (siehe Unterabschnitt 9.1.1). Dage-
gen werden von Topologien mit höheren Knotenzahlen (z.B. 5-6-7-1 oder 5-5-7-1 Topolo-
gie) die Muster oft nicht gelernt. Ab einer Knotenzahl von sieben Knoten in einer Hidden-
schicht werden – wie oben erwähnt – die Muster nicht mehr gelernt (z.B. 5-7-5-1 oder 5-5-
7-1 Topologie). Das Einfügen eines achten Knotens in die zweite Hiddenschicht verändert 
dieses Ergebnis nicht mehr. Ebenso stellt sich beim neuronalen Netzwerk kein Lernerfolg 
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ein, wenn die zweite Hiddenschicht nur aus einem Knoten besteht (z.B. 5-5-1-1 oder 5-4-
1-1 Topologie).  
Generell ist festzustellen, dass die Erkennungsquoten bei zunehmendem Lernfaktor hö-
her werden. Bezüglich der Anzahl der Backpropagationsdurchläufe zeigen die Experimen-
te, dass 100 Lernzyklen zu wenig sind um die vorliegenden Muster zu erlernen. Das be-
deutet, zum Erreichen stabiler Ergebnisse mit einer Erkennungsgenauigkeit von ca. 98% 
sind hier mindestens 1.000 Lerndurchläufe notwendig (in Abhängigkeit von Lernfaktor und 
Topologie). Bei vielen Topologien tritt eine Stabilisierung des Lernerfolgs erst bei 100.000 
Zyklen ein (z.B. 5-6-4-1 oder 5-3-6-1 Topologie). 
Die Betrugserkennungskomponente mit einer Netzwerktopologie von 5-5-5-1 erfüllt in 
diesem Zusammenhang auf Basis der simulierten Transaktionsevents mit einer Erken-
nungsgenauigkeit von 99,075% bei 10.000 Backpropagationsdurchläufen und einem 
Lernfaktor von 0,9 die Anforderung der Betrugsexperten von einer Erkennungsgenauigkeit 
von 99% am besten, wie in Beispielauswertung 4 zu erkennen ist (die hervorgehobenen 
Zeilen enthalten die Anzahl der jeweils korrekt klassifizierten Transaktionsevents).  
 
Beispielauswertung 4: 
 
Auswertung mit folgenden Parametern: 
Lernfaktor: 0,9, Anzahl Backpropagationsdurchläufe: 10000 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1    (= false positive) 
Betrugsfälle zwischen 0,9 und 1,0: 1981 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 1 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,8 und 0,9: 2  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,7 und 0,8: 10  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 1 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,6 und 0,7: 5  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 2 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,5 und 0,6: 0  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 2 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,4 und 0,5: 0  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 1 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,3 und 0,4: 0  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 1 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,2 und 0,3: 0  (= nicht zuordenbar) 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 9 (= nicht zuordenbar) 
Betrugsfälle zwischen 0,1 und 0,2: 0  (= nicht zuordenbar) 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,0 und 0,1: 999 
Betrugsfälle zwischen 0,0 und 0,1: 2  (= false negative) 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
 
Erkennungsgenauigkeit: 99,075% 
 
Die Ermittlung der Erkennungsgenauigkeit von 99,075% der Betrugserkennungskompo-
nente erfolgt wiederum durch die Verwendung eines Dreisatzes ((1.981 + 999 + 983) * 
100 / 4.000). Hierbei liegt die false positive-Quote bei 0,025% (1 * 100 / 4.000), die false 
negative-Quote bei 0,050% (2 * 100 / 4.000) und 0,850% (34 * 100 / 4.000) der Teste-
vents können nach der oben genannten Definition nicht exakt zugeordnet werden. Wird 
für diese Beispielauswertung das Ergebnis des neuronalen Netzwerks separat berechnet, 
ergibt sich eine Erkennungsquote von 98,77% (1.981 Betrugsfälle und 999 Nicht-
Betrugsfälle werden richtig klassifiziert => (1.981 + 999) * 100 / 3.017). 
In Abbildung 44 ist der Verlauf der Erkennungsquoten dieser optimalen Topologie in Form 
eines dreidimensionalen Diagramms graphisch dargestellt. Im Anhang 3 befinden sich die 
Auswertungen aller Parametereinstellungen dieser Netzwerkstruktur. 
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Abbildung 44: Dreidimensionales Balkendiagramm der Erkennungsgenauigkeiten der optimalen Netz-
werktopologie 
 
Die Länge des Diagramms gibt die Anzahl der Backpropagationsdurchläufe an, die Breite 
repräsentiert den Lernfaktor. Die Balkenhöhe wird vom Prozentsatz der Erkennungsge-
nauigkeit der jeweiligen Kombination der beiden Parameter bestimmt. Abbildung 44 zeigt 
in diesem Zusammenhang gut das Gefälle zwischen kleinen Lernfaktoren und geringer 
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Anzahl von Backpropagationsdurchläufen im Vergleich zu hohen Lernfaktoren und höhe-
ren Durchlaufzahlen.  
Bei einer näheren Untersuchung dieser optimalen Topologie, z.B. mit einem Lernfaktor 
von 0,9 und 9.000 Lernzyklen liegt die Erkennungsgenauigkeit der Betrugserkennungs-
komponente noch bei 24,575%, dagegen wird sie im Vergleich zu 99,075% bei 10.000 
Lernzyklen mit einer Quote von jeweils 99,000% bei 11.000 und 15.000 Lerndurchläufen 
wieder leicht schlechter. Das bedeutet, hier tritt der beobachtete Stagnierungseffekt ein 
(siehe dazu die separaten Arbeitsberichte der 5-5-5-1 Topologie mit 9.000, 11.000 und 
15.000 Lernzyklen bei einem Lernfaktor von 0,9).  
In Abbildung 45 ist das optimale neuronale Netzwerk der Betrugserkennungskomponente, 
das eine Erkennungsgenauigkeit von 99,075% bei 10.000 Backpropagationsdurchläufen 
und einem Lernfaktor von 0,9 aufweist, mit seinen antrainierten Zielgewichtswerten dar-
gestellt. 
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Abbildung 45: Struktur und Zielgewichtswerte des optimalen neuronalen Netzwerks 
 
Aus Gründen der Übersichtlichkeit sind die Gewichtswerte in den Abbildungen 45 und 46 
im Ausgangsknoten und nicht in den Übergangslinien eingetragen. Von oben nach unten 
gelesen stellen die Zielgewichtswerte die Übergänge zu den Knoten der nächsten 
Schicht, ebenfalls von oben nach unten dar. Der Inputknoten links oben nimmt den aktuel-
len Diskriminanzwert entgegen. Je weiter die Knoten in der Inputschicht in den Abbildun-
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gen 45 und 46 in der Reihenfolge nach unten gehen, desto älter sind die Transaktionen, 
deren errechnete Diskriminanzwerte dem jeweiligen Knoten übergeben werden.  
Dieses optimale neuronale Netzwerk besitzt folgende Initialgewichtswerte – dargestellt in 
Abbildung 46 – als Ausgangsbasis für das Training. 
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Abbildung 46: Struktur und Initialgewichtswerte des optimalen neuronalen Netzwerks 
 
Anhand der beiden Netzwerkgraphiken aus den Abbildungen 45 und 46 ist die Verände-
rung der Gewichte nach den 10.000 Backpropagationsdurchläufen auf Basis des Lernfak-
tors von 0,9 gut ersichtlich.  
Bei der Wahl der Initialgewichte ist es wichtig, dass die Vorzeichen der Werte der Gewich-
te der ersten Gewichtsübergangsschicht (Gewichte von Inputschicht zur ersten Hidden-
schicht) das gegenteilige Vorzeichen der übergebenen Inputwerte (= Diskriminanzwerte) 
besitzen. Dies ist notwendig, weil ansonsten die Trainingsmenge vom neuronalen Netz-
werk nicht gelernt wird, weil der Graph der Gradientenfunktion zu oszillieren beginnt. In 
diesem konkreten Fall weisen alle übergebenen aktuellen und historischen Diskrimi-
nanzwerte ein negatives Vorzeichen auf. Daher ist jedem Gewichtswert des Übergangs 
von Input- zur ersten Hiddenschicht ein positives Vorzeichen zugeteilt. Für die restlichen 
Verbindungen und deren Gewichte trifft dieser Umstand nicht zu, d.h. für diese Gewichte 
ist das Vorzeichen beliebig wählbar. Im Anhang 4 stehen als Ergebnis einer Voruntersu-
chung die Ausgabewerte des in Abbildung 46 aufgezeigten neuronalen Netzwerks bei 
10.000 Backpropagationsdurchläufen und einem Lernfaktor von 0,9. Allerdings besitzt 
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hierbei die erste Gewichtsebene die gleichen Vorzeichen wie die übergebenen Diskrimi-
nanzwerte (d.h. negative Vorzeichen). In diesem Fall kann kein event exakt zugeordnet 
werden, da jede Transaktion nach der Analyse einen Outputwert des neuronalen Netz-
werks zwischen 0,3 und 0,4 besitzt (siehe Anhang 4). Diese Erkenntnis ist bei der Durch-
führung der oben beschriebenen Experimente berücksichtigt.  
Bezüglich der Performance wird der von StreamBase Inc. angegebene Durchsatz von 
500.000 events pro Sekunde (siehe Tabelle 5) nicht erreicht, da ein handelsüblicher Lap-
top die Hardwarebasis dieser Experimente darstellt. Zur Erreichung von Echtzeitwerten 
müsste für den Ablauf der Experimente leistungsfähigere Hardware eingesetzt werden. 
Die analysierten events im Rahmen dieser Experimente bilden keine low level events der 
Netzwerkebene, auf die der angegebene Eventdurchsatz von StreamBase Studio basiert, 
sondern business level events in Form von Online-Überweisungen (siehe Einleitung zu 
Kapitel 7) mit den genannten Attributen. Ebenso mindert das Ausführen eines komplexen 
Analysealgorithmus sowie die Notwendigkeit der Datenbankzugriffe zum Einholen der 
zusätzlichen Attribute und der historischen Diskriminanzwerte die Ausführgeschwindigkeit 
des entwickelten Hybrid-Modells.  
Bei einer Analyse der im Abschnitt 2.2 genannten Beispielfälle aus den Tabellen 1 bis 4 
unter Verwendung der trainierten Zielgewichte der optimalen Netzwerktopologie 5-5-5-1 
aus Abbildung 45 ergeben sich folgende Ergebnisse (Tabelle 69 beinhaltet die vier Fälle 
mit ihren Eingabemustern für die fünf Inputknoten und dem jeweiligen Ausgabewert des 
neuronalen Netzwerks).  
 
Fall Beschreibung 
Aktueller    
Diskrimi-
nanzwert 
Historischer 
Diskrimi-
nanzwert 1 
Historischer 
Diskrimi-
nanzwert 2 
Historischer 
Diskrimi-
nanzwert 3 
Historischer 
Diskrimi-
nanzwert 4 
Ausgabewert           
neuronales Netzwerk 
1 
Verdächtiger 
Betrugsfall 
-0,0021619310 
8452867 
-0,0000057508 
5591535033 
-0,0000327012 
594356374 
-0,0000186190 
206018643 
-0,0000366906 
681806747 
0,990287117003944 
2 
Unverdächtiger 
Betrugsfall 
-0,0007587108 
24994126 
-0,0000183113 
291362225 
-0,0000163498 
906296789 
-0,0000237097 
24942845 
-0,0000296512 
583890115 
0,981479227586163 
3 
Unverdächtiger 
Nicht-Betrugsfall 
-0,0000217609 
149338353 
-0,0000208335 
146641225 
-0,0000182136 
617356882 
-0,0000546221 
786269757 
-0,0000241635 
348265239 
0,00945033319803732 
4 
Verdächtiger 
Nicht-Betrugsfall 
-0,0005734093 
09587571 
-0,0005417409 
38094025 
-0,0002313862 
24986025 
-0,0002296809 
42453345 
-0,0001051533 
6965943 
0,0159037984140946 
Tabelle 69: Analyseergebnisse der vier Beispieltransaktionen 
 
Die Analyseergebnisse des neuronalen Netzwerks in Tabelle 69 zeigen, dass von den 
Beispieltransaktionen die Muster aus aktuellen und historischen Diskriminanzwerten so-
wohl bei den Betrugs- als auch bei den Nicht-Betrugsfällen eindeutig klassifiziert werden. 
Daraus ergibt sich, dass das Hybrid-Modell zur Betrugserkennung dieser Arbeit auch 
Transaktionen, bei denen der Betrugsstatus auf den ersten Blick nicht so eindeutig ist, 
korrekt klassifizieren kann, da die Betrugsfälle mit 1,0 und die Nicht-Betrugsfälle mit 0,0 
als Ausgabewert trainiert wurden. In diesem Beispiel befindet sich der verdächtige Be-
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trugsfall näher am jeweiligen trainierten Ausgabewert als der unverdächtige Betrugsfall 
(siehe Tabelle 69).  
Die Analysen der gesamten Testmenge als auch die Auswertungen der vier Beispielfälle 
belegen, dass der Ansatz dieser Arbeit für die praktische Betrugserkennung im Online-
Banking durchaus geeignet wäre. Momentan verfolgen die Kreditinstitute und Rechen-
zentrumsdienstleister allerdings stärker eine Betrugspräventionsstrategie. Die Gründe 
dafür liegen nach Aussage der interviewten Experten sowie [Agge06, S. 2] zum einen 
darin, dass false positive-Klassifikationen von den Banken zum Teil negativer bewertet 
werden als unerkannte Betrugsfälle. Zum anderen werden die Kosten und der Zeitauf-
wand für die Einführung eines solchen Systems gescheut. Des Weiteren werden Perfor-
manceeinbußen in der Transaktionsabwicklung beim Ausführen eines Betrugserken-
nungssystems befürchtet.  
Bezüglich des konkreten Modells dieser Arbeit wäre die Implementierung in einem Kredit-
institut bzw. einem Bankrechenzentrum ebenfalls aufwändig, da neben der technischen 
Integration auch zusätzliche notwendige Berechnungen und Abfragen für die Arbeit des 
Modells im laufenden Betrieb durchgeführt werden müssten. Diese sind im Einzelnen:  
 
• Die historischen Diskriminanzwerte jedes Kunden. 
• Der maximale Transaktionsbetrag jedes Kunden. 
• Der durchschnittliche Transaktionsbetrag jedes Kunden. 
• Die durchschnittliche Anzahl an Online-Transaktionen und Kontozugriffen jedes 
Kunden. 
• Die IP-Adresse des Quellrechners der Transaktion mit dem entsprechenden Pro-
viderbereich. 
• Die benötigte Zeit des Kunden für die Durchführung der Online-Überweisung. 
• Die Feststellung, ob auf das Zielkonto schon einmal eine Überweisung durchge-
führt wurde bzw. ob der Empfänger vertrauenswürdig ist. 
• Die Abfrage, ob die Zielbank im Ausland liegt. 
 
Allerdings würden nach einer erfolgreichen Trainings- und Testphase ähnlich gute Erken-
nungsergebnisse auch in der Praxis zustande kommen, da die Daten- bzw. Eventsimula-
tion auf Basis der Angaben von erfahrenen Betrugsexperten durchgeführt wurde. Ob das 
entwickelte Hybrid-Modell in Zukunft in die Strategie der Banken passt, wird sich zeigen. 
Ein Ausblick auf die Zukunft wird abschließend im folgenden Schlusskapitel gegeben.  
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10  Schlussbemerkung 
 
In diesem Kapitel werden die Ergebnisse dieser Arbeit zusammengefasst und ein Aus-
blick auf weiterführende Tätigkeiten, die dieser Arbeit folgen könnten, gegeben.  
 
10.1 Zusammenfassung der Ergebnisse dieser Arbeit 
 
Das Ziel dieser Arbeit war es, die im Einleitungskapitel erwähnte wissenschaftliche Frage-
stellung zu beantworten, wie effektiv der Einsatz von Complex Event Processing-
Technologie in Kombination mit maschinellen Lernverfahren ist, Betrugstransaktionen im 
Online-Banking aus der Gesamtmenge der Transaktionen zu identifizieren. In diesem 
Zusammenhang wurde anhand von einschlägigen Statistiken gezeigt, dass Identitätsdieb-
stahl beim Online-Banking ein wachsendes Problem darstellt und somit die gängigen Be-
trugspräventionsmaßnahmen keinen ausreichenden Schutz der Bankkunden gewährleis-
ten. Zur Lösung des Problems wurde eine Architektur aus einer CEP engine in Verbin-
dung mit einer Kombination der maschinellen Lernverfahren Entscheidungsbaum, Diskri-
minanzanalyse und neuronalem Netzwerk in Form eines Hybrid-Modells mit dem Ziel der 
Betrugserkennung in Echtzeit diskutiert. Es zeigt sich im Rahmen der durchgeführten Ex-
perimente auf Basis der simulierten, exemplarischen Trainings- und Testmenge, dass sich 
nach der Definition dieser Arbeit das VIRT-Problem für diesen Anwendungsfall mit 
99,075% Erkennungsgenauigkeit lösen lässt. Zur Ermittlung dieses Ergebnisses wurde 
das Hybrid-Modell implementiert und die Betrugserkennungskomponente mit mehreren 
Netzstrukturen getestet, wobei nicht jede Topologie für die Praxis geeignete Ergebnisse 
erzeugte. Die optimale Netzwerktopologie besteht aus fünf Inputknoten, zwei Hidden-
schichten mit jeweils fünf Knoten und einem Outputknoten, wobei diese Netzstruktur mit 
einem Lernfaktor von 0,9 und 10.000 Backpropagationsdurchläufen trainiert werden 
muss.  
In diesem Zusammenhang ist davon auszugehen, dass sich bei einer anderen Datenbasis 
und –menge die optimale Netzwerktopologie sowie die Ausprägung der Trainingsparame-
ter ebenfalls ändern könnten. In einem solchen Fall müsste wiederum nach der optimalen 
Topologie geforscht werden, wobei die Erkenntnisse von [Back06, S. 767], [Dorf91, S. 
102] und [Rume86, S. 1 - 2] erneut als Ausgangsbasis herangezogen werden können 
(siehe Abschnitt 9.3). Bezüglich der Performance konnte im Rahmen der Experimente 
keine exakte Aussage getroffen werden, da bei einem realen Einsatz die Betrugserken-
nungsanwendung mit leistungsfähigerer Hardware ausgeführt werden würde. Dieses Mo-
dell wurde auf einem handelsüblichen Anwenderlaptop programmiert, der zur Durchfüh-
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rung der Experimente verwendet wurde, da im Laufe der Arbeit kein Partner im Banken-
umfeld gefunden werden konnte, der bereit war, das Hybrid-Modell innerhalb seiner tech-
nischen Infrastruktur zu implementieren und zu testen. 
 
10.2 Ausblick in die Zukunft 
 
Ein Rechenzentrum eines Kreditinstituts bzw. ein Anbieter für Bankrechenzentrumsdienst-
leistungen, welches das beschriebene Betrugserkennungsmodell in der Praxis verwenden 
möchte, muss einerseits – wie im Abschnitt 9.3 erwähnt – die entsprechenden zusätzli-
chen Kundendaten wie z.B. durchschnittlicher Transaktionsbetrag oder durchschnittliche 
Anzahl der Transaktionen ermitteln und bereitstellen. Hierfür könnten z.B. die Daten aus 
einem Data Warehouse – sofern vorhanden – verdichtet und in entsprechenden Tabellen 
hinterlegt werden, auf welche die Betrugserkennungsanwendung zugreifen kann. Falls 
das Kreditinstitut bzw. das Rechenzentrum keine CEP-Technologie im Einsatz hat, muss 
eine CEP engine installiert und konfiguriert werden. 
Andererseits muss die Bank ein Konzept für das Neutrainieren des neuronalen Netzwerks 
und die Anpassung der Attribute entwickeln. Eine Anpassung des Modells sollte spätes-
tens zu dem Zeitpunkt erfolgen, wenn die ersten Betrugsfälle nacheinander unerkannt 
bleiben bzw. sich die Anzahl der false positive klassifizierten Transaktionen erhöht. Die 
zeitlichen Abfolgen der Modellüberprüfung sind von der zu analysierenden Transaktions-
menge abhängig. Zur Aufrechterhaltung der Qualität sollten die Betrugsbeauftragten tur-
nusmäßig mindestens einmal im Monat die Zuverlässigkeit der Modelleinstellungen über-
prüfen. Bei einem spontanen Anstieg der Fehlklassifikationen sollte das Modell so schnell 
wie möglich angepasst bzw. neu trainiert werden.  
Allerdings kann der Ansatz dieser Arbeit unabhängig vom Anwendungsfall nur eine Be-
trugswahrscheinlichkeit ausgeben und auf einen Verdachtsfall hinweisen. Die endgültige 
Bestätigung bzw. Aufklärung muss durch einen Menschen erfolgen, wodurch auch in Zu-
kunft der Bedarf an Betrugsexperten gegeben sein wird [Bose06, S. 5].  
Im Moment laufen Gespräche, die Resultate dieser Arbeit interessierten Kreditinstituten 
vorzustellen um auf diese Weise das Hybrid-Modell zur Betrugserkennung im praktischen 
Betrieb der Banken bzw. der Bankrechenzentren zu integrieren. Eine Möglichkeit der In-
tegration wäre z.B. die Einbindung als Dienst innerhalb einer Serviceorientierten Architek-
tur (SOA) (SOA beschreibt eine Architektur, deren Softwarekomponenten als Dienste 
(engl.: Services) verfügbar sind und unabhängig von der technischen Basis beliebig ver-
teilt sein können, für weiterführende Literatur siehe [Heut07]). In diesem Zusammenhang 
wäre es auch möglich, nur die Betrugserkennungskomponente für sich alleine ohne CEP-
Technologie einzusetzen. Als Datenversorgungskomponente müsste zu diesem Zweck 
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eine andere Datenbasis gefunden werden, wie z.B. eine Schnittstelle zu den operativen 
Systemen. Allerdings ist in diesem Szenario die Echtzeitfähigkeit der Betrugserkennungs-
anwendung nicht gewährleistet. 
Eine Alternative für die Praxis wäre auch ein Betrugserkennungsmodell bestehend aus 
einem regelbasierten System, wobei im Falle des Einsatzes eines solchen Modells per-
manent die Entwicklung der Betrugsfälle und deren Attributausprägungen beobachtet 
werden müsste. Entscheidend ist hierbei, wie schnell die Anpassung der Regeln an die 
Entwicklung der Betrugsfälle vorgenommen werden kann.  
Da das Modell dieser Arbeit aufgrund der eingesetzten Methoden des maschinellen Ler-
nens – wie im Abschnitt 6.2 erwähnt – flexibel gestaltet ist, kann es ebenso in anderen 
Branchen sowie für andere Anwendungsfälle eingesetzt werden. Der Grund dafür ist, 
dass neuronale Netzwerke auch andere numerische Musterstrukturen lernen können (sie-
he Unterabschnitt 3.3.2), die sich aus Diskriminanzwerten verschiedener metrischer Attri-
bute zusammensetzen. Die gleiche Flexibilität gilt auch für den Aufbau von Entschei-
dungsbäumen (siehe Abschnitt 3.1) bei nicht-metrischen Attributen. Ein entsprechendes 
Projekt ist in diesem Zusammenhang für den Anwendungsfall der Betrugsbekämpfung in 
der Schadensfallabwicklung bei einer großen deutschen Versicherung bereits in der Initia-
lisierungsphase. Die zugrundeliegenden betrugsrelevanten Attribute setzen sich in dieser 
Branche aufgrund eines abweichenden fachlichen Hintergrunds anders zusammen, wie 
z.B. Anzahl der Schäden in der Vergangenheit oder Laufzeit der Versicherungspolice des 
Kunden, siehe dazu [Widd09]. Dieses Projekt wird demnächst in die Realisierungsphase 
übergehen, auch aufgrund der Ergebnisse dieser Arbeit.   
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ANHÄNGE 
 
Anhang 1: Interviews mit Experten für Betrugserkennung im Bankbereich 
 
Im Anhang 1 befinden sich die Interviews mit den Experten aus dem Bereich Betrugsma-
nagement verschiedener Kreditinstitute und Bankverbänden. Vor der Durchführung des 
jeweiligen Interviews wurde den beteiligten Personen eine kurze Zusammenfassung des 
Ziels der Arbeit, eine Beschreibung des Auswertungsalgorithmus sowie vorhandene Pub-
likationen zur Verfügung gestellt. Die Interviewfragen sind ähnlich, wobei sie für den je-
weiligen Empfänger im Vorfeld angepasst und im Zeitverlauf weiterentwickelt wurden. 
Einige Beteiligte wurden im Laufe der Arbeit auch zweimal befragt. Die Namen der betei-
ligten Personen und Kreditinstitute dürfen aus Gründen der Vertraulichkeit nicht genannt 
werden. Unter dieser Bedingung gaben die befragten Experten Auskünfte, soweit es Ih-
nen möglich war. Bei der nachfolgenden Darstellung wird bezüglich der zeitlichen Reihen-
folge mit dem ältesten Interview begonnen.  
 
1. Interviewpartner (Tätigkeitsbereich: Electronic Banking in einem Kreditinstitut) 
am 18.03.2008 und 09.04.2009: 
 
 
- Würde Ihr Institut evtl. Echtdaten zur Validierung des Algorithmus bereitstellen? 
 
 Antwort: Wir haben nicht so viele Betrugsfälle im Online-Banking, dass Ihnen das 
 weiterhelfen würde.  
 
 
-    Sind generell Auslandsüberweisungen gefährdet oder überweisen Phisher auch ins    
 Inland? Wie ist hierbei die Verteilung? 
 
 Antwort: Auslandsüberweisungen sind verdächtig, ja. 
 
 
- Wie läuft der Prozess der Online-Überweisung bei Ihrem Kreditinstitut intern ab? 
 
 Antwort: Nach dem Abschluss der Online-Banking-Session werden die Trans-      
 aktionen gespeichert und unmittelbar danach vom Rechenzentrum verrechnet. 
 
 
- Wie viele Online-Transaktionen hat eine Geschäftsbank oder Sparkasse täglich zu 
analysieren?  
 
 Antwort: Das ist sehr verschieden. Bei uns sind es so ca. 3.000 – 5.000 Trans-   
 aktionen am Tag, wobei dies von Tag zu Tag schwankt. Das entspricht einer         
 Gesamtmenge von ca. 40.000 Girokonten, von denen ca. 18.000 online geführt wer-
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 den können. Dies führt zu einem Marktanteil von ca. 15% und einer Bilanzsumme 
 von knapp 4 Mrd. Euro. 
 
 
- An welchen Attributen und Eigenschaften einer Online-Transaktion könnte ein Be-
trugsfall evtl. identifiziert werden? 
 
 Antwort: Hierbei ist der Transaktionsbetrag, der Kontostand und das Empfänger-
konto wichtig. Wobei hier erwähnt werden muss, dass eine einzige Transaktion des 
Kunden nicht ausreichend ist um einen Betrugsfall eindeutig zu identifizieren. Ein 
Betrüger bewegt sich nämlich im Web nach einem erfolgreichen Einloggen oftmals  
genau so wie der eigentliche Kunde. Sie müssen die aktuelle Transaktion mit histo-
rischen Transaktionen des Kunden vergleichen. An seinem „normalen“ Transakti-
onsverhalten kann dann identifiziert werden, ob es sich bei einer aktuellen Trans-
aktion um einen Betrug handelt. Ein Beispiel ist, wenn ein Kunde oft Transaktionen 
an seiner Verfügbarkeitsgrenze durchführt, ist dies bei diesem Kunden weniger 
verdächtig als bei einem Kunden, der solch hohe Transaktionen noch nie oder nur 
selten durchgeführt hat.  
 
 
- Können Sie mir bekannte Betrugsmuster im Bereich „Identitätsdiebstahl“ beim On-
line-Banking nennen? 
 
 Antwort: Bei Auslandsüberweisungen sollte genauer hingeschaut werden und auch 
 bei den eben erwähnten Transaktionsbeträgen, die nah an die Verfügbarkeits-
 grenze gehen. Ansonsten kann auch der IP-Adressbereich des Quellrechners     
 analysiert werden. Wenn dieser im Ausland steht, ist dies verdächtig, da die 
 Kunden in der Regel immer den gleichen IP-Adressbereich im Inland verwenden. 
 Wichtig ist, dass die Anti-Virussoftware aktuell ist und allgemein der Kunde ein-
 fach ein waches Auge hat.  
  
 
- Woran können Nicht-Betrugstransaktionen beim Online-Banking sicher erkannt 
werden? 
 
 Antwort: Wenn die Überweisung zu einem vertrauenswürdigen Empfänger geht, 
 wie z.B. an eine Behörde oder wenn der Kunde schon oft eine Überweisung auf 
 dieses Zielkonto durchgeführt hat. 
 
 
- Wie schnell muss eine Betrugstransaktion beim Online-Banking identifiziert wer-
den? 
 
 Antwort: Je schneller desto besser um reagieren zu können, bevor die Überweisung 
 durchgeführt ist. 
 
 
- Setzt ihre Bank Complex Event Processing-Technologie ein? 
 
 Antwort: Nein, ist mir nicht bekannt. 
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- Wie ist ihre generelle Strategie im Bereich „Identitätsdiebstahl“ beim Online-
Banking? 
 
 Antwort: Wir haben im Bereich Online-Banking in den letzten Jahren wenig 
 Betrugsfälle gehabt. Wir setzen hier auf eine Strategie der Betrugsprävention, 
 nachträgliche Untersuchungen der Überweisungen führen wir hierbei nur durch, 
 wenn sich ein betrogener Kunde meldet.  
 
 
2. Interviewpartner (Tätigkeitsbereich: Business Intelligence in einem Kreditinstitut) 
am 24.10.2008: 
 
 
- Würde Ihr Institut evtl. Echtdaten zur Validierung des Algorithmus bereitstellen? 
 
 Antwort: Solche Daten können leider nicht an Außenstehende weitergegeben 
 werden. 
 
-    Sind generell Auslandsüberweisungen gefährdet oder überweisen Phisher auch ins 
 Inland? Wie ist hierbei die Verteilung? 
 
 Antwort: Eine genaue Verteilung kann ich nicht sagen, aber die Überweisungen 
 gehen oft ins Ausland, das ist richtig. 
 
 
- Wie viele Betrugsfälle im Online-Banking hat ihr Kreditinstitut bzw. wie ist das 
Verhältnis von Betrugstransaktionen zu Nicht-Betrugstransaktionen? 
 
 Antwort: Das ist von Monat zu Monat unterschiedlich. Diese Information darf ich 
 Ihnen leider nicht geben.  
 
 
- Wie läuft der Prozess der Online-Überweisung bei Ihrem Kreditinstitut intern ab? 
 
 Antwort: Nach dem Anstoßen der Online-Transaktion erfolgen unmittelbar danach 
 die Buchungen auf den Konten, also Gutschrift und Lastschrift.  
 
 
- Wie viele historische Online-Transaktionen müssten von einem Kunden untersucht 
werden um ein Transaktionsprofil des Kunden zu bekommen bzw. um abschätzen 
zu können, wie das „normale“ Transaktionsverhalten des Kunden ist? 
 
 Antwort: Es sollten wenigstens vier oder fünf historische Transaktionen sein, wobei 
 diese Auswertungen dann bei Neukunden ohne historische Transaktionen in 
 dieser Form nicht durchgeführt werden können. Der Anteil solcher Kunden ist aber 
 eher gering. 
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- Wie hoch ist das Dispolimit von Girokonten bei Ihrem Kreditinstitut? 
 
 Antwort: Mindestens das Dreifache des regelmäßigen Gehaltseingangs, höhere 
 Beträge können durch den Wert des Wertpapierdepots abgedeckt werden. 
 
 
- Wie ist die Vermögensverteilung auf den Girokonten ihrer Online-Banking-Kunden 
in ihrem Kreditinstitut? 
 
 Antwort: Darüber kann ich keine Angaben machen. 
 
 
- Wie ist die Verteilung des monatlichen Gehaltseingangs ihrer Online-Banking- 
Kunden? 
 
 Antwort: Darüber kann ich auch keine Angaben machen. 
 
 
- Wie viele Online-Transaktionen hat eine Geschäftsbank oder Sparkasse täglich zu 
analysieren?  
 
 Antwort: Dies ist von Tag zu Tag unterschiedlich, da bei uns dies zentral  abgewick-
 elt wird, können das über 100.000 Transaktionen aus dem Online-Banking 
 am Tag sein.   
 
 
- Wie hoch ist die durchschnittliche Zahl von Online-Transaktionen eines Online-
Banking-Kunden im Monat? 
 
 Antwort: Das ist ebenfalls unterschiedlich. Es reicht von 1 bis 15 Transaktionen  im 
 Monat im Privatkundensegment. Mehr sind eher selten. 
 
 
- An welchen Attributen und Eigenschaften einer Online-Transaktion könnte ein Be-
trugsfall evtl. identifiziert werden? 
 
 Antwort: Bei der Transaktion selbst sind der Transaktionsbetrag und Empfänger 
 wichtig. Auch der Bereich, aus dem die verwendete IP-Adresse stammt kann ein 
 guter Hinweis sein, da Betrüger häufig vom Ausland aus tätig sind. Hierbei sollte 
 jedoch  das Verhältnis von Transaktionsbetrag zum maximal verfügbaren Betrag
 ausgewertet werden. Ebenso das Verhältnis von Transferbetrag zum durchschnitt- 
 lichen Transferbetrag zum Zeitpunkt der Transaktion um festzustellen, ob ein Kun-
 de oft Überweisungen durchführt, die nahe an der Verfügbarkeitsgrenze sind. 
 Dann ist eine einzelne solche Transaktion weniger verdächtig. 
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- Können Sie mir bekannte Betrugsmuster im Bereich „Identitätsdiebstahl“ beim On-
line-Banking nennen? 
 
 Antwort: Verdächtig sind beim Online-Banking Transaktionsbeträge nahe an der 
 Verfügbarkeitsgrenze und Auslandsüberweisungen. Auch Menschen mit weniger 
 Erfahrung beim Online-Banking sind tendenziell gefährdeter in diesem Bereich. 
  
 
- Woran können Nicht-Betrugstransaktionen beim Online-Banking sicher erkannt 
werden? 
 
 Antwort: Regelmäßige Transaktionen an den gleichen Empfänger oder an 
 vertrauenswürdige Empfänger wie bekannte Organisationen oder Behörden. 
 
 
- Bei welchem Ausgabewert eines neuronalen Netzwerks könnte eine Betrugstrans-
aktion bzw. Nicht-Betrugstransaktion sicher erkannt werden? 
 
 Antwort: Der Ausgabewert sollte bei wenigstens 90 bis 95% liegen, am besten 
 wäre natürlich 100%. Bei Nicht-Betrugsfällen nicht größer als 5 bis 10% Betrugs-
 wahrscheinlichkeit. Auch hier sollte es so klein wie möglich sein, wobei false 
 positives fast noch kritischer zu betrachten sind aufgrund des Reputations-
 verlusts. Aber wichtig ist natürlich beides. 
 
 
- Wie schnell muss eine Betrugstransaktion beim Online-Banking identifiziert wer-
den? 
 
 Antwort: So schnell wie möglich um Gegenmaßnahmen treffen zu können bevor es 
 zu spät ist. 
 
 
       - Welche Erkennungsgenauigkeit müsste von einem Transaktionsanalysesystem er-
 reicht werden? 
 
 Antwort: Mindestens sollte ein solches System 98% erreichen, aber auch hier sind 
 die 100% natürlich am besten, wobei ich mir auch vorstellen kann, dass 100% 
 schwer zu erreichen sind.  
 
 
- Was passiert, wenn eine Online-Transaktion nicht sicher zugeordnet werden kann? 
 
 Antwort: Sie würde manuell geprüft oder die Transaktionsbuchung sofort ausge-
 führt. 
 
 
- Setzt ihre Bank Complex Event Processing-Technologie ein? 
 
 Antwort: Nein, wobei ich schon über diese Technologie gelesen habe und sie als 
 durchaus interessant einschätze. Aber ich denke, für den Einsatz einer solchen 
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 Technologie müsste die Middleware komplett neu aufgebaut werden, was bei 
 unserer momentanen Strategie und auch Belastung nicht so ideal wäre. 
 
 
- Wie ist ihre generelle Strategie im Bereich „Identitätsdiebstahl“ beim Online-
Banking? 
 
 Antwort: Im Bereich Online-Banking versuchen wir, das Übel bei der Wurzel zu 
 bekämpfen, in dem wir bekannte Phishingseiten, die unser Kreditinstitut   
 nachahmen aktiv suchen und bekämpfen. Gleichzeitig versuchen wir, unsere Kun-
 den für dieses Thema zu sensibilisieren und raten ihnen, entsprechende Schutzsoft-
 ware zu verwenden. Wir setzen aber kein Instrument zur nachträglichen Erkennung 
 ein, worauf Ihr Ansatz basiert. Wir sind zwar Anbieter von Girokonten und Tages-
 geld, wobei wir aber größere Probleme im Bereich Wertpapierbetrug haben, z.B. 
 werden Depots gehakt und dann im Namen des Opfers Wertpapiere überteuert aus          
 dubiosen Quellen eingekauft. 
 
 
3. Interviewpartner (Tätigkeitsbereich: Betrugsanalyse und Compliance in einem 
Kreditinstitut) am 13.11.2008 und 20.11.2008: 
 
 
* Der Entscheidungsbaum sowie die metrischen Attribute der Diskriminanzfunktion im 
Abschnitt 9.2 wurden von diesem Interviewpartner am 10.12.2008 begutachtet und 
qualitätsgesichert. 
 
 
- Würde Ihr Institut evtl. Echtdaten zur Validierung des Algorithmus bereitstellen? 
 
 Antwort: Das sind heikle Daten und dürfen nicht weitergegeben werden.  
 
 
-    Sind generell Auslandsüberweisungen gefährdet oder überweisen Phisher auch ins 
 Inland? Wie ist hierbei die Verteilung? 
 
 Antwort: Auslandsüberweisungen sind generell verdächtiger, allerdings gehen 
 beim Phishing momentan ca. 80% der Überweisungen ins Inland. Im Inland sitzen 
 sog. Finanzagenten, die die Gelder weiterleiten. Diese Leute sind sich ihres 
 kriminellen Tuns oft nicht mal bewusst. Sie werden oftmals seriös angeworben mit 
 der Aussicht auf einen Zusatzverdienst und vor allem in wirtschaftlich schlechten
 Zeiten wird dies oft angenommen. Die Zielländer sind unterschiedlich, oftmals 
 Südamerika, Afrika, Osteuropa oder Asien. Zurzeit ist auch England wieder sehr 
 stark involviert. 
 
 
- Wie viele Betrugsfälle im Online-Banking hat ihr Kreditinstitut bzw. wie ist das 
Verhältnis von Betrugstransaktionen zu Nicht-Betrugstransaktionen? 
 
 Antwort: Das ist von Bank zu Bank verschieden. Wir führen hierzu Auswertungen
 durch, dürfen aber diese Ergebnisse nicht nach Außen geben. Für Ihre Anwendung 
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 ist dies aber eigentlich nicht von Bedeutung, da Sie ihr neuronales Netzwerk ohne-
 hin mit genau so vielen Betrugsfällen wie Nicht-Betrugsfällen trainieren sollten um 
 nicht das Netzwerk zu stark mit Nicht-Betrugsfällen zu trainieren und dann einen 
 auftretenden Betrugsfall nicht erkennen. 
 
 
- Wie läuft der Prozess der Online-Überweisung bei Ihrem Kreditinstitut intern ab? 
 
 Antwort: Nach dem Start der Online-Transaktion durch den Kunden werden 
 PIN und TAN überprüft und in einer operativen Transaktionsdatenbank             
 gespeichert. Wenn PIN und TAN ok sind, wird die Überweisung zum Zielkonto 
 vom Rechenzentrum durchgeführt. 
 
 
- Wie viele historische Online-Transaktionen müssten von einem Kunden untersucht 
werden um ein Transaktionsprofil des Kunden zu bekommen, bzw. um abschätzen 
zu können, wie das „normale“ Transaktionsverhalten des Kunden ist? 
 
 Antwort: Das ist schwierig, weil wir keine solchen Auswertungen durchführen. 
 Aber es sollten wenigstens vier historische Transaktionen sein. Besser wären acht 
 oder zehn, allerdings wird dadurch wohl die Performance Ihrer Anwendung beein-
 flusst.  
 
 
- Wie hoch ist das Dispolimit für Girokonten bei Ihrem Kreditinstitut? 
 
 Antwort: Das Dreifache des Gehaltseingangs, kann aber unter Umständen auch 
 individuell bei der Kontoeröffnung ausgehandelt werden. 
 
 
- Wie ist die Vermögensverteilung auf den Girokonten ihrer Online-Banking-Kunden 
in ihrem Kreditinstitut? 
 
 Antwort: Bei uns nutzen ca. 35% aller Kunden regelmäßig unser Online-Banking-
 Angebot. Nach unserer jüngsten Auswertung ergab sich bei uns für diese Kunden-
 gruppe folgende Kontostandverteilung, wobei sich diese auch ständig ändert: 
 
- Ca. 15% unserer Online-Banking-Kunden haben einen negativen Girokonto-
stand. 
- Ca. 20% unserer Online-Banking-Kunden haben einen Girokontostand von 
0€ bis 2.000€. 
- Ca. 50% unserer Online-Banking-Kunden haben einen Girokontostand von 
2.000€ bis 5.000€. 
- Ca. 15% unserer Online-Banking-Kunden haben einen Girokontostand von 
über 5.000€. 
 
 Diese Zahlen bilden aber nur einen ungefähren Wert. Sie können diese aber trotz 
 der Schwankungen durchaus als repräsentativ ansehen.  
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- Wie ist die Verteilung des monatlichen Gehaltseingangs ihrer Online-Banking- 
Kunden? 
 
 Antwort: Auch hierfür haben wir eine Auswertung gemacht, wonach sich für die 
 Gruppe unserer Online-Banking-Kunden folgende regelmäßige Gehaltseingänge 
 ergaben: 
 
- 10% der Online-Banking-Kunden haben keinen regelmäßigen Gehaltsein-
gang. 
- 12% der Online-Banking-Kunden haben ein monatliches Nettogehalt von 1€ - 
900€. 
- 12% der Online-Banking-Kunden haben ein monatliches Nettogehalt von 
900€ - 1.500€. 
- 15% der Online-Banking-Kunden haben ein monatliches Nettogehalt von 
1.500€ - 2.000€.  
- 25% der Online-Banking-Kunden haben ein monatliches Nettogehalt von 
2.000€ - 3.000€. 
- 26% der Online-Banking-Kunden haben ein monatliches Nettogehalt von 
mehr als 3.000€. 
 
 
- Wie viele Online-Transaktionen hat eine Geschäftsbank oder Sparkasse täglich zu 
analysieren?  
 
 Antwort: Das ist unterschiedlich und hängt von der Struktur und der Anzahl der 
 Kunden der Bank ab und ob die Verarbeitung der Transaktionen zentral oder 
 dezentral erfolgt. Bei uns sind es so ca. 4.000 Transaktionen am Tag, wobei dies 
 auch täglich schwankt.  
 
 
- Wie hoch ist die durchschnittliche Zahl von Online-Transaktionen eines Online-
Banking-Kunden im Monat? 
 
 Antwort: Das ist ebenfalls unterschiedlich: Es reicht von 0 bis 15 Transaktionen 
 pro Monat einschließlich der Kontoabfragen, bei Privatpersonen können es in Aus-
 nahmefällen auch schon mal mehr werden. Die Verteilung der Häufigkeiten ist 
 dabei ziemlich gleich verteilt. Bei Firmenkunden sind es in der Regel noch mehr. 
 Aber dieser Wert ist auch abhängig von der Kundenstruktur der Bank. 
 
- An welchen Attributen und Eigenschaften einer Online-Transaktion könnte ein Be-
trugsfall evtl. identifiziert werden? 
 
 Antwort: Bei der Transaktion selbst sind der Transaktionsbetrag, das Zielkonto und 
 die Zielbankleitzahl interessant. Der Verwendungszweck ist evtl. auch wichtig, wo-
 bei hierfür mit Ansätzen des Text Minings gearbeitet werden müsste. Wobei der 
 Verwendungszweck auch nicht wirklich aussagekräftig ist, daher würde ich auf die 
 Analyse dieses Attributs verzichten. Interessant sind in diesem Bereich auch noch 
 die Quell IP-Adresse des Absenders und die Zeit, die für die Durchführung der 
 Online-Überweisung benötigt wird, da eine zu schnelle Durchführung auf einen 
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 Trojaner hindeuten könnte. Diese Informationen liegen aber nicht allen Kredit-     
 instituten vor.  
 
 
- Können Sie mir bekannte Betrugsmuster im Bereich „Identitätsdiebstahl“ beim On-
line-Banking nennen? 
 
 Antwort: Verdächtig sind bei Phishingfällen Transaktionen nahe an der Verfüg-
 barkeitsgrenze, wobei in einigen Fällen die Betrüger auch geringere Beträge ab-
 buchen um weniger aufzufallen. Generell sind Überweisungen ins Ausland ver-
 dächtiger, vor allem, wenn an dieses ausländische Konto zuvor noch nie eine 
 Überweisung geflossen ist. Generell sind nach unserer Erfahrung Personen, die 
 durchschnittlich weniger Online-Banking durchführen gefährdeter als Kun-
 den, die mehrere Transaktionen im Monat durchführen. Der Betrag der Phis-
 hingfälle ist meist größer als 1.500€. Beträge darunter sind eher selten, weil es sich 
 für Betrüger nicht lohnt. Nach einer Zahl des Bitkom-Instituts ist der durchschnitt-
 liche Betrag beim Phishing bei 3.200€. Privatpersonen sind allgemein gefährdeter, 
 weil Firmenkunden im Normalfall  über die nötige Securitysoftware verfügen. 
  
 
- Woran können Nicht-Betrugstransaktionen beim Online-Banking sicher erkannt 
werden? 
 
 Antwort: Nur wenn die Überweisungen regelmäßig an den gleichen Empfänger 
 gehen. Allerdings sind auch unbekannte Empfänger nicht immer sofort verdächtig. 
 Bei Neukunden z.B. ist der Empfänger anfangs oft unbekannt. 
 
 
- Bei welchem Ausgabewert eines neuronalen Netzwerks könnte eine Betrugstrans-
aktion bzw. Nicht-Betrugstransaktion sicher erkannt werden? 
 
 Antwort: Mit einer Betrugswahrscheinlichkeit von größer als 90%, wobei dies auch 
 von den Erfahrungswerten mit dem System abhängig ist. Solche Transaktionen 
 würden dann von Revisionsmitarbeitern geprüft und wenn sich der Verdacht 
 erhärtet würden die Konten des Kunden eingefroren, die Transaktion gestoppt und 
 die Staatsanwaltschaft eingeschaltet. Bei Nicht-Betrugstransaktionen dürfte 
 dagegen die Betrugswahrscheinlichkeit nicht größer als 10% sein.  
 
 
- Wie schnell muss eine Betrugstransaktion beim Online-Banking identifiziert wer-
den? 
 
 Antwort: So schnell wie möglich, weil bei uns nach dem Anstoßen der Transaktion 
 in der Online Session zwischengespeichert und danach die Abbuchung und die Gut-
 schrift erfolgt. Am besten in Echtzeit oder nahe der Echtzeit. 
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       - Welche Erkennungsgenauigkeit müsste von einem Transaktionsanalysesystem      
 erreicht werden? 
 
 Antwort: Ein solches System müsste für unsere Zwecke eine Erkennungsgenauigkeit 
 von 99% erreichen, damit wir es einsetzen würden. 
 
 
- Was passiert, wenn eine Online-Transaktion nicht sicher zugeordnet werden kann? 
 
 Antwort: Sie würde von Revisionsmitarbeitern geprüft oder (in Abhängigkeit von 
 der Häufigkeit und Betragshöhe) ohne Prüfung akzeptiert. Schlimmer als ein 
 unerkannter Betrugsfall ist für ein Kreditinstitut eine falsche Verdächtigung bei 
 einem  Nicht-Betrugsfall. Von daher würde die Bank eher einen Betrugsfall akzep-
 tieren und den Kunden den entstandenen Schaden ersetzen, da es problematisch 
 wäre, jeden Kunden zu kontaktieren, ob eine von ihm durchgeführte, verdächtige 
 Transaktion so in Ordnung ist. Falls es sich dennoch um einen Betrugsfall handelt, 
 würde die Transaktion rückabgewickelt, falls dies noch möglich ist und die Staats-      
 anwaltschaft eingeschaltet.  
 
 
- Setzt ihre Bank Complex Event Processing-Technologie ein? 
 
 Antwort: Nein, obwohl diese Technologie vielleicht interessant für diesen Bereich 
 wäre. 
 
 
- Wie ist ihre generelle Strategie im Bereich „Identitätsdiebstahl“ beim Online-
Banking? 
 
 Antwort: Wir setzen in diesem Bereich auf Betrugsprävention, d.h. z.B. aktive Suche 
 nach Phishing Websites und Verbesserung der Sicherheitsmaßnahmen beim          
 Online-Banking durch Verbesserung der bestehenden PIN/TAN und HBCI-Verfah-
 ren. Eine nachträgliche Untersuchung erfolgt nur bei einem konkreten Verdachts-
 fall, wenn ein Kunde selbst einen Betrugsfall gemeldet hat. Transaktionsüberwa-
 chung  setzen wir konkret nicht ein, da die Implementierung sehr zeit- und ko-      
 stenaufwändig wäre. Zusätzlich würde wohl eine Betrugserkennungsanwendung die 
 Performance der Transaktionsabwicklung verringern. 
 
 
4. Interviewpartner (Tätigkeitsbereich: Betrugsprävention in einem Bankenverband) 
am 01.12.2008: 
 
 
- Würde Ihr Verband evtl. Echtdaten zur Validierung des Algorithmus bereitstellen? 
 
 Antwort: Wir haben keine solchen Daten, die Sie benötigen würden. 
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-    Sind generell Auslandsüberweisungen gefährdet oder überweisen Phisher auch ins 
 Inland? Wie ist hierbei die Verteilung? 
 
 Antwort: Die genaue Verteilung kann ich Ihnen nicht sagen, aber  Auslandsüber-
 weisungen sind hierfür prädestiniert, da die Betrüger oftmals Organisationen in 
 Asien oder Osteuropa bilden.  
 
 
- Wie viele historische Online-Transaktionen müssten von einem Kunden untersucht 
werden um ein Transaktionsprofil des Kunden zu bekommen, bzw. um abschätzen 
zu können, wie das „normale“ Transaktionsverhalten des Kunden ist? 
 
 Antwort: Wenigstens fünf bis zehn historische Transaktionen, aber je mehr desto 
 besser. 
 
 
- Wie viele Online-Transaktionen hat eine Geschäftsbank oder Sparkasse täglich zu 
analysieren?  
 
 Antwort: Das ist abhängig vom Fokus der Bank, der Anzahl und Struktur der 
 Kunden. 
 
 
- Wie hoch ist die durchschnittliche Zahl von Online-Transaktionen eines Online-
Banking-Kunden im Monat? 
 
 Antwort: Das ist kundenindividuell verschieden. Das Intervall reicht vermutlich von 
 ca. 1 bis 20 Transaktionen, einschließlich der Zugriffe z.B. zur Kontrolle der Kon-
 tobewegungen. 
 
 
- An welchen Attributen und Eigenschaften einer Online-Transaktion könnte ein Be-
trugsfall evtl. identifiziert werden? 
 
 Antwort: Transaktionsbetrag, Empfängerbank, Verwendungszweck, Uhrzeit der 
 Überweisung, wobei diese wohl nicht sehr aussagekräftig ist und die Über-         
 weisungshäufigkeit. 
  
 
- Können Sie mir bekannte Betrugsmuster im Bereich „Identitätsdiebstahl“ beim On-
line-Banking nennen? 
 
 Antwort: Verdächtig ist hierbei ein sehr hohes Verhältnis von Transferbetrag zum 
 verfügbaren Betrag und auch das Verhältnis des Transferbetrags zum durch-
 schnittlichen Transferbetrag sowie Überweisungen zu unbekannten Empfängern im 
 Ausland, vor allem nach Asien oder Osteuropa. Generell sind hohe Transfersum-
 men verdächtiger. Privatpersonen sind hierbei auch gefährdeter als Firmenkunden.  
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- Woran können Nicht-Betrugstransaktionen beim Online-Banking sicher erkannt 
werden? 
 
 Antwort: Theoretisch könnte jede Überweisung ein Betrug sein. Unverdächtig sind 
 eher kleine Beträge und Überweisungen an einen Empfänger, an den der Kunde 
 schon einmal etwas überwiesen hat. 
 
 
- Bei welchem Ausgabewert eines neuronalen Netzwerks könnte eine Betrugstrans-
aktion bzw. Nicht-Betrugstransaktion sicher erkannt werden? 
 
 Antwort: Hierzu kann ich keine genaue Auskunft geben, da mir die Erfahrung mit 
 solchen Analyseverfahren fehlt. 
 
 
- Wie schnell muss eine Betrugstransaktion beim Online-Banking identifiziert wer-
den? 
 
 Antwort: In den ersten Minuten nach dem Abschluss der Online-Überweisung.  
 
 
       - Welche Erkennungsgenauigkeit müsste von einem Transaktionsanalysesystem er-
 reicht werden? 
 
 Antwort: So gut wie möglich, 98% wäre ein wünschenswerter Wert. 
 
 
- Setzt ihr Institut Complex Event Processing-Technologie ein? 
 
 Antwort: Kann ich nicht sagen, weil ich diese Technologie nicht kenne.  
 
 
- Wie ist ihre generelle Strategie im Bereich „Identitätsdiebstahl“ beim Online-
Banking? 
 
 Antwort: Hierzu kann ich keine Auskunft geben.  
 
 
5. Interviewpartner (Tätigkeitsbereich: Betrugsanalyse in einem banknahen Institut) 
am 04.12.2008: 
 
 
* Der Entscheidungsbaum und die metrischen Attribute der Diskriminanzfunktion im 
Abschnitt 9.2 wurden von diesem Interviewpartner am 15.12.2008 begutachtet und 
qualitätsgesichert. 
 
 
- Würde Ihr Institut evtl. Echtdaten zur Validierung des Algorithmus bereitstellen? 
 
 Antwort: Unser Institut besitzt hierzu keine Daten.  
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-    Sind generell Auslandsüberweisungen gefährdet oder überweisen Phisher auch ins 
 Inland? Wie ist hierbei die Verteilung? 
 
 Antwort: Ja, ca. 20-25% der Phishing-Überweisungen gehen ins Ausland, wobei 
 der Anteil der Auslandsüberweisungen an der Gesamttransaktionsmenge von 
 Privatpersonen  insgesamt geringer als 20% ist. Daher ist hier eine statistische 
 Relevanz gegeben. 
 
 
- Wie viele Betrugsfälle im Online-Banking hat ihr Kreditinstitut bzw. wie ist das 
Verhältnis von Betrugstransaktionen zu Nicht-Betrugstransaktionen? 
 
 Antwort: Wir unterstützen Banken nur beim Analysieren von Betrugsfällen aller 
 Art, selbst haben wir keine Betrugsfälle im Online-Banking. 
 
 
- Wie viele historische Online-Transaktionen müssten von einem Kunden untersucht 
werden um ein Transaktionsprofil des Kunden zu bekommen bzw. um abschätzen 
zu können, wie das „normale“ Transaktionsverhalten des Kunden ist? 
 
 Antwort: Hierfür kann meiner Meinung nach keine genaue Zahl genannt werden. 
 
 
- Wie viele Online-Transaktionen hat eine Geschäftsbank oder Sparkasse täglich zu 
analysieren?  
 
 Antwort: Das ist ganz unterschiedlich und hängt von der Größe der Bank ab.  
 
 
- Wie hoch ist die durchschnittliche Zahl von Online-Transaktionen eines Online-
Banking-Kunden im Monat? 
 
 Antwort: Das ist abhängig davon, ob es sich um Firmen oder Privatpersonen 
 handelt. Bei Privatpersonen würde ich so max. zehn Überweisungen im Monat 
 schätzen, wobei dies auch von Bank zu Bank variieren kann. Bei Firmen sind es je 
 nach Größe deutlich mehr 
 
 
- An welchen Attributen und Eigenschaften einer Online-Transaktion könnte ein Be-
trugsfall evtl. identifiziert werden? 
 
 Antwort: Am Transaktionsbetrag, an der Zeitdauer der Online Session und am IP- 
 Adressbereich des Quellrechners. Aber ich glaube nicht, dass diese Informationen 
 bei jedem Kreditinstitut ausgewertet werden. Der Empfänger ist auch ein Indiz bzw. 
 die Zielbank. 
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- Können Sie mir bekannte Betrugsmuster im Bereich „Identitätsdiebstahl“ beim On-
line-Banking nennen? 
 
 Antwort: Verdächtig sind Transaktionen nahe an der Verfügbarkeitsgrenze und 
 generell höhere Beträge. Oftmals gehen die Überweisungen ins Ausland, wie ich 
 schon erwähnt habe. Die Erfahrung der Personen, die Online-Banking betreiben 
 spielt eine große Rolle, da erfahrene Online-Kunden oftmals auch die nötige Anti-
 Virus Software laufen haben. Wenn eine Session unter zehn Sekunden dauert, z.B. 
 nur zwei oder drei Sekunden, dann ist dies verdächtig, da möglicherweise ein 
 Trojaner die Überweisung durchgeführt hat. Verdächtig sind auch generell 
 Überweisungen zu einem unbekannten Empfänger, an den vorher noch nie eine 
 Überweisung  durchgeführt wurde. 
  
  
- Woran können Nicht-Betrugstransaktionen beim Online-Banking sicher erkannt 
werden? 
 
 Antwort: Nur wenn die Überweisungen regelmäßig an den gleichen Empfänger er-
 folgen und wenn sie ein Kunde persönlich am Bankschalter abgibt, aber dann ist es 
 ja ohnehin keine Online-Überweisung. 
 
 
- Bei welchem Ausgabewert eines neuronalen Netzwerks könnte eine Betrugstrans-
aktion bzw. Nicht-Betrugstransaktion sicher erkannt werden? 
 
 Antwort: Die Betrugswahrscheinlichkeit müsste vielleicht größer als 88-90% sein, 
 wobei dies dann ohnehin manuell geprüft werden müsste, bevor die Staatsanwalt-
 schaft eingeschaltet werden kann. Wobei es problematisch ist, die Transaktion 
 zurückzuhalten, da hierbei auch der Kunde kontaktiert werden muss, ob die 
 Transaktion so gewollt ist. Für Nicht-Betrug müsste die Betrugswahrscheinlichkeit 
 wohl so unter 10% liegen um ganz sicher zu gehen. 
 
 
- Wie schnell muss eine Betrugstransaktion beim Online-Banking identifiziert wer-
den? 
 
 Antwort: Am besten so schnell wie möglich. 
 
 
       - Welche Erkennungsgenauigkeit müsste von einem Transaktionsanalysesystem er-
 reicht werden? 
 
 Antwort: So gut wie möglich, 99% wäre ein sehr guter Wert. Mehr wird wohl kaum 
 machbar sein. 
 
 
- Setzt ihr Institut Complex Event Processing-Technologie ein? 
 
 Antwort: Nein, diese Technologie ist mir auch nicht bekannt.  
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- Wie ist ihre generelle Strategie im Bereich „Identitätsdiebstahl“ beim Online-
Banking? 
 
 Antwort: Wir unterstützen Kreditinstitute, die mit dieser Problematik an uns 
 herantreten.  
 
 
Anhang 2: Implementierung der Datenversorgungskomponente mit StreamBase 
Studio 
 
Im Anhang 2 ist die technische Realisierung des Hybrid-Modells dargestellt. Der Bild-
schirmauszug in Abbildung 47 zeigt die Implementierung und den Ablauf der kompletten 
Betrugserkennungsanwendung mit Hilfe der Komponenten von StreamBase Studio.  
 
 
Abbildung 47: Implementierung der Betrugserkennungsanwendung mit Komponenten der StreamBa-
se IDE 
 
Die Transaktionsevents werden über die Inputadapter-Komponente aus dem Quellsystem 
in die CEP engine transferiert. In Tabelle 70 ist die Datenstruktur der Transaktionsevents 
aufgelistet, wie sie im Abschnitt 6.1 beschrieben und in dieser Form für die Experimente 
verwendet wird.  
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Attribut Datentyp (StreamBase) 
KundenID Integer 
TransaktionsID Integer 
IP-Adresse des Quellrechners String 
Zeit für Online-Überweisung Time 
Transaktionsdatum Date 
Transaktionsuhrzeit Time 
Transaktionsbetrag Double 
Senderkontonummer Double 
Empfängerkontonummer  Double 
Empfängerbankleitzahl  Double 
Tabelle 70: Attributstruktur der Transaktionsevents 
 
Die Informationen „IP-Adresse des Quellrechners“ und „Zeit für die Online-Überweisung“ 
liegen lt. Angaben der interviewten Betrugsexperten nicht bei jedem Kreditinstitut vor. 
Diese Struktur wird in der Inputadapter-Komponente mit den exakten Datentypen ange-
legt. Der Stream der Inputadapter-Komponente wird anschließend in der Split-
Komponente kopiert. Eine Kopie des Transaktionsevents wird der Query-Komponente für 
die, im Abschnitt 7.1 erwähnte, Anreicherung der events mit zusätzlichen Attributen ver-
wendet. Zu diesem Zweck wird von der Query-Komponente einer externen Datenbankta-
belle namens Betrugserkennung mittels einer JDBC-Verbindung, die über die JDBCTable-
Komponente konfiguriert ist, folgender SQL-String übergeben:  
 
„SELECT b.kontostand, b.dispolimit, b.durchschnTransferBetrag, b.inlandIpAdresse, 
b.auslandsTransaktion, b.bekanterEmpfanger, b.durchschnAnzahlTransaktionen  
FROM Betrugserkennung b  
WHERE b.kundenID = „+ inputstream.kundenID; 
 
Der Grund für diese Select-Anweisung ist, dass – wie im Abschnitt 6.1 erwähnt – be-
stimmte benötigte Attribute nicht ursprünglich in der Struktur des Transaktionsevents ent-
halten sind, sie aber für die Erreichung der Qualitätsziele der Betrugsidentifikation ge-
braucht werden.  
Aufgrund des einfacheren Ablaufs sind im Rahmen der Experimente bzw. der Simulation 
alle diese benötigten Felder schon vorher in einer einzigen Tabelle zusammengefasst. 
Das zurückgelieferte event der Query-Komponente enthält folgende Attributstruktur (in 
den Tabellen 70 und 71 sind aufgrund der besseren Identifizierbarkeit nicht die exakten 
technischen Feldnamen angegeben): 
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Attribut Datentyp (StreamBase) 
Dispolimit Double 
Kontostand Double 
Durchschnittliche Transferan-
zahl (pro Monat) zum Zeitpunkt 
der Transaktion 
Double 
Durchschnittlicher Transakti-
onsbetrag zum Zeitpunkt der 
Transaktion 
Double 
Inland IP-Adresse Boolean 
Auslandstransaktion Boolean 
Vertrauenswürdiger Empfänger Boolean 
Tabelle 71: Struktur der zusätzlich benötigten Attribute 
 
Dieses Ergebnisevent wird im nächsten Schritt mit dem Original-Transaktionsevent korre-
liert und somit ein complex event generiert. Dieser Prozess erfolgt in der Union-
Komponente. Das neu generierte complex event, das sowohl die ursprünglichen als auch 
die abgefragten Attribute enthält wird anschließend der JavaOperator-Komponente über-
geben. In dieser Komponente ist eine .jar-Datei (Java Archive) eingebunden, welche den 
Javacode des entwickelten Betrugserkennungsalgorithmus bzw. der Betrugserkennungs-
komponente enthält und ausführt. Der Javacode der Anwendung ist in einem externen 
Arbeitsbericht einsehbar. Nach dem Durchführen der Betrugsidentifikation wird das Er-
gebnis dem Outputadapter übergeben. In diesem Fall bildet der Adapter eine Schnittstelle 
zu einer Textdatei, in welcher der Ausgabewert des neuronalen Netzwerks zur Auswer-
tung abgelegt wird. Für weiterführende Informationen zu den verwendeten und weiteren 
StreamBase Studio-Komponenten, siehe [Stre08].  
 
Anhang 3: Darstellung der Ausgabewerte des neuronalen Netzwerks 
 
Im Anhang 3 werden die exakten Ausgaben der Erkennungsgenauigkeit der optimalen 
Netzwerktopologie (5-5-5-1 Netzwerk) angezeigt. Die Ausgaben für die weiteren analy-
sierten Topologien befinden sich in identischer Struktur in einem separaten Arbeitsbericht.  
 
100 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
1000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
5000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
10000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
20000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
30000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
50000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1 
Betrugsfälle zwischen 0,9 und 1,0: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1016 
Betrugsfälle zwischen 0,4 und 0,5: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 24,575% 
 
 
100000 Backpropagationsdurchläufe; 0,1 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 4 
Betrugsfälle zwischen 0,9 und 1,0: 1989 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 5 
Betrugsfälle zwischen 0,7 und 0,8: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 6 
Betrugsfälle zwischen 0,5 und 0,6: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 2 
Betrugsfälle zwischen 0,4 und 0,5: 1 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,3 und 0,4: 6 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 4 
Betrugsfälle zwischen 0,2 und 0,3: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 22 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 964 
Betrugsfälle zwischen 0,0 und 0,1: 6 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,4% 
 
 
100 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
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1000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
5000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
10000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
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Erkennungsgenauigkeit: 74,575% 
 
 
20000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1 
Betrugsfälle zwischen 0,9 und 1,0: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1016 
Betrugsfälle zwischen 0,4 und 0,5: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 24,575% 
 
 
30000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 2 
Betrugsfälle zwischen 0,9 und 1,0: 1988 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 2 
Betrugsfälle zwischen 0,7 und 0,8: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,5 und 0,6: 3 
Betrugsfälle zwischen 0,5 und 0,6: 3 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1 
Betrugsfälle zwischen 0,4 und 0,5: 2 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 6 
Betrugsfälle zwischen 0,3 und 0,4: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 5 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 8 
Betrugsfälle zwischen 0,1 und 0,2: 2 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 986 
Betrugsfälle zwischen 0,0 und 0,1: 2 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,925% 
 
 
50000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 3 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 1 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 4 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 3 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 5 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 9 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 29 
Betrugsfälle zwischen 0,1 und 0,2: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 961 
Betrugsfälle zwischen 0,0 und 0,1: 12 
_____________________________________________ 
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Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,275% 
 
 
100000 Backpropagationsdurchläufe; 0,3 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 5 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 2 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 3 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 3 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 6 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 64 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 929 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 97,475% 
 
 
100 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
1000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
5000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
10000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1 
Betrugsfälle zwischen 0,9 und 1,0: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1016 
Betrugsfälle zwischen 0,4 und 0,5: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 24,575% 
 
 
20000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 3 
Betrugsfälle zwischen 0,9 und 1,0: 1988 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 3 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 2 
Betrugsfälle zwischen 0,5 und 0,6: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 6 
Betrugsfälle zwischen 0,3 und 0,4: 3 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 4 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,1 und 0,2: 8 
Betrugsfälle zwischen 0,1 und 0,2: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 986 
Betrugsfälle zwischen 0,0 und 0,1: 5 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,925% 
 
 
30000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 3 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 1 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 2 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 4 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 5 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 7 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 16 
Betrugsfälle zwischen 0,1 und 0,2: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 977 
Betrugsfälle zwischen 0,0 und 0,1: 12 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,675% 
 
 
50000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 5 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 1 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 3 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 1 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 3 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 3 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 6 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 39 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 955 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,125% 
 
 
100000 Backpropagationsdurchläufe; 0,5 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 6 
Betrugsfälle zwischen 0,9 und 1,0: 1986 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 3 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 1 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 2 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 3 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,2 und 0,3: 5 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 37 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 957 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,150% 
 
 
100 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
1000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
5000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
10000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1 
Betrugsfälle zwischen 0,9 und 1,0: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 1016 
Betrugsfälle zwischen 0,3 und 0,4: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 24,575% 
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20000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 3 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 2 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 2 
Betrugsfälle zwischen 0,7 und 0,8: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 3 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 4 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 3 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 6 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 8 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 984 
Betrugsfälle zwischen 0,0 und 0,1: 12 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,85% 
 
 
30000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 5 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 1 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 1 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,4 und 0,5: 2 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 5 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 1 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 17 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 982 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,800% 
 
 
50000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 6 
Betrugsfälle zwischen 0,9 und 1,0: 1986 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 3 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 3 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 2 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 5 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 18 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 977 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
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Erkennungsgenauigkeit: 98,650% 
 
 
100000 Backpropagationsdurchläufe; 0,7 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 8 
Betrugsfälle zwischen 0,9 und 1,0: 1986 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 1 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 2 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 1 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 2 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 3 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 4 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 18 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 977 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,65% 
 
 
100 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
1000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
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Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
5000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1017 
Betrugsfälle zwischen 0,9 und 1,0: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 0 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 74,575% 
 
 
10000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 1 
Betrugsfälle zwischen 0,9 und 1,0: 1981 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 1 
Betrugsfälle zwischen 0,8 und 0,9: 2 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 10 
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_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 1 
Betrugsfälle zwischen 0,6 und 0,7: 5 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 2 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 2 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 1 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 1 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 9 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 999 
Betrugsfälle zwischen 0,0 und 0,1: 2 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 99,075% 
 
 
20000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 3 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 3 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 6 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 2 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 10 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 989 
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Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,975% 
 
 
30000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 6 
Betrugsfälle zwischen 0,9 und 1,0: 1987 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 1 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 2 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 1 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 1 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 3 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 3 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 12 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 987 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,925% 
 
 
50000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 6 
Betrugsfälle zwischen 0,9 und 1,0: 1986 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 3 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 1 
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Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 2 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 3 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 2 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 3 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 10 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 987 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,90% 
 
 
100000 Backpropagationsdurchläufe; 0,9 Lernfaktor: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 9 
Betrugsfälle zwischen 0,9 und 1,0: 1986 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 1 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 3 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 2 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 1 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 2 
Betrugsfälle zwischen 0,3 und 0,4: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 3 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 9 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
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Nicht-Betrugsfälle zwischen 0,0 und 0,1: 988 
Betrugsfälle zwischen 0,0 und 0,1: 13 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 98,925% 
 
Anhang 4: Ausgabewerte bei veränderten Initialgewichten 
 
Im Anhang 4 befinden sich die Klassifikationsergebnisse aus einer Voruntersuchung bei 
negativen Initialgewichten der ersten Gewichtsebene in einem neuronalen Netzwerk mit 
5-5-5-1 Topologie bei 10.000 Lerndurchläufen und einem Lernfaktor von 0,9: 
 
Insgesamt: 4000 Testevents analysiert, davon: 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,9 und 1,0: 0 
Betrugsfälle zwischen 0,9 und 1,0: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,8 und 0,9: 0 
Betrugsfälle zwischen 0,8 und 0,9: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,7 und 0,8: 0 
Betrugsfälle zwischen 0,7 und 0,8: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,6 und 0,7: 0 
Betrugsfälle zwischen 0,6 und 0,7: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,5 und 0,6: 0 
Betrugsfälle zwischen 0,5 und 0,6: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,4 und 0,5: 0 
Betrugsfälle zwischen 0,4 und 0,5: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,3 und 0,4: 1017 
Betrugsfälle zwischen 0,3 und 0,4: 2000 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,2 und 0,3: 0 
Betrugsfälle zwischen 0,2 und 0,3: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,1 und 0,2: 0 
Betrugsfälle zwischen 0,1 und 0,2: 0 
_____________________________________________ 
Nicht-Betrugsfälle zwischen 0,0 und 0,1: 0 
Betrugsfälle zwischen 0,0 und 0,1: 0 
_____________________________________________ 
Nicht-Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausge-
siebt: 983 
Betrugsfälle von Diskriminanzanalyse oder Entscheidungsbaum ausgesiebt: 0 
_____________________________________________ 
Erkennungsgenauigkeit: 24,575% 
