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Abstract--lterated function systems have been applied as a means of shape representation and 
generation. This paper describes how they may be applied in a similar manner to graphs. Although 
the study is in its early stages, it is anticipated that this means of representation will offer a range 
of new techniques for the analysis of graphs. 
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1. INTRODUCTION 
The paper begins with a brief introduction to the notation and terminology of iterated function 
systems. For further details, see [1]. 
Consider a finite set of contraction mappings Wm: X ~-* X on the complete metric space (X, d), 
then (X,  Wm : m = 1, 2 , . . . ,  M} is an iterated function system (IFS). Let 7-/(X) denote the space 
whose points are compact subsets of X other than the empty set. Given an IFS W, then for all 
A E 7-/(X), the transformation W(A)  is contractive and has a unique fixed point A (known as the 
attractor) which is independent of A. The following theorem is known as the Collage Theorem 
and provides a mechanism for finding an IFS to represent an element of T/(X). 
THEOREM. (see [1]) Let {X,  wm : m = 1 ,2 , . . . ,M} be an iterated function system and let 
A 6 T/(X) with h(W(A) ,A)  < e for some e > 0 (h is the Hausdorffdistance). Then, h(A,A)  < 
e/(1 - p), where ,4 is the attractor of the iterated function system and p is the smallest number 
such that d(wi(x),wi(y)) <_ pd(x,y), for all x ,y  E X,  and 1 < i < M. 
In particular, the above theorem can be used to show that if S ~ is a discrete approximation of
S E 7~(R2), then there exists an exact solution to the inverse problem for S ~ (see, e.g., [2]). This 
has led to a number of applications in image and signal representation and compression [2-5]. 
The remainder of this paper demonstrates the use of IFSs for the representation and generation 
of graphs. 
2. REPRESENTAT ION 
A 0-1 matrix M is defined to be an n x n matrix for which rnij = 0 or 1 for all i , j .  The 
first stage of the graph representation process is to map the graph to a 0-1 matrix. This matrix 
is then mapped to the n x n discrete approximation of the unit square which can naturally be 
interpreted as a black and white image. An IFS can then be used to represent the image and, 
hence, the graph. 
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Let a gin-mapping f : G --* M be a 1-1 or 1-n mapping of a graph G to a 0-1 matrix M using 
the notation F. An iterated contraction graph is denoted by {F, W, N}, where W is an IFS and 
N indicates the N x N discrete approximation of the unit square. With many popular notations, 
N is equal to the number of vertices of G. 
The use of a graph's adjacency notation (AN) results in a 1-1 gm-mapping. If G is a graph, 
V the set of its vertices, and E the set of its edges, then let N1 notation be 
mi,i=O or 1, i f v iEV ,  
mis = l or mji = l, i f v iv jEE  and vjvi E E. 
The use of of N1 results in a 1-n gm-mapping. (Note N1 does not support loops or undirected 
edges, but allows m~,i = 0, mj j  = 1, for vi, vj E V and i ~ j.) 
In some cases, the number of contraction mappings required to represent a graph may be very 
small, e.g., two or three. In such cases, the iterated contraction graph becomes an effective means 
of graph compression. Consider, for example, the n-clique Cn, each vertex of which has a loop, 
and Kn the star graph with n vertices (Figure 1 shows possible 0-1 matrices for these graphs 
when n = 5). Then, 
Cn={AN,{P ,w] : i= l ,2 ,3 ,4 ) ,n ) ,  Kn={Nl ,{P ,w~: i= l ,2 ) ,n ) ,  
where P is an n x n discrete approximation of the unit square. If ~ (x) = Ax + v~i, then 
A = (o :o ) ,  = (0 ,0 ) ,  = = = = and 
v22 = (0.5, 0.25). For all values of n, the n-clique and the n-star can be represented by iterated 
contraction graphs comprising four and two mappings, respectively. 
1 1 1 1 
(a) 1 1 1 1 (b) 
1 1 1 1 
1 1 1 1 
0000 ) 
0 0 0 0 
1 1 1 1 
0 0 0 0 
0 0 0 0 
Figure 1. 0-1 matrices for (a) the 5-clique with each vertex having a loop, and (b) the 
star graph with 5 vertices. These graphs are represented using AN and N1 notation, 
respect ively. 
3. GENERATION 
The first stage of generating the graph is to generate the IFS's attractor on the n x n discrete 
approximation of the unit square. There are a variety of algorithms for this. One of the most 
efficient algorithms is the minimum point plotting algorithm [6] (for further details of these 
algorithms, see [2]). 
1. Calculate the fixed points of the mappings {w~ : i -- 1, 2 . . . . .  n}, plot them, and place 
them in the queue. 
2. Take the point x from the head of the queue. For each of the mappings wi, i = 1, 2 , . . . ,  n, 
we do the following. 
(a) Generate the point y = wi(x). 
(b) If y is a point which has not been plotted, plot it, and add to the back of the queue. 
3. Repeat 2 until the queue is empty. 
The resulting image is easily mapped to a 0-1 matrix and the nature of the notations ensures 
that a unique graph (up to an isomorphism) can be generated from the matrix. 
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4. D ISCUSSION 
Under the current formalism, the only graphs which can be represented are those for which a 
gin-mapping can be found. In addition, the IFS required to represent the matrix may require 
a large number of mappings and/or be difficult to find (several aspects of the inverse problem 
remain unsolved). Despite these difficulties, it is anticipated that other properties of IFSs (e.g., 
robustness) will lead to interesting applications in graph theory. Furthermore, it is expected that 
iterated contraction graphs will have many interesting properties in their own right. 
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