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Health care quality is a very important issue in the US. 27 Tens of thousands of Americans die each year, and many 28 more suffer from nonfatal injuries due to errors in the 29 health care system [29] . Several approaches have been 30 directed toward solving this problem. For example, the 31 Health IT Framework [39] proposed several strategies, 32 such as promoting IT adoption, fostering collaborations, 33 and enhancing informed consumer choice of clinicians or 34 institutions. The last strategy is important because varia- 35 tion in the quality of care across health care institutions 36 is large. 37 Choosing a health care institution that has a track 38 record of providing quality care can make the difference 39 between desired outcomes or unsatisfactory outcomes, 40 including death. Experienced physicians gain knowledge 41 about which facilities provide the best care. Physicians typ- 42 ically play a key role in recommending specific hospitals to 43 their patients. Recent efforts by the Centers for Medicare 44 and Medicaid Services and other organizations (e.g., 45 www.healthgrades.com) are making hospital performance 46 data available to physicians and to the public to assist this 47 decision. It has been estimated that about 2600 lives could 48 be saved each year by improved hospital referral [7] . [16, 26, 8, 23] . 93 While many of these studies examine only one or two concern when selecting a hospital. Even for nonemergency 101 conditions, proximity is highly desirable. Therefore, several 102 studies [9, 15, 16, 33] 
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The proposed algorithm is a decision tool that can pro- 
Methods
316
There are a series of stages in the PODSS algorithm. As 317 illustrated in Fig. 1 . As in Fig. 2 We note that in the general case that the problem in Eq. 
; if y i ¼ þ1
; if y i ¼ À1 (   591 591   592 We used a variation of Platt's method [32] probabilities. Fig. 3 shows the validation maps for the four 602 datasets. The predicted survival probability of a patient in 603 each hospital can be found on this map. For example, in 604 the all-AMI-patients experiment (Fig. 3a) , the predicted 605 survival probability of a patient may improve about 5% 606 if the query patient's predictive score improves from 0 to 607 1 by switching to the recommended hospital. ing the survival probability, the freedom-from-622 complication probability, and the distance to each hospital. In the following sections, we present the results using (Table 2) . given 30 miles, the predicted survival probabilities of Table 3 Mean square error of predicted probability of survival for SVM and logistic regression Table 7 shows the actual survival probability of patients (Table 2 ). For point (1) above, we find that the sur-749 vival probabilities in Table 7 are all higher than that in 750 Tables 7-9 . Similar to Table 7 -9 are actual survival prob- shows three hospitals within this distance limit (Fig. 7b) . Although hospital 5 shows a higher survival probability 857 than hospital 3, the FFC probability is lower than hospital Table 4 (analysis 3) . 884 Although there is a distance constraint, some patients live 885 very far away from any hospital, so that there are no hos-886 pitals recommended for them. For these cases, the recom-887 mended hospitals are the ones that least violate the 888 distance constraint. These points appear at Fig. 8b-d . 889 The distances of these points are higher than the distance 890 parameter. 891 The movement of points in Fig. 8a and b shows an inter- Table 4 . 901 Both probabilities in Fig. 8b-e We proposed a new data mining process to construct an 908 expert system. Each element in this process (see Fig. 1 to the inference engine that maps a query into an action).
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The structure of this process has several advantages. 925 First, the construction and maintenance are automatic. 926 Thus, compared to a rule-based system, the cost is low, 
